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POSITIONAL GAMES ON RANDOMLY PERTURBED GRAPHS
DENNIS CLEMENS, FABIAN HAMANN, YANNICK MOGGE, AND OLAF PARCZYK
Abstract. Maker-Breaker games are played on a hypergraph pX,Fq, where F Ď 2X denotes
the family of winning sets. Both players alternately claim a predefined amount of edges (called
bias) from the board X , and Maker wins the game if she is able to occupy any winning set F P F .
These games are well studied when played on the complete graphKn or on a random graph Gn,p.
In this paper we consider Maker-Breaker games played on randomly perturbed graphs instead.
These graphs consist of the union of a deterministic graph Gα with minimum degree at least
αn and a binomial random graph Gn,p. Depending on α and Breaker’s bias b we determine the
order of the threshold probability for winning the Hamiltonicity game and the k-connectivity
game on Gα Y Gn,p, and we discuss the H-game when b “ 1. Furthermore, we give optimal
results for the Waiter-Client versions of all mentioned games.
1. Introduction
In general, a positional game is a perfect information game played by two players on a hypergraph
pX,Fq. Throughout the game both players occupy elements of the board X according to some
predefined rule, and the winner is determined through the family of winning sets F . Research
of the last decades has generated many interesting results in the area of positional games (see
e.g. [5, 26]), where plenty of different types were considered, including Maker-Breaker games (see
e.g. [8, 22, 24, 37, 40]), Waiter-Client games (see e.g. [7, 16, 30]), and many more.
In this paper we are mainly interested in positional games where X is the edge set of some given
graph G, and where F is the family of all Hamilton cycles of G, all k-vertex-connected spanning
subgraphs of G, or all copies of some fixed graph H in G, respectively. Before we will discuss
such games further, let us first recall what is known about the appearance of these structures in
dense graphs, random graphs and randomly perturbed graphs.
1.1. Dense graphs. For a given graph G let δpGq denote its minimum degree. When we
consider all graphs G on n vertices, it is quite natural to ask how large δpGq needs to be in
order to guarantee the existence of a given structure. Dirac [17] proved that any graph on n ě 3
vertices with minimum degree at least n
2
is Hamiltonian, with the bound being sharp, since
the vertex disjoint union of two cliques of sizes tn
2
u and rn
2
s does not contain a Hamilton cycle.
Moreover, it is an easy observation, that for any positive integer k, any n-vertex graph with
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minimum degree at least n`k´1
2
is k-vertex-connected. Again this bound is seen to be sharp by
looking at the following example: take the vertex disjoint union of three cliques of sizes k ´ 1,
tn´k`1
2
u and rn´k`1
2
s, respectively, and add all edges between the first clique and both of the
other cliques. For the containment of a fixed graph H a sufficient minimum degree condition
can be derived from Turán’s Theorem [46] with regularity, or from the following theorem of
Erdős and Stone [20]: for any fixed graph H with chromatic number r ą 2, any n-vertex graph
with minimum degree
`
r´2
r´1
` op1q˘n contains a copy of H provided that n is large. This bound
is seen to be sharp by considering a Turán graph on n vertices with r ´ 1 vertex classes, i.e. an
pr´1q-partite graph with all class sizes differing at most by 1. For bipartite graphs H any linear
minimum degree is sufficient.
1.2. Random graphs. Let Gn,p be the binomial random graph model, i.e. the model of n-vertex
random graphs, where each edge is present with probability p independently of all others. For
simplicity, we will often write Gn,p also for a graph G „ Gn,p drawn according to this distribution.
Given some graph property P, we are interested in a probability function pˆ “ pˆpPq such that
the following holds: when p “ ωppˆq, then Gn,p satisfies P asymptotically almost surely (a.a.s.),
i.e. with probability tending to one as n tends to infinity. When additionally it holds that Gn,p
a.a.s. does not have property P when p “ oppˆq, we call pˆ a threshold probability for the property
P. The existence of such a threshold is known for all monotone graph properties P [12]. If the
same conclusion even holds with p ě p1` εqpˆ and p ď p1´ εqpˆ for any constant ε ą 0, then we
call pˆ a sharp threshold probability for the property P.
Posá [43] and Korshunov [36] independently proved thatGn,p has a sharp threshold for containing
a Hamilton cycle at lnn
n
. In fact, there are even more precise results known, e.g. it holds a.a.s.
that at the point when Gn,p has minimum degree two it is already Hamiltonian [13]. Note that
the existence of a Hamilton cycle immediately implies 2-vertex-connectivity. More generally, it
follows from an early work of Erdős and Rényi [19], that for any fixed positive integer k the
random graph Gn,p has a sharp threshold for being k-vertex-connected at
lnn
n
. Lastly, consider
the containment of a fixed graph H . Let dpHq “ epHq
vpHq
and denote by
mpHq “ max
H1ĎH,vpHqą0
dpHq
the maximum subgraph density of H . Bollobás [12] proved that the threshold probability for
Gn,p containing a copy of H lies at n
´1{mpHq.
1.3. Randomly perturbed graphs. Note that all of the constructions described above for
showing the sharpness of the minimum degree conditions for dense graphs are ’well-structured’
in a certain way: they contain very dense parts (e.g. large cliques) and very sparse parts (e.g. large
independent sets) at the same time, and thus they are far away from the ’typical shape’ of a
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random graph. For that reason, one may hope for improving the minimum degree conditions,
that we already discussed for dense graphs, when we allow to extend the given graph slightly by
additionally sprinkling a few random edges on top of it. To be more precise, fix any real α ą 0
and let Gα be a sequence of n-vertex graphs with minimum degree at least αn. Our goal is to
consider the model Gα Y Gn,p which was first studied by Bohman, Frieze, and Martin [11]. In
the following we slightly abuse notation and also write Gα Y Gn,p for Gα Y G with G „ Gn,p.
Similarly to the discussion of the binomial random graph, we can look for pˆ “ pˆpPq such that
the following holds:
‚ with p “ ωppˆq it is true that for any sequence Gα the desired property P holds a.a.s. in
Gα YGn,p,
‚ with p “ oppˆq there exists a sequence Gα such that the desired property P a.a.s. does
not hold in Gα YGn,p.
Bohman, Frieze, and Martin [11] showed that for any α ą 0 there exists a large enough constant
C such that it is sufficient to take p ě C
n
to ensure that a.a.s. Gα Y Gn,p is Hamiltonian. This
is asymptotically optimal, because with Gα “ Kαn,p1´αnq we can use at most 2αn edges of Gα
for a Hamilton cycle and when p “ o ` 1
n
˘
we a.a.s. have that Gn,p only adds opnq edges. On
one hand, this result shows that any minimum degree linear in n suffices to ensure that a.a.s. a
Hamilton cycle appears when a sparse random graph with ωpnq edges is added. On the other
hand, we see that starting with a dense graph Gα we need an edge probability p for the likely
Hamiltonicity of GαYGn,p which is a ln-factor smaller than the corresponding threshold for the
binomial random graph.
Among other things, it was shown by Bohman, Frieze, Krivelevich, and Martin [10] that for any
fixed positive integer k the randomly perturbed graph Gα Y Gn,p is k-vertex-connected when
p “ ω ` 1
n2
˘
; results are also given for the case when k is not a constant but depending on n.
To discuss the results for a fixed graph H we first need to define the r-partite density of H , as
it was introduced by Krivelevich, Sudakov, and Tetali [39]. Let
mprqpHq :“ min
V pHq“YiPi
max
i
mpHrPisq,
where we minimise over all possible partitions of the vertex set ofH into r parts P1, . . . , Pr. Then,
for any integer r, any α P p r´2
r´1
, r´1
r
s, and any fixed graph H with mprqpHq ą 0, the randomly
perturbed graph Gα Y Gn,p a.a.s. contains a copy of H provided that p “ ω
´
n´1{m
prqpHq
¯
[39].
Note that when mprqpHq “ 0, this implies, that χpHq ď r, and thus, due to Erdős and Stone [20],
there already exists a copy of H in Gα alone. To see that this is optimal it suffices to consider a
complete r-partite graph on n vertices with roughly equal parts and to note that in one of the
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parts there has to be a copy of some H 1 Ď H with mpH 1q ě mprqpHq fully composed of edges of
Gn,p, which a.a.s. does not appear when p “ o
´
n´1{m
prqpHq
¯
.
1.4. Maker-Breaker games. In our paper we will mainly focus on Maker-Breaker games. A
p1 : bq Maker-Breaker game (also referred to as b-biased Maker-Breaker game) on some hyper-
graph pX,Fq is played as follows. Maker and Breaker alternate in taking 1 and b unclaimed
elements of X, respectively (except for maybe the last round where Breaker could take less
elements), and the game is Maker’s win if she fully claims an element of F ; otherwise Breaker
wins. Since increasing the bias b is never a disadvantage for Breaker, it can easily be shown that
for any hypergraph pX,Fq there must be a threshold bias bF such that Maker wins if and only
if b ă bF (see e.g. [26]).
In our setting X will be the edge set of some host graph G and F will consist of all Hamilton
cycles, k-vertex-connected subgraphs, or copies of H in G, respectively. In the literature, G is
usually chosen to be the complete graph Kn, or (more recently) the binomial random graph Gn,p
(see e.g. [27], [44]). But already when playing on Kn the intuition from random graphs plays an
important role, since Maker’s subgraph can exhibit similar properties as a subgraph where each
edge of X “ EpKnq is taken at random with probability 1b`1 . Moreover, for many (but not all)
families F the threshold bias in the p1 : bq game on X “ EpKnq is tightly linked to the threshold
probability for Gn,p to be such that Maker wins the p1 : 1q game with winning sets F .
As a first example, let us look at the Maker-Breaker Hamiltonicity game, where the family
of winning sets F “ HpGq consists of all Hamilton cycles of the host graph G which the
game is played on. When playing on G “ Kn, it was shown by Krivelevich [37] that the
threshold bias bHpKnq is of size p1 ` op1qq nlnn . One interesting fact about this result is that it
supports the probabilistic intuition: if Maker and Breaker would play the b-biased game fully
at random, Maker’s graph would behave similarly to Gn,p with edge probability p “ 1b`1 , which
asymptotically equals the threshold p1`op1qq lnn
n
for containing a Hamilton cycle when b “ bHpKnq.
Furthermore, as shown by Krivelevich, Lee, and Sudakov [38], Maker can even win the b-biased
Hamiltonicity game on a graph G with δpGq ě n
2
provided that b ď cn
lnn
for some small enough
constant c ą 0. On the other hand [27], Gn,p is a.a.s. such that Maker wins the p1 : 1q Maker-
Breaker Hamiltonicity game provided that p ě p1`εq lnn
n
for any fixed ε ą 0. This coincides with
the appearance of a Hamilton cycle in Gn,p as discussed above, and this threshold probability
happens to be asymptotically the inverse of the threshold bias bHpKnq. Moreover, for p “ ω
`
lnn
n
˘
it has been shown that the threshold bias for winning the Hamiltonicity game on Gn,p is a.a.s. of
size Θ
`
np
lnn
˘
[21], giving a linear dependency between the edge probability p and the threshold
bias bHpGn,pq.
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Next let us consider the k-vertex-connectivity game where F “ CkpGq consists of all spanning
k-vertex-connected subgraphs of the host graph G which the game is played on. As observed by
Krivelevich [37], his approach for the Hamiltonicity game on Kn can be modified to show that
bCkpKnq “ p1 ` op1qq nlnn , thus again providing an example supporting the probabilistic intuition.
Additionally and similarly as above, Maker wins the p1 : 1q Maker-Breaker k-vertex-connectivity
game on Gn,p provided that p ě p1 ` εq lnnn for any fixed ε ą 0 [9]; and for p “ ω
`
lnn
n
˘
, the
threshold bias for winning the k-vertex-connectivity game on Gn,p is a.a.s. of size Θ
`
np
lnn
˘
[21].
Finally, for any fixed graph H , let us turn to the Maker-Breaker H-game, where F “ FHpGq
consists of all copies of H that are contained in the host graph G which the game is played on.
For any graph H 1 on at least 3 vertices, let d2pH 1q “ epH1q´1vpH1q´2 , and denote by
m2pHq “ max
H1ĎH,vpHqą2
d2pH 1q
the maximum 2-density of H , where (for convenience) we let m2pP1q “ d2pP1q “ 1 and m2pP0q “
d2pP0q “ 0 with P1 being a single edge and P0 being an isolated vertex. For the H-game on Kn,
Bednarska and Łuczak [8] proved that bFHpKnq “ Θ
`
n1{m2pHq
˘
, provided that H contains at least
3 non-isolated vertices. Our proofs for the results discussed in the next section will also imply
the following for the p1 : 1q Maker-Breaker H-game on graphs with large minimum degree.
Theorem 1.1. Let r ě 2 be an integer, α P p r´2
r´1
, r´1
r
s, let H be a fixed graph with chromatic
number r, and let Gα be a graph on n vertices with δpGαq ě αn. Then provided that n is large
enough the following holds: playing a p1 : 1q Maker-Breaker game on the edges of Gα, Maker
has a strategy to obtain a copy of H.
Now, letH be a graph for which there existsH 1 Ď H such that d2pH 1q “ m2pHq, d2pH2q ă d2pH 1q
for all H2 Ĺ H 1, and H 1 is not a tree or triangle. Then the threshold probability pFH for winning
the Maker-Breaker H-game on Gn,p turns out to be of the order n
´1{m2pHq [42], and hence,
similar to the discussion of the Hamiltonicity game and the k-vertex-connectivity game, it is
asymptotically the inverse of the order of the threshold bias bFH pKnq for the corresponding
game on Kn. However, this last observation is not true for general H . For instance, when
H “ K3, the threshold probability pFK3 is of order n´5{9 [44]. Until today, it is still an open
problem to find the threshold probability pFH for every H .
1.5. Our results - Maker-Breaker games on randomly perturbed graphs. The main
goal of this paper is to study Maker-Breaker games on randomly perturbed graphs where the
family of winning sets F consists of Hamilton cycles, k-vertex-connected spanning subgraphs
or copies of a fixed graph H , respectively. Depending on α and Breaker’s bias b, we aim to
determine the order of the threshold probability for winning the p1 : bq Maker-Breaker game on
Gα Y Gn,p with winning sets F . For the case when b “ 1, one main question will be, whether
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the appearance of the structures from F in Gα YGn,p is roughly sufficient for a Maker’s win in
the corresponding game.
For the Hamiltonicity game we prove the following.
Theorem 1.2 (Biased MB Hamiltonicity game). For every real α ą 0 there exist constants
c, C ą 0 such that the following holds for large enough integers n. Let Gα be a graph on n
vertices with δpGαq ě αn, let b ď cnlnn be an integer, and let p ě Cbn . Then a.a.s. the following
holds: playing a p1 : bq Maker-Breaker game on the edges of Gα YGn,p, Maker has a strategy to
claim a Hamilton cycle.
Note that the bound on b is optimal up to the constant factor, since for b ě p1` εq n
lnn
, Breaker
can isolate a vertex on any graph having n vertices [14], and hence he wins the Hamiltonicity
game. Also, for α P p0, 1
2
q, the bound on p is optimal up to the constant factor. To see this, it is
enough to show that for each α P p0, 1
2
q there exists a sequence of graphs Gα such that Breaker
a.a.s. wins the Hamiltonicity game on Gα YGn,p for p ď p1´2αqb2p1´αq2n . For this, consider Gα to be a
complete bipartite graph AYB with |A| “ αn and |B| “ p1´ αqn. Now, every Hamilton cycle
in Gα Y Gn,p needs to contain at least p1 ´ 2αqn edges within B. However, a.a.s. Gn,p has less
than p1´2αqbn
2
edges within B, and hence, Breaker can ensure that Maker cannot claim p1´ 2αqn
of these edges by occupying b of these edges for himself in each round. Note that in this case we
obtain a linear dependency between Breaker’s bias b and the threshold probability p for winning
the game, analogously to the Hamiltonicity game on Gn,p. In the remaining case, when α ě 12 ,
we can actually choose p “ 0 and b ď cn
lnn
by the result of Krivelevich, Lee, and Sudakov [38].
Moreover, note that the above theorem strengthens the result of Bohman, Frieze, and Martin [11]
on the containment of Hamilton cycles. When p ě C
n
for some large enough constant C, the
graph Gα Y Gn,p a.a.s. does not only contain a Hamilton cycle; instead it is so rich of this
structure that Maker can win the p1 : 1q Maker-Breaker Hamiltonicity game on it.
For the k-vertex-connectivity game we show the following result.
Theorem 1.3 (Biased MB k-vertex-connectivity game). For every real α ą 0 and every integer
k ě 1 there exist constants C, c ą 0 such that the following holds for large enough integers n.
Let Gα be a graph on n vertices with δpGαq ě αn, let b ď cnlnn be an integer, and let p ě Cbn2 .
Then with probability at least 1´expp´cpn2q the following holds: playing a p1 : bq Maker-Breaker
game on the edges of Gα Y Gn,p, Maker has a strategy to claim a spanning k-vertex-connected
graph.
Note again that this theorem strengthens the result on the k-vertex-connectivity of Gα Y Gn,p
given in [10], and it also gives a linear dependency between b and the threshold probability p.
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The bound on b is optimal up to the constant factor by the same reason as before. For optimality
regarding p, consider Gα to be a graph consisting of (roughly)
1
α
vertex disjoint cliques of size
(roughly) αn. When p ď εb
n2
, using Markov’s inequality we see that with probability at least
1´ ε there are less than b edges in the graph Gn,p and therefore Breaker can easily ensure that
Maker receives at most 1 such edge. However, adding this edge to Gα does not even result
in a connected spanning graph and hence Maker cannot occupy such a graph in the game on
Gα YGn,p.
Finally, let us turn to the H-game on Gα YGn,p. For the case when H is a clique we obtain the
following result.
Theorem 1.4 (Unbiased MB Clique game). Let γ ą 0, integers t, r ě 2, and α P p r´2
r´1
, r´1
r
s be
given. Let Gα be an n-vertex graph with δpGαq ě αn, and let p ě n´2{pt`1q`γ . Then a.a.s. the
following holds: playing a p1 : 1q Maker-Breaker game on the edges of Gα Y Gn,p, Maker has a
strategy to obtain a copy of Ktr.
For t ě 4 this is optimal up to the constant γ in the exponent, because with p “ o `n´2{pt`1q˘
and Gα being an r-partite Turán graph we need a copy of Kt on at least one of the partite sets,
but a.a.s. Breaker has a strategy to prevent Maker from having any copy of Kt in Gn,p [42].
To extend this to arbitrary graphs H we introduce the following r-partite 2-density, analogously
to the r-partite density introduced by Krivelevich, Sudakov, and Tetali [39] for studying the
appearance of H in Gα YGn,p. Let
m
prq
2 pHq :“ min
V pHq“YiPi
max
i
m2pHrPisq,
where we minimise over all possible partitions of the vertex set of H into r parts P1, . . . , Pr.
Then the following holds.
Theorem 1.5 (Unbiased MB H-game). Let γ ą 0, r ě 2 be an integer, α P p r´2
r´1
, r´1
r
s, and let
H be a fixed graph with m
prq
2 pHq ą 0. Further, let Gα be a graph on n vertices with δpGαq ě αn,
and let p ě n´1{mprq2 pHq`γ. Then a.a.s. the following holds: playing a p1 : 1q Maker-Breaker game
on the edges of Gα YGn,p, Maker has a strategy to obtain a copy of H.
Note that m
prq
2 pHq ą 0 if and only if H has chromatic number more than r and, therefore,
Theorem 1.1 covers the case m
prq
2 pHq “ 0 with p “ 0. For many cases of H Theorem 1.5 again
is optimal up to the constant γ in the exponent. But, similarly to the results for the H-game on
Gn,p, we do not have optimality when the relevant density m
prq
2 pHq is determined by a subgraph
of H isomorphic to K3. We will discuss more details in Section 6 together with some open
problems.
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1.6. Our results - Waiter-Client games on randomly perturbed graphs. Some of the
approaches of our proofs for Maker-Breaker games can be modified to work for Waiter-Client
games. A p1 : bq Waiter-Client game (also referred to as b-biased Waiter-Client game) on some
hypergraph pX,Fq is played as follows. In every round, Waiter chooses b ` 1 elements of X
that have not been chosen before (except for maybe the last round where Waiter could pick less
elements), and she offers those to Client. Client then claims one of these offered elements (except
for maybe the last round in the case when there is only one element left), while all the other
elements go to Waiter. The game is said to be Waiter’s win if Client fully claims an element
of F ; otherwise Client wins. This time, increasing the bias b is never a disadvantage for Client,
and hence there must be a threshold bias bF such that Waiter wins if and only if b ă bF (see
e.g. [45]). For the structures discussed above, we prove the following results.
Theorem 1.6 (Biased WC Hamiltonicity game). For every real α ą 0 there exist constants
c, C ą 0 such that the following holds for large enough integers n. Let Gα be a graph on n
vertices with δpGαq ě αn, let b ď cn be an integer, and let p ě Cbn . Then a.a.s. the following
holds: playing a p1 : bq Waiter-Client game on the edges of Gα Y Gn,p, Waiter has a strategy to
force Client to occupy a Hamilton cycle.
Theorem 1.7 (Biased WC k-vertex-connectivity game). For every real α ą 0 and every integer
k there exist constants C, c ą 0 such that the following holds for large enough integers n. Let Gα
be a graph on n vertices with δpGαq ě αn, let b ď cn be an integer, and let p ě Cbn2 . Then with
probability at least 1´expp´cpn2q the following holds: playing a p1 : bqWaiter-Client game on the
edges of GαYGn,p, Waiter has a strategy to force Client to claim a spanning k-vertex-connected
graph.
Theorem 1.8 (Unbiased WC H-game). For any integer r ě 2 let α P p r´2
r´1
, r´1
r
s, and let H be a
fixed graph. Further, let Gα be a graph on n vertices with δpGαq ě αn, and let p “ ωpn´1{mprqpHqq.
Then a.a.s. the following holds: playing a p1 : 1q Waiter-Client game on Gα Y Gn,p, Waiter has
a strategy to force Client to claim a copy of H.
Regarding the edge probability p, note that the results for the Hamiltonicity game and the k-
vertex-connectivity game coincide with the theorems from Maker-Breaker games; the optimality
can be explained analogously. However, in contrast to Maker-Breaker games, both Theorem 1.6
and Theorem 1.7 allow the bias to be linear in n. For the corresponding games on Kn this was
already shown in [7]. Although we use tools for the proof that are similar to the discussion of
the corresponding Maker-Breaker games, the difference regarding the bias b requires some new
ideas. Moreover, for the H-game the threshold on p differs from the discussion of Maker-Breaker
games. The bound in Theorem 1.8 is optimal, since for p “ opn´1{mprqpHqq it is known that
a.a.s. Gα YGn,p does not contain a copy of H [39].
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Organization of the paper. In Section 2 we will summarise some useful tools on probability,
regularity and games. In Section 3 we will consider the Hamiltonicity game and prove Theo-
rem 1.2 and Theorem 1.6. Section 4 is devoted to the k-vertex-connectivity game, where we
show Theorem 1.3 and Theorem 1.7. In Section 5 we continue with the H-game. We first start
with the discussion of cycle games. Then we use Subsection 5.1 and Subsection 5.2 to prepare
our strategy for the general H-game. Theorem 1.5 and Theorem 1.8 are proven afterwards in
Subsection 5.3. Note that Theorem 1.4 is a corollary of Theorem 1.5, and Theorem 1.1 follows
analogously to the proof of Theorem 1.5 (see Remark 5.10). We will finish with a few concluding
remarks and open problems in Section 6.
Notation. We use standard graph-theoretic notation, which closely follows [47]. In most of
the proofs we will first describe Maker’s or Waiter’s strategy and afterwards discuss why it is
possible for the respective player to follow this strategy. We implicitly assume that Maker or
Waiter forfeits the game when it is not possible to follow her strategy, while it will follow from
the discussion that this does not happen. Additionally, when some Maker-Breaker game is in
progress, we emphasise the following. We let M and B denote the graphs consisting of Maker’s
edges and Breaker’s edges, respectively. Any edge belonging to M Y B is said to be claimed,
while all the other edges in play are called free. Analogously, for a Waiter-Client game let W
and C denote Waiter’s and Client’s graphs, respectively.
2. Preliminaries
2.1. Probabilistic tools. We will extensively use a plethora of tools which come from proba-
bility theory or which can be proven by some probabilistic argument. The first tool, which we
often use to show that some non-negative random variable very unlikely exceeds a given bound,
is Markov’s inequality:
Lemma 2.1 (Markov’s inequality, see e.g. [32]). Let X ě 0 be a random variable. For every
t ě 0 it holds that
P pX ě tq ď EpXq
t
.
We also often use Chernoff’s inequalities (see e.g. [32]) to show that a binomial random variable
X „ Binpn, pq is concentrated around its expectation EpXq “ np, where n is the number of
independent rounds and p is the success probability.
Lemma 2.2. If X „ Binpn, pq, then
‚ PpX ă p1´ δqnpq ă exp
´
´ δ2np
2
¯
for every δ ą 0, and
‚ PpX ą p1` δqnpq ă exp `´np
3
˘
for every δ ě 1.
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Lemma 2.3. If X „ Binpn, pq and k ě 7EpXq, then
PpX ě kq ď exp p´kq .
We use the following lemma (see e.g. [31]) to bound the value of random variables that are
distributed according to the hypergeometric distribution HypergeometricpN,K, nq, where from
N objects, of which K are considered a success, n are drawn without replacement.
Lemma 2.4. If X „ HypergeometricpN,K, nq and t ą 0, then
P
ˆ
X ă
ˆ
K
N
´ t
˙
n
˙
ă exp `´2t2n˘ .
Next we focus on random graphs. The following lemma provides some useful properties which
are very likely to hold in a random graph Gn,p. The proof is a standard applications of the above
concentration bounds.
Lemma 2.5. Let β ą 0 and let p “ ppnq P p0, 1q such that pn Ñ 8. If we generate a random
graph G „ Gn,p on the vertex set rns, then a.a.s. the following properties hold:
(1) eGpA,Bq ě 0.5p|A||B| for every pair of disjoint sets A,B Ă rns of size |A|, |B| ě βn,
(2) dGpvq ď maxt2np, 30 lnnu for every v P V pGq,
(3) epGq ď n2p.
Proof. We prove (1) first. For any specific pair of sets A,B of size |A| “ |B| “ βn it holds that
EpeGpA,Bqq “ p|A||B|, so applying Lemma 2.2 we obtain
P
`
eGpA,Bq ă 0.5ppβnq2
˘ ă expˆ´1
8
ppβnq2
˙
.
Taking union bound over all possible choices of A the claim follows.
Now, to prove (2), observe that EpdGpvqq “ pn ´ 1qp for any v P V . If pn ´ 1qp ě 4 lnn, then
Lemma 2.2 yields
P pdGpvq ą 2npq ă exp
ˆ
´pn´ 1qp
3
˙
ă exp
ˆ
´4
3
lnn
˙
.
If otherwise pn ´ 1qp ď 4 lnn, then Lemma 2.3 gives
P pdGpvq ą 30 lnnq ă exp p´30 lnnq .
In either case, taking union bound over all possible choices of v the claim follows.
To prove (3) notice that EpepGqq “ `n
2
˘
p ă n2p
2
. Applying Lemma 2.2 once again shows, that
P
`
epGq ą n2p˘ ă expˆ´1
3
n2p
˙
“ op1q .
This proves the lemma. 
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Lastly, by using a probabilistic argument, we prove two lemmas that help us find two useful
partitions of a graph with large minimum degree or large connectivity, respectively.
Lemma 2.6. Let α ą 0, k ě 1 be an integer, and G be a graph on n vertices with δpGq ě αn.
If n is large enough, there exists a partition V pGq “ U1 Y U2 Y ...Y Uk with
(1) |Ui| “ tnk u or |Ui| “ rnk s, for all i P rks,
(2) eGpv, Uiq ě α2 |Ui| for all v P V pGq and i P rks.
Proof. We show that a random partition of the vertices a.a.s. fulfils the properties, thus proving
the statement for large n. We choose a partition of V pGq into k sets U1, U2, ..., Uk such thatYn
k
]
ď |U1| ď |U2| ď . . . ď |Uk| ď
Qn
k
U
uniformly at random among all such partitions. For any v P V pGq and i P rks, we thus have
P peGpv, Uiq “ ℓq “
`
dGpvq
ℓ
˘`
n´dGpvq
|Ui|´ℓ
˘
`
n
|Ui|
˘ .
Therefore, eGpv, Uiq „ Hypergeometric pn, dGpvq, |Ui|q, and by Lemma 2.4 we have
P
´
eG pv, Uiq ă α
2
|Ui|
¯
ă P
ˆ
eGpv, Uiq ă
ˆ
dGpvq
n
´ α
2
˙
|Ui|
˙
ă exp
ˆ
´1
2
α2|Ui|
˙
.
Taking union bound over all possible choices of v P V pGq and i P rks, the claim follows. 
Lemma 2.7. For every β P p0, 1q there exists a constant γ ą 0 such that the following holds for
every large enough n: let G be any βn-vertex-connected graph on at most n vertices. Then there
exists a partition G “ G1 YG2 such that both parts are γn-vertex-connected on V pGq.
Proof. Set γ “ β `1
2
˘4{β`2
. Let u, v P V pGq be different vertices. By Menger’s Theorem (see e.g.
Theorem 4.2.17 in [47]) there exist βn internally vertex-disjoint paths between u and v. At least
βn
2
of these paths have length at most 4
β
. From now on, fix a family of such βn
2
paths and denote
it with Ptu,vu.
In the following we will consider a random partition G “ G1 Y G2, where each edge of G is
either added to G1 or G2 uniformly at random with probability 1
2
and independently of all other
choices. It is enough to show that a.a.s. such a partition has the desired property.
Let i P r2s. A path from Ptu,vu is contained in Gi with probability at least
`
1
2
˘4{β
. Hence, the
random variable X itu,vu, which counts the number of such paths landing in G
i, stochastically
dominates Bin
´
|Ptu,vu|,
`
1
2
˘
4{β
¯
. By an application of Chernoff (Lemma 2.2) and the union
bound, it follows a.a.s. that for every i P r2s and every distinct u, v P V pGq,
X itu,vu ě
1
2
|Ptu,vu| ¨
ˆ
1
2
˙4{β
“ γn .
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But this means that a.a.s. for both i P r2s, Gi has at least γn internally vertex-disjoint paths
between any pair of vertices, and hence is γn-vertex-connected. 
2.2. Regularity tools. We will use standard tools from regularity theory in combination with
other techniques as used by Das and Treglown [15] for their perturbed Ramsey results. First,
we introduce the relevant terminology. Let a graph G be given. The density of a pair pA,Bq
of disjoint subsets of V pGq is defined as dGpA,Bq “ eGpA,Bq|A||B| . For ε ą 0 we say that pA,BqG
is ε-regular, if for all subsets X Ď A and Y Ď B with |X| ě ε|A| and |Y | ě ε|B| we have
|dGpA,Bq´dGpX, Y q| ď ε. This notion allows us to control the distribution of the edges between
A and B. When passing to smaller sets this property is preserved with adjusted parameters.
Lemma 2.8 (Regularity slicing, Fact 1.5 in [35]). Let pA,BqG be an ε-regular pair of density at
least δ and let η ą ε. For any X Ď A and Y Ď B of size at least η|A| and η|B| the pair pX, Y qG
is ε1-regular with density at least δ1, where ε1 “ max
!
ε
η
, 2ε
)
and |δ1 ´ δ| ă ε.
We will further use the following consequence of the classical Regularity Lemma [35] together
with Turán’s theorem, which allows us to find a family of sets such that all pairs are regular.
Lemma 2.9 (Corollary 2.4 in [15]). For 0 ă 3ε ď δ ă 1 there exists an η ą 0 and n0 such
that for all n ě n0 and r ě 2 the following holds. For any n vertex graph G of density at least
r´2
r´1
` δ there are pairwise disjoint sets V1, . . . , Vr Ď V pGq such that |Vi| ě ηn for 1 ď i ď r, and
pVi, VjqG is ε-regular with density at least δ2 for 1 ď i ă j ď r.
Once the regular pairs are in place we want to use them to combine structures that we can find
within each of the sets. For this we ideally want large sets such that all small subsets have many
common neighbours. The next lemma follows from the dependent random choice technique [23].
Lemma 2.10 (Lemma 2.5 in [15]). Given r ě 2, δ, β ą 0, ℓ P N there exists a ν ą 0 such that
for 0 ă ε ă mint 1
2r
, δ
2
u there exists an m0 such that the following holds for any m ě m0. Let
V1, . . . , Vr be disjoint sets of vertices of size m from a graph G such that pV1, ViqG is ε-regular
with density at least δ for 2 ď i ď r. Then there exists a subset U Ď V1 of size at least m1´β
such that any ℓ vertices from U have at least νm common neighbours in each of the sets Vi for
2 ď i ď r.
2.3. Positional games tools. Helpful tools for the study of positional games are potential
functions. One of the central results in this area that was proven by the use of such a tool, is the
following theorem, usually referred to as Beck’s Criterion. Note that in a pp : qq Maker-Breaker
game, in each round Maker and Breaker claim p and q elements of the board, respectively.
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Theorem 2.11 (Beck’s Criterion, Theorem 1 in [4]). Let pX,Fq be a hypergraph satisfyingÿ
FPF
p1` qq´|F |{p`1 ă 1
then Breaker has a strategy to win the pp : qq Maker-Breaker game on pX,Fq, independent of
who starts the game.
Although the result guarantees a winning strategy for Breaker it can also be beneficial for the
description of strategies for Maker. Here the idea is to redefine a Maker-Breaker game in such
a way that the roles of both players are switched. Such an approach is fairly standard and has
been applied multiple times in the literature (see e.g. [5, 26]). In order to avoid repetitions of
such an argument, we provide a reformulation of Beck’s Criterion which can be applied directly
when we study Maker strategies for p1 : bq games throughout the paper. Given a hypergraph
pX,Fq we define the transversal hypergraph pX,F˚q as follows:
F
˚ :“ tS Ă X : p@F P F : S X F ‰ ∅qu .
Corollary 2.12. Let pX,Fq be a hypergraph satisfyingÿ
FPF
2´|F |{b`1 ă 1
then Maker has a strategy to win the p1 : bq Maker-Breaker game on pX,F˚q, independent of
who starts the game.
Proof. Maker wins the game on pX,F˚q if and only if she claims all elements of a transversal
F P F˚. That is, she needs to prevent Breaker from claiming a set F P F completely. Hence
Maker considers playing as F -Breaker, playing with bias 1. By Beck’s Criterion she has a
strategy for this when
ř
FPF 2
´|F |{b`1 ă 1. 
A result similar to Beck’s Criterion, but for Client-Waiter games, has been proven by Bednarska-
Bzde¸ga [6], and a similar reformulation yields the following criterion for Waiter-Client games.
Theorem 2.13 (Theorem 2.2 in [7]). Let pX,Fq be a hypergraph satisfyingÿ
FPF
2´|F |{p2b´1q`1 ă 1
then Waiter has a strategy to win the p1 : bq Waiter-Client game on pX,F˚q, independent of who
starts the game.
Next to the above winning criteria we will also make use of the trick of fake moves which roughly
says that Maker’s situation does not worsen when Breaker’s bias decreases. While the above
criteria do not immediately provide fast strategies, the following can be used to obtain suitable
upper bounds on the number of rounds needed to claim a winning set.
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Lemma 2.14 (Trick of fake moves [5]). Let pX,Fq be a hypergraph. Let b be a positive integer.
If Maker has a winning strategy for the p1 : bq Maker-Breaker game on pX,Fq, then she also has
a strategy to win the game within
Q
|X|
b`1
U
rounds even when in each round Breaker is allowed to
claim between 0 and b free elements.
The idea of the above lemma is straightforward: in every move of the new game on pX,Fq,
let Maker (in her mind) give as many additional elements of X to Breaker as necessary, such
that their number together with Breaker’s elements sums up to b. Whenever, in a later round,
Breaker claims one of these additional elements, Maker (in her mind) gives another free element
to Breaker. Then, applying the winning strategy from the p1 : bq game, the result follows.
Along the lines of the above argument, the following statement for Waiter-Client games can be
proven.
Lemma 2.15 (Trick of fake moves [5]). Let pX,Fq be a hypergraph. Let b be a positive integer.
If Waiter has a winning strategy for the p1 : bq Waiter-Client game on pX,Fq, then she also has
a strategy to win the game within
Q
|X|
b`1
U
rounds even when in each round she is allowed to offer
between 2 and b` 1 free elements.
Moreover, we will make use of an argument which ensures that Maker can claim a spanning
graph of a suitable minimum degree. In order to do so, we may use an auxiliary game, called
MinBoxpn,D, γ, bq, which was introduced in [22]. This p1 : bq Maker-Breaker game is played on
a family of n disjoint sets (called boxes), each of size at least D, with the board X being the
union of all boxes. Maker is called the winner if she manages to occupy at least γ|B| elements
from each box B. The following theorem gives a criterion for Maker to win the game.
Theorem 2.16 (Theorem 2.5 in [22]). Let n,D, b be positive integers and let 0 ă γ ă 1. If
γ ă 1
b`1
and D ą bplnn`1q
1´γpb`1q
, then Maker wins the game MinBoxpn,D, γ, bq.
3. Hamiltonicity game
We will prove Theorem 1.2 and Theorem 1.6 in this section. Depending on the size of the bias b,
we will use different arguments. For Maker-Breaker games, the argument in Subsection 3.1 goes
through for any b “ op?nq while the argument in Subsection 3.2 works for any b “ Ωpln nq. Both
cannot be significantly improved, because Theorem 3.1 limits the first approach and to improve
the second, we would need better estimates for the number of expander graphs with a linear
number of edges. Because of the overlap, we will use the restriction b ď n0.49 in Subsection 3.1.
Theorem 1.6 is proven in Subsection 3.3.
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3.1. Maker-Breaker Hamiltonicity game with small edge probabilities and biases. In
the following we will prove Theorem 1.2 for b ď n0.49. In order to do so, we will make use of the
following sufficient condition for a graph G to have a Hamilton cycle.
Theorem 3.1 (Theorem 2.5 in [29]). Let 12 ď d ď ?n and let G be a graph on n vertices such
that the following properties hold:
(i) |NGpSq| ě d|S| for every S Ă V pGq of size |S| ď n ln dd lnn ,
(ii) eGpA,Bq ą 0 for every pair of disjoint sets A,B Ă V pGq of size |A|, |B| ě n ln d1035 lnn .
Then, provided that n is large enough, G contains a Hamilton cycle.
Proof of Theorem 1.2 for b ď n0.49. Let α be given. Choose δ “ 10´4α, C “ 108δ´2 and c “
10´3δ2α. Let 1 ď b ď n0.49 and, by monotonicity, let us assume that p “ Cb
n
. Let Gα be any n-
vertex graph with n large enough and minimum degree δpGαq ě αn. Next, we reveal G2 „ Gn,p
on V pGαq. For the remainder of the proof, let us condition on G2 having the properties from
Lemma 2.5 with β “ δ
1035
, and let G1 “ GαzG2. Then δpG1q ě αn2 .
Given the properties from Lemma 2.5, we will show that Maker has a strategy to occupy a
Hamilton cycle in the p1 : bq Maker-Breaker game on G1 YG2. In order to do so, Maker ensures
that her final graph M will satisfy the following two properties:
(1) |NMpSq| ě nδ|S| for every S Ă V pGq of size |S| ď δn1´δ,
(2) eMpA,Bq ą 0 for every pair of disjoint sets A,B Ă V pGq of size |A|, |B| ě βn.
Then, according to Theorem 3.1 (applied with d “ nδ), it follows that M contains a Hamilton
cycle, provided n is large enough.
Before we describe Maker’s strategy, let us fix a partition V pG1q “ V1 Y V2 Y V3 Y V4 such that
for each i P r4s we have n
4
´ 1 ď |Vi| ď n4 ` 1 and for every v P Vi and every j ‰ i we have
dG1pv, Vjq ą
α
5
|Vj| ą α
25
n .
The existence of such a partition is given by Lemma 2.6.
Strategy description: Consider the edge sets of G1 and G2 as two edge disjoint boards, on
which Maker plays alternately. Then Breaker claims at most 2b edges between two moves of
Maker on the same board, and hence by the trick of fake moves (Lemma 2.14), we may assume
that on each of the boards a p1 : 2bq Maker-Breaker game is played.
On G1 Maker plays in such a way that she obtains a subgraph of G1 with Property (1); on G2
Maker plays in such a way that she obtains a subgraph of G2 with Property (2). All details will
be given later in the strategy discussion.
Strategy discussion: Notice that, if Maker can follow her strategy, her final graph will contain
a Hamilton cycle. Hence, it remains to be shown that she can indeed follow her strategy and
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reach the different goals on G1 and G2. We consider each of the boards EpG1q and EpG2q
separately.
p1 : 2bq game on EpG1q: We split G1 into the edge-disjoint subgraphs
G1,1 “ G1rV1, V2s YG1rV2, V3s YG1rV3, V4s YG1rV4, V1s and G1,2 “ G1rV1, V3s YG1rV2, V4s .
Maker plays on each of the boards EpG1,1q and EpG1,2q alternately. By the trick of fake moves
(Lemma 2.14), we may thus assume that a p1 : 4bq is played on each of the boards.
On G1,1 Maker ensures that every vertex in her graph will have degree at least
αn
200b
. She can
do this as follows: she considers playing the game MinBoxpn,D, γ, 4bq with the n disjoint boxes
EG1pv, Vi`1q, for i P r4s and v P Vi (where we set V5 “ V1), where each box has size at least
D “ α
25
n, and where we set γ “ 1
8b
. By the choice of all parameters, one verifies that
γ ă 1
4b` 1 and
4bpln n` 1q
1´ γp4b` 1q ă n
0.5 ă D
provided n is large enough. Hence, applying Theorem 2.16, Maker wins this auxiliary game.
That is, Maker claims at least γD “ αn
200b
elements of every box.
On G1,2, Maker ensures to claim an edge in each edge set contained in
F1 “
#
EG1pA,Bq :
Di, j P r4s with |i´ j| “ 2,
A Ă Vi, B Ă Vj, |A| “ n0.5 and |B| “
`
1´ α
10
˘ |Vj|
+
. (3.1)
For this, she considers the auxiliary p1 : 4bq Maker-Breaker game with winning sets F˚
1
. In order
to show that Maker wins this game, it will be enough to show thatÿ
FPF1
2´|F |{p4bq`1 “ op1q,
according to Corollary 2.12. The latter holds by the following reason: Since dG1pv, Vjq ą α5 |Vj|
for every v P Vi and every j ‰ i, we see that for every F “ EG1pA,Bq P F1 it holds that
|F | ě |A| ¨ α
10
|Vj| ą n1.495 . Hence, since b ď n0.49,ÿ
FPF1
2´|F |{p4bq`1 ă p2nq2 ¨ 2´n1.005{4`1 “ op1q . (3.2)
It remains to show that, because of the achievements from the games on G1,1 and G1,2, Maker
is able to create a graph with Property (1). For this, let S be any subset of V pG1q of size
|S| ď δn1´δ. Our goal is to show that |NMpSq| ě nδ|S| holds by the end of the game. If
|S| ă n0.505, then we immediately have
|NMpSq| ě δpMq ´ |S| ě αn
200b
´ |S| ą nδ|S|
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for large n. Otherwise, it holds that n0.505 ď |S| ď δn1´δ. In this case we can find a subset
S 1 Ă S X Vi of size |S 1| “ n0.5 for some i P r4s. If |NMpS 1q| ě 2δn holds, then we immediately
get
|NMpSq| ě |NMpS 1q| ´ |S| ě 2δn´ δn1´δ ą δn ě nδ|S|
and we are done. So, assume for a contradiction, that |NMpS 1q| ă 2δn. Let j P r4s with
|i´ j| “ 2. Then we are able to find a set B Ă Vj of size |B| “ |Vj | ´ 2δn with eMpS 1, Bq “ 0.
However, we have |B| ą `1´ α
10
˘ |Vj| by the choice of δ, and hence, by the result from the game
on G1,2, Maker needs to have an edge in EG1pS 1, Bq. This gives the desired contradiction.
p1 : 2bq game on EpG2q: Maker’s goal is to occupy a spanning subgraph of G2 which fulfils
Property (2). That is, she aims to claim an element from each of the sets contained in
F2 :“ tEG2pA,Bq : A,B Ă V pG2q disjoint and |A| “ |B| “ βnu . (3.3)
By the properties from Lemma 2.5, we have eG2pA,Bq ě 12p|A||B| for every pair of disjoint sets
A,B Ă V pG2q of size at least βn, and hence |F | ě 12ppβnq2 for any F P F2. This yieldsÿ
FPF2
2´|F |{p2bq`1 ď 22n ¨ 2´pβ2n2{p4bq`1 “ op1q, (3.4)
where we use that pβ
2n2
4b
ě Cβ2n
4
ą 3n by the choice of p, C and β. Hence, following Corollary 2.12,
Maker reaches her goal and is able to occupy a subgraph satisfying Property (2). 
3.2. Maker-Breaker Hamiltonicity game with large edge probabilities and biases. In
the following we will prove Theorem 1.2 for b ě ln n. To create a Hamilton cycle in this regime
we will combine the approach by Krivelevich [37] for the biased Hamilton cycle game on Kn
with ideas of Ferber, Glebov, Krivelevich, and Naor [21] for biased games on random boards.
The following lemma follows from a close inspection of the proof from Gebauer and Szabó [24,
Theorem 1.2] on the minimum degree game. A similar statement was observed by Krivelevich [37,
Lemma 3] for the game on the complete graph.
At any moment during the game and for any vertex v, set dangpvq :“ dBpvq´2bdMpvq. Consider
the following strategy S for Maker: As long as there exists a vertex v of degree less than 16, she
chooses any such vertex which maximises dangpvq, and then she claims an arbitrary free edge
incident to v. The following statement holds.
Lemma 3.2. For every α ą 0 there exists a constant c ą 0 and an integer n0 such that for every
n-vertex graph G with n ě n0 and minimum degree δpGq ě αn the following holds for b ď cnlnn .
If in a p1 : bq Maker-Breaker game on EpGq Maker plays according to strategy S, then Maker’s
degree of every vertex v will be 16 at some point during the game, and right at the moment when
this degree is reached it holds that dBpvq ď αn2 .
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We briefly sketch how the argument from [26, Theorem 5.3.6] for Kn can be adapted to G.
Sketch of the proof of Lemma 3.2. Let c “ α
5
. Without loss of generality, we assume that
Breaker starts the game. Let Maker play according to strategy S. For any integer i ě 1,
denote with Mi and Bi the i
th move of Maker and Breaker, respectively, and denote with vi the
vertex chosen by Maker in her ith move according to strategy S. For both X P tMi,Biu and
any vertex v P V pGq let dangXpvq denote the danger value of v immediately before X happens.
Moreover, for any subset I Ă V pGq define
dangXpIq :“
ř
vPI dangXpvq
|I|
to be the average danger in I immediately before X happens. Assume Maker fails, i.e. there
happens to be a point of the game (say immediately after Breaker’s gth move for some g P N)
where there exists a vertex vg such that dMpvgq ă 16 but dBpvgq ą αn2 . Then, in particular,
dangBgpvgq ą
αn
2
´ b´ 2b ¨ 15 “
´α
2
´ op1q
¯
n.
Fix g and vg, and set Ii “ tvg´i, . . . , vgu for any 0 ď i ď g´ 1. Then Corollary 3.3 from [24] still
applies as its proof is independent of the graph which the game is played on. Accordingly, we can
continue with the same calculations that are given afterwards and based on [24, Corollary 3.3].
In particular, we obtain one of the following two estimates, with k “ r n
lnn
s, r “ |Ig| and
Hs “
řs
j“1
1
j
:
dangB1pIg´1q ě dangBgpI0q ´ bHk ´ k or dangB1pIg´1q ě dangBgpI0q ´ bp2Hr ´Hkq ´ k .
In any case, since dangBgpI0q “ dangBgpvgq, we can conclude that
dangB1pIg´1q ě
´α
2
´ 2c´ op1q
¯
n ą 0
for large enough n, where we use that bHn ď cnlnnplnn ` 1q “ pc ` op1qqn. However, this is a
contradiction, since dangB1pIg´1q “ 0 by its definition. 
Krivelevich [37, Lemma 4] observed that we can use the freedom of the choice in the strategy S
to build an expander graph.
Definition 3.3. Let R P N. A graph G is an R-expander if |NGpAq| ě 2|A| for every A Ă V pGq
with |A| ď R.
Lemma 3.4. For every α ą 0 there exist constants c ą 0, ε ą 0 and an integer n0 such that
for any n-vertex graph G with n ě n0 and minimum degree δpGq ě αn the following holds for
b ď cn
lnn
. In the p1 : bq game on G Maker is able to build an εn-expander in at most 16n rounds.
We repeat the proof from [37] adapted to our setting.
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Proof of Lemma 3.4. Given α ą 0 we let 0 ă ε ă α82´81 and let c ą 0 and n0 be given by
Lemma 3.2. Let G be a graph on n vertices with n ě n0 and minimum degree δpGq ě αn.
Further let b ď cn
lnn
.
Maker’s strategy is to play according to strategy S where she chooses the ’arbitrary edge’ de-
scribed in that strategy uniformly at random among all suitable edges. After at most 16n moves
the game stops, since we stop when Maker’s graph M has minimum degree 16 and since in each
of her moves Maker always increases the degree of a vertex of degree less than 16. Suppose
that by now M is not an εn-expander. This means, that there must be a set A Ď V pGq of size
i ď εn such that all neighbours of the set A with respect to Maker’s graph are contained in a
set B Ď V pGq of size 2i´ 1. Since δpMq ě 16, we can assume i ě 5 and that there are at least
8i edges between A and AYB in Maker’s graph.
In order to finish the proof, it will be enough to show that with probability op1q there will be
sets A and B as described above with at least 8i edges between A and AYB.
Fix any sets A and B with |A| “ i P r5, εns and |B| “ 2i ´ 1. First note that at most
16|A Y B| ă 48i edges were chosen by dangerous vertices in A Y B. For any edge e “ uv that
was obtained after Maker chose v P A Y B as a dangerous vertex, consider Maker’s possible
amount of choices for the vertex u. Since v was dangerous, it held that dMpvq ă 16, and because
of Lemma 3.2 dBpvq ă αn2 , which means that there were dGzpMYBqpvq ě αn2 ´ 16 options for
the vertex u. Thus, the probability that u also ended up in A Y B is at most 3i´1αn
2
´16
ă 8i
αn
, and
therefore the probability that from the at most 48i chosen edges at least 8i edges end up between
A and AYB is bounded from above by `48i
8i
˘ `
8i
αn
˘8i
.
In particular, using a union bound over all choices of i, A and B, Maker’s randomised strategy
to create an εn-expander fails with probability at most
εnÿ
i“5
ˆ
n
i
˙ˆ
n´ i
2i´ 1
˙ˆ
48i
8i
˙ˆ
8i
αn
˙8i
ď
εnÿ
i“5
˜
en
i
´en
2i
¯2
248
ˆ
8i
αn
˙8¸i
ď
εnÿ
i“5
˜
280ε
ˆ
i
n
˙4
1
α8
¸i
ď
εnÿ
i“5
˜
1
2
ˆ
i
n
˙4¸i
“ op1q ,
where the third inequality holds by the choice of ε, and where the last estimate holds, since for
i ă ?n we have ` i
n
˘4 ď n´2 and since for i ě ?n we have `1
2
˘i ď n´2. Now, since Maker creates
an εn-expander with positive probability, there must also exist a deterministic winning strategy
for Maker (see e.g. [8, 26]). 
Maker will use Gn,p to turn this expander into a connected graph and then find many boosters
to finish a Hamilton cycle. A booster for a graph G is any non-edge e R EpGq such that G ` e
is either Hamiltonian or the length of the longest path in G` e is larger than in G.
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Lemma 3.5 (see e.g. Lemma 8.5 in [12]). If G is a connected non-Hamiltonian R-expander,
then the set of boosters for G has size at least R
2
2
.
Now we have everything at hand to proceed with the proof of Theorem 1.2.
Proof of Theorem 1.2 for lnn ď b ď cn
lnn
. Given α ą 0, let c1 ą 0 and ε ą 0 be given by
Lemma 3.4 on input α
2
. Then let c “ c1
2
, C “ 104ε´2, lnn ď b ď cn
lnn
, and p ě Cb
n
. Let
Gα be any n-vertex graph with n large enough and minimum degree δpGαq ě αn, and reveal
G2 „ Gn,p on V pGαq. From now on we condition on the properties from Lemma 2.5 (with
β “ ε). In particular, for G1 “ GαzG2 we then have δpG1q ě αn2 . Moreover, we condition on the
following property, for which we will show, analogously to [21, Lemma 2.11], that it holds a.a.s.:
(B) For every non-Hamiltonian connected n
5
-expander on at least 8n and at most m0 “ 16nε2
edges there exist at least n
2p
100
boosters in G2.
In order to see that this property holds a.a.s. fix any non-Hamiltonian connected n
5
-expander
with the mentioned number of edges. By Lemma 3.5, such an expander must have at least
n2
50
boosters. The probability that less than n
2p
100
of these boosters are edges of G2 is at most
exp
´
´n2p
400
¯
, by an application of Chernoff’s inequality (Lemma 2.2). Taking a union bound
over all relevant expanders we see that property (B) fails with probability at most
m0ÿ
m“8n
ˆ`n
2
˘
m
˙
exp
ˆ
´n
2p
400
˙
ď
m0ÿ
m“8n
exp
ˆ
m ln
ˆ
en2
2m
˙
´ n Cb
400
˙
ď
m0ÿ
m“8n
exp
ˆ
16
ε2
n lnn´ C
400
n ln n
˙
“ op1q
where in the last step we use the choice of C. (Note that estimating the number of non-
Hamiltonian connected n
5
-expanders with m edges as
`pn
2
q
m
˘
leads to the lower bound of b “
Ωplnnq.)
We will show that Maker can claim a Hamilton cycle on G1 YG2. Let us state Maker’s strategy.
Strategy description: Maker’s strategy consists of two stages. We briefly describe each of
these stages here. All further details will be given later in the strategy discussion.
In Stage I, which lasts at most 15n
ε2
rounds, Maker creates a connected εn-expander. In order
to do so, she plays alternately on G1 and G2, always assuming Breaker’s bias to be 2b by the
trick of fake moves (Lemma 2.14). She only plays on each of these boards until she reaches the
following goals. On G1 Maker builds an εn-expander; on G2 Makers occupies a graph in which
between any two sets of size εn there is at least one edge.
Afterwards, in Stage II, Maker uses the remaining free edges of G2 to claim boosters as long as
her graph is not Hamiltonian. This stage lasts less than n rounds.
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Strategy discussion: We consider Stage I first. By Lemma 3.4 and as 2b ď c1n
lnn
, Maker can
build an εn-expander in at most 16n rounds, playing only on G1. For her goal on G2 it suffices
to ensure that Maker claims an edge in each set from
F “ tEG2pA,Bq : A,B Ď V disjoint and |A| “ |B| “ εnu.
Therefore, we consider the transversal game on pEpG2q,F˚q and, in order to bound the number
of rounds for winning this auxiliary game, we let Maker play against a bias of b1 “ ε2np
8
. We
observe that, due to the properties from Lemma 2.5, we have eG2pA,Bq ě ε
2n2p
2
for all disjoint
sets A,B Ď V with |A| “ |B| “ εn. In particular, we obtainÿ
FPF
2´|F |{b
1`1 ď 22n2´ε2n2p{p2b1q`1 “ op1q.
From this it follows by the transversal version of Beck’s Criterion (Corollary 2.12) that Maker
wins the pEpG2q,F˚q-game with bias b1. Furthermore, with the trick of fake moves (Lemma 2.14)
and since epG2q ď n2p due to conditioning on Lemma 2.5, it follows that Maker can even win
this game against a bias of 2b ď 2np
C
ă b1 in at most 8n
ε2
rounds. Thus, the first stage lasts at
most 8n
ε2
` 16n ă 15n
ε2
rounds in total.
When Maker enters Stage II, her graph is a connected n
5
-expander. Indeed, if A Ă V is any set
with εn ď |A| ď n
5
, then, by having a transversal of F2, there exist less than εn vertices in V zA
which are not in the neighbourhood of A, and hence, |NMpAq| ě n´ |A| ´ εn ą 2|A|. Moreover,
at this point and until the end of the second stage (which lasts at most n rounds) at most 16n
ε2
rounds were played. As long as Maker’s graph is not Hamiltonian, property (B) provides at least
n2p
100
boosters in G2 and, thus, there are at least
n2p
100
´m0pb` 1q ě
ˆ
C
200
´ 16
ε2
˙
npb` 1q ą 0
boosters in G2 that are not covered by the graphs of Maker and Breaker. Maker picks one
booster and repeats this argument until she obtains a Hamilton cycle. 
3.3. Waiter-Client Hamiltonicity game.
Proof. Similarly to the the discussion of the Maker-Breaker Hamiltonicity game, we consider the
two cases b ď n0.49 and b ě ln n separately.
Case A (b ď n0.49): Using the same setup as in the proof of Theorem 1.2 for b ď n0.49
(Subsection 3.1), consider the edge sets of G1 and G2 as two edge disjoint boards. Waiter first
plays on G1 in such a way that Client claims a subgraph with property (1). Afterwards, Waiter
plays on G2 in such a way that Client claims a subgraph with property (2). As in Subsection 3.1,
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it will be enough to show that Waiter can follow the strategy and reach her respective goals on
G1 and G2. Again, we consider the two boards EpG1q and EpG2q separately.
p1 : bq game on EpG1q: Split G1 into the edge-disjoint subgraphs
G1,1 “ G1rV1, V2s YG1rV2, V3s YG1rV3, V4s YG1rV4, V1s and G1,2 “ G1rV1, V3s YG1rV2, V4s
as before. First Waiter plays on G1,1. She ensures that every vertex will have degree at least
αn
200b
in Client’s graph. For this, she plays as follows: as long as there is some i P r4s and some vertex
v P Vi with dCpvq ă αn200b , she offers pb ` 1q edges between v and Vi`1 (where we set V5 “ V1).
Afterwards, Waiter plays on G1,2. Here she ensures that Client claims an edge in each edge set
contained in the family F1 from (3.1). By the same calculation as in (3.2) we obtainÿ
FPF1
2´|F |{p2b´1q`1 ă
ÿ
FPF1
2´|F |{p4bq`1 “ op1q
and hence, following Theorem 2.13, Waiter can reach her goal. As before, because of the achieve-
ments from the games on G1,1 and G1,2, Waiter ensures that Client occupies a graph with
property (1).
p1 : bq game on EpG2q: Waiter’s goal is to make Client occupy a spanning subgraph of G2 which
fulfils property (2). For this, we consider the same family F2 as in (3.3). Using the calculation
from (3.4) we have ÿ
FPF2
2´|F |{p2b´1q`1 “ op1q,
and hence, following Theorem 2.13, Waiter can ensure that Client claims an edge in each set
F P F2, which gives property (2).
Case B (b ě lnn): In this case we make use of some ideas from [7]. Given α ą 0, let
ε “ 10´4α, c “ ε4, C “ 103ε´4. Further let Gα be any graph on n vertices with n large enough
and minimum degree δpGαq ě αn, let lnn ď b ď cn, and then with p ě Cbn reveal G2 „ Gn,p
on V pGαq. From now on we condition on the properties from Lemma 2.5 (with β “ ε). We set
G1 “ GαzG2 and, as before, we have δpG1q ě αn2 . We will show that Waiter has a strategy to
force Client to create a Hamilton cycle on G1 YG2.
Before we describe Waiter’s strategy, let us fix a partition V “ V p1q1 YV p2q1 YV p1q2 YV p2q2 YV p1q3 YV p2q3
with n
6
´ 1 ď |V pjqi | ď n6 ` 1, for every i P r3s and j P r2s, such that in G1 every vertex has degree
at least αn
25
into each part V
pjq
i . The existence of such a partition is given by Lemma 2.6.
Strategy description: Waiter’s strategy consists of three stages. We briefly describe each of
the stages here. All further details will be given later in the strategy discussion.
In Stage I, Waiter plays on G1 for at most
n
ε2
rounds. Here, she ensures that Client occupies a
graph with the following property:
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(P) for every i P r3s and every A Ă V p1qi Y V p2qi of size at most εn, there are at least 9|A|
neighbours in V
p1q
i`1 Y V p2qi`1 (where we set V pjq4 :“ V pjq1 ).
Afterwards, in Stage II, Waiter plays on G2 for at most
10n
ε2
further rounds. Now she ensures
that Client occupies a graph which has an edge between any two disjoint sets of size εn. We will
see later that by the end of the second stage Client’s graph is a connected n
5
-expander.
Finally, in Stage III, by offering only boosters, Waiter turns this expander into a Hamiltonian
graph within less than n rounds.
Strategy discussion: If Waiter can follow the proposed strategy, it is clear that she forces
Client to occupy a Hamilton cycle. Hence, it remains to show that she can indeed do so.
Let us start with the discussion of Stage I. Here we assume that Waiter plays with bias b1 “
ε2n ą b, so that we can use the trick of fake moves (Lemma 2.15) later on, in order to obtain a
good upper bound on the number of rounds for this stage.
By disjointness Waiter can play on each of the boards EG1pV p1qi Y V p2qi , V p1qi`1 Y V p2qi`1q with i P r3s
separately, and by symmetry it suffices to give a strategy for obtaining (P) with i “ 1, by playing
on the board EG1pV p1q1 Y V p2q1 , V p1q2 Y V p2q2 q. Waiter’s strategy is as follows.
First, playing only on G1rV p1q1 Y V p2q1 , V p1q2 s, Waiter ensures that Client occupies a transversal of
F1 “
!
EG1pA,Bq : A Ď V p1q1 Y V p2q1 , B Ď V p1q2 , |A| “ εn, and |B| “
n
6
´ αn
100
)
.
Notice that for any A and B as described in F1 we have
dG1pv, Bq ě dG1
´
v, V
p1q
2
¯
´ |V p1q2 zB| ě
αn
25
´ αn
100
´ 1 ą αn
50
for all v P A, and hence
eG1pA,Bq ą
εαn2
50
.
In particular, ÿ
FPF1
2´|F |{p2b
1´1q`1 ď 22n2´εαn2{p100b1q`1 “ op1q,
by the choice of b1 and ε. Thus, Waiter can force a transversal of F1 according to Theorem 2.13.
Note that this already gives |NCpA, V p1q2 q| ě αn100 ´ 1 ą 2εn “ 2|A| for every A Ď V p1q1 Y V p2q1 of
size εn.
Afterwards, as the second step, consider the inclusion minimal sets A Ď V p1q1 Y V p2q1 , such that
|A| ď εn and
ˇˇˇ
NCpA, V p1q2 q
ˇˇˇ
ă 9|A|. Denote the family of all these sets A by A, and let x1, . . . , xr
be all the vertices contained in these sets. Then r ď 2εn by the following reason: If otherwise
r ą 2εn, then we could find sets A1, . . . , Ak P A for some k P N such that εn ď
ř
iPrks |Ai| ď 2εn,
and hence a set A1 Ă ŤiPrksAi of size εn. Then, by having a transversal of F1 in Client’s graph,
|NCpA1, V p1q2 q| ě αn100 ´1 ą 20εn; while on the other hand, by the definition of A, |NCpA1, V p1q2 q| ďř
iPrks |NCpAi, V p1q2 q| ď
ř
iPrks 9|Ai| ď 18εn, a contradiction.
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For every i “ 1, . . . , r Waiter now plays 9 additional rounds where she offers exactly 9pb1 ` 1q
edges between xi and the set
Yi “ ty P V p2q2 : dCpy, V p1q1 Y V p2q1 q “ 0, xiy P EpG1qu
(which is updated after every move), therefore forcing dCpxi, V p2q2 q ě 9. This is possible, because
at any moment it holds that |Yi| ě dG1pxi, V p2q2 q ´ 9r ě αn25 ´ 9r ě 9pb1 ` 1q.
Afterwards, the vertices xi have pairwise disjoint neighbourhoods of size 9 in V
p2q
2 , and it follows
immediately that after this first stage, property (P) holds for Client’s graph (for i “ 1). Indeed,
let A Ď V p1q1 YV p2q1 be any set with 1 ď |A| ď εn. We can partition A into inclusion minimal sets
X1, . . . , Xs such that |NCpXi, V p1q2 q| ă 9|Xi| and at most one set B with |NCpB, V p1q2 q| ě 9|B|.
Since the vertices x P Ťsi“1 Xi satisfy dCpxi, V p2q2 q ě 9 and the neighbourhoods are disjoint, we
get
NCpA, V p1q2 Y V p2q2 q| ě |NCpB, V p1q2 q| `
sÿ
i“1
|NCpXi, V p2q2 q| ě 9|B| `
sÿ
i“1
9|Xi| “ 9|A| .
Hence, Waiter can follow the proposed strategy for Stage I and force a graph with prop-
erty (P). Because she succeeds even when the bias equals b1, it follows by the trick of fake
moves (Lemma 2.15), that Stage I with bias b can be done in less than epG1q
b1
ă n
ε2
rounds.
Moreover, we observe that property (P) implies that Client’s graph is an εn-expander. Indeed,
consider any S Ă V of size at most εn. Then there is some i P r3s such that A :“ SXpV p1qi YV p2qi q
has size at least |S|
3
. By property (P) we then conclude that
|NCpSq| ě |NCpAq| ´ |S| ě 9|A| ´ |S| ě 3|S| ´ |S| “ 2|S| .
Let us consider Stage II now. Here, in order to bound the number of rounds, we will assume
that Waiter plays with bias b2 “ ε2np
10
ą b. Consider the family
F2 “ tEG2pA,Bq : A,B Ď V disjoint and |A| “ |B| “ εnu.
Waiter again wants Client to occupy a transversal of F2. By the properties from Lemma 2.5 we
have |F | ě 0.5ppεnq2 for every F P F2, and thereforeÿ
FPF2
2´|F |{p2b
2´1q`1 ď 22n2´ε2n2p{p4b2q`1 “ op1q
by the choice of b2. Thus, Waiter can follow this part of the proposed strategy. Note that this
stage lasts at most 10n
ε2
rounds. Indeed, since Waiter succeeds even when the bias equals b2, it
follows by the trick of fake moves (Lemma 2.15), that Stage II with bias b can be done in less
than epG2q
b2
ď 10n
ε2
rounds, where we use that epG2q ď n2p by the properties from Lemma 2.5.
To finish the discussion of Stage II notice that Client’s graph is a connected n
5
-expander analo-
gously to the discussion of the Maker-Breaker Hamiltonicity game for lnn ď b ď cn
lnn
.
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Finally, for Stage III, similarly as in the proof of Theorem 1.2 (for ln n ď b ď cn
lnn
), we conclude
that as long as Client’s graph C is not Hamiltonian, there are at least b ` 1 boosters available.
Waiter offers these boosters to Client and, after at most n additional rounds, there exists a
Hamilton cycle in Client’s graph. 
4. k-Connectivity game
4.1. Maker-Breaker k-vertex-connectivity game. In this subsection we will prove Theo-
rem 1.3. In order to prove the theorem, we will make use of the following two results, the first
providing a partition of Gα into highly connected components, the second providing a necessary
condition for a graph to be r-edge-connected.
Lemma 4.1 (Lemma 1 in [10]). Let G be any graph on n vertices and δpGq ě αn. Then there
exists an integer s and a partition V pGq “ V1 Y V2 Y . . .Y Vs such that the following holds:
(a) |Vi| ě α8n for every i P rss, and
(b) GrVis is α216n-vertex-connected for every i P rss.
Theorem 4.2 (Theorem 6.2 in [34]). There exists a constant d ą 0 such that the following holds:
Let G be an r-edge-connected graph on n vertices. Then for every t ě 1 there are at most dn2t
cuts of size less than rt in G.
Proof of Theorem 1.3. Let α ą 0 and k ě 1 be given. Choose C “ 105k3α´3 ln p8kα´1q and
c “ α410´5k´2, and let 1 ď b ď cn
lnn
and p ě Cb
n2
. Before we describe a strategy for Maker,
let us observe that G „ Gα Y Gn,p satisfies the following properties with probability at least
1´ expp´cpn2q:
(i) there exists an integer s and a partition V pGq “ V1YV2Y . . .YVs as stated in Lemma 4.1,
(ii) for each j P rss there exists a partition Vj “ Vj,1YVj,2Y . . .YVj,k, such that eGpVi,ℓ, Vs,ℓq ě
α2n2p
200k2
for every i P rs´ 1s and ℓ P rks.
Indeed, Lemma 4.1 applied to Gα gives a partition V pGαq “ V1YV2Y . . .YVs as desired. For any
j P rss, fix any partition Vj “ Vj,1YVj,2Y . . .YVj,k such that |Vj,ℓ| ě t |Vj |k u ě αn10k . Only afterwards
reveal the edges of G1 „ Gn,p on V pGαq, and set G “ Gα Y G1. Adding the edges of G1 to Gα
does not destroy the properties (a) and (b) from Lemma 4.1, and hence V pGq “ V1YV2Y . . .YVs
stays a partition as required for (i). Moreover, notice that (a) implies s ď 8
α
. In order to get
(ii), observe that eG1pVi,ℓ, Vs,ℓq „ Binp|Vi,ℓ||Vs,ℓ|, pq with EreG1pVi,ℓ, Vs,ℓqs “ |Vi,ℓ||Vs,ℓ|p ě α2n2p100k2 .
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Therefore, using Chernoff’s inequality (Lemma 2.2), we obtain
P
ˆ
Di P rs´ 1s, ℓ P rks : eG1pVi,ℓ, Vs,ℓq ă α
2
200k2
n2p
˙
ď sk ¨ e´α2n2p{p800k2q
ď elnp8k{αq´p10´4k´2α2`cqn2p ď e´cn2p ,
where the second inequality follows from the choice of c and since s ď 8
α
, and the last inequality
follows since p ě Cb
n2
ě C
n2
and by the choice of C.
From now on we will condition on the properties (i) and (ii). Next, we will first describe a
strategy for Maker in a p1 : bq game on G and then we will show that she can follow that
strategy and that it leads to a k-vertex-connected spanning subgraph of G.
Strategy description: In order to describe the strategy, consider the 2s ´ 1 edge-disjoint
boards EGpViq for all i P rss, and EGpVi, Vsq for all i P rs´ 1s. Enumerate all these boards in an
arbitrary way with the integers 0, 1, . . . , 2s´2. In round i, let Maker play on board i (mod 2s´1).
Then, between any two moves on the same board, Breaker claims at most p2s´ 1qb “: bs edges.
Hence, using the trick of fake moves (see Lemma 2.14), we can assume that on each board we
separately play a p1 : bsq Maker-Breaker game. Now, on each of the boards EGpViq Maker plays
in such a way that she obtains a k-vertex-connected spanning subgraph of GrVis, and on each
of the boards EGpVi, Vsq she makes sure to claim a matching of size at least k. All details will
be given later in the strategy discussion.
Strategy discussion: Notice that, if Maker can follow the strategy, then her final graph M
will be k-vertex-connected. Indeed, let K Ă V pMq be any subset of size at most k ´ 1. Then
MrVizKs is connected, since MrVis is k-vertex-connected, for every i P rss, and due to the
matchings of size k, there is at least one edge between Vs and Vi in the graph M´K, for every
i P rs´ 1s. So, M´K is connected.
Now, it remains to show that Maker can indeed follow her strategy. We consider each of the
above mentioned boards separately.
p1 : bsq game on EGpViq: Maker’s goal is to occupy a spanning k-vertex-connected subgraph of
GrVis. This part of her strategy is motivated by [2, Theorem 1.6]. Let us define
F :“  EGpS, VizpS YKqq : K Ă Vi, 0 ď |K| ď k ´ 1, S Ă VizK(.
If Maker manages to occupy a transversal of F , then the following holds for her final subgraph
Mi of GrVis: for every subset K Ă Vi of size at most k ´ 1, the graph Mi ´ K is connected
since there is at least one edge in every cut pS, VizpS YKqq of Mi´K. That is, Mi is k-vertex-
connected.
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Now, according to Corollary 2.12, it suffices to show that
ÿ
FPF
2´|F |{bs`1 ă 1 .
For this notice that for any K Ă Vi of size at most k ´ 1 the following holds: GrVis is α216n-
vertex-connected and hence the vertex-connectivity of GrVizKs is at least α216n ´ pk ´ 1q ą α
2
20
n.
In particular, eGpS, VizpS YKqq ě α220n for every S Ă VizK. Now, applying Theorem 4.2 (with
r “ α2
20
n and t “ r j`1
r
s), we obtain
ÿ
FPF
2´|F |{bs`1 ď
ÿ
KĂVi,
|K|ďk´1
n2ÿ
j“α
2
20
n
|tS Ă VizK : eGpS, VizpS YKqq “ ju| ¨ 2´j{bs`1
ď
ÿ
KĂVi,
|K|ďk´1
n2ÿ
j“α
2
20
n
d|VizK|2rpj`1q{rs ¨ 2´j{p2bsq
ď nk
n2ÿ
j“α
2
20
n
n4j{r ¨ 2´j{2bs
ď nk
n2ÿ
j“α
2
20
n
exp
ˆ
4
r
¨ lnn ´ ln 2
2bs
˙j
ď nk
n2ÿ
j“α
2
20
n
exp
ˆ
´100k
α2
¨ ln n
n
˙j
ď nk
n2ÿ
j“α
2
16
n
exp p´5k lnnq “ op1q
where the fifth inequality holds by the choice of c and since bs ă 2sb ď 16cα ¨ nlnn .
p1 : bsq game on EGpVi, Vsq: In order for Maker to claim a matching of size k between Vi and Vs,
it is enough to claim one edge between Vi,ℓ and Vs,ℓ for every ℓ P rks. As this takes k rounds in
total, at most kpbs ` 1q edges can be claimed in the meantime. Thus, Maker succeeds easily if
eGpVi,ℓ, Vs,ℓq ą kpbs ` 1q for every ℓ P rks. The latter is the case since by (ii) we obtain
eGpVi,ℓ, Vs,ℓq ě α
2
200k2
n2p ě α
2Cb
200k2
ě 4skb ą kpbs ` 1q ,
where the third and the last inequality follow by the definition of C and bs, respectively. 
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4.2. Waiter-Client k-vertex-connectivity game. In this subsection we will prove Theo-
rem 1.7.
Proof of Theorem 1.7. Let α ą 0 and k ě 1 be given. We set β “ α2
80k
and let γ be returned by
Lemma 2.7. Now we choose ε “ 10´4γ, c “ 10´5α4k´2ε3 and C “ 106k3α´3 lnp8kα´1q.
Before we describe Waiter’s strategy we split the board into suitable subboards. As a first step,
fix a partition V pGαq “ U1 Y U2 Y . . .Y Uk such that
(1) n
k
´ 1 ď |Ui| ď nk ` 1 for all i P rks,
(2) eGαpv, Uiq ě α2 |Ui| for all v P V pGq and i P rks.
Such a partition exists by Lemma 2.6. Next, we additionally split each of the sets Ui, i P rks, to
obtain a partition Ui “ Ui,1 Y Ui,2 Y . . .Y Ui,si such that
(a) |Ui,j | ě α20kn, and
(b) GαrUi,js is βn-vertex-connected
for every j P rsis. Such a partition can be found by Lemma 4.1. For every i P rks and j P rsis, set
Gi,j :“ GαrUi,js. Applying Lemma 2.7 we can find a partition Gi,j “ G1i,j YG2i,j such that both
parts are γn-vertex-connected graphs on Ui,j . Only afterwards, we reveal the edges of G
1 „ Gn,p
and observe that with probability at least 1´ expp´cn2pq the following holds:
(c) eG1pUi,j1, Ui,j2q ě α
2
800k2
n2p for every i and j1 ‰ j2.
The proof of (c) is analogous to the discussion of (ii) in the proof of Theorem 1.3. From now
on, we will condition on (c) being satisfied, and show that Waiter has a strategy to force a
k-vertex-connected spanning subgraph of G “ Gα YG1.
Strategy description: Waiter’s strategy consists of four stages. We briefly describe each of
these stages here by mentioning the board and the goal of the stage. All further details will be
given later in the strategy discussion.
In Stage I, Waiter plays on the board GI :“
Ť
i,j EpG1i,jq. Here she ensures that Client creates
an εn-expander on V pGq. If Waiter succeeds, then immediately afterwards each component in
Client’s graph has size at least εn and hence there are at most ε´1 such components. Furthermore,
each of these components must be a subset of some set Ui,j with i P rks and j P rsis. In
Stage II, Waiter plays on the board GII :“
Ť
i,j EpG2i,jq where she makes sure that Client’s
graph becomes connected on each of the sets Ui,j. Next, in Stage III, Waiter plays on the
board GIII :“
Ť
i,j1,j2
EG1pUi,j1 , Ui,j2q. She forces Client to make Ui a connected component in
her graph for every i P rss. In Stage IV, Waiter considers the board GIV :“
Ť
i1,i2
EGαpUi1, Ui2q.
She ensure, that by the end of this stage Client’s graph C satisfies the following: eCpv, Ui2q ą 0
for every i1 ‰ i2 and v P Ui1 .
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Strategy discussion: If Waiter can follow the proposed strategy, Client’s graph will be k-
vertex-connected by the end of the game. This can be seen as follows. Let K Ă V pGq be any set
of size at most k ´ 1. Then there exists some i P rks such that Ui XK “ ∅. By Stage III, Ui is
a connected component in Client’s graph; lastly by Stage IV, every other vertex in V zpK Y Uiq
has a neighbour in Ui; i.e. C ´K is connected.
Hence, it remains to be shown that Waiter can follow the proposed strategy. We will discuss each
stage separately. However, before doing so, observe that the four different boards GI . . . , GIV
are pairwise disjoint, i.e. Waiter can play on these boards one after the other.
Stage I. Since G1i,j is γn-vertex-connected for every i, j, we have δpGIq ě γn. Waiter follows
the strategy from Stage I in Case B of the proof of Theorem 1.6 and thus forces an εn-expander.
Note that the mentioned strategy of Case B only used the fact that the game was played on a
graph with minimum degree at least αn
2
(which is replaced here with γn); the strategy worked
for a bias b1 “ ε2n (now ε is chosen depending on γ instead of α) and the same strategy can be
used for any smaller bias by the trick of fake moves (Lemma 2.15).
Stage II.When Waiter enters Stage II, Client’s graph consists of at most ε´1 components, each
of which has size at least εn and is contained in one of the sets Ui,j . Let i P rks and j P rsis
be fixed. Waiter plays on EpG2i,jq as follows. As long as Client’s graph on Ui,j is not connected,
Waiter looks for two components A,B Ă Ui,j such that there are at least b ` 1 free edges in
G2i,jrA,Bs. Waiter then offers these edges to Client and thus reduces the number of components
by 1; she repeats this step until Ui,j is a connected component in Client’s graph.
In order to show that Waiter can indeed follow this strategy, it remains to be shown that we
can always find such sets A,B as described above. We do this as follows. Since Client’s graph
is assumed to be disconnected on Ui,j there must be two vertices v, w P Ui,j which belong to
different components. Now G2i,j is γn-vertex-connected, and hence in this graph there must be
γn internally vertex-disjoint paths between u and v. Each of these paths must have at least
one edge connecting two of Client’s components. Since there are at most ε´1 components, there
must be some pair A,B of components, between which G2i,j has at least ε
2γn ě b ` 1 edges.
Waiter can offer b ` 1 of these edges and thus follow her strategy. Note that this way she does
not offer edges between any other pair of components, which makes it possible to repeat this
argument until Ui,j is a connected component.
Stage III. When Waiter enters Stage III, Client’s components are the sets Ui,j . Now, for each
i P rks and distinct j1, j2 P rsis, Waiter plays exactly one round on EG1pUi,j1, Ui,j2q offering b` 1
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arbitrary edges. This is possible by (c) and since
α2n2p
800k2
ě α
2Cb
800k2
ą b` 1
by the choice of C. One can easily check that this makes Client’s graph connected on each set
Ui with i P rks.
Stage IV. Let distinct i1, i2 P rks be fixed. Waiter plays on the graph GαrUi1 , Ui2s to make sure
that every vertex v P Ui1 gets a neighbour in Ui2 in Client’s graph, and vice versa. For this,
note that by (1) and (2) GαrUi1 , Ui2s has minimum degree at least αn3k . We can split this graph
into two subgraphs H1 and H2 on the same vertex set Ui1 Y Ui2 , each having minimum degree
at least αn
10k
. Indeed, a random partition of the edges of GαrUi1, Ui2s can be used to prove the
existence of H1 and H2. Using only the edges of H1, Waiter ensures that every vertex in Ui1 gets
a neighbour in Ui2 . This is possible as dH1pv, Ui2q ě αn10k ě b` 1 for every v P Ui1 . Then, Waiter
repeats the same with H2 and every vertex v P Ui2 . This finishes the proof. 
5. Unbiased H-games
For the study of the H-game we will use regularity tools. For a first example we will prove the
following proposition.
Proposition 5.1. Let H be an odd cycle of length at least 5, α ą 0, Gα be a graph on n
vertices with δpGαq ě αn, and p “ ωpn´2q. Then a.a.s. the following holds: playing an unbiased
Maker-Breaker game on Gα YGn,p, Maker has a strategy to claim a copy of H.
Proof. Let H “ C2ℓ`1 with ℓ ě 2. An application of Lemma 2.9 with ε “ α2103 (and δ “ α) leads
to a constant η ą 0. Now, by Lemma 2.9 we can find an ε-regular pair pV1, V2q in Gα, with
density at least α
2
and such that |V1| ě |V2| ě ηn. Let G “ GαrV1, V2s be the bipartite subgraph
of Gα with vertex classes V1 and V2. Let V
1
i :“
 
v P Vi : dGpv, V3´iq ě α3 |V3´i|
(
. Then, by the
ε-regularity of pV1, V2qG, we get |V 1i | ě p1´ εq|Vi| for i P r2s. Then for any v P V 1i it holds that
dGpv, V 13´iq ě dGpv, V3´iq ´ ε|V3´i| ě
α
4
|V3´i| .
Next, we reveal the edges of G1 „ Gn,p on V pGαq. Then a.a.s. there exists an edge, say xy, in
V 1
1
. Indeed, by Chernoff (Lemma 2.2) and by the size of V 1
1
, we obtain that
P peG1pV 11q “ 0q ď exp
ˆ
´1
3
E peG1pV 11qq
˙
ď e´ωp1q .
From now on, we will condition on the existence of such an edge xy. We will describe a strategy
for Maker, when playing on GαYG1, and show that she can follow that strategy until a copy of
H is created.
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Strategy description: Maker’s strategy consists of two stages.
Stage I lasts exactly α
16
|V2| ` 1 rounds. In the first round, Maker claims the edge xy. In the
proceeding α
16
|V2| rounds, Maker claims arbitrary edges from EGpy, V 12q.
At the end of this stage, let v1 “ x, Ny “ NMpy, V 12q and set V ˚1 “
 
v P V 1
1
: dGpv,Nyq ě α8 |Ny|
(
.
Afterwards, Stage II lasts exactly 2ℓ´ 1 rounds. For any k ď 2ℓ´ 1, Maker does her kth move
in Stage II as follows:
‚ If vk P V1 then she fixes an arbitrary vertex
z P
$&
%V
1
2
if k “ 1,
Ny if k ‰ 1
such that dBpzq ď
?
n and vkz P GzB.
‚ If vk P V2 then she fixes an arbitrary vertex z P V ˚1 such that dBpzq ď
?
n and vkz P GzB.
Maker then claims the edge vkz and sets vk`1 “ z.
Strategy discussion: If Maker can follow her strategy, then pv1, v2, . . . , v2ℓ`1q, with v2ℓ`1 “ y,
forms a cycle of length 2ℓ`1 in her graph. Hence, it remains to be shown that Maker can follow
the proposed strategy.
Consider Stage I first. Claiming xy in round 1 is not a problem since Maker starts the game.
Since y P V 1
1
, we have dGpy, V 12q ě α4 |V2|. Hence, Maker can easily claim α16 |V2| edges from
EGpy, V 12q in the beginning of the game.
At the end of Stage I, observe that, according to the slicing lemma (Lemma 2.8), the pair pV 1
1
, Nyq
is ε1-regular in G with ε1 “ 16ε
α
and density at least α
4
. In particular, less than ε1|V 1
1
| vertices
from V 1
1
have less than α
8
|Ny| neighbours in Ny. Hence,
|V ˚
1
| ě p1´ ε1q|V 1
1
| ą p1´ 2ε1q|V1| .
Next, let us look at Stage II. Throughout this stage, we have the bound
epBq ď 1` α
16
|V2| ` p2ℓ´ 1q ă α
8
|Vi|
for i P r2s. Assume that Maker can follow her strategy until she reaches round k of Stage II. We
explain now why she can follow the strategy for the kth move in Stage II.
If k “ 1, then vk “ x P V 11 and hence
dGzBpvk, V 12q ě dGpvk, V 12q ´ epBq ě
α
3
|V1| ´ α
8
|Vi| ą α
5
|Vi| ą epBq .
Therefore, there exists a vertex z as required for the strategy, even with dBpzq “ 0.
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If k ‰ 1 is odd, then by the strategy from the previous round, we know that vk P V ˚1 and
dBpvkq ď
?
n` 1. In this case we have
dGzBpvk, Nyq ě dGpvk, Nyq ´ dBpvkq ě α
8
|Ny| ´ p
?
n` 1q ą α
10
|Ny|
for large enough n. Hence, there are more than α
10
|Ny| choices for the desired vertex z if we
ignore the constraint dBpzq ď
?
n. However, there must be a vertex fulfilling this constraint
since otherwise we have
epBq ą α
10
|Ny| ¨
?
n ě α
2η
160
n
3
2 ą α
8
|V2|
for large enough n, in contradiction to the upper bound on epBq described earlier.
If otherwise k is even, then by the strategy from the previous round, we know that vk P Ny Ă V 12
and dBpvkq ď
?
n ` 1. In this case we have
dGzBpvk, V ˚1 q ě dGzBpvk, V1q ´ |V1zV ˚1 | ě dGpvk, V1q ´ dBpvkq ´ |V1zV ˚1 |
ą α
3
|V1| ´ p
?
n` 1q ´ 2ε1|V1| ą α
5
|V1|
for large enough n. Analogously to the previous case, using the upper bound on epBq, we can
conclude that there must exist a vertex z P NGzBpvk, V ˚1 q such that dBpzq ď
?
n. Hence, in any
case, Maker can follow the proposed strategy. 
The previous result covers all odd cycles except for C3. For the sake of completeness, we will
discuss C3 with the following proposition. A book with t pages consists of t triangles overlapping
in a single edge.
Proposition 5.2. Let H be a book, α ą 0, Gα be a graph on n vertices with δpGαq ě αn,
and p “ ωpn´2q. Then a.a.s. the following holds: playing an unbiased Maker-Breaker game on
Gα YGn,p, Maker has a strategy to claim a copy of H.
Proof. Let H be a book with t pages, t P N. For our strategy consider the following graph F :
take 2 vertex-disjoint matchings M1,M2 of size k “ 12t; set V pF q “ V pM1q Y V pM2q and
EpF q “ EpM1q Y EpM2q Y tvw : v P V pM1q and w P V pM2qu .
Then mp2qpF q “ 1
2
. Hence, using Theorem 2.1 from [39] we know that for p “ ωpn´2q a.a.s.
G „ GαYGn,p contains a copy of F . In the following we will show that, playing only on F , Maker
has a strategy to occupy a copy of H . At first Maker claims k
3
edges of each of the matchings M1
andM2. As Breaker in the meantime can claim at most
2k
3
edges, Maker can easily do so. Denote
with M 1
1
“
!
e1, . . . , ek
3
)
and M 1
2
“
!
f1, . . . , fk
3
)
the submatchings of M1 and M2 claimed by
Maker. Afterwards, consider the k
2
9
edge-disjoint boards Ei,j “ tvw : v P V peiq and w P V pfjqu
with i, j P “k
3
‰
. Since so far only 2k
3
rounds have been played, at least k
2
9
´ 2k
3
ě k2
18
of these
boards are free of Breaker’s edges. On each of these boards, Maker now ensures to claim two
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adjacent edges by a simple pairing strategy. This way, Maker creates at least k
2
18
triangles, each
of which contains one of the edges from M 1
1
YM 1
2
. By a simple averaging argument we conclude
that at least one of these edges needs to be contained in at least k
12
“ t Maker’s triangles, hence
leading to a copy of H . 
Both propositions are optimal in terms of p. However, when α ą 1
2
, then playing on Gα is
sufficient and we can set p “ 0, c.f. Theorem 1.1. For the proof of this theorem we first prove
a useful lemma that allows Maker to maintain regularity in her graph. We will also require
this in the proof of Theorem 1.5 and, in fact, Theorem 1.1 will easily follow from the proof of
Theorem 1.5.
5.1. Maintaining regular pairs. One of the ingredients for Maker’s strategy in the p1 : 1q
Maker-Breaker H-game on Gα Y Gn,p is the following lemma. It roughly states, that if a game
is played on the edge set of some graph G, in which a given pair pA,Bq of disjoint subsets of
vertices is regular, then Maker can ensure to claim a subgraph for which the pair pA,Bq is still
regular.
Lemma 5.3. For every reals 0 ă ε ă α ă 1 with α ą 8ε the following holds provided n is large
enough. Let G “ pAYB,Eq be a bipartite graph with |A| “ |B| “ n such that pA,BqG is ε-regular
and has density α. Then Maker has a strategy to ensure that in the p1 : 1q Maker-Breaker game
on EpGq she occupies a subgraph M Ă G such that pA,BqM is 4ε-regular and has density α2 .
The above statement will follow easily from the following more general statement on Discrepancy
games due to Hefetz, Krivelevich, and Szabó [28]. The general setup of such a game is as follows.
Let a bias b, a constant ε ą 0 and some hypergraph pX,Hq be given. The pb, 1,Hq ε-Discrepancy
game is played by two players, called Balancer and Unbalancer, who alternately claim previously
unclaimed elements of X. Balancer, starting the game, claims b elements of X in every round
(except for maybe the last round when there are less then b elements left), while Unbalancer
always claims 1 such element. Denote with B the set of all elements claimed by Balancer by the
end of the game. Then Balancer is called the winner if and only ifˇˇˇ
ˇ|B X A| ´ bb` 1 |A|
ˇˇˇ
ˇ ă ε|A| (5.1)
holds for every A P H. The following theorem provides a general winning criterion for Balancer.
Theorem 5.4 (Theorem 1.5 in [28]). Let pX,Hq be a k-uniform hypergraph. If
b ă 1
3
3
d
k
lnp|H|kq and ε ą 3
c
lnp|H|kq
kb
while k is sufficiently large, then Balancer has a winning strategy for the pb, 1,Hq ε-Discrepancy
game.
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With the above result in our hands, let us now turn to the proof of Lemma 5.3.
Proof of Lemma 5.3. First note, that if pA,BqG has density α, then pA,BqM will have density
α
2
since Maker claims half of all edges. Now, for every S Ă A, T Ă B of size εn we have
α ´ ε ă dGpS, T q ă α ` ε and hence
pα ´ εqε2n2 ă eGpS, T q ă pα ` εqε2n2 .
For every such pair pS, T q fix an arbitrary subset HpS, T q Ă eGpS, T q of size pα´ εqε2n2, and let
H “
!
HpS, T q : S Ă A, T Ă B of size εn
)
.
Maker plays as Balancer on the hypergraph pX,Hq, where X “ ŤHpS,T qPH HpS, T q. That is,
whenever Breaker claims an edge belonging to X, Maker (as Balancer) claims an edge according
to the strategy for the p1, 1,Hq ε-Discrepancy game, given by Theorem 5.4, for b “ 1 and
k “ pα ´ εqε2n2. Whenever Breaker claims an edge not in X, Maker does the same.
In order to see that Theorem 5.4 can be applied, observe that |H| ď ` n
εn
˘2 ă 4n, and hence
k
lnp|H|kq “ Ωpnq and
lnp|H|kq
kb
“ O
ˆ
1
n
˙
,
which yields
b ă 1
3
3
d
k
lnp|H|kq and ε ą 3
c
lnp|H|kq
kb
provided n is large enough. Now, let M denote Maker’s graph at the end of the game. As a
result of Maker’s strategy, Maker ensures thatˇˇˇ
ˇ|EpMq XHpS, T q| ´ 12 |HpS, T q|
ˇˇˇ
ˇ ă ε|HpS, T q| for every HpS, T q P H,
see inequality (5.1). From this, we obtain for every S Ă A, T Ă B of size εn that
eMpS, T q ě |EpMq XHpS, T q| ě
ˆ
1
2
´ ε
˙
|HpS, T q| ě
ˆ
1
2
´ ε
˙
pα´ εqε2n2
ñ dMpS, T q ě
ˆ
1
2
´ ε
˙
pα ´ εq ě 1
2
α´ 2ε, and
eMpS, T q ď |EpMq XHpS, T q| ` |EGpS, T qzHpS, T q| ď
ˆ
1
2
` ε
˙
pα ´ εqε2n2 ` 2ε3n2
ñ dMpS, T q ď
ˆ
1
2
` ε
˙
pα ´ εq ` 2ε ď 1
2
α ` 3ε,
i.e. |dMpS, T q ´ dMpA,Bq| ă 4ε. By a simple averaging argument the latter extends to all
subsets S, T of size at least εn. That is, pA,BqM is 4ε-regular with density at least α2 . 
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Together with Lemma 2.9 this is sufficient to prove Theorem 1.1. For Theorem 1.5 Maker also
needs to find many copies of small graphs within the random graph such that they can be
combined using the regular pairs.
5.2. Creating many H-copies on a random graph. It is known (Theorem 16 in [42]) that
for any graph H , which contains a cycle, there is a constant C ą 0 such that a.a.s. the following
holds when p ě Cn´1{m2pHq: in the p1 : 1q Maker-Breaker game on Gn,p, Maker has a strategy
to occupy a copy of H .
Another ingredient for Maker’s strategy is to show that, if p is slightly larger than mentioned
above, Maker a.a.s. has a strategy to occupy a copy of H on every vertex set of almost linear
size.
Lemma 5.5. Let H be any graph. Then for every γ ą 0 there exists β ą 0 such that with
p ě n´1{m2pHq`γ a random graph G „ Gn,p a.a.s. satisfies the following property: playing a
p1 : 1q Maker-Breaker game on G, Maker has a strategy to occupy a subgraph of G that has a
copy of H on every vertex set of size n1´β.
The proof of the above lemma will follow mostly the argument given in the papers of Bednarska
and Łuczak [8], as well as Stojaković and Szabó [44]. We start with the following lemma. For
this, note that Gpn,Mq denotes the random graph model, where we pick a graph on n vertices
and with exactly M edges uniformly at random.
Lemma 5.6 (Lemma 4 in [8]). Let H be any graph containing a cycle, then there exist constants
β ą 0 and c ą 0 such that for every large enough n the following holds: if M “ 2n2´1{m2pHq
then with probability at least 1´ expp´cMq each subgraph of G „ Gpn,Mq with p1´ βqM edges
contains a copy of H.
Note that in [8, Lemma 4] the probability of the good event happening is stated to be at least
2
3
; however with a closer look at the proof one actually sees that this probability is at least
1´expp´cMq for some positive constant c. Further note that if we increase the number of edges
of the random graph, but still delete at most the same number 2βn2´1{m2pHq of edges, then it
does not become less likely to find copies of H . In particular, we obtain the following.
Corollary 5.7. Let H be any graph containing a cycle, then there exist constants β ą 0 and
c ą 0 such that for every large enough n the following holds: if M ě 2n2´1{m2pHq then with
probability at least 1 ´ expp´cn2´1{m2pHqq each subgraph of G „ Gpn,Mq with M ´ βn2´1{m2pHq
edges contains a copy of H.
In fact, if the number of edges is increased slightly in the order of magnitude, then we can even
find copies of H on every vertex set of almost linear size.
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Corollary 5.8. Let H be any graph containing a cycle. Then for every γ ą 0 there exists a
constant β ą 0 such that the following holds a.a.s. in G „ Gpn,Mq with M ě n2´1{m2pHq`γ{4:
for every vertex subset A Ă rns of size n1´β and every subgraph F Ă G with epF q ď n2´1{m2pHq´γ{3
it holds that pGzF qrAs contains a copy of H.
Proof. Let constants β and c be chosen such that Corollary 5.7 can be applied and such that
0 ă β ă γ
12
and p1 ´ βq
´
2´ 1
m2pHq
¯
ą 1 ` β. To see that the latter is possible, note that
m2pHq ą 1 by the assumption on H . From now on, whenever necessary, assume n to be large
enough.
Let A Ă rns be any vertex subset of size n1´β, and let EA be the event that, when generating
G „ Gpn,Mq, there exists a subgraph F with epF q ď n2´1{m2pHq´γ{3 such that pGzF qrAs does
not contain a copy of H . We will show in the following that
PpEAq ď 2e´n1`β ; (5.2)
with a union bound over all choices for A (the number of which is bounded by 2n) the corollary
then follows. In order to prove inequality (5.2), let us observe first that
p1´ βqMn´2β ď eGpAq ď p1` βqMn´2β (5.3)
holds with probability at least 1 ´ expp´n1`βq. Indeed, the random variable eGpAq has hyper-
geometric distribution with expectation
EpeGpAqq “M ¨
`
|A|
2
˘`
n
2
˘ “ p1´ op1qqM ¨ |A|2
n2
“ p1´ op1qqMn´2β .
Then, with Lemma 2.4, we get
P
`|eGpAq ´Mn´2β | ą βMn´2β˘ ď e´β2Mn´2β{4 ă e´n1`β ,
where for the last inequality we use that 2 ´ 1
m2pHq
ą 1 and γ
4
´ 2β ą β. Next, if we condition
on (5.3), we obtain that GrAs is distributed according to GpN,M˚q with N “ n1´β and
M˚ ě p1´ β ´ op1qqMn´2β ě N2´1{m2pHq`β ,
where for the last inequality we use that γ
4
´ 2β ą β and n ą N . It follows from Corollary 5.7
that with probability at least 1´ expp´cN2´1{m2pHqq ě 1´ expp´n1`βq each subgraph of GrAs
with eGpAq´βN2´1{m2pHq edges contains a copy of H . Since n2´1{m2pHq´γ{3 ă βN2´1{m2pHq holds
for large n by having β ă γ
12
, this in particular means that pGzF qrAs contains a copy of H for
every graph F satisfying epF q ď n2´1{m2pHq´γ{3. Hence, inequality (5.2) is proven. 
If H does not contain a cycle, we can get the same conclusion.
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Corollary 5.9. Let H be any graph with m2pHq “ 1. Then for every γ ą 0 there exists a
constant β ą 0 such that the following holds a.a.s. in G „ Gpn,Mq with M ě n1`γ{4:
for every vertex subset A Ă rns of size n1´β and every subgraph F Ă G with epF q ď n1´γ{3 it
holds that pGzF qrAs contains a copy of H.
Proof. Let H be any graph with m2pHq “ 1 and let γ ą 0. We construct a graph H 1 by
adding a disjoint cycle of length
Q
8
γ
` 2
U
to H and note that m2pH 1q ď 1 ` γ8 and, therefore,
2 ´ 1
m2pH1q
ď 1 ` γ
8
. Now we let β ą 0 be given by Corollary 5.8 with input H 1 and γ
2
. Then
a.a.s. in Gpn,Mq with M ě n1`γ{4 ě n2´1{m2pH1q`γ{8 for every vertex subset A Ď rns of size n1´β
and every subgraph F Ď G with epF q ď n2´1{m2pH1q´γ{6 it holds that pGzF qrAs contains a copy
of H 1 and, thus, also of H . Since n1´γ{3 ď n2´1{m2pH1q´γ{6 the statement follows. 
Using Corollaries 5.8 and 5.9 we finally can prove Lemma 5.5.
Proof of Lemma 5.5. The proof idea for the lemma is similar to the one given by Bednarska and
Łuczak [8], or Stojaković and Szabó [44] for the discussion of a Maker’s strategy in the H-game.
We will prove that a.a.s. Maker has a strategy for occupying a graph as desired when playing
on a random graph G1 „ Gpn,M 1q where M 1 “ p`n
2
˘
. The result then follows for Gn,p as the
property we are looking for is monotone increasing (see e.g. Proposition 1.12 in [32]).
Maker’s strategy is to play randomly. That is, in each of her moves, Maker takes an edge from
G1 uniformly at random from all the edges she has not taken in previous rounds. If this edge is
free, then she claims it; otherwise she declares her move as a failure and simply skips her move.
We will show that against any fixed Breaker’s strategy this random strategy a.a.s. leads to a
subgraph H . From this it then follows that a.a.s. there must also exist a deterministic strategy
for winning the H-game (see e.g. [8, 26]).
In order to prove that Maker succeeds a.a.s. let us consider only the first M “ n2´1{m2pHq`γ{4
rounds of the game. At the end of theM th round we have that all edges taken by Maker (but not
necessarily being claimed by her due to a failure) form a graph distributed from Gpn,Mq. Hence,
using Corollaries 5.8 and 5.9, it is enough to prove that a.a.s. we have at most n2´1{m2pHq´γ{3 “
n´7γ{12M failures by the end of round M .
In order to see that the number of failures can be bounded this way, notice that the board size
is epG1q “ M 1 ě 1
3
n2´1{m2pHq`γ and hence, until round M , each round happens to be a failure
with probability at most
M
M 1 ´M ď 4n
´3γ{4 .
Therefore, the expected number of failures up to round M can be bounded from above by
4n´3γ{4M . Applying Markov’s inequality (Lemma 2.1) we thus obtain that with probability at
most 4n´γ{6 there happen to be more than n´7γ{12M failures. This proves the lemma. 
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5.3. A general result for H-games. The goal of this subsection is to prove Theorem 1.5.
Proof of Theorem 1.5. Let γ ą 0 and r ě 2 be any integer, let α P p r´2
r´1
, r´1
r
s, H be a fixed graph
with m
prq
2 pHq ą 0, and let Gα be any n-vertex graph with minimum degree at least αn and
p ě n´1{mprq2 pHq`γ .
By the definition of m
prq
2 pHq, we find a partition P1, . . . , Pr of V pHq such that m2pHrPisq ď
m
prq
2 pHq for every 1 ď i ď r. For short, let Hi “ HrPis for 1 ď i ď r, Hpiq “ HrP1Y ¨ ¨ ¨ YPis for
0 ď i ď r, and set ℓ “ maxit|Pi|u. Then Hp0q is the empty graph and Hprq “ H , and, moreover,
for 1 ď i ď r ´ 1, Hpi`1q is contained in the graph that we get when we take the vertex disjoint
union of Hpiq and Hi`1 and add all edges between both graphs.
We apply Lemma 5.5 with γ
2
for eachHi such that vpHiq ě 2, resulting in some output βi “ βpHiq,
and set βi “ 1 if vpHiq “ 1. Then we set β “ miniPrrs βi. Further, we choose δ ą 0 such that
α ě r´2
r´1
` δ. From Lemma 2.10 with input r, δ
2r`4
, β
2
, and ℓ we obtain a constant ν ď 1
2
. We
then choose a positive constant ε ď mint δ
2r`10
, ν
r
4
u, obtain m0 from Lemma 2.10 with input
ε, and obtain η and n0 from Lemma 2.9 with inputs ε and δ. We let n be large enough for
Lemma 5.3 and for the application of the other lemmas, to ensure that n ě n0, νrηn ě m0, and
pνrηnq1´β{2 ě n1´β .
Before revealing G „ Gn,p, we apply Lemma 2.9 to the graph Gα, and we find pairwise disjoint
sets V1, . . . , Vr of size at least ηn such that pVi, Vjq is ε-regular with density equal to some
constant δi,j ě δ2 , for every 1 ď i ă j ď r. We denote by G1 the r-partite subgraph of Gα with
classes V1, . . . , Vr. Finally, revealing the edges of G „ Gn,p, we let G2 denote the union of all
graphs GrVis with 1 ď i ď r. Then a.a.s. we have that each GrVis satisfies the conclusion of
Lemma 5.5 applied to the graph Hi, since p ě |Vi|´1{m2pHiq`γ{2 for large enough n. From now
on we will condition on these conclusions. Next we will describe a strategy for Maker in an
unbiased game on Gα Y Gn,p, and show that she can follow that strategy, leading to a copy of
H in her final graph.
Strategy description: Maker plays as follows. Consider the edge-disjoint boards EG2pViq for
all i P rrs, and EG1pVi, Vjq for all 1 ď i ă j ď r. Maker always plays on the same board as
Breaker. On each of the boards EG1pVi, VjqMaker follows the strategy guaranteed by Lemma 5.3
and thus occupies a subgraph M1 Ď G1 such that pVi, VjqM1 is 4ε-regular with density δi,j4 for
every 1 ď i ă j ď r. On each of the boards EG2pViq Maker follows the strategy guaranteed by
Lemma 5.5 and thus obtains a subgraph M2 Ď G2 such that for every 1 ď i ď r and any U Ă Vi
of size at least n1´β there is a copy of Hi in M2rUs.
Strategy discussion: Maker can follow her strategy by the conclusions of Lemma 5.3 and
Lemma 5.5. Hence, it remains to show that, by following the strategy, Maker obtains a copy ofH .
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We will build this copy inductively in the orderHp0q, Hp1q, . . . , Hprq. For 0 ď s ď r we want to find
a copy of Hpsq in pM1YM2qrV1Y¨ ¨ ¨YVss such that in the common neighbourhood (with respect
to M1) of the vertices of this copy there are pairwise disjoint sets V
psq
s`1 Ă Vs`1, . . . , V psqr Ă Vr of
size νsηn such that pV psqi , V psqj qM1 is 4εν´s-regular with density at least δ2s`3 for s`1 ď i ă j ď r.
Observe, that the above already holds for s “ 0 when we choose V p0qi “ Vi for 1 ď i ď r. We
are finished when we arrive at s “ r, since we then have a copy of Hprq “ H in M1 YM2.
Assume the above holds for some 0 ď s ď r´1. We already have a copy ofHpsq with the described
properties. Next we apply Lemma 2.10 to obtain a set U Ď V psqs`1 of size pνsηnq1´β{2 ě n1´β such
that any ℓ vertices from U have at least νs`1ηn common neighbours in each of the sets V
psq
i for
s`2 ď i ď r, which we denote by V ps`1qi . Then by Lemma 2.8 and the choice of ε we obtain that
all pairs pV ps`1qi , V ps`1qj qM1 are 4εν´s´1-regular with density at least δ2s`4 for s ` 2 ď i ă j ď r.
Moreover, by the game on EG2pVs`1q there is a copy of Hs`1 in M2rUs. By construction together
with the copy of Hpsq this gives a copy of Hps`1q with the desired properties. 
Remark 5.10. The proof of Theorem 1.1 follows analogously. Indeed, when H has chromatic
number r, we have m
prq
2 pHq “ 0 and all Hi consist of isolated vertices. Then Maker only needs
to play on G1 to obtain a copy of H , exactly as described above.
Remark 5.11. We do not need the γ in Theorem 1.5 when there is only a single graph H 1 in
H1, . . . , Hk that satisfies m2pH 1q “ mprq2 pHq. This is because in our construction we can find
this copy in the last set Vr using a version of Lemma 5.5 that only requires p ě Cn´1{m2pHq and
guarantees a copy of H 1 in every set of size βn for some not too small constant β ą 0.
We also do not need the γ when Gα is the r-partite Turán-graph. Intuitively the behaviour
should be the same as in the general case, and therefore we believe that γ is not needed in any
case.
Finally, the Waiter-Client result for the H-game can be proven fairly easily.
Proof of Theorem 1.8. For any graph G set kpGq “ 2epGq. Let F be the vertex disjoint union of
kpHq copies of the graph H . It holds that mprqpF q “ mprqpHq. Hence, following Theorem 2.1
from [39], we know that a.a.s. a graph G „ Gα YGn,p contains a copy of F .
It thus remains to show that playing on F , Waiter has a strategy to force a copy of H in Client’s
graph. This can be done by induction on epHq. Let e be any edge in EpHq, and denote with
e1, . . . , ekpHq the copies of e in the copies of H in F . Then Waiter can offer these edges in pairs,
until Client claimed kpHq
2
“ kpH ´ eq such edges. Immediately afterwards, there are kpH ´ eq
copies of H in which Client already claimed the copy of e and in which Waiter does not occupy
any edge yet. Thus the problem is reduced to force a copy of H ´ e on the disjoint union of
kpH ´ eq copies of H ´ e, which can be shown by induction. 
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6. Concluding remarks
6.1. Optimality of Theorem 1.5. In this paper we proved optimal results for the k-vertex-
connectivity and Hamiltonicity Maker-Breaker games in randomly perturbed graphs. It remains
to discuss when Theorem 1.5 is optimal up to the γ. More precisely, the question is when
p ď cn´1{mprq2 pHq is enough to ensure that a.a.s. Breaker has a winning strategy in the H-game
on Gα Y Gn,p for some choice of Gα. For this, consider Gα to be the r-partite Turán graph
on n vertices, with vertex classes V1, . . . , Vr. If Maker wants to create a copy of H in the
game on Gα Y Gn,p, then she must have a strategy for creating some subgraph H 1 Ď H with
m2pH 1q ě mprq2 pHq on one of the sets Vi. Therefore, it suffices for Breaker to ensure that, when
playing on Gn,p, Maker loses the Maker-Breaker H-game, where the family H of winning sets
consists of all copies of all such subgraphs H 1. A.a.s. Breaker has a winning strategy if H does
not contain any exceptional graph H 1, for which the Maker-Breaker H 1-game threshold is not
known, or is not of order n´1{m2pH
1q, or H 1 “ K4. This can be proven analogously to the Maker-
Breaker H-game on random graphs [42, Theorem 2]. The reason that K4 is excluded is because
this case is treated separately in [41, Lemma 2.1] and there is no immediate way to combine
the proofs. When the threshold of H 1 is not of the order n´1{m2pH
1q, e.g. when H is a tree or a
triangle, the bound from Theorem 1.5 can be significantly improved as we have demonstrated in
Proposition 5.1 and 5.2. It would be interesting to see if, more generally, p “ ωpn´2q is always
sufficient when there exists an edge e P EpHq such that mprqpH ´ eq “ 0. This also generalises
to many other graphs H with m
prq
2 pHq “ 1 and we give more details for one example in the next
section.
6.2. H-game for small graphs. H “ K4 is the smallest graph for which we do not know the
threshold probability for winning the H-game on GαYGn,p with α P
`
0, 1
2
˘
. Note that it follows
from [39] that a.a.s. in Gα YGn,p there is a copy of K4, provided that p “ ωpn´2q.
However, even when p “ o `n´5{4˘, there is a.a.s. an easy strategy for Breaker to ensure that
Maker does not get a copy of K4. Indeed, in this case, let Gα be any bipartite graph with
δpGαq ě αn and with partition classes A and B, and note that in Gn,p a.a.s. all components
are trees on at most 4 vertices. Conditioning on this event and assuming that all edges in GrAs
and GrBs already belong to Maker, it is a simple case distinction to check that Breaker has a
strategy on the edges of GrA,Bs to prevent Maker from claiming a copy of K4. It is plausible
that with a more involved strategy for Breaker, also responding on the edges inside A and B,
the bound on p can be increased further.
On the other hand, there also is a simple strategy for Maker when p “ ω `n´8{7˘. Here, we can
use Theorem 2.1 from [39] to show that Gα Y Gn,p will a.a.s. contain a graph created from a
complete bipartite graph by adding to both partition classes many vertex-disjoint copies of stars
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with 7 edges. Maker can easily claim 4 edges from such a star, when she is the first player to
claim an edge. By claiming multiple stars with 4 edges in each partition class, she can ensure
that she claims a pair of such stars such that all edges between the two stars are still free. Then
she can restrict the game to the complete bipartite graph between those two stars, and again
it is an easy case distinction to show that Maker can complete a copy of K4 within the next 5
moves.
It is unclear if this strategy can be significantly improved or how far the Breaker argument can
be pushed.
6.3. Maker-Breaker Kt-factor game. In an n-vertex graph with t|n a Kt-factor is the disjoint
union of n
k
copies of Kt. In this section we implicitly assume k|n. Recently, Allen, Böttcher,
Kohayakawa, Naves, and Person [1] determined the threshold bias for the Maker-Breaker Kt-
factor game on Kn, for t P t3, 4u, up to a logarithmic factor. Even more recently, Liebenau and
Nenadov [40] determined the threshold for every t ě 3. They proved that for t ě 3 there are
constants c, C ą 0 such that Breaker wins if b ă cn2{pt`2q and Maker wins if b ą Cn2{pt`2q.
We briefly summarise what is known about the appearance of aKt-factor in the other models that
we discussed. Hajnal and Szemerédi [18] proved that any n-vertex graph with minimum degree at
least
`
1´ 1
t
˘
n contains a Kt-factor. Johannson, Kahn, and Vu [33] showed that n
´2{t ln2{pt
2´tq n
gives the threshold for the containment of aKt-factor inGn,p. In the perturbed modelGαYGn,p it
was shown by Balogh, Treglown, and Wagner [3] that for any α ą 0 a probability of p “ ωpn´2{tq
is a.a.s. sufficient, while for large α more precise results are known [25].
The ln-term in [33] is needed to ensure that every vertex is contained in a copy of Kt, which,
of course, is immediate in the perturbed model. Similarly, when we consider the Maker-Breaker
Kt-factor game on Gn,p, Maker needs to ensure that in her graph every vertex is contained in
a copy of Kt. Since each vertex has roughly np neighbours and there has to be a copy of Kt´1
in each neighbourhood, we thus require that Maker wins the Kt´1-game in Gnp,p. If k ě 5 this
implies that we need p ě Cpnpq´2{t and, thus, p ě C 1n´2{pt`2q. Note that this probabilistic
intuition aligns with the threshold bias in [40] discussed above.
While it is not known if the threshold probability for the Kt-factor game in Gn,p is n
´2{pt`2q, it
would be interesting to investigate this in the perturbed model. More precisely, we ask which
lower bound on p is sufficient such that Maker a.a.s. has a winning strategy in the Maker-Breaker
Kt-factor game on GαYGn,p. When p “ ωpn´2{pt`1qq Maker a.a.s. has a strategy such that every
set of linear size in Gn,p contains a copy of Kt (similar as in Corollary 5.8). Together with the
deterministic graph this could be sufficient to ensure that Maker is able to create a Kt-factor.
This is particularly interesting, because this probability differs significantly from the one needed
for the Kt-factor game on Gn,p.
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