We consider questions related to the well-known conjecture due to Embrechts and Goldie on the closedness of different classes of heavy-and light-tailed distributions with respect to convolution roots. We show that the class L(γ) \ OS is not closed under convolution roots related to an infinitely divisible distribution for any γ ≥ 0, i.e. we provide examples of infinitely divisible distributions belonging to this class such that the corresponding Levy spectral distribution does not. We also prove a similar statement for the class (L(γ) ∩ OS) \ S(γ). In order to facilitate our analysis, we explore the structural properties of some of the classes of distributions, and study some properties of the well-known transformation from a heavy-tailed distribution to a light-tailed.
Introduction and main results
In this paper, unless otherwise stated, we assume that all distributions are supported on the positive half real line.
Let H be an infinitely divisible distribution with the Laplace transform which is called Lévy spectral distribution generated by the measure υ. The distribution H admits representation H = H 1 * H 2 , which is reserved for convolution of two distributions H 1 and H 2 , where H 1 (x) = 1 − H 1 (x) = O(e −βx ) for some β > 0 and
See, for example, Feller [10] , page 450. Here g 1 (x) = O g 2 (x) means that lim sup g 1 (x)/g 2 (x) < ∞ for two positive functions g 1 and g 2 .
It is well-known that one of the important topics in the theory of infinitely divisible distribution is to discuss the closedness for certain distribution classes under convolution roots related to an infinitely divisible distribution. More precisely, if an infinitely divisible distribution belongs to a certain distribution class, and its Lévy spectral distribution belongs to the same class, then the distribution class is said to be closed under convolution roots related to the infinitely divisible distribution. On the contrary, if Lévy spectral distribution of an infinitely divisible distribution belongs to a certain distribution class, and the infinitely divisible distribution belongs to the same class, then the distribution class is said to be closed under convolution related to the infinitely divisible distribution.
On the study of the topic, we may have different conclusions for different distribution classes. Thus, we first introduce some concepts and notations for some common distribution classes.
We say that a distribution F belongs to the distribution class L(γ) for some γ ≥ 0, if for all t,
where the notation g 1 (x) ∼ g 2 (x) means g 1 (x)/g 2 (x) → 1 for two positive functions g 1 and g 2 , and all limits refer to x tending to infinity. In the above definition, if γ > 0 and the distribution F is lattice, then x and t should be restricted to values of the lattice span, see Bertoin and Doney [1] . Further, if a distribution F belongs to the class L(γ) for some γ ≥ 0, m(F ) = ∞ 0 e γy F (dy) < ∞ and F * 2 (x) ∼ 2m(F )F (x), then we say that the distribution F belongs to the distribution class S(γ).
In particular, the classes L = L(0) and S = S(0) are called the long-tailed distribution class and the subexponential distribution class, respectively. It should be noted that the requirementsee also [16] for more details about the class.
Apart from the distribution classes, the study of the above topic also depends on the relationship between H 1 and H 2 , which were introduced before. In this paper, we will give a wider range of choices for them. For example, we can consider the case that, for some C ∈ [0, ∞), lim H 1 (x)/H 2 (x) = C.
(1.2)
More generally, we consider the two distributions H 1 and H 2 such that | H 1 (x − t) − e γt H 1 (x) |= o(H 2 (x)), (1.3) where g 1 (x) = o(g 2 (x)) means that g 1 (x)/g 2 (x) → 0 for two positive functions g 1 and g 2 . When H 2 ∈ L(γ) and (1.2) is satisfied, then (1.3) holds. On the contrary, if (1.3) is satisfied, then (1.2) does not necessarily hold, see Subsection 6.1 for details. For the class S(γ) with γ ≥ 0, the closedness under convolution roots related to an infinitely divisible distribution has been proved, see Embrechts et al. [9] for γ = 0 and Sgibnev [15] or Pakes [14] for γ > 0. Thus, an interesting problem is raised naturally:
If H ∈ L(γ), does this imply that F ∈ L(γ)?
In order to clarify this issue, we might firstly answer the following problem:
If H 2 ∈ L(γ), does this imply that F ∈ L(γ)?
For the class L(γ), the latter problem on closedness under random convolution roots is a natural extension of the famous Embrechts-Goldie's conjecture on closedness of the class L(γ) under convolution roots, see [7, 8] :
If F * k ∈ L(γ) f or some (even f or all) k ≥ 2, then F ∈ L(γ).
Therefore, we call the above-mentioned two problems the generalized Embrechts-Goldie's problems. So far, Shimura and Watanabe [17] have given a negative answer to the Embrechts-Goldie's conjecture in the case that γ ≥ 0 and k = 2. Furthermore, Watanabe [21] showed that the class S(γ) with γ > 0 is not closed under convolution roots, and got some related important results. However, they did not discuss the generalized Embrechts-Goldie's problems. Recently, in the case that γ = 0 and k ≥ 2, Xu et al. [23] gave a negative answer to the Embrechts-Goldie's conjecture and the above-mentioned two problems for the classes L \ OS and L ∩ OS \ S. Therefore, the generalized Embrechts-Goldie's problems in the case that γ > 0 attracted our attention.
We soon find that the method in the case γ = 0 can not be used in the case γ > 0 directly. Thus, we need to find a new method with more technical details to provide negative answers to the generalized Embrechts-Goldie's problems for the classes L(γ) \ OS and (L(γ) ∩ OS) \ S(γ), respectively. Theorem 1.1. For any γ > 0, assume that the Lévy spectral distribution F of an infinitely divisible distribution H satisfies condition
Among them, there is a Lévy spectral distribution F such that F ∈ OL \ L(γ) with m(F ) = ∞, or, F / ∈ OL, while H and F * k for all k ≥ 2 belong to the class L(γ) \ OS; and there is an another Lévy spectral distribution F such that F ∈ OL \ L(γ) ∪ OS with m(F ) < ∞, while H for all k ≥ 2 and F * k belong to the class L(γ) ∩ OS \ S(γ), as well as
Remark 1.1. The condition (1.4) has been used in Lemma 7 and Theorem 7 of Foss and Korshunov [11] , Wang et al. [19] , and so on. Some distributions which do not satisfy the conditions (1.4) and (1.5) have been found in Example 1 in [11] , Proposition 3.2 and Remark 4.1 in Chen et al. [3] , Theorem 1.1 in [21] , and so on. On the other hand, many distributions satisfy condition (1.4) or condition (1.5). Clearly, condition (1.4) is satisfied when γ = 0 or F ∈ L(γ) for all γ > 0. In addition, when γ > 0 and F / ∈ L(γ) for all γ > 0, there are some distributions which simultaneously satisfy conditions (1.4) and (1.5), for example, the distribution F in classes F i (γ) for some γ > 0, i = 1, 2, see Definition 5.1, Propositions 5.1 and 5.2 below. However, the distributions in [17] and in the class F 4 (γ) with some γ > 0 below satisfy (1.5) but do not satisfy (1.4); and vice versa, the distributions in the class F 3 (γ) with some γ > 0 satisfy (1.4) but do not satisfy (1.5), see Propositions 5.3 and 5.4 below. In other words, the conditions (1.4) and (1.5) can not be deduced from each other. Theorem 1.1 is proved in Section 5. To this end, some structural properties of the class L(γ) for some γ ≥ 0, as preliminary results, are respectively given in Section 2 and Section 3, which include the closedness of the class under the convolution and the convolution roots. In Section 4, a transformation from heavy-tailed distributions to light-tailed distributions is studied. Finally, some remarks on the above-mentioned results, as well as the relevant conditions, and a local version on the study of Embrechts-Goldies conjecture, are given in Section 6.
On the closedness under the convolution
Before presenting the main results in this section, we first provide the following lemma, which together with Remark 2.1 below, is also the key to proving the main results in this paper and has its own independent interest. Lemma 2.1. Let F 1 and F 2 be two distributions such that
Particularly, let F be a distribution such that F * n ∈ L(γ) for some integer n ≥ 2 and some γ ≥ 0.
Remark 2.1. In the case of γ = 0, the condition (2.3) holds automatically, the conclusion (2.2) and some of the following results are due to Theorems 1.1 and 1.2 in [23] . However, as we point out, our method here is different from that in [23] . In addition, under the condition F 1 * F 2 ∈ L(γ) for some γ > 0, if the condition (2.1) is substituted by the following condition
then the conclusion (2.2) still holds, obviously.
Proof. Firstly, we prove that for 1
We point out that, when γ = 0, the conclusions (2.6) and (2.7) are implied by Theorem 1.1 (1a) of [23] . Thus we only need to prove (2.6) and (2.7) in the case that i = 1 and γ > 0.
For any x > v, using integration by parts, we have
In the following, the notation g 1 (x) (or )g 2 (x) means that lim sup g 2 (x)/g 1 (x) (or g 1 (x)/g 2 (x)) ≤ 1 for two positive functions g 1 and g 2 supported on [0, ∞). Now, we deal with
, (2.1) and Fatou , s lemma,
where [c] is the integer part of the number c. Then, still by (2.1) and Fatou , s lemma,
Thus,
According to the condition (2.1), for any ǫ > 0, we know that there is a constant v 0 > 0 such that for v ≥ v 0 and x ≥ 2v + t,
where a ∧ b = min{a, b}. On the other hand, by F 1 * F 2 ∈ L(γ) and (2.8)-(2.10), we have
From (2.10), (2.11) and the arbitrariness of ǫ, we immediately obtain (2.6) and (2.7). Secondly, we only need to prove (2.2) in the case that i = 1 and γ > 0. To this end, we prove
Otherwise, there exists a constant C > 0 such that
Then (2.7), (2.13), Fatou's Lemma and F 1 * F 2 ∈ L(γ) lead to the following contradiction:
Therefore (2.12) holds. Now, we prove
By (2.6), Fatou's Lemma, (2.12) and
e γy lim inf
Thus (2.14) follows from (2.15). Combining (2.14) with (2.12) yields (2.2) with i = 1. ✷
In the following, we give a result on closedness of the class L(γ) under convolution.
for some γ ≥ 0. Further, assume that condition (2.1) and
Remark 2.2. For n = 2 and some γ ≥ 0, Theorem 3 of Embrechts and Goldie [7] asserted the following result on the closedness of the class L(γ) under convolution: assume
. For the latter, more generally, if F n ∈ L(γ) and
Clearly, (2.16) may be implied by (2.17) and F n ∈ L(γ), but the inverse implication dose not always hold, see Subsection 6.1 for the details, so the theorem is a slight extension of Theorem 3 in [7] for the case that γ > 0.
Proof. It is sufficient to prove the result for n = 2 in view of the induction method. We take v large enough and x > 2v + 1. By F 2 ∈ L(γ), (2.8) and integration by parts, we have
Similar to the proof of (2.9), we know by (2.1) and F 2 ∈ L(γ) that
According to (2.1), for any ǫ > 0, there is a constant v 0 > 0 such that for v ≥ v 0 and x ≥ 2v + t,
And by (2.16),
Combining (2.18), (2.19) , (2.20) and (2.21), we can get
✷ Based on Theorem 2.1, we obtain the following result.
Corollary 2.1. For any integer n ≥ 2 and γ ≥ 0, suppose that F * n ∈ L(γ) and either of the the following two cases is true: Case (1). Condition (1.4) and the condition that
Remark 2.3. According to F * n ∈ L(γ), (1.4) and Lemma 2.1, we know that the condition (2.22) can be implied by the following condition
Specifically, when n = 2, (2.23) is just the same to (1.4). In addition, if condition (1.4) is replaced by condition (2.3), then condition (2.22) can be canceled according to Lemma 2.1.
Proof. According to the mathematical induction method, we only need to prove that
In Case (1), by F * n ∈ L(γ), we know that for all t > 0,
Further, by (1.4), (2.22) and Theorem 2.1, we know that F * (n+1) = F * F * n ∈ L(γ). In Case (2), we first prove the following result: if condition (1.5) is satisfied, then
In fact, according to (1.5) and the induction hypothesis, for any ǫ > 0, there is a constant
Thus using the method of integration by parts, we know that
By the arbitrariness of ǫ, we immediately obtain (2.24).
In the following, we continue to prove Corollary 2.1 in Case (2). By (2.24), we have F (x) = o(F * n (x)). Furthermore, by F * n ∈ L(γ) and Theorem 3 in [7] , F * (n+1) ∈ L(γ). ✷ Now, we give three results on the closedness under the random convolution or composite distribution. In the following, let τ be a random variable with distribution G satisfying G({k}) = P (τ = k) = p k for all nonnegative integer k ≥ 0, where
is called a random convolution generated by the random variable τ and some distribution F . Theorem 2.2. For any integer n ≥ 2 and γ ≥ 0, let F be a distribution such that F * n ∈ L(γ). Assume that condition (2.3), or condition (1.5), is satisfied. Further, suppose that
Proof. According to F * n ∈ L(γ), (2.3) or (1.5), (2.4) in Lemma 2.1 holds. Further, by (2.4) and p n > 0, we know that, for any t > 0,
for some integer n ≥ 1 and some γ ≥ 0. Assume that P (τ ≥ n) > 0 and the following condition is satisfied: for any 0 < ε < 1, there is an integer M = M(F, ε) large enough such that
Further, suppose that the condition (2.3) or condition (1.5) is satisfied. Then the random convolution F τ ∈ L(γ) and
Proof. According to (2.3) and (2.25), combined with Theorem 2.2 of the present paper and the proof of Proposition 6.1 of Watanabe and Yamamuro (2010) [22] , we can get F τ ∈ L(γ). Further, by Fatou's lemma, (2.26) holds. ✷ Theorem 2.4. Let F be a distribution such that F * n ∈ L(γ) ∩ OS for some integer n ≥ 1 and some γ ≥ 0. Let τ be a random variable as in Theorem 2.3 such that for some ε 0 > 0,
Further, suppose that condition (2.3) or condition (1.5) is satisfied. Then F * τ ∈ L(γ) ∩ OS and
The proof of the theorem is similar to that of Theorem 2 (2b) in [23] , we omit the details of it.
Remark 2.4. Theorem 2.3 and Theorem 2.4 in the case of n = 1 are due to Lemma 4 and Corollary 1 of Yu and Wang [26] , which slightly improve Proposition 6.1 in [22] . However, in this paper, we do not require F ∈ L(γ). In fact, if F ∈ F i (γ), i = 1, 2, 3, 4, see Definition 5.1 and 5.2 below, then F satisfies condition (2.3) (namely (1.4)) or condition (1.5), and F * 2 ∈ L(γ), but F / ∈ L(γ). Therefore, Theorem 2.3 is a extension of Lemma 6 in [26] and Proposition 6.1 in [22] , in which the conclusion for γ = 0 is due to Theorem 2.2 (2a) in [23] .
Remark 2.5. Specifically, if
where λ is a positive constant, then condition (2.25) is satisfied for any distribution F .
In addition, for distribution F , if Kesten's inequality holds, namely there are two positive constants C and α such that
and if
, where p and q are two positive constants such that p+q = 1 and pe α < 1, then condition (2.25) is satisfied. And, using the method applied in the proof of Lemma 5 in [26] , we can know (2.30) holds for F satisfying F * n ∈ L(γ)∩OS for some n ≥ 2 and γ ≥ 0.
On the closedness under the convolution roots
On the other hand, we also want to know that, under what conditions, the class L(γ) with some γ > 0, or the class L(γ) ∩ OS is closed under convolution roots. Here, we give a initial result with its corollary, which also plays a role in the proof of Theorem 1.1. Proposition 3.1. (1) Let F be a distribution such that F ∈ OS and F * 2 ∈ L(γ) for some γ ≥ 0. Further, assume that the condition (1.4) or (1.5) is satisfied, then F ∈ L(γ).
(2) Let F be a distribution satisfying the condition (1.4) for some γ ≥ 0. Further, assume that F * 2 ∈ L(γ) ∩ OS and that, only when γ = 0,
Remark 3.1. The condition (3.1) is necessary in some certain sense, see Theorem 2.2 (1) in [23] . There, F ∈ OL \ L ∪ OS , F * 2 ∈ L ∩ OS, while the condition (3.1) does not hold, otherwise, by Proposition 3.1, F ∈ L ∩ OS.
, condition (1.4) and Lemma 2.1 (or condition (1.5)), we have,
We first give the following two lemmas.
Lemma 
Proof. If (3.2) holds, firstly, we are aim to prove F ∈ OS for the case c = 0. For any 0 < ε < 1 − a(F ) /4, there is an integer k 0 ≥ 1 such that a k (F ) < a(F ) + ε and F (k)e γk < ε for all k ≥ k 0 . Thus, by F * 2 ∈ L(γ), we have
Still by F * 2 ∈ L(γ), the following inequality holds:
According to (3.3) and (3.4), we know C * (F ) < ∞, thus F ∈ OS. Now we deal with the case c > 0. Let X be a random variable with distribution F supported on [−c, ∞). And let Y = X + c be another random variable with a distribution G supported on
and the conclusion in the case c = 0, we know G ∈ OS. Finally, by the following fact
we have F ∈ OS.
If F ∈ OS, we are aim to prove a(F ) < 1. Otherwise, we set a(F ) = 1, then from the following inequality
we know C * (F ) = ∞, which is contradictory to the fact that F ∈ OS. ✷ Lemma 3.2. Let F be a distribution such that F * 2 ∈ L(γ) ∩ OS for some γ > 0. Further, assume that the conditions (1.4) and (3.1) are satisfied. Then F ∈ OS.
Proof. First, we prove F ∈ OS for the case that γ ≥ 0 and C * (F * 2 ) − 2m(F * 2 ) < 1. By the partial integration method, we have
Thus, by Lemma 3.1, F ∈ OS. Now, we deal with the case that γ > 0 and C * (F * 2 )−2m(F * 2 ) ≥ 1. Let X be a random variable with a distribution F . Then for any fixed c > 0, the random variable
and m(G) = e −cγ m(F ). According to Lemma 7 of Foss and Kirshunov [11] and the condition (1.4), we know
And by Lemma 2 of Yu and Wang [26] and the properties mentioned above, we have
Further, by (3.6), there are a constant c 0 > 0 such that for all c ≥ c 0 ,
Therefore, by Lemma 3.1, G ∈ OS, that is F ∈ OS. ✷ Therefore, by F ∈ OS, F * 2 ∈ L(γ), condition (1.4) and (1) of the theorem, F ∈ L(γ). ✷ Corollary 3.1. Let F be a distribution such that F ∈ OS\L(γ) for some γ ≥ 0. Further, assume that the condition (1.4) is satisfied, then
Proof. We assume that there exists some integer n ≥ 2 such that F * n ∈ L(γ) and F * i / ∈ L(γ) for all 1 ≤ i < n.
When γ > 0, under condition (1.4), by F * n ∈ L(γ) and Corollary 2.1, we can get
. From (1) of the theorem, we know F * (n−1) / ∈ OS, which is contradictory to F ∈ OS. When γ = 0, the conclusion comes from Remark 2.3. ✷
In order to prove Theorem 1.1, we need to construct some light-tailed distributions with some interesting properties, some of which come from the corresponding heavy-tailed distributions through a transformation between the distributions. For some constant γ > 0 and distribution F 0 , we define the distribution F γ in the form
Clearly, F γ is light-tailed. In this way, we can characterize corresponding light-tailed distribution F γ through certain heavy-tailed distribution F 0 with some good properties, see Klüppelberg [12] , Xu et al. [24] , and so on. Here, we give the following new properties of the distribution F γ .
Lemma 4.1. For some γ > 0, let F 0 , F γ ; F i0 , F iγ , i = 1, 2 be three pairs of distributions defined in (4.1), respectively. Then the following conclusions hold.
(1) For all t > 0 and x ≥ t,
(2) For i = 1, 2, if
Proof.
(1) This is an obvious fact.
(2) For 1 ≤ i = j ≤ 2, according to (4.1),
Further, by (4.2), we have
According to (4.5), we know that
Therefore, by F 0 ∈ OS, (4.5) and µ(F 0 ) = ∞, (4.3) holds. Further, (4.4) is proved. ✷ Lemma 4.2. For i = 1, 2, let F i0 be an absolutely continuous distribution with density f i0 such that
then for any γ > 0, F 1γ * F 2γ ∈ L(γ).
Remark 4.1. Firstly, in the lemma, F 1γ or F 2γ is not required to belong to the class L(γ), which is a difference compared to Theorem 3 in [7] , Theorem 1.1 (1b) in [23] and Theorem 2.1 of the paper. Secondly, if F 10 = F 20 = F 0 ∈ L, then it is clear that F 1γ = F 2γ = F γ and F * 2 γ ∈ L(γ) for any γ > 0. More interestingly, there are some distributions F 0 / ∈ L satisfying (4.6) and (4.7), for example, see distributions in the classes F i (0) for i = 1, 2, 3, which have appeared in Section 5 below. Thus F γ / ∈ L(γ), while F * 2 γ ∈ L(γ) by Lemma 4.2. Finally, we note that conditions (4.6) and (4.7) can not be deduced from each other, and that there is a distribution F belonging to the class L(γ) but not satisfying condition (4.6), see Subsection 6.3 for the details.
Proof. We note that F 10 , F 20 are absolutely continuous. Thus, from (4.5), we have
for all x ≥ 0, where
F 20 (x − y)F 10 (y)dy = F 10 * F 20 (x) + 2γT (x).
Hence F 1γ * F 2γ ∈ L(γ) is equivalent to that the function S belongs to the long-tailed function class
For any t > 0, on the one hand, we have Thus, by (4.7) we know that lim inf S(x − t) − S(x) /S(x − t) ≥ 0.
(4.8)
On the other hand, by (4.6), we have
From (4.8), we know that, there is a positive constant x 0 = x 0 (S, t) such that for all x ≥ x 0 ,
S(x) ≤ 2S(x − t).
Thus, by (4.9), we have
Combining with (4.8) and (4.10), we know that T ∈ L d . ✷
Proof of Theorem 1.1
In order to find more Lévy spectral distributions satisfying the requirement of Theorem 1.1, we construct the following four distribution classes with different properties, see Definitions 5.1 and 5.2 below. To this end, we first recall two classes of heavy-tailed distributions introduced by [23] , then construct a new heavy-tailed distribution class. Let α ∈ [1/2, 1), r = 1 + 1/α, b ≥ 1 and s ≥ 1 be constants. Let a > 1 be large enough such that a r > 2 s+2 a, and let sequence A = {a n } be given by a n = a r n for n = 0, 1, · · · . Let η be a discrete random variable distributed by P(η = a n ) = Ca −α n , where C = (
−1 is the normalising constant. Let U be a random variable having uniform distribution in the interval (0, 1). Further, suppose that U and η are independent to each other. Let F 1 (0) be the class consisting of 4-parametric distributions F 0 = F 0 (α, a, b, s) of random variables
which are absolutely continuous with densities f 0 = f 0 (α, a, b, s). Next, let s ∈ (1, 2) and α ∈ (1 − s −1 , s −1 ) be constants. Further, assume that the constants a and r, the sequence A = {a n } and the random variables η and U are defined as before. Let F 2 (0) be the class consisting of 3-parametric heavy-tailed distributions F 0 = F 0 (α, a, s) of random variables
which are absolutely continuous with density f 0 = f 0 (α, a, s). Finally, let α ∈ (3/2, ( √ 5 + 1)/2) and r = 1 + 1/α be constants. Assume a > 1 is large enough such that a r > 8a. Further, suppose that the sequence A = {a n } and the random variables η and U are defined as before. Let F 3 (0) be the class consisting of 2-parametric distributions 
s is the total income of the investor at time s. As pointed out in [23] , if F 0 ∈ F 1 (0), then F * k 0 ∈ L for all k ≥ 2, while F 0 ∈ OL \ L with infinite mean; and if F 0 ∈ F 2 (0), then F * k 0 ∈ L for all k ≥ 2, while F 0 / ∈ OL with infinite mean. In the following, however, we will find that if F 0 ∈ F 3 (0), then its mean µ(F 0 ) < ∞ and F * k 0 / ∈ L for all k ≥ 1. In spite of this, the corresponding distribution F γ in (4.1) has very good properties.
Based on (4.1) and the classes F i (0), i = 1, 2, 3, we define the following three light-tailed distribution subclasses, respectively. Definition 5.1. For i = 1, 2, 3, we say that the distribution F γ for some constant γ > 0 belongs to the class F i (γ), if the corresponding distribution F 0 in (4.1) belongs to the class F i (0).
For notational convenience, we replace F γ and f γ with F and f in the following text. And in order to prove Theorem 1.1, we give some properties of the classes F i (γ), i = 1, 2, 3, respectively. Proof. According to F 0 ∈ OL \ L, we know that F ∈ OL \ L(γ). From µ(F 0 ) = ∞, we know that m(F ) = ∞, thus F * k , k ≥ 1 and F * τ / ∈ OS. And conditions (1.4) and (1.5) follow from Lemma 4.1 (1) and (3), respectively. Therefore, by Corollary 2.1 (2) and Theorem 2.3, we only need to show that F * 2 belongs to L(γ). From [24] , we know that if F 0 ∈ F 1 (0), then
and
For all t > 0 and n = 0, 1, · · ·, when x ∈ [a n , 2 s a n + t),
when x ∈ [2 s a n + t, a n+1 ),
thus (4.6) holds. Hence by Lemma 4.2, in order to prove F * 2 ∈ L(γ), it suffices to prove (4.7), that is
For all n = 0, 1, · · ·, because W (x) = 0 for x ∈ [2 s+1 a n , a n+1 ), we only need to deal with W (x) in the following two cases: i) x ∈ [a n , 2 s+1 a n − a
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n ) and ii) x ∈ [2 s+1 a n − a
n , 2 s+1 a n ). In case i), by (5.4), (5.5) and F 0 ((x + 2 −1 a
n ), we have,
Then, in case ii), by (5.4) and (5.5), we have
According to (5.7) and (5.8), (5.6) holds. Therefore, F * 2 ∈ L(γ). ✷ Proposition 5.2. If F ∈ F 2 (γ) for some γ > 0, then conditions (1.4) and (1.5) are satisfied, m(F ) = ∞ and F * k ∈ L(γ) \ OS for all k ≥ 2, while F / ∈ OL. Further, if the condition (2.25) is satisfied with some non-negative integer-valued random variable τ , then F * τ ∈ L(γ) \ OS.
Proof. According to (4.1) and F 0 / ∈ OL, we know F / ∈ OL. Then by Lemma 4.1 and µ(F 0 ) = ∞, we know that F satisfies conditions (1.4) and (1.5) and m(F ) = ∞, thus F * k , k ≥ 1 and F * τ / ∈ OS. So, for other conclusions, by Corollary 2.1 (2) and Theorem 2.3, we only need to show F * 2 ∈ L(γ). We have already known
Similar to the proof of Proposition 5.1, we just need to prove (5.6).
), we only need to deal with W (x) in the following three cases:
Then, in case ii), from (5.9), (5.10) and (2a n )
Finally, we consider case iii). By (5.9), (5.10) and
we have
(5.13)
According to (5.11)-(5.13), we get (5.6). ✷
In the following proposition, we find a surprising phenomenon. There is a distribution F 0 with bad properties, but its corresponding distribution F may still enjoy good ones.
In addition, for the distribution F , condition (1.4) is satisfied, but condition (1.5) is not. Further, if the condition (2.25) is satisfied with some non-negative integer-valued random variable τ , then F * τ ∈ L(γ) ∩ OS \ S(γ).
Proof. For any F 0 ∈ F 3 (0), it is easy to verify
According to (5.15), we have
Next we prove F 0 ∈ OS, it suffices to prove
When x ∈ [a n , 4a n ) for all n = 0, 1, · · ·,
Clearly, F / ∈ L(γ) and F satisfies condition (1.4) . Further, by Proposition 3.1 (1), we know F ∈ OS. However, condition (1.5) does not hold for this F . In fact, by (4.5), F 0 ∈ OS and µ(F 0 ) < ∞,
For the conclusion that F * k , k ≥ 2 and F * τ belongs to the class L(γ), by Lemma 2.1, Corollary 2.1 (1), Theorem 2.3 and Corollary 3.1, we only need to show F * 2 ∈ L(γ). To this end, similar to the proof of Proposition 5.1, we just need to prove (5.6).
For all n = 0, 1, · · ·, because W (x) = 0 for x ∈ [4a n , a n+1 ), we only need to deal with W (x) in the following two cases: i) x ∈ [a n , 3a n ) and ii) x ∈ [3a n , 4a n ).
In case i), by (5.14), (5.15) and F 0 ((x + 2 −1 a n )/2) ≥ F 0 (7a n /4), we have,
Then, in case ii), by (5.14), (5.15) and
According to (5.16) and (5.17), (5.6) holds, thus F * 2 ∈ L(γ) by Lemma 4.2. In the following, we go to prove F * k ∈ OS, k ≥ 2. By Proposition 2.6 of [16] we only need to prove F * 2 ∈ OS, or equivalently, to prove that
We denote the density of F * 2 0 and F * 2 by f ⊗2 0 and f ⊗2 respectively. When x ∈ [a n , a n+1 ), by (5.14) and (5.15) , we have
Thus by (4.5) and W (x) = O(T (x)) we know
Hence, in order to prove (5.18), we only need to prove
Further, we know that
Furthermore, for all a 0 < x 1 < x 2 < ∞, x ∈ [x 1 , x 2 ], we have
Now, we deal with R(x) in the following four cases:
In case i), by (5.15), (5.20) and T (x) ≥ F 0 (3a n /2) [0,x/2] F 0 (y)dy, we have 
Next, in case iii), by (5.15) and (5.20), we know that, when y ∈ [x/2, 2a n − 2a
Thus, by (5.22),
For case iv),by (5.15), (5.20), (5.22) , and when x ∈ [4a n − 4a
T (x − y)T (y)dy 
[an,3an/2]
where g 1 (x) ≈ g 2 (x) means that g 1 (x) = O(g 2 (x)) and g 2 (x) = O(g 1 (x)) for two positive functions g 1 and g 2 . Then by F * k ∈ L(γ) ∩ OS for all k ≥ 2, we know F * 2 (x) ≈ F * k (x), which is called that distribution F * k is weakly tail equivalent to distribution F * 2 for all k ≥ 2. By Lemma 2.6 in [20] and F / ∈ S(γ), we can get F * k / ∈ S(γ) for all k ≥ 3. ✷ Finally, we introduce a distribution which fails to satisfy the condition (1.4), thus it is different from the distributions in the classes F i (γ), i = 1, 2, 3.
Definition 5.2. For any γ > 0, denote
The distribution family F 4 (γ) was introduced by Theorem 3.1 in [17] with properties that F / ∈ L(γ) and F * 2 ∈ L(γ). Here, we give some of its new properties.
In addition, for the distribution F , condition (1.5) is satisfied, but condition (1.4) is not. Further, if the condition (2.25) is satisfied with some non-negative integer-valued random variable τ , then F * τ ∈ L(γ), while F ∈ OL \ L(γ).
Proof. From Theorem 3.1 in [17] , we know that F / ∈ L(γ) and F * 2 ∈ L(γ). Further, F ∈ OL is an obvious fact, and F * k ∈ L(γ) for all k ≥ 3 follows from Remark 2.2 of the present paper. In addition, it is easy to verify that F * 2 (x) ∼ µ * 2 (x)/4, where µ is a standard exponential distribution such that µ(x) = 1(x < 0) + e −γx 1(x ≥ 0) for all x. Hence, condition (1.5) is satisfied. However, condition (1.4) does not hold, in fact, for any t > 0,
Finally, F * τ ∈ L(γ) follows from (1.5), (2.25) and Theorem 2.3. ✷ Remark 5.1. Here we give a distinction between distributions in F i (γ), i = 1, 2, 3, 4 and in Lemma 3.1 of [21] . For some γ > 0 and i = 1, 2, 3, it is easy to verify that, if F ∈ F i (γ), then lim sup
Therefore, the distribution F is not weakly tail equivalent to any distribution in L(γ). However, the distribution in F 4 (γ) is weakly tail equivalent to a standard exponential distribution, and the distribution in [21] is weakly tail equivalent to a distribution in the class S(γ).
Now, we prove Theorem 1.1. For i = 1, 2, 3, 4, we take any distribution F ∈ F i (γ) and distribution H 2 such as in (1.1), then by Propositions 5.1, 5.2, 5.3 or 5.4, we have H 2 ∈ L(γ). Further, we take distribution H 1 satisfying (1.3) , or more simply, we take a distribution H 1 such that H 1 = O(e −βx ) for any γ > β > 0. Thus, by Theorem 2.1 of the paper or Theorem 3 in [7] , the infinitely divisible distribution H = H 1 * H 2 ∈ L(γ).
In particular, for some γ > 0, we choose any distribution F ∈ F 3 (γ) and distribution H 1 such that H 1 (x) = o(H 2 (x)), then by Proposition 5.3, Theorem 2.3 and Theorem 2.4, the infinitely divisible distribution H ∈ L(γ) ∩ OS \ S(γ) and the inequality (1.6) holds.
So far, we have completed all the proof of Theorem 1.1.
Some remarks
In this Section, we first note that condition (1.3) can not be deduced by condition (1.2). Then, we provide examples showing that conditions (4.6) and (4.7) cannot be deduced from each other. Finally, we give a local version on the study of Embrechts-Goldie's conjecture.
6.1 On (1.2) and (1.3)
In Example 5.1 of [23] , there are two distributions F 1 and F 2 such that F 1 ∈ OL\L, F 2 ∈ S, F 2 (x) = o(F 1 (x)), F 1 * F 2 ∈ L and F 1 (x − t) − F 1 (x) = o(F 2 (x)). Then we take F i0 = F i , i = 1, 2. As (4.1), for any constant γ > 0 and distribution F i0 , i = 1, 2, we define the distribution F iγ such that F iγ (x) = 1(x < 0) + e −γx F i0 (x)1(x ≥ 0), x ∈ (−∞, ∞).
Then F 1γ ∈ OL\L(γ), F 2γ ∈ L(γ), F 2γ (x) = o(F 1γ (x)), F 1γ (x − t) − e γt F 1γ (x) = o(F 2γ (x)) and F 1γ * F 2γ ∈ L(γ) which comes from Theorem 2.1 and the properties mentioned above. Now, we take H 1 = F 1γ and
Then, there is a positive constant a such that H 2 (x) ∼ aF 2γ (x). Thus, (1.3) holds, while (1.2) doesn't.
Comparison of conditions (4.6) and (4.7)
Firstly, let X be a random variable with a distribution F 0 in Example 3.3 of [25] such that )(x − x n ) 1(x n ≤ x < 2x n ) + x −α−1 n 1(2x n ≤ x < x n+1 )
for all x ∈ (−∞, ∞), where α ∈ (5, ∞), x 1 > 4 α and for all integers n ≥ 1, x n+1 = x 1+α −1 n , n = 0, 1, · · ·. We already know F / ∈ L and µ 2 = EX 2 < ∞. Further, we denote the mean of X by µ 1 and the density of F 0 by f 0 . For all s > 0 and n = 0, 1, · · ·, when x ∈ [x n , 2x n + s), for all x ∈ (−∞, ∞). By F 1 (2n − 3 · 2 −1 ) − F 1 (2n + 2 −1 ) = 3/((2n − 2)(2n + 1)) and f 1 (2n − 3 · 2 −1 ) = f 1 (2n + 2 −1 ) = 0, we know that F does not satisfy condition (4.6). On the other hand, it is also easy to verify that f 1 (x) = o(F 1 (x)), hence F 1 ∈ L and satisfies condition (4.7). However, we need such a distribution which does not belong to L. To this end, let y 0 ≥ 0 and a > 1 be two constants such that aF 1 (y 0 ) ≤ 1. As Example 3.1 in Xu et al. [25] , we define a new distribution F 0 by
for x ∈ (−∞, ∞), where {x i , i ≥ 1} and {y i , i ≥ 1} are two sequences of positive constants satisfying x i < y i < x i+1 , F 1 (x i ) = aF 1 (y i ), i ≥ 1, y i − x i → ∞ and x i+1 − y i → ∞ as i → ∞. It is easy to see that F 1 (x) ≤ F 0 (x) ≤ aF 1 (x) and lim n→∞ F 0 (y n − 1)/F 0 (y n ) = a > 1. Thus, the distribution F 0 satisfies condition (4.7) and does not belong to class L, while similar to F 1 , F 0 does not satisfy condition (4.6).
Therefore, the conditions (4.6) and (4.7) can not be deduced from each other.
A local version of Embrechts-Goldie's conjecture
We say that a distribution F belongs to the distribution class L loc , if for all T > 0 and t = 0, F (x + ∆ T ) > 0 for all x large enough and
Further, if a distribution F belongs to the class L loc , and if for all t = 0 and for all T > 0,
then we say that the distribution F belongs to the distribution class S loc . The concepts of the classes L loc and S loc can be found in Borovkov and Borovkov [2] . Similar to the classes OL and OS, we can also give the concepts of the classes OL loc and OS loc , respectively. According to Proposition 2.1 of Wang and Wang [18] and Proposition 5.3 of the paper, the following conclusion holds.
Proposition 6.1. The distribution class L loc ∩ OS loc \ S loc is not closed under convolution roots. Corollary 1.1 (i) in [21] notes that the distribution class S loc is not closed under convolution roots too. The conclusion with the Proposition 6.1 of the paper constitutes a more complete answer to the Embrechts-Goldie's conjecture in local sense. A further discussion on the topic for the local distribution class can be found in Wang et al. [19] .
