Motivation: The short read lengths of current high-throughput sequencing technologies limit the ability to recover long-range haplotype information. Dilution pool methods for preparing DNA sequencing libraries from high molecular weight DNA fragments enable the recovery of long DNA fragments from short sequence reads. These approaches require computational methods for identifying the DNA fragments using aligned sequence reads and assembling the fragments into long haplotypes. Although a number of computational methods have been developed for haplotype assembly, the problem of identifying DNA fragments from dilution pool sequence data has not received much attention. Results: We formulate the problem of detecting DNA fragments from dilution pool sequencing experiments as a genome segmentation problem and develop an algorithm that uses dynamic programming to optimize a likelihood function derived from a generative model for the sequence reads. This algorithm uses an iterative approach to automatically infer the mean background read depth and the number of fragments in each pool. Using simulated data, we demonstrate that our method, FragmentCut, has 25-30% greater sensitivity compared with an HMM based method for fragment detection and can also detect overlapping fragments. On a whole-genome human fosmid pool dataset, the haplotypes assembled using the fragments identified by FragmentCut had greater N50 length, 16.2% lower switch error rate and 35.8% lower mismatch error rate compared with two existing methods. We further demonstrate the greater accuracy of our method using two additional dilution pool datasets.
Introduction
High-throughput sequencing (HTS) technologies have enabled the sequencing of the complete genomes of an increasing number of individuals. However, virtually all genomes sequenced so far are unresolved with respect to haplotypes. Human genomes are diploid and haplotype information is important for a number of analyses including identification of genetic variants associated with disease (e.g. compound heterozygotes), inference about recombination, detection of IBD (Identity by Descent) segments Kitzman et al. (2012) demonstrated that the genome of a fetus could be reconstructed using haplotype information from the mother and sequence data from fetal DNA fragments in circulating blood. Haplotypes are typically inferred from genotype data on a population of individuals using statistical methods that exploit linkage disequilibrium (LD) between neighboring variants (Browning and Browning, 2011) . A number of algorithms and statistical methods have been developed for V C The Author 2017. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com haplotype inference from genotype data. Although these populationbased phasing methods have continued to improve, they are not appropriate for phasing rare or individual-specific variants in human genomes.
It is feasible to infer haplotypes directly from DNA sequence reads derived from an individual genome. Sequence reads that cover multiple variants provide local haplotype information and can be assembled into long haplotypes using computational methods (Levy et al., 2007) . In contrast to LD-based haplotype phasing, such haplotypes span both rare and common variants and the length and accuracy of the inferred haplotypes is dependent primarily on the length of the sequenced reads, depth of coverage and sequencing error rates. To address the computational problem of haplotype assembly, a number of combinatorial and statistical algorithms (Bansal and Bafna, 2008; Duitama et al., 2010; He et al., 2010; have been developed. Although these methods enable accurate haplotype assembly, the combination of short read lengths (and short fragment lengths) of current HTS technologies and the low level of heterozygosity in human genomes severely limits the lengths of haplotypes that can be assembled from such data (Tewhey et al., 2011) . Single molecule sequencing technologies such as Pacific Biosciences can generate long reads (lengths ranging from 1-30 kb) which have been shown to enable long-range haplotyping (Pendleton et al., 2015) . Although these technologies have the potential to transform human genome sequencing by enabling haplotype resolved genomes, further improvements in the throughput and the sequencing error rate and throughput of these platforms are needed before this can become routine.
To leverage the massive throughput of short read sequencing technologies such as Illumina for haplotyping, novel molecular methods for preparing DNA-sequencing libraries from high molecular weight (HMW) DNA have been developed (Snyder et al., 2015) . These methods start from a library with long DNA fragments and partition this library into multiple pools such that the DNA fragments in each pool cover a small fraction of the genome. As a result, at any given genomic location, the probability of observing two or more DNA fragments is low. After amplification of the DNA fragments in each pool [e.g. using fosmid cloning or Multiple Displacement Amplification (MDA)], the DNA is fragmented into short fragments and is subjected to short read sequencing. After the alignment of the short reads to a reference genome, clusters of reads or regions of high read density correspond to the long DNA fragments in the original pool. Therefore, virtual long reads (with some missing information) can be assembled using the reads for each cluster. From each such cluster or long read, the alleles at heterozygous variants can be determined from the read sequences. Subsequently, overlaps between the haploid DNA fragments derived from different pools can be used to assemble long haplotypes that have an N50 length of several hundred kilobases. Variations of this dilution pool approach have been used to phase a number of human genomes (Duitama et al., 2011; Kaper et al., 2013; Kitzman et al., 2011; Peters et al., 2012; .
Previous methods
The first step in the process of assembling haplotypes using these methods is to reconstruct the DNA fragments from the short sequence reads for each pool. Although, the fragments could potentially be assembled de novo if the coverage was sufficiently high, for haplotype assembly, it is sufficient to determine the locations of the DNA fragments using the alignments of the reads to a reference genome. Previous papers have used heuristic methods based on the read depth to identify the locations of the haploid DNA fragments. These methods look for stretches of the genome with significantly higher read-depth compared with the genome wide average in order to identify the fragments. Kitzman et al. (2011) computed read depth in 1000 base pair windows for each pool and identified candidate fragments as stretches of 25-45 kb with at least two-thirds of the windows having read depth above the background level. Similarly, Duitama et al. (2011) used a sliding window approach to identify candidate clusters and merged clusters that were not separated by gaps longer than 2 kb. Subsequently, clusters with evidence of heterozygosity were identified and split to avoid chimeric fragments. Kaper et al. (2013) used the targetcut function of SAMtools (described briefly in a recent paper (Prü fer et al., 2014) ) to define the haploid fragments. This method uses a score-based Hidden Markov Model (HMM) that segments the genome into two states (fragment or no fragment) using the per-base coverage along the reference genome. The transition and emission probabilities of the HMM are not estimated from the data but fixed in advance.
Although, these approaches have worked reasonably well, they have been designed to process specific datasets and have a number of limitations. First, there is no formal objective function that these methods are trying to optimize. Second, using simple clustering methods, fragments close to each other are often merged into a single chimeric fragment, a single fragment can be split into two fragments due to lack of read depth in genomic regions with low mappability of short reads. Third, these methods use heuristic methods to identify overlapping fragments or merge them into a single fragment. Finally, there has been no systematic evaluation of the sensitivity and accuracy of these approaches for identifying the fragment locations.
Contribution
In this article, we propose a read-depth based approach to identify the start and end locations of DNA fragments using the short sequence read from each pool. We present a formal description of the problem that relates the observed sequence reads to the hidden fragment locations using a likelihood function. This formulation can accommodate information about variability in read depth across fragments and allows for the detection of overlapping fragments. We describe a genome segmentation algorithm that optimizes the likelihood function to identify the most likely set of fragments. An EM-like iterative approach is used to jointly estimate the most likely set of fragments and the unknown parameters for each pool (background read density and the number of fragments per pool). Using simulated data, we demonstrate the significantly greater sensitivity of our approach compared with an existing HMM based approach as well as the ability to detect overlapping fragments. Using three whole-genome dilution pool sequence datasets, we demonstrate that our method, FragmentCut, is consistently better than two existing methods in terms of the sensitivity of fragment detection and the accuracy of the assembled haplotypes.
Materials and methods
When aligned sequence reads from a dilution pool dataset are visualized (see e.g. Fig. 1 ), one observes regions with high density of aligned reads (corresponding to fragments) separated by regions with low read density (background reads). Background reads can be a result of incorrect alignment, weakly amplified DNA fragments, etc. The computational problem is to determine the start and end locations for the unobserved fragments based on the read depth.
The read depth across a single fragment depends on the amplification level and can be different across fragments (see e.g. Fig. 1 ). If the start and end locations of a fragment are known, the mean read depth for each fragment can be estimated using the counts of aligned reads for that fragment.
We model the problem of detecting the fragment locations as a genome segmentation problem where the goal is to partition the genome into segments such that each segment corresponds to either a fragment (with an unknown mean read density) or the background. Note that the number of fragments or the background read density is not known in advance. A fragment is defined as a set of f ! 1 consecutive blocks. A set I with K fragments is defined as I ¼ fðs i ; e i ; k i Þ : 1 i Kg where s i is the starting block for the ith fragment, e i is the last block covered by the fragment and k i is the mean read depth (per block) for the ith fragment. We model the mean read depth for each fragment separately since it allows us to detect adjacent fragments with different mean read depths and model overlapping fragments.
Calculation of read depth in blocks
We partition the genome into non-overlapping blocks of equal length (default value ¼ 100 bases) and calculate the read depth for each block or bin using the aligned reads and their starting positions. To reduce the variance in coverage across blocks, we further subdivide each block into non-overlapping sub-blocks of equal length (default value ¼ 10 bases) and consider the read count in each subblock as a binary indicator variable equal to 0 if no reads are present and 1 if one or more reads have their starting position in the subblock. As a result, the read depth in each block is constrained to take values from 0 to b. This approach reduces the variance in the read depth due to fragmentation bias.
Likelihood function
Given the read counts r i (1 i B) for the B blocks in the genome, our objective is to find the most likely set of fragments that explain the observed data. We assume that the read depth across each fragment is uniform. Although real data deviates from this assumption (variance of read depth across blocks is larger than the mean), removing sources that result in non-uniform read depth allows us to use this simple model. Under the uniform read density assumption, the read depth in each block of a fragment is Poisson-distributed. Therefore, the log-likelihood of a set of consecutive blocks (s to e) with uniform read density k can be defined as the sum of loglikelihoods for each block:
where m i (0 m i 1) is a correction factor (for each block) to account for the variation in the mappability of reads (see Supplementary Methods for details on estimating m i ). Note that the term logðr i !Þ is a constant for each block and is independent of k.
Since k is unknown, the value of k that maximizes the likelihood L(s, e, k) can be calculated as:
Let k b denote the background read density per block (assumed to be constant across the genome). For a block b, let d(b, I) ¼ 1 if the block b is not covered by a fragment and 0 otherwise. Then the loglikelihood of the observed data given a set of K non-overlapping fragments can be expressed as the sum of two terms:
where L 1 ðs i ; e i Þ ¼ Lðs i ; e i ; k Ã ðs i ; e i ÞÞ. Note that this likelihood assumes that the fragments are non-overlapping. Next, we describe how to calculate the likelihood for overlapping fragments.
Likelihood for overlapping fragments
If two fragments ðs 1 ; e 1 ; k 1 Þ and ðs 2 ; e 2 ; k 2 Þ overlap (assuming s 1 < s 2 w.l.o.g.), there are two possibilities:
i. e 1 < e 2 : In this case, the interval (s 1 , e 2 ) can be sub-divided into three non-overlapping segments: (s 1 , s 2 -1), (s 2 , e 1 ) and (e 1 þ 1,e 2 ). The mean read depth in the overlapping region Fig. 1 . Illustration of the dilution pool sequencing approach and the fragment detection problem. Four long DNA fragments (labeled A-D) and the aligned reads for each fragment are shown. Fragment 'A' has a high density of short reads after alignment while fragment 'B' has low read density. The two fragments 'C' and 'D' overlap with each other and the average read density in the overlapping region is approximately equal to the sum of the average read densities (k C and k D ) for the two fragments. Some background reads (outside fragment boundaries) are also observed (s 2 , e 2 -1) is the sum of the read depths for the two fragments (see e.g. Fig. 1 ). Therefore, the joint likelihood for the two fragments can be defined as:
ii. e 1 > e 2 : In this case, the second fragment contains the first fragment. Similar to the first case, the joint likelihood for the two fragments can be expressed as:
For an interval (s, e), we define L 2 (s,e) as the likelihood of the best segmentation of the interval using two overlapping fragments. L 2 (s,e) can be calculated by in Oððe À sÞ 2 Þ time by searching over all possible combinations of the two changepoints that define the overlapping region (see Supplementary Methods for details).
Maximum likelihood estimation of I using dynamic programming
A dynamic programming (DP) algorithm can be used to find the set of fragments that maximizes the likelihood function. Since the number of fragments is not known in advance, we use a penalized likelihood function where we add a penalty b for each fragment to the likelihood function. Later, we will show how this penalty can be estimated from the data itself. We define:
Let l max be the maximum fragment length (typically much smaller than the genome length). Then, the maximum likelihood segmentation of the blocks can be determined in OðBl 3 max Þ time using DP and backtracking. If we only consider non-overlapping fragments, the complexity is reduced to OðBl max Þ. In practice, it can be reduced further by not considering sub-optimal breakpoints using the pruning scheme described by Killick et al. (2012) .
Penalty for individual fragments
To avoid segmentations that over-fit the observed read depth data, it is important to use a penalized likelihood function that penalizes each additional fragment. We utilize a penalty function that combines the likelihood of observing a given number of fragments and their lengths in a dilution pool. Let p the estimated frequency of fragments in the dilution pool, i.e. the probability that a fragment starts at any given block in the genome. A set I with K fragments is defined by K starting locations and corresponding fragment lengths. We assume a uniform prior on the fragment lengths: P L ðlÞ ¼ 1 bÀa where b is the maximum and a is minimum length respectively of a fragment (scaled by the block size). Given a fragment set I with K fragments, the probability of I is proportional to:
In log space, this reduces to K log p þ ðB À KÞ log ð1 À pÞÀ K log ðb À aÞ. Therefore, the penalty per fragment is
Algorithm FragmentCut
The DP procedure can determine the maximum likelihood set of fragments I but requires the average background read depth k b and the fragment penalty b as input. We use an EM-like approach that iteratively estimates I given the current estimates of k b and b and then re-estimates k b and b using the current estimate of I. Since the complexity of the full DP procedure is computationally prohibitive (OðBl 3 max Þ), we run the DP procedure for only non-overlapping fragments and use a post-processing step to detect overlapping fragments. The algorithm FragmentCut is as follows:
1. Initialize b ¼ À7 and k b ¼ 0.0001 2. Repeat until k b converges:
• Given the current estimates of k b and b, use the DP procedure (non-overlapping fragments only) to determine I • estimate k b using the blocks that are not covered by fragments in I • calculate p ¼ jIj B and estimate b using Equation (4) 3. discard fragments (s, e) for which Lðs; e; k Ã Þ À Lðs; e; k b Þ < T where T is a threshold based on v 2 distribution 4. cluster adjacent fragments (s i , e i ) and ðs iþ1 ; e iþ1 Þ to form a cluster ðs i ; e iþ1 Þ if s iþ1 À e i < D 5. for each cluster of fragment:
• calculate the likelihood of the best segmentation of the cluster using at most two fragments • if the new likelihood is greater than the current likelihood of the cluster, update fragment set
In
Step 2, we use the difference between consecutive values of the parameter k b as the convergence criterion (d < 0:0001). Results on real data demonstrated that the convergence is rapid (less than five iterations) and is not sensitive to the choice of the initial values. Nevertheless, to speed up convergence, an initial estimate for k b was obtained by modeling the distances between neighboring blocks (with non-zero read depth) as an exponential distribution and using the tail of the distribution to estimate the mean read depth outside fragments. In Step 3, we filter out weak fragments whose likelihood is not significantly greater than the background likelihood (T ¼ 3.32 corresponding to a v 2 P-value of 0.01 with a single degree of freedom). The clustering in Step 4 was done using a default threshold of D ¼ 3000 bp. Our approach only considers the possibility of an overlap between two fragments and does not explicitly model more complicated overlaps involving three or more fragments. Simulations indicate (see Table 2 ) that this is a reasonable approximation since even in dilution pools with high genome-coverage, the fraction of fragments that are in clusters of size 3 or more is small. The set of heterozygous single nucleotide variants (SNVs) overlapping each fragment were identified from the VCF file and the corresponding alleles determined from the alligned reads at each SNV. Fragments with allele information for less than two SNVs were removed. Since each fragment is haploid, heterozygous allele calls indicate the presence of overlapping fragments. Therefore, fragments for which at least 10% of the SNPs were heterozygous or that harbored two or more heterozygous SNPs were discarded. A pair of overlapping fragments was split into three independent fragments.
Dilution pool sequence datasets
To assess our method, we utilized three independent whole-genome dilution pool sequencing datasets. The first dataset that we analyzed was derived from fosmid-based dilution pools (Duitama et al., 2011) for NA12878 that were sequenced using the ABI SOLiD sequencing platform. The fosmid library was constructed using fragments from two different insert lengths (33-38 and 38-45 kb). We downloaded the raw sequence reads for this dataset from the European nucleotide archive and aligned the reads (50 bp singleend) for each fosmid pool to the human reference genome using the Novoalign aligner. SNP variant calls for this individual from the first phase of the 1000 Genomes Project were used for identifying haplotype fragments.
The second dataset was generated by the 1000 Genomes Project to assess haplotype phasing accuracy for an African individual (Auton et al., 2015) . The reads for each pool were aligned to the reference genome (hg19) using BWA and phased variant calls from the 1000 Genomes Project were used for generating haplotype fragments and estimating the switch and mismatch error rates of the assembled haplotypes. The third dataset that we analyzed was generated using HMW DNA derived from the NA12878 cell line (Kaper et al., 2013) . This dataset contained 192 pools and DNA fragments in each pool were amplified using MDA. For this dataset, phased variant calls from the Platinum Genomes Project (Eberle et al., 2017) were used for extracting the haplotype fragments and for assessing the accuracy of the assembled haplotypes. Table 1 summarizes the datasets analyzed in this article.
Results

Expected frequency of overlapping fragments
In dilution pool sequencing experiments, the probability of observing overlapping fragments at any given location in the genome depends on the sum of the lengths of the DNA fragments in each pool. A high frequency of overlapping fragments is not ideal since overlapping fragments from opposite homologous chromosomes can result in chimeric DNA fragments. We used simulations to assess the frequency of overlapping fragments in pools with varying genomecoverage (sum of the lengths of the DNA fragments as a fraction of the haploid genome length). Simulations were performed using a genome length of 250 megabases (length of chromosome 1 in human genome reference), fragment length varying from 10 to 40 kb and the genome-coverage ranging from 0 to 0.2. Clusters were defined based on overlap between adjacent fragments (<2000 bases apart).
In Table 2 , we tabulate the fraction of fragments (length ¼ 30 kb) for different cluster sizes. We observed that as the genomecoverage increases, the frequency of fragments in clusters of size one decreases while the fraction of fragments in larger sized clusters increases. Even at 5% genome-coverage, 10% of the fragments are in clusters of size 2 or greater. Very similar results were observed with fragments of different lengths (data not shown). Overall, these simulations highlight the importance of modeling overlapping fragments even for pools with low genome-coverage.
Accuracy of FragmentCut on simulated data
To assess the ability of FragmentCut to estimate the unknown parameters (background read depth and number of fragments) and to compare its performance with samtools-targetcut, we generated simulated read datasets with varying genome-coverage (0.05-0.2), fragment length (10-30 kb) and background read density (0.05-0.5 reads per kb). The mean read density for each fragment was sampled from a uniform distribution (1-20 reads per kbp) and reads of constant length (100 bp) were generated. All simulations were performed using chromosome 1 (hg19 reference genome). The iterative procedure in FragmentCut was able to estimatek b with high accuracy. The mean absolute difference between the true and estimated values fork b was 0.0011 6 0.0008 across 100 simulation experiments. This demonstrated that the iterative EM-like approach in FragmentCut is able to estimate the background read density accurately for a wide range of parameters.
To assess the sensitivity of fragment detection, we intersected the list of identified fragments for each simulation experiment with the simulated list of fragments (separately for FragmentCut and samtools-targetcut). Simulated fragments with at least 80% overlap with a detected fragment were considered to have been identified. In Table 3 , we report the sensitivity of fragment detection for multiple values of genome-coverage and fragment lengths. The results demonstrate that FragmentCut has a very high sensitivity (0.97-0.992) which is significantly higher than that for samtools-targetcut (0.675-0.782). The sensitivity increases slightly as fragment length increases for both methods. We did not detect any false fragments with either method; therefore, we do not report results on specificity. Note: For each combination of genome-coverage and fragment length (10-30 kb), 20 datasets were generated. Sensitivity is the fraction of simulated fragments that were detected. 'Overlapping fragments' corresponds to the fraction of fragments that overlap with one or more other fragments (reported only by FragmentCut). Additionally, the mean fragment length of the fragments identified by FragmentCut was highly consistent with the simulated fragment lengths even in the presence of a high frequency of overlapping fragments (see Table 3 ). In contrast, samtools-targetcut over estimated the mean fragment length as the genome-coverage increased. Finally, the frequency of overlapping fragments identified by FragmentCut was consistent with the expected frequency of overlapping fragment clusters (Table 2 ). In depth analysis of one simulation dataset showed that FragmentCut was able to identify 75-80% of overlapping fragments (clusters of size 2) with high accuracy (data not shown). Overall, results on simulated data indicated that FragmentCut can estimate the unknown parameters (background read density, mean fragment lengths) with high accuracy and has high sensitivity to detect fragments.
Analysis of NA12878 fosmid pool data
Next, we applied our method, FragmentCut, to each of the 32 pools from the NA12878 fosmid dataset individually and used the variant call set from the 1000 Genomes Project (Abecasis et al., 2010) to identify haplotype fragments. For comparison, we also identified haplotype fragments from the 32 pools using the samtools targetcut method (Li et al., 2009) . A set of fragment calls from Duitama et al. (2011) identified using a bespoke computational pipeline was also included for comparison.
For chromosome 1, FragmentCut identified 32,583 haplotypeinformative fragments (fragments that cover at least two heterozygous variants) with a median length of 34.4 kb and a mean of 12.5 variants per fragment. The number of fragments identified by FragmentCut was significantly greater than the other two methods. Comparison of the fragments identified by FragmentCut and samtools-targetcut on a single pool showed that the fragments identified only by FragmentCut had much lower average read depth compared with those identified by both methods (5.9 versus 35.5 reads per kbp). In addition, samtools-targetcut reports overlapping fragments as a single fragment while FragmentCut identifies them as multiple fragments.
The ultimate goal of identifying fragments from dilution pool sequencing is to enable the assembly of long and accurate haplotypes. Therefore, to compare the different methods, we assembled haplotypes using the fragments identified by three different methods and assessed the completeness (number of variants phased) and the accuracy (long and short switch error rates) of the haplotypes by comparison to trio-based haplotypes for NA12878. Haplotype assembly was done using HapCUT2 (Edge et al., 2017) . Accuracy of assembled haplotypes was assessed by comparing the haplotypes to 'truth' haplotypes and calculating switch and mismatch error rates. A 'switch error' occurs when the phase between two adjacent variants is discordant. Two consecutive switch errors correspond to the flipping of a single variant and are counted as a single mismatch error (see Kaper et al., 2013, for details) . Comparison of the haplotypes assembled using the three datasets (Table 4) showed that our method, FragmentCut, resulted in the most accurate haplotypes with a 16.2% lower switch error rate and a 35.8% lower mismatch error rate than the next best method. In addition, the fragments identified by FragmentCut phased slightly more SNVs than the other two methods. The N50 of the FragmentCut haplotypes (137 kb) was slightly greater than the N50 of the haplotypes assembled using the other methods (117 and 107 kb).
Sensitivity of fragment detection as a function of sequence coverage
To evaluate the impact of sequence coverage on fragment detection, we utilized sequence data from a single pool in the NA12878 fosmid dataset. Sub-samples of the sequence data were generated and analyzed using our method, FragmentCut, and samtools targetcut. For each subsample, we tabulated the number of haplotype-informative fragments identified and the total number of allele calls summed across fragments (see Table 5 ). Using FragmentCut, the number of fragments identified increased rapidly as sequence coverage was increased but saturated quickly. Notably, 90% of the fragments could be identified using only 40% of the reads. However, the number of allele calls continued to increase as sequence coverage increased since additional variants within fragments can become covered as coverage increases even though the number of fragments does not change. In comparison to FragmentCut, samtools targetcut had lower sensitivity particularly at lower coverage.
We also compared the fragments identified using 20% of the reads to the full set of reads. No fragment was identified in the small dataset that was not covered (90% of length) by one or more fragments in the full dataset. A small number of overlapping fragments in the full dataset were identified as a single fragment in the smaller dataset since it is challenging to detect overlapping fragments at low sequence coverage. These results indicated that FragmentCut has a very low rate of detecting false fragments. Further, as expected, the background read density estimated by FragmentCut increased gradually as the fraction of reads sampled increased (Table 5) .
Analysis of two additional dilution pool datasets
For the NA19240 dilution pool fosmid dataset, FragmentCut identified almost twice the number of fragments as the samtools targetcut method (see Table 6 ). The median length of the fragments identified using FragmentCut was 32 kb. The haplotypes assembled using the FragmentCut fragment set included 1381 more variants compared with the haplotypes assembled using samtools-targetcut on chromosome 1. Although, the switch and mismatch error rates for the two methods were similar (FragmentCut had slightly lower error rates), the N50 length of the FragmentCut haplotypes was 299 kb, 30.5% greater than the N50 length for the samtools-targetcut haplotypes (N50 ¼ 229 kb).
On another dilution pool dataset for NA12878, FragmentCut also identified more fragments resulting in greater average coverage per variant (Table 6 ). The switch and mismatch error rates for the FragmentCut haplotypes were significantly lower than the error rates for the haplotypes assembled from the fragments identified using samtools-targetcut. The haplotypes assembled from samtoolstargetcut fragments had 64% more switch errors than the FragmentCut derived haplotypes but had a larger N50 haplotype length. The dilution pools in this dataset had high genome-coverage (0.2-0.4 per pool) which results in a high frequency of overlapping Note: Haplotypes were assembled using HapCUT2 for each fragment dataset and the switch error rate and mismatch error rate was calculated by comparison to trio-phased haplotypes for NA12878 from the 1000 Genomes Project.
fragments. Targetcut merges overlapping fragments which increases the fragment lengths but results in less accurate haplotypes.
Conclusions
In this article, we described a formal framework for modeling the problem of identifying fragments from dilution pool data. We developed an iterative algorithm that uses DP-based segmentation to automatically infer the fragment locations. Our method also identifies overlapping fragments using careful analysis of read depth. When compared with an existing HMM-based approach, our method has 25-30% better sensitivity for fragment detection on simulated data. Using a DP-based segmentation approach allows us to estimate and leverage the mean read depth per fragment which is difficult to do in an HMM based approach. On multiple dilution pool sequence datasets, fragments identified by FragmentCut resulted in more accurate haplotypes compared with existing methods. Overall, our results demonstrate that modeling of raw data from dilution pool sequencing experiments can have a significant impact on the accuracy of the downstream haplotype assembly. Recently, data from more than 100 human genomes sequenced using the LFR dilution pool method (Mao et al., 2016) has been released. FragmentCut works directly from aligned sequence reads (BAM files) independent of sequencing technology and is likely to be useful for analyzing such datasets.
FragmentCut is computationally efficient (implemented in C) and processes a whole-genome dilution pool BAM file in <40 min on a standard Linux workstation using a single core. It requires <3 gigabytes of RAM and as a result, multiple pools can easily be processed in parallel on multiple cores. FragmentCut currently does not utilize reads with low mapping quality for fragment detection. In a recent paper, Bishara et al. (2015) described a novel method to confidently align short reads in duplicated regions of the genome using dilution pool sequence data from the Illumina TruSeq method. Our model has commonalities with their probabilistic framework for modeling long fragments and short reads derived from these fragments. It should be feasible to extend our algorithm to utilize reads with low mappability and further improve the sensitivity of fragment detection. Finally, the likelihood model in our method assumes a uniform read depth across each fragment. Non-uniform amplification of DNA fragments such as in the MDA method can result in highly variable read depth across fragments. In such cases, using a different likelihood function in our algorithm can improve the accuracy of fragment detection.
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