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Abstract
We give a refinement of Lemma 2.2 in [D. Hoff, J.A. Smoller, Non-formation of vacuum states for
compressible Navier–Stokes equations, Comm. Math. Phys. 216 (2001) 255–276] and complete the
proof of non-formation of vacuum states for one-dimensional compressible Navier–Stokes equation
given there.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
It is proved in the elegant and important paper [1] that weak solutions of the Navier–
Stokes equations for compressible fluid flow in one space dimension do not exhibit vacuum
states provided that no vacuum states are present initially. Before stating the main purpose
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desired result. Note that all the subsequent terminologies and notations are taken from [1].
The main idea in [1] is to show that the hypothesis ρ(x, t) = 0 for some t > 0 and for
a.e. x in some open subset of R will lead to a contradiction. For this purpose, suppose
that ρ(x, t1) = 0 a.e. on (a, b) where a is minimal and b is maximal, the finite average
convection speed implies that there must be nearby vacuum states at nearby times. In fact
Lemma 2.2 in [1] shows that
Lemma 1.1. Let t1 < T and suppose that ρ(·, t1) = 0 a.e. on open interval (a, b). Let
t0 = inf
{
t ∈ [0, t1]:
t1∫
t
∥∥u(·, s)∥∥
L∞(a,b) ds <
1
2
(b − a)
}
(1)
and
t2 = sup
{
t ∈ [t1, T ]:
t∫
t1
∥∥u(·, s)∥∥
L∞(a,b) ds <
1
2
(b − a)
}
. (2)
Then t0 < t1 < t2, and for any t ∈ (t0, t2), ρ(·, t) = 0 a.e. on the interval(
a +
∣∣∣∣∣
t∫
t1
∥∥u(·, s)∥∥
L∞(a,b) ds
∣∣∣∣∣, b −
∣∣∣∣∣
t∫
t1
∥∥u(·, s)∥∥
L∞(a,b) ds
∣∣∣∣∣
)
. (3)
Let t0 be as in the statement of Lemma 1.1, and define for t ∈ (t0, t1),{
y(t) = inf{x: ρ(·, t) = 0 a.e. on (x, a+b2 )},
z(t) = sup{x: ρ(·, t) = 0 a.e. on ( a+b2 , x)}, (4)
with y(t1) = a, z(t1) = b. Then it is proved in [1] that y(t) and z(t) are absolutely contin-
uous and there exists a constant τ  0 such that y(t) and z(t) have absolutely continuous
extensions to the time τ , y(τ) = z(τ ), and there is an L > 0 such that for all τ ∈ (τ, t1],
−L y(t) z(t)L.
Set
V = {(x, t): y(t) < x < z(t), τ < t  t1},
it is shown in [1] that there exist functions α(t), β(t) ∈ L1loc((τ, t1]) such that u(x, t) =
α(t)x + β(t) in D′(V ) and u(x, t) = α(t)x + β(t) for all x and almost all t in V .
Now, what is the most difficult part of the analysis in [1] is to show that the integral
curves of u which starts in V must remains in V on [t0, t1]. From which one can deduce
that
lim
t→τ+
t1∫
t
α(s) ds = ∞.
This violating the hypothesis that the momentum remains locally finite and this contra-
diction implies that weak solutions of the Navier–Stokes equations for compressible fluid
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are present initially.
To prove that the integral curves of u which starts in V must remains in V on [t0, t1],
the key point in [1] is to deduce the following differential inequalities:{
dz(t)
dt
 α(t)z(t) + β(t),
dy(t)
dt
 α(t)y(t) + β(t),
(5)
for almost all t ∈ (τ, t1]. Since the proof of (5) is closely related to the main purpose of this
note, we outline the proof of (5)1 in the following.
As in [1], one only need to prove that (5)1 holds for t¯ /∈ A ∪ D ∪ E ∪ F . Suppose not,
then there exits an ε > 0 such that for t near t¯ and t > t¯ ,
z(t) z(t¯ ) + (t − t¯ )(u¯ + ε), u¯ = α(t¯ )z¯ + β(t¯ ). (6)
Because u(·, t) ∈ H 1loc, one can find h > 0 such that if |x − z¯| < h,∣∣u(x, t¯ ) − u¯∣∣< ε
2
(7)
and
y(t¯ ) < z¯ − h. (8)
Then choose Bjk such that
z¯ ∈ Bjk ⊂ [z¯ − h, z¯ + h].
Let Bjk = (c, d) and choose e such that
z¯ − h < c < e < z¯ < d < z¯ + h.
Since y(t) and z(t) are continuous functions, one can thus find ∆t > 0 such that
|t − t¯ | < ∆t ⇒ y(t) < c, e z(t) d.
Thus if |t − t¯ | < ∆t , ρ(·, t) = 0 a.e. on (c, e) ⊂ (y(t), z(t)). Then by Lemma 1.1, ρ(·, t¯ ) =
0 a.e. on(
c +
t∫
t¯
∥∥u(x, s)∥∥
L∞(c,e) ds, z(t) −
t∫
t¯
∥∥u(x, s)∥∥
L∞(c,e) ds
)
. (9)
Consequently
z¯ z(t) −
t∫
t¯
∥∥u(x, s)∥∥
L∞(c,e) ds  z(t) −
t∫
t¯
∥∥u(x, s)∥∥
L∞(Bjk) ds. (10)
Combining (6) and (10) deduce
z¯ +
t∫ ∥∥u(x, s)∥∥
L∞(Bjk) ds  z¯ + (t − t¯ )(u¯ + ε)
t¯
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u¯ + ε  1
t − t¯
t∫
t¯
∥∥u(x, s)∥∥
L∞(Bjk) ds.
Letting t → t¯+ in the above inequality, one gets
u¯ + ε  ∥∥u(x, t¯ )∥∥
L∞(Bjk). (11)
Having obtained (11), it is claimed in [1] that it contradicts (7) since Bjk ⊂ [z¯−h, z¯+h].
We note however that (11) contradicts (7) only if u¯  0. In such a sense, the proof in [1]
is incomplete and the main purpose of our present note is to give a refinement of the
estimate (3) and then, to complete the proof of [1]. Our main result in this note is to get the
following estimate on the vacuum interval at nearby time.
Lemma 1.2 (Main result). Under the notations listed in Lemma 1.1, we have for any t ∈
(t1, t2), ρ(·, t) = 0 a.e. on the interval(
a +
t∫
t1
sup
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds, b +
t∫
t1
inf
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds
)
(12)
and for any t ∈ (t0, t1), ρ(·, t) = 0 a.e. on the interval(
a −
t1∫
t
inf
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds, b −
t1∫
t
sup
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds
)
. (13)
Having obtained Lemma 1.2, we now turn to prove (5)1. To this end, we choose Bjk =
(c, d) such that
y(t¯ ) < z¯ − h < c < z¯ < d < z¯ + h
and
4z¯ − c < 3d. (14)
In fact by choosing h > 0 sufficiently small such that h < |z¯| when |z¯| 	= 0, (14) can proved
by choosing c and d as follows:

(c, d) = (−h2 , 2h3 ) if z¯ = 0,
(c, d) = (m1z¯,m2z¯) if z¯ > 0,
(c, d) = (m3z¯,m4z¯) if z¯ < 0.
Here mi (i = 1,2,3,4) satisfy

1 − h
z¯
< m1 < 1,
1 + h3z¯ < m2 < 1 + hz¯ ,
1 < m3 < 1 − hz¯ ,
1 + h < m < 1 + h .z¯ 4 3z¯
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F¯jk =
{
t ∈ (τ, t1]: t is not a Lebesgue point of sup
x∈Bjk
u(x, t)
}
and set F¯ =⋃ F¯jk . Then meas(F¯ ) = 0 and if t¯ /∈ F¯ ,
lim
t→t¯+
1
t − t¯
t∫
t¯
sup
x∈Bjk
u(x, s) ds = sup
x∈Bjk
u(x, t¯ )
and it is easy to see that we only need to prove that (5)1 holds at t¯ /∈ A ∪ D ∪ E ∪ F¯ .
Since y(t) and z(t) are continuous functions, one can thus find ∆t > 0 sufficiently small
such that for |t − t¯ | < ∆t ,
y(t) < c, z¯ − h < c < z(t) < d < z¯ + h
and
4z(t) − c < 3d. (15)
Thus if |t − t¯ | < ∆t , we have y(t) < c < 2c+z(t)3 < z(t) and consequently ρ(·, t) = 0 a.e.
on ( 2c+z(t)3 , z(t)). Then we have from (13) of Lemma 1.2 that ρ(·, t¯ ) = 0 a.e. on(
2c + z(t)
3
−
t∫
t¯
inf
x∈(c, 4z(t)−c3 )
u(x, s) ds, z(t) −
t∫
t¯
sup
x∈(c, 4z(t)−c3 )
u(x, s) ds
)
,
and then we can get from the above result and (15) that
z¯ z(t) −
t∫
t¯
sup
x∈(c, 4z(t)−c3 )
u(x, s) ds  z(t) −
t∫
t¯
sup
x∈Bjk
u(x, s) ds.
From which and (6), we have
u¯ + ε  1
t − t¯
t∫
t¯
sup
x∈Bjk
u(x, s) ds.
Thus
u¯ + ε  sup
x∈Bjk
u(x, t¯ )
which contradicts (7) since Bjk ⊂ [z¯ − h, z¯ + h]. The proof of (5)1 is completed.
2. The proof of Lemma 1.2
This section is devoted to proving Lemma 1.2. The proof follows essentially the same
way as in [1] and the main trick is to choose the test function φεδ with new coefficient wεδ
and new initial data ψδ suitably.
R. Duan, Y. Zhao / J. Math. Anal. Appl. 311 (2005) 744–754 749First as in [1], we can get that t0 < t1 < t2. Now suppose t > t1; the proof for t < t1
is similar and will be omitted. Fix δ > 0 satisfying δ < b−a4 , and for small ε > 0, let u
ε
denote the usual spatial regularization of u. Then for almost all t ∈ [t1, T ),∥∥uε(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ) 
∥∥u(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ).
For simplicity in notation, let

infuε = inf
x∈( 3a−b2 +4δ, 3b−a2 −4δ) u
ε(·, t),
supuε = sup
x∈( 3a−b2 +4δ, 3b−a2 −4δ) u
ε(·, t),
‖u‖∞ = ‖u(·, t)‖L∞( 3a−b2 , 3b−a2 ),
one can easily get
−∞ < −‖u‖∞ −
∥∥uε(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ)  infu
ε  supuε

∥∥uε(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ)  ‖u‖∞ < ∞.
Now define the smooth function wεδ by
wεδ(x, t) =
{
supuε if x < a+b2 − δ,
infuε if x > a+b2 + δ,
and wεδ is decreasing on ( a+b2 − δ, a+b2 + δ).
Next, define the smooth function ψδ(x) by
ψδ(x) =


0 if x < a + δ,
1 if a + 2δ  x  b − 2δ,
0 if x > b − δ,
and ψδ is increasing on the interval (a + δ, a + 2δ), and decreasing on (b − 2δ, b − δ).
Now let φεδ be the solution to the problem{
φt + wεδφx = 0, t > t1,
φ(·, t1) = ψδ.
(16)
By the characteristic method, it is easy to check that φεδ(x, t) satisfies

φεδ(x, t) ≡ 0 if x  x1(t) ≡ x1(t;a + δ, t1),
φεδx (x, t) > 0 if x1(t) < x < x2(t) ≡ x2(t;a + 2δ, t1),
φεδ(x, t) ≡ 1 if x2(t) x  x3(t) ≡ x3(t;b − 2δ, t1),
φεδx (x, t) < 0 if x3(t) < x < x4(t) ≡ x4(t;b − δ, t1),
φεδ(x, t) ≡ 0 if x  x4(t).
(17)
Here x = xi(t) (i = 1,2,3,4) are characteristics passing through (a + δ, t1), (a + 2δ, t1),
(b − 2δ, t1), and (b − δ, t1), respectively. That is, φεδ is a smooth, compactly supported
function, and can thus serve as a test function for the (weak) formulation of a solution
of (1.1), (1.2) in [1].
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have
x4(t)∫
x1(t)
(ρφεδ)(t, x) dx
∣∣∣∣∣
t
t1
=
t∫
t1
x4(τ )∫
x1(τ )
ρ
(
φεδt + uφεδx
)
dx dτ
=
t∫
t1
x4(τ )∫
x1(τ )
ρ(u − wεδ)φεδx dx dτ,
so that, since x1(t1) = a + δ, x4(t1) = b − δ, and ρ(x, t1) = 0 a.e. for x ∈ [a, b], we have
x4(t)∫
x1(t)
(ρφεδ)(x, t) dx =
t∫
t1
x4(τ )∫
x1(τ )
ρ(uε − wεδ)φεδx dx dτ
+
t∫
t1
x4(τ )∫
x1(τ )
ρ(u − uε)φεδx dx dτ. (18)
Now define
T εδ = sup{t ∈ [t1, T ] | The characteristics x = x2(t) and x = x3(t)
stay δ units away from a+b2 on [t1, t]
}
as in [1], we can estimate T εδ from below as follows: Noticing that the characteristics
of (16) are given by x˙ = wεδ , we have along the characteristics x = x2(t;a + 2δ, t1) that
(
a + b
2
− δ
)
− (a + 2δ) =
T εδ∫
t1
wεδ dτ 
T εδ∫
t1
supuε dτ 
T εδ∫
t1
‖u‖∞ dτ,
while along the characteristics x = x3(t;b − 2δ, t1),
(b − 2δ) −
(
a + b
2
+ δ
)
= −
T εδ∫
t1
wεδ dτ −
T εδ∫
t1
infuε dτ 
T εδ∫
t1
‖u‖∞ dτ.
Hence
T εδ∫
t1
‖u‖∞ dτ  b − a2 − 3δ. (19)
Therefore if T δ is defined by
T δ = sup
{
t ∈ [t1, T ]:
t∫
t1
‖u‖∞ dτ < b − a2 − 3δ
}
, (20)
then
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Thus if t ∈ [t1, T δ], then t ∈ [t1, T εδ], so from (17), if φεδx (x, t) < 0, then x > a+b2 + δ, and
wεδ(x, t) = infuε .
Noticing that for t ∈ [t1, T δ],
x1(t) = a + δ +
t∫
t1
wε,δ
(
x1(τ ), τ
)
dτ  a + δ −
t∫
t1
‖u‖∞(τ ) dτ
 a + δ −
(
b − a
2
− 3δ
)
= 3a − b
2
+ 4δ
and
x4(t) = b − δ +
t∫
t1
wε,δ
(
x4(τ ), τ
)
dτ  b − δ +
t∫
t1
‖u‖∞(τ ) dτ
 b − δ +
(
b − a
2
− 3δ
)
= 3b − a
2
− 4δ,
we have (17) and (18) that
t∫
t1
x4(τ )∫
x1(τ )
ρ(uε − wεδ)φεδx dx dτ  0. (22)
Next, we claim that
lim
ε→0+
t∫
t1
x4(τ )∫
x1(τ )
ρ(u − uε)φεδx dx dτ = 0. (23)
Assume this for the moment, we have from (18), (22), and (23) that
lim
ε→0+
x4(t)∫
x1(t)
(ρφεδ)(x, t) dx  0, t ∈ [t1, T δ]. (24)
Recall that the support of φεδ is the region bounded by the characteristics x = x1(t;a +
δ, t1) and x = x4(t;b − δ, t1). Furthermore, due to{
dx1(t)
dt
= wε,δ(x1(t), t),
x1(t1) = a + δ,
we have for t1  t  T δ that
x1(t) = a + δ +
t∫
t1
wε,δ(x1(τ ), τ ) dτ  a + δ +
t∫
t1
‖u‖∞(τ ) dτ
 a + δ + b − a − 3δ < a + b − δ.
2 2
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wε,δ
(
x1(t), t
)= supuε.
Hence for t1  t  T δ ,
x1(t) = a + δ +
t∫
t1
supuε dτ.
Similarly
x4(t) = b − δ +
t∫
t1
infuε dτ.
Consequently the interval
I εδ =
(
a + δ +
t∫
t1
supuε dτ, b − δ +
t∫
t1
infuε dτ
)
(25)
is contained in the support of φεδ(·, t), then from (24) and the fact
lim
ε→0+ I
ε
δ = Iδ ≡
(
a + δ +
t∫
t1
sup
x∈( 3a−b2 +4δ, 3b−a2 −4δ)
udτ,
b − δ +
t∫
t1
inf
x∈( 3a−b2 +4δ, 3b−a2 −4δ)
udτ
)
,
we can deduce for all t ∈ [t1, T δ] that
ρ(·, t) = 0 a.e. on Iδ. (26)
If now t < t2, then
t∫
t1
‖u‖∞ dτ < b − a2 ,
and thus there is a δ0 > 0 such that if δ < δ0, then
t∫
t1
‖u‖∞ dτ < b − a2 − 4δ.
For such δ, (20) implies that t  T δ . Thus for such t and δ, ρ(·, t) = 0 a.e. on Iδ . Taking a
sequence δi → 0+, we get that ρ(·, t) = 0 a.e. on the interval(
a +
t∫
t1
sup
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds, b +
t∫
t1
inf
x∈( 3a−b2 , 3b−a2 )
u(x, s) ds
)
for all t ∈ [t1, t2], and this completes the proof of Lemma 1.2 when t  t1.
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obtain
φεδxt + wεδφεδxx = −wεδx φεδx ,
so that along the characteristics x = x(t) ≡ x(t;x(t1), t1),
φεδx
(
x(t), t
)= ψδx(x(t1)) exp
(
−
t∫
t1
wεδx
(
x(s), s
)
ds
)
. (27)
Since ∣∣wεδx (·, s)∣∣ C(δ)| supuε − infuε| 2C(δ)‖u‖∞,
and thus from (27) we have there is a constant C′(δ) depending only on δ such that∥∥φεδx ∥∥∞ C′(δ).
Hence ∣∣∣∣∣
t∫
t1
x4(τ )∫
x1(τ )
ρ(u − uε)φεδx dx dτ
∣∣∣∣∣ C′(δ)
t∫
t1
∥∥ρ(u − uε)∥∥
L1( 3a−b2 +4δ, 3b−a2 −4δ) dτ
 C′(δ)
T∫
t1
∥∥u(·, τ ) − uε(·, τ )∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ)
× ∥∥ρ(·, τ )∥∥
L1( 3a−b2 +4δ, 3b−a2 −4δ) dτ. (28)
But from hypothesis (A4) of [1], we have that for almost all t ∈ [t1, T ], u(·, t) ∈ H 1loc
and from (1.7) of [1], ‖ρ(·, t)‖
L1( 3a−b2 +4δ, 3b−a2 −4δ) is bounded; thus for each fixed t , the
integrand on the right-hand side of (28) tends to zero as ε → 0+. Since∥∥u(·, t) − uε(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ)
∥∥ρ(·, t)∥∥
L1( 3a−b2 +4δ, 3b−a2 −4δ)
 C(a, b)
∥∥u(·, t)∥∥
L∞( 3a−b2 +4δ, 3b−a2 −4δ)
and from Lemma 2.1 of [1], we know that ‖u(·, t)‖
L∞( 3a−b2 +4δ, 3b−a2 −4δ) is integrable, the
Lebesgue dominated convergence theorem applies to the right-hand side of (28) and shows
that (23) holds. This completes the proof of Lemma 1.2. 
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