We use skin conductance to measure emotional arousal in subjects who make risky choices under time pressure or time delay. Our results show a strong correlation between subjects' skin conductance responses and their risky choices under time pressure but not under time delay. Subjects were more risk taking for higher levels of measured electrodermal activity (skin conductance). In line with descriptive theories of risky choice, the effect was most pronounced for choices involving losses rather than gains. Taken together, our findings indicate that participants under time pressure rely on affect at the point of decision-making. This provides support for behavioral models that recognize the role of emotional brain systems in decision-making under risk.
Economic decisions involving risk and uncertainty are often made in contexts requiring swift action, such as financial trading or auction bidding. Despite its importance, only a small number of studies have investigated the effect of time pressure on risky choice, and the underlying behavioral and emotional mechanisms are complex and to date not fully understood. In this article, we conduct an experiment to investigate the relationship between risky choice and affect in fast and slow decision-making.
Previous research has shown that affect plays an important role in decision-making under risk (Loewenstein, Weber, Hsee, & Welch, 2001) . One of the most prominent examples is Bechara, Damasio, Tranel, and Damasio (1997) , who used a simple gambling task to demonstrate that emotional arousal seemed to precede overt reasoning based on conscious knowledge. Using skin conductance to measure subjects' emotional arousal when making choices, Bechara et al. found that participants in the experiment registered knowledge of advantageous choices at a nonconscious level well before they learned this on a conscious level and actually made that choice. Importantly, measured electrodermal activity (EDA; skin conductance) was stronger as par-ticipants made a choice that eventually turned out to be risky. In this sense, affective responses work as emotional cues that are used as a heuristic in decision-making. In everyday life, we constantly register and evaluate the affective responses that arise in the process of making choice and experiencing its consequences, effectively building a pool of "markers" that guide our future choices based on affect experienced in the past (Bechara & Damasio, 2005; Finucane, Alhakami, Slovic, & Johnson, 2000; Slovic, Finucane, Peters, & MacGregor, 2002) .
Affect can thus be viewed as a signal of information that can be relied upon when making decisions, and the physiological manifestation of this signal can be traced using skin conductance. Affect-as-information constitutes an important behavioral component in decisions from experience (such as the Iowa Gambling Task; Bechara et al., 1997) , but less is known about its influence in decisions from description (such as standard Prospect Theory gambles; Kahneman & Tversky, 1979; Tversky & Kahneman, 1992) . In our experiment, we link risky choice to affect using a descriptive choice paradigm based on an extension of Kirchler et al. (2017) . We manipulate response times to invoke intuitive, affective decision-making, and we use skin conductance to measure subjects' autonomic arousal at the point of decisionmaking. 1 Previous research has shown that skin conductance is correlated with risk taking in behavioral experiments, using different types of choice paradigms (Bechara et al., 1997; Figner, Mackinlay, Wilkening, & Weber, 2009; SokolHessner et al., 2009 ). It has also been shown that time pressure enhances the role of affectas-information in decision-making (Finucane et al., 2000) . This leads to the following two hypotheses for our experiment:
Hypothesis 1: Skin conductance is correlated with risky choice. We expect a stronger skin conductance response when subjects choose a risky option rather than a safe option.
Hypothesis 2:
The correlation between skin conductance and risky choice is stronger under time pressure compared with time delay.
In the experiment, subjects make binary choices between a safe and a risky option in a series of gambles involving monetary gains or losses. Descriptive behavioral theories as well as empirical findings have come to emphasize the importance of the gain-loss domain distinction in explaining risky choice. It is, arguably, one of the most characteristic features of prospect theory, for example, where it is held that "losses loom larger than gains" (Kahneman & Tversky, 1979, p. 279) . On the basis of this, we can formulate a third hypothesis, concerning the magnitude of skin-conductance responses:
Hypothesis 3: Skin conductance is stronger in the loss domain compared with the gain domain.
We find a strong correlation between subjects' skin conductance (EDA) and their risky choices in the time pressure treatment (TP) but not in the time delay treatment (TD). The effect is driven by decisions taken in the loss domain under time pressure, where a 1 SD increase in EDA implies that the probability to choose the risky alternative increases with 6.74 percentage points (linear regression, p ϭ .007), a substantial effect. Contrary to what we expected, however, we do not find a significant difference in the magnitude of EDA across the gain and loss domain, neither within nor across the two treatments. Taken together, our results show strong support for our main hypothesis (Hypothesis 2), indicating that the time pressure manipulation increases the affect-as-signal content of decision-making in descriptive choices. It is indeed interesting that this effect is so strong despite the fact that there is no discernible difference in the overall magnitude of EDA across the domains. Our findings provide support for behavioral models that recognize the role of emotional brain systems in decision-making under risk. Using a time pressure paradigm, we also contribute to the neuroscience of dual-process theory, which characterizes human decisionmaking in terms of two distinctive modes of thinking-System 1 and System 2, where System 1 is described as fast, automated, and emotional, and System 2 stands for a more controlled and deliberative mode of thinking (Epstein, 1994; Kahneman, 2003 Kahneman, , 2011 .
Only a few previous studies investigated risky decision-making under time pressure using real monetary incentives. Kirchler et al. (2017) found that time pressure increased risk aversion for gains and increased risk taking for losses. Kocher, Pahlke, and Trautmann (2013) found no effect on gains but decreased risk taking for losses. Ben Zur and Breznitz (1981) found less risk taking under time pressure for gambles involving both gains and losses, and Nursimulu and Bossaerts (2014) found increased risk aversion for gains under time pressure when preferences were modeled using prospect theory.
2 We extend this literature by focusing on the affective component of decision-making and its different role under time pressure versus no time pressure. Our study is the first to measure subjects' affective response in this context using skin conductance. The response time manipulation had a strong effect on the extent to which subjects' emotional arousal could predict their risky choices. We interpret this as a greater reliance on affective input as a source of information (an affect heuristic) that was primarily recruited when decisions had to be taken very quickly, but not when more time was given (i.e., not in the TD). This is a novel finding that provides a better understanding of the psychological mechanisms that may drive heuristic processing in fast decisions. Further, these results show that the type of affective processing previously found in decisions from experience (affective learning tasks such as the Iowa Gambling Task) seems to extend to a descriptive choice context.
Our findings also corroborate results from studies in psychology that investigated the affective basis of risky choice more generally (Charpentier, De Neve, Li, Roiser, & Sharot, 2016; Loewenstein et al., 2001; Mellers & McGraw, 2001; Mellers, Schwartz, Ho, & Ritov, 1997; Rutledge, Skandali, Dayan, & Dolan, 2014) . For example, Charpentier et al. (2016) found that feelings associated with losses were more important than feelings associated with gains for predicting choices in mixed-gamble trials, despite the fact that the feelings across both domains were similar in terms of magnitude. In this sense, feelings seemed to guide behavior through the relative weight attached to them in the decision-making process, rather than through the valence of feelings associated with either gains or losses. Even though we use a different experimental paradigm, the results here speak toward a similar conclusion, as we found that the relationship between emotional arousal and risky choice was more pronounced in the loss domain despite the magnitude of emotional arousal being very similar across the two domains. An advantage of our study is that we use a physiological measurement of affective change, whereas most other studies that investigated affect and risk taking in a prospect theory framework have relied on self-reports (Mellers et al., 1997) . Our experiment thereby extends the previous literature on risky choice and affect, and complements existing studies linking central brain processing to prospect theory (Fox & Poldrack, 2014) .
Materials and Method

Experimental Design
Subjects made choices in a series of gambles involving risky decisions for pure gain prospects as well as risky decisions for pure loss prospects. Participants were randomly allocated to a TP or a TD. Whereas subjects in the TP had a maximum of 7 s to make their decision in each gamble, subjects in the TD had to wait 7 s before they could submit their decision. The two treatments were identical in all other aspects. Because we were interested in the role of affect at the point of decision-making, we chose to compare time pressure with time delay rather than with a baseline without any restrictions to maximize the comparable effect of enhancing the role of automated and emotional thinking in subjects vis-à-vis enhancing the role of deliberation and control.
The gambles were divided into two blocks, where one block only involved risk taking in the gain domain and the other block only involved risk taking in the loss domain. The order of the two blocks varied across participants following a prespecified randomization protocol, and the order of the gambles within each block was randomized at the level of the participant. Each gamble was presented separately to subjects, and they made their decision before moving on to the next gamble. In the gain block, subjects made 30 sequential choices between receiving a sum of money with certainty and participating in a lottery. The safe option increased from 15 Swedish kronor (SEK) to 80 SEK, and the lottery always paid nothing or a fix sum of money with equal probability.
3 The fix sum of money in the lottery increased from 50 SEK to 150 SEK. In the loss block, the choices were identical except that subjects chose between either losing a sum of money with certainty or participating in a lottery where they would lose either nothing or a fix sum of money with equal probability. The complete list of gambles can be found in the Appendix, Table A1 , which also shows how the gambles were binned into five different groups depending on their individual expected value ratios (EVRs).
During the task, participants' EDA was recorded using a BIOPAC MP150 system equipped with a GSR100C amplifier. EDA reflects activity within the sympathetic branch of the autonomic nervous system, and it is usually related to emotional arousal, stress, and orienting to novel stimuli (Boucsein, 1992) . Here, it is measured as an indicator of participants' autonomic arousal while they perform the risky choice task. Surface Ag/AgCl electrodes were attached on the medial phalanges of index and middle finger of participants' nondominant hand.
The experiment was conducted at Linköping University in Sweden. Subjects were students recruited through e-mail advertisement, and the experiment was conducted using a computerized survey interface. Only one subject participated in each session, which meant that subjects were randomized into treatment at the level of the individual. Subjects received written instructions (see online supplementary material) and were given plenty of time to read and ask questions before the experiment begun. All decisions were made in private. Subjects received a 150 SEK show-up fee in cash at the beginning of the experiment, and they knew that one decision would be randomly selected for additional payment at the end of the experiment. If the subject had chosen the lottery (rather than the safe option) in the particular decision that was randomly selected, the experimenter would flip a coin to determine the outcome of the lottery. If a decision from the loss block was selected, the realized loss would be deducted from the subject's show-up fee. If the subject had not responded on time in the TP and a decision from the gain block was selected for payment, he or she received no payment from that decision. If instead a decision from the loss block was selected for payment, the subject who had failed to respond in time in the TP received no show-up fee for the experiment. Subjects were informed about these rules, and they were clearly stated in the instructions. In total, 40 subjects participated in the experiment and they were equally divided across the two treatments. There were 12 men and eight women in each treatment, mean (SD) age was 23.60 (2.87) years in TD and 21.89 (1.94) years in TP. Subjects earned on average 172.75 SEK (ϳ21 USD at the time of the experiment), and a session lasted ϳ50 min.
Data Analysis
The gambles used in the experiment were binned into five different groups depending on their individual EVRs, calculated as the value of the safe option (A) relative to the expected value of the gamble (B), that is, EVR ϭ EV A /EV B (see Table A1 for more details). We compared the proportion of coin-toss choices (the gambling rate) across the two treatments, using t tests with standard errors clustered on the level of the individual. The gambling rate was also calculated within each EVR for each participant and treatment. Generally, the proportion of risky choices should decrease with increasing EVR. We expected this behavior in the gain domain. However, because we coded EVRs with a minus sign in the loss domain, the gambling rate should increase with EVR (Figure 1) .
Next, individual psychometric functions were fitted to the behavioral data to examine the changes in participants' choices as a function of EVRs. We fitted a sigmoid function, which is a widely used psychometric function in psychophysics (Wichmann & Hill, 2001) , to the behavioral data. The function was defined as follows:
where y is the dependent variable (the gambling rate) and x is the independent variable (EVRs). The upper and lower saturation limits of the function were represented as Ymax and Ymin. Because the dependent variable is a percentage the function upper and lower limits have to be between 0 and 1. We set Ymin and Ymax to 0.01 and 0.99, respectively (setting the upper and lower limits to 1 and 0 yielded the same results). Xc represents the value of the independent variable at the central point of the sigmoid (i.e., the EVR value where y is 50%), and b is the slope of the function around the central point. The central point (Xc) and the slope around the central point (b) were estimated using nonlinear least squares. Root mean square error was taken as a measure of the goodness of fit. One sigmoid function was fitted for each individual and for each domain (gain and loss). Xc represents the EVR where participants were indifferent between the safe and risky option, and b is an estimate of the sharpness of the transition between choosing the risky option and the safe option as a function of the change in EVR. Three participants in each treatment were excluded, as their data did not provide a good fit; the root mean square error was higher for the estimated sigmoid function than when the mean was fitted to the data set. The main reason was that these participants tended to choose either the safe or the risky option throughout the entire experiment, or they did not respond to the changing EVRs of the individual gambles.
For both treatment groups, the physiological data, EDA, was scored for each trial within a 7-s time window that started 1 s after the bet appeared on the screen. Further, for the TD, we also scored EDA in an additional 7-s time window that started 1 s after the beginning of the response period. These time windows depended on the particular trial timings in respective groups. Hence, for the TD, EDA was scored in two separate time windows, first when the participants viewed the gamble (TD-view) and then again when they made a choice (TDresponse). Within a particular time window, the signals were band-pass filtered between 0.2 and 3 Hz. The lower frequency limit was introduced to remove the slow-adapting tonic component of EDA, whereas the higher limit was applied to filter out the high frequency noise. The resulting signal was full-wave rectified and integrated to a single value. Finally, the data were log transformed before they were standardized for each participant (Figner & Murphy, 2011) . Standardization of EDA is a general practice to remove the interindividual variation in physiological responding. In the analysis, we compare EDA across treatments and domains (gain and loss) using independent sample t tests. For ease of comparison, we focus on TD-response rather than TD-view in the TD (which does not affect our main results, see Appendix).
Ethics Statement
We consulted the ethical review board for East Sweden to determine whether a formal approval of the committee was required. It was concluded that a formal assessment by the Ethics Committee was not necessary because the participants were given full disclosure of the procedure (i.e., there was no deceit), participants received a payment proportionate to the task, the experimental procedure was noninvasive, and the results were analyzed anonymously. Furthermore, the participants voluntarily subscribed for participation, and they were informed that participation was voluntary and anonymous. They were also informed that they could withdraw from the experiment at any time.
Results
Behavioral Data
We begin by looking at the behavioral responses. Figure 1 plots the mean choice for each gamble by treatment and domain. Time pressure led to a decrease in risk taking in the loss domain for most gambles and to a small increase in risk taking in the gain domain, but the differences are not significant when we account for subjects' repeated decision-making in the experiment (Table 1) . We further investigated how risk taking varied across the different EVR bins. As EVR increased, participants increasingly inclined toward the safe option in the gain domain, whereas in the loss domain the results were as could be expected in the opposite direction. For example, in the gain domain, the risky option was chosen 88.96% of the time in EVR 1 but only 22.50% of the time in EVR 5 (t test, p Ͻ .001), and in the loss domain, the risky option was chosen 15.09% of the time in EVR 1 and 73.58% of the time in EVR 5 (t test, p Ͻ .001).
Two psychometric functions were fitted to the behavioral data for each individual: one for the loss domain and one for the gain domain (see Materials and method section for details). Individually estimated parameters (absolute value of the central point of the function and the slope around the central point) were compared between the different domains and treatment groups using independent sample t tests. Figure  2 illustrates the group average of the estimated functions for each of the two treatment groups. We can see that the central point tends to occur at a higher EVR (t test, p ϭ .07) for the TP (1.074 Ϯ 0.036) compared with the TD (0.990 Ϯ 0.028) in the loss domain, but there was no significant difference between the treatments in the gain domain. Comparison of the slopes did not yield any significant difference. Taken together, these results indicate that time pressure decreases risk taking for losses, and we can see in Figure 2 that this effect becomes stronger as the EVR of the gamble increases.
Physiological Data
Turning to the physiological responses, we first examined the correlation between participants' EDA and their risky choices, using t tests with standard errors clustered on the level of the individual. The correlation between EDA and individual choice is not significant in the pooled sample, comprising both the TP and TD (t test, p ϭ .187). This result does not give support for Hypothesis 1. However, when we investigate the relationship between EDA and risky choice separately for each treatment, we find a significant correlation under time pressure (t test, p ϭ .023) but not under time delay (t test, p ϭ .429). The difference between treatments is statistically significant (t test, p ϭ .018). Moreover, as can be seen in Table 2 , the effect in the TP is driven by decisions taken in the loss domain. Figure 3 illustrates the strong relationship between emotional arousal and behavior found in the TP. The figure plots the predicted probability to choose the risky option, that is, to gamble, against the level of EDA. In the loss domain, we can see the relationship very clearly: The probability to gamble ranges from only 0.15 for very low levels of arousal (EDA ϭ Ϫ3) to over 0.5 at high levels of arousal. Taken together, the marginal effect of EDA on the probability to gamble is 6.97 percentage points (p ϭ .007). The effect is still strong (5.24 percentage points, p ϭ .022) when decisions in the gain and loss domains are analyzed jointly, but the corresponding effect in the TD is small and insignificant (Ϫ1.36 percentage points, p ϭ .428). There is thus a substantial effect of time pressure and this is in line with Hypothesis 2, which is our main hypothesis. Thus, when decision time is short, participants seem to rely on affect at the point of decision-making, especially for gambles involving losses. We then investigated whether EDA was stronger in the loss domain compared with the gain domain, and again we used t tests with standard errors clustered on the level of the individual. Surprisingly, the differences we found were small and generally insignificant. On average, there is neither a difference across domains in the pooled sample (t test, p ϭ .272) nor in any of the two treatments investigated separately (t test, time pressure p ϭ .303, time delay p ϭ .662). This can also be confirmed by looking at Figure 4 , which plots the mean EDA difference between gains and losses. However, we can see in the figure that the EDA difference fluctuates somewhat stronger in the TP, and the effect is stronger for gambles with a comparatively low EVR. Taken together, people in the experiment seem to differentiate stronger between gains and losses under time pressure, but we do not find support for Hypothesis 3 regarding domain asymmetries in the magnitude of EDA.
Discussion and Conclusion
We investigate the relationship between risky choice and affect in fast (i.e., time pressured) and slow (i.e., time delayed) decisions. Our main finding is the strong correlation between subjects' EDA and their risky choices that was found in the TP but not in the TD. Whereas the effect is driven by decisions taken in the loss domain, the overall level of arousal does not differ between the gain and loss domain.
A strength of our study is that subjects chose repeatedly for a range of different stake sizes and EVRs of the individual gambles, yielding variation at the level of the individual that is important when using skin conductance. This enables us to test whether EDA is different across safe and risky choices in any of the two treatments. Using simulations 4 and setting ␣ ϭ .05, we calculated that the statistical power to detect an EDA difference of at least 0.2 SD was around 0.7 for each treatment and domain. The power of the study is thus arguably sufficient given our research objectives. Our experiment was, however, not designed to test the effect of time pressure and time delay on choice behavior alone, and we therefore refrain from drawing any strong conclusions about the behavioral effects observed in the experiment, as this is not the focus of our article. A cautious interpretation of the behavioral data suggests that there are no strong behavioral effects of time pressure, except that risk taking in the loss domain seemed to decrease under time pressure for gambles that had a relatively high EVR. Based on prospect theory, one would probably have expected the opposite effect, that is, more risk averse for gains and more risk taking for losses when decision time is short (Kirchler et al., 2017) . This is also the most common results among studies that used other types of manipulations to invoke emotional and intuitive decision-making, such as acute stress or cognitive load (Cahlíková & Cingl, 2017; Deck & Jahedi, 2015; Porcelli & Delgado, 2009 ). However, our behavioral results can still be reconciled with traditional prospect theory if one is willing to make further assumptions. For example, Saqib and Chan (2015) also found that risk taking decreased in the loss domain under time pressure (in hypothetical gambles). They argued that time pressure shifts the reference point, because people rely on decision-making heuristics and therefore focus on the maximal outcome of the gamble rather than the status quo, which in turn makes them more risk taking in 4 We attempted to estimate the statistical power to find a weak effect that EDA is higher for the trials in which participants selected the risky option compared with the trials in which participants selected the safe option using simulations, which were carried out after the data collection. Because we found a significant difference in EDA only within the TP in the loss domain, we carried out simulations for a sample size of 20 individuals with 30 data points each (15 safe and 15 risky options). We simulated data points for each individual randomly selected from a population distribution, in which the average EDA was set to 0 and the SD was set to 1. Because the actual measured data are z scored, the mean and the SD is 0 and 1, respectively. The mean difference between the safe and the risky options was set to 0.2, which would mean an effect size of 0.2 SD. We generated 10,000 different samples (N ϭ 20 in each of them) and used t test with standard errors clustered at the individual level to analyze EDA difference (risky vs. safe option) for each generated sample (i.e. the same analysis we used to analyze the measured data). The proportion of simulations showing a significant effect in the expected direction was 0.69. Further, when we repeated the same procedure with a difference of 0.25 (in our study we found a difference of 0.29), the simulated power was 0.86. the gain domain but less risk taking in the loss domain.
Relying on emotions at the point of decisionmaking can be advantageous, as demonstrated by Bechara et al. (1997) and subsequent studies, but it may also introduce a bias (Vohs, Baumeister, & Loewenstein, 2007) . In general, affect is believed to influence decision-making and judgment in two different ways, either through affect that is integral to the decision under consideration, or through affect that is incidental, that is, unrelated to the target of the decision (Neumann, Seibt, & Strack, 2001; Schwarz & Clore, 1983; Västfjäll et al., 2016) . Mood is an example of incidental affect. On part of the decision maker, incidental affect such as mood is not a relevant source of information, at least not in most contexts; it rather introduces a bias when misattributed to the target of the decision. Previous research has shown that time pressure can increase use of incidental affective information (e.g., mood) in judgments (Siemer & Reisenzein, 1998) and that integral, salient, affective cues (e.g., image of a chocolate cake) can receive greater weight under reduced processing capabilities (Shiv & Fedorikhin, 2002) . Our results extend this by showing that reliance on integral affective responses may increase under time pressureeven when the choice task is relatively affectpoor (i.e., gambles; Rottenstreich & Hsee, 2001 ). In our case, the heuristic use of affective information associated with risky prospects (i.e., integral affect) increases under restrained processing capabilities, which suggests that time pressure may not always lead to bad decisions. Framed differently, deciding fast may be just as good as deciding slow-at least when relevant affective input can be derived from the choice alternatives. (Appendix continues) Figure A1 . Predicted probability to gamble, by electrodermal activity (EDA), treatment, and domain. Linear prediction is calculated from ordinary least squares regressions of subjects' binary choice (ϭ 1 if chose to gamble) on EDA, with standard errors clustered at the level of the individual. Bars represent 95% confidence intervals. TP ϭ time pressure treatment; TD ϭ time delay treatment. (Appendix continues) time pressure when subjects chose the risky option instead of the safe option. Here we show that this result is robust to using a more conservative analysis that does not rely on regression analysis with clustered standard errors. For every subject, we first calculated average EDA for each domain and gambling choice. Then we used a Wilcoxon signed-ranks test to investigate whether average EDA depended on the choices subjects made, thus using only N ϭ 20 for each test (Table A3) . We found a significant difference only in the loss domain under time pressure, and this is consistent with the main results presented in the article.
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