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Image registration is used to match two independently acquired images.
The geometrical transformation is to be found that maps a floating image in precise spatial cor-
respondence with a reference image. Point–based registration requires the matching of a set of 3D
points in the reference image with a homologue set of 3D points in the floating image. We call these
points used for registration fiducials. Fiducial points can be obtained from external fiducial markers
or from internal anatomical landmarks.
Registration techniques involve searching over the space of transformations of a certain type to
find the optimal one–to–one mapping for a particular problem. The major classes of 3D transforma-
tions are rigid–body transformation when only translations and rotations are allowed, affine transfor-
mation, which maps parallel lines onto parallel ones, and nonlinear, curved or elastic transformation
i.e., which maps straight lines onto curves.
Point–based registration might find imperfect matching due to the presence of error in localizing
the fiducials. There are some papers dealing with the analysis of point–based registration. Emphasis
is to be put that each of these papers assumes only rigid–body transformation. Maurer et al. [8]
proposed three types of measures of error: Fiducial localization error (FLE), which is the error in
determining the positions of the fiducials, fiducial registration error (FRE), which is the root mean
square distance between corresponding fiducials after registration, target registration error (TRE),
which is the distance between corresponding points representing surgical targets after registration.
Note that point-based registration methods minimize FRE. But using FRE as measure of registration
accuracy is unreliable and may be misleading, thus investigations were focussed on TRE in the last
decade [4, 9].
There are two important results concerning rigid–body registration errors:
	 Result 1. For a fixed number of fiducials, TRE is proportional to FLE [3, 4, 7, 9],
	 Result 2. TRE is approximately proportional to / 	 with 	 being the number of fiducials
[4, 6, 9].
It is obvious that TRE is sensitive to the location of target points and the location of the fiducials.
Maurer et al. [9] used numerical simulations to give qualitative insight into this dependence. In
addition, they realized that TRE depends on the fiducial configurations and the distances between
fiducials via the examinations of four configurations of four fiducials.
Fitzpatrick et al. [4] gave exact expression for approximating TRE assuming rigid–body regis-
tration problem, thus proving Result 1 and Result 2, and answering how does TRE depend on the
relative positions of target and fiducial points. They also stated that TRE is inversely proportional to
the scale factor used for scaling fiducials.
We investigate the following four point–based registration methods:
	 RB1
The solution of Arun et al. [1] is implemented for determining a rigid–body transformation
given by a    rotation matrix and a translation vector (   matrix). The rotation matrix
is computed using the singular value decomposition (SVD) of the covariance matrix of the
centroid–subtracted position vectors of the corresponding fiducials. The translation vector is
calculated as the difference between the centroids of the two sets of points. This method is
used by several authors [5, 9, 11, 14]. It is regarded as the most popular point based registration
approach.
	 RB2
Our implementation utilizes the Levenberg–Marquardt technique [10] for finding the 6 param-
eters of rigid–body transformations. There is a possibility that this iterative minimization might




The method proposed by Tanács et al. [12] allows more freedom. It is to find affine transforma-
tions given by the 12 unknown elements of   transformation matrices (using homogeneous
coordinates).
	 TPS
We implemented the thin–plate spline interpolation proposed by Bookstein [2]. It is capable of
finding nonlinear transformations given by   	  parameters with 	 being the number of
fiducials. Note that the complexity of reslicing (i.e., applying the found transformation for the
reslice image) does not depend on 	 in the case of the other three considered methods. It is not
true for the thin–plate spline warping: the required time of reslicing is proportional to 	.
Numerical simulations are made assuming both rigid–body and affine motions.
We extended the observations according to FLE and TRE for point based registration methods
with different search spaces, assuming not only rigid–body but affine motions, as well. Our exam-
inations confirm Result 1 for all the four methods, and Result 2 for rigid–body methods. Another
result in this work is that TRE depends on the volume spanned by the fiducials:
	 Result 3. TRE is inversely proportional to the mean distance from the centre of gravity.
We compared two rigid–body methods RB1 and RB2. Since RB2 is an iterative method, its result
depends on the initial guess and numerical errors are accumulated. In some cases it may diverge. That
is why using the direct method (RB1) is recommended.
If there is a precise rigid–body correspondence between the two sets of points used for reg-
istration, then any linear or nonlinear method is able to find the adequate transformation, since a
rigid–body transformation is a special kind of linear or nonlinear one. It is not hold in real regis-
tration problems due to the presence of FLE. It can be stated that RB1 and RB2 (i.e., the methods
restricted to rigid–body transformations) are better than LIN and TPS (i.e., the methods which al-
low more freedom) if a rigid–body transformation is assumed. Similarly, LIN is better than TPS if
a linear motion is assumed. That is because transformations having more degrees of freedom than
necessary can incorporate a wider range of fake motions induced by FLE.
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