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Imagining everyday life without mobile telephony is nowadays hardly possible. Calls are
being made in every thinkable situation and environment. Hence, the microphone will not
only pick up the user’s speech but also sound from the surroundings which is likely to impede
the understanding of the conversational partner. Modern speech enhancement systems are
able to mitigate such effects and most users are not even aware of their existence.
In this thesis the development of a modern single-channel speech enhancement approach
is presented, which uses the divide and conquer principle to combat environmental noise
in microphone signals. Though initially motivated by mobile telephony applications, this
approach can be applied whenever speech is to be retrieved from a corrupted signal. The
approach uses the so-called source-filter model to divide the problem into two subproblems
which are then subsequently conquered by enhancing the source (the excitation signal) and
the filter (the spectral envelope) separately. Both enhanced signals are then used to denoise
the corrupted signal. The estimation of spectral envelopes has quite some history and some
approaches already exist for speech enhancement. However, they typically neglect the
excitation signal which leads to the inability of enhancing the fine structure properly. Both
individual enhancement approaches exploit benefits of the cepstral domain which offers,
e.g., advantageous mathematical properties and straightforward synthesis of excitation-like
signals.
We investigate traditional model-based schemes like Gaussian mixture models (GMMs),
classical signal processing-based, as well as modern deep neural network (DNN)-based ap-
proaches in this thesis. The enhanced signals are not used directly to enhance the corrupted
signal (e.g., to synthesize a clean speech signal) but as so-called a priori signal-to-noise
ratio (SNR) estimate in a traditional statistical speech enhancement system. Such a tra-
ditional system consists of a noise power estimator, an a priori SNR estimator, and a
spectral weighting rule that is usually driven by the results of the aforementioned esti-
mators and subsequently employed to retrieve the clean speech estimate from the noisy
observation.
As a result the new approach obtains significantly higher noise attenuation compared to
current state-of-the-art systems while maintaining a quite comparable speech component
quality and speech intelligibility. In consequence, the overall quality of the enhanced speech
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Mobiltelefonie ist aus dem heutigen Leben nicht mehr wegzudenken. Telefonate werden in
beliebigen Situationen an beliebigen Orten geführt und dabei nimmt das Mikrofon nicht
nur die Sprache des Nutzers auf, sondern auch die Umgebungsgeräusche, welche das Ver-
ständnis des Gesprächspartners stark beeinflussen können. Moderne Systeme können durch
Sprachverbesserungsalgorithmen solchen Effekten entgegenwirken, dabei ist vielen Nutzern
nicht einmal bewusst, dass diese Algorithmen existieren.
In dieser Arbeit wird die Entwicklung eines einkanaligen Sprachverbesserungssystems vor-
gestellt. Der Ansatz setzt auf das Teile-und-herrsche-Verfahren, um störende Umgebungs-
geräusche aus Mikrofonsignalen herauszufiltern. Dieses Verfahren kann für sämtliche Fälle
angewendet werden, in denen Sprache aus verrauschten Signalen extrahiert werden soll. Der
Ansatz nutzt das Quelle-Filter-Modell, um das ursprüngliche Problem in zwei Unterprob-
leme aufzuteilen, die anschließend gelöst werden, indem die Quelle (das Anregungssignal)
und das Filter (die spektrale Einhüllende) separat verbessert werden. Die verbesserten
Signale werden gemeinsam genutzt, um das gestörte Mikrofonsignal zu entrauschen. Die
Schätzung von spektralen Einhüllenden wurde bereits in der Vergangenheit erforscht und
zum Teil auch für die Sprachverbesserung angewandt. Typischerweise wird dabei jedoch
das Anregungssignal vernachlässigt, so dass die spektrale Feinstruktur des Mikrofonsignals
nicht verbessert werden kann. Beide Ansätze nutzen jeweils die Eigenschaften der cepstralen
Domäne, die unter anderem vorteilhafte mathematische Eigenschaften mit sich bringen,
sowie die Möglichkeit, Prototypen eines Anregungssignals zu erzeugen.
Wir untersuchen modellbasierte Ansätze, wie z.B. Gaußsche Mischmodelle, klassische sig-
nalverarbeitungsbasierte Lösungen und auch moderne tiefe neuronale Netzwerke in dieser
Arbeit. Die so verbesserten Signale werden nicht direkt zur Sprachsignalverbesserung
genutzt (z.B. Sprachsynthese), sondern als sogenannter A-priori-Signal-zu-Rauschleistungs-
Schätzwert in einem traditionellen statistischen Sprachverbesserungssystem. Dieses besteht
aus einem Störleistungs-Schätzer, einem A-priori-Signal-zu-Rauschleistungs-Schätzer und
einer spektralen Gewichtungsregel, die üblicherweise mit Hilfe der Ergebnisse der beiden
Schätzer berechnet wird. Schließlich wird eine Schätzung des sauberen Sprachsignals aus
der Mikrofonaufnahme gewonnen.
Der neue Ansatz bietet eine signifikant höhere Dämpfung des Störgeräuschs als der bisherige
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Stand der Technik. Dabei wird eine vergleichbare Qualität der Sprachkomponente und der
Sprachverständlichkeit gewährleistet. Somit konnte die Gesamtqualität des verbesserten
Sprachsignals gegenüber dem Stand der Technik erhöht werden.
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Speech is one of the most important and intuitive means of communication for the majority
of human beings. Modern telephony enables communication through various channels and
renders conversation possible despite any distance or circumstance. However, a microphone
is still required to capture the sound produced by a sending human being at the near end
and to transport it accordingly to the receiver at the far end of the conversation. Thereby,
new issues arise as the microphone picks up not only the desired speech but also any sound
that arrives at the membrane. The presence of noise at the near end is likely to degrade
the quality and also the intelligibility of the speech signal at the far end since speech and
noise are jointly captured at the microphone. Thus, speech enhancement algorithms—more
specifically noise reduction algorithms—are usually employed in the uplink as a counter-
measure in order to denoise the microphone signal and retrieve the desired speech signal as
clean as possible.
Further speech enhancement systems embrace, e.g., artificial bandwidth extension and
acoustic echo cancellation, where the purpose is also to improve intelligibility, quality, and
listening comfort for mobile communication devices, human-machine interfaces, and also
the hearing impaired.
In this thesis we focus on noise reduction and depict the development of a novel model-
based approach for communication systems. One novel aspect lies within the utilization of
the source-filter model and the specific enhancement of both components. The source-filter
model allows to decompose a given speech signal into a smooth spectral envelope (the filter)
and the corresponding excitation signal (the source). Both components have specific prop-
erties due to the model constraint, which are beneficial for separate enhancement strategies
that are investigated. A further aspect is the introduction of modern machine learning al-
gorithms after traditional schemes are explored and evaluated subsequently. The developed
method is embedded in a traditional common noise reduction framework consisting of a
noise power estimator, an a priori signal-to-noise ratio (SNR) estimator, and a spectral
weighting rule, where the proposed method is used for a priori SNR estimation.
Even though this thesis targets single-channel speech enhancement for narrowband tele-
phony, an incorporation of, e.g., multi-channel noise power estimators or an adaptation
towards telephony beyond narrowband should be straightforward. For noise reduction sys-
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tems, there is usually a trade-off between noise attenuation and speech (component) quality
or intelligibility. The novel approach manages to circumvent this trade-off to some extent
and allows for a significantly higher noise attenuation while maintaining comparable speech
component quality and intelligibility. Also the robustness against non-stationary noises and
noises that are unknown to the system is shown. A subjective listening test supports the
objective results and shows that the new method is preferred over current state-of-the-art
systems with significant results.
Most of the research in this thesis has been conducted during a collaboration with NXP
Software, where parts of this thesis have contributed to the LifeVibes VoiceExperience
software suite. Accordingly, a patent for some of the proposed technology has been filed
and granted in various countries [Elshamy et al., 2017b, Elshamy et al., 2019a, Elshamy
et al., 2019b].
1.1 Source-Filter Model of Human Speech Production
Since one of the novel aspects of this thesis is the utilization of the source-filter model to
split the problem into two subproblems, its origin and functioning are explained in this
section.
The source-filter model of human speech production allows for a simplifying mathematical
model of how speech is formed in human beings. It is understood as a two-stage interaction
of lungs together with glottis as the first stage and vocal tract as the second stage. The
lungs pump air through the glottis and depending on whether the vocal chords are vibrating
or not, an either voiced or unvoiced excitation signal is generated, respectively [Flanagan,
1965]. These two types of excitation can be modeled either as a train of equidistantly spaced
pulses, when the vocal chords are vibrating or as white noise otherwise. The excitation
signal is then shaped by the vocal tract while flowing through it, before radiating through
the lips. The parameters for such a model can be obtained, e.g., by linear predictive coding
(LPC) analysis [Markel and Gray, 1976], where the vocal tract is often understood as an
all-pole linear filter. Since this model is a simplification to also reduce complexity, some
inaccuracies are inevitable which are, however, negligible [O’Shaughnessy, 1987].
Figure 1.1 visualizes the source-filter model by showing a voiced excitation signal (Fig-
ure 1.1a) as the source, the corresponding spectral envelope (Figure 1.1b) as the filter, and
the resulting voiced speech signal (Figure 1.1c). The sample is obtained from the Nippon
Telegraph and Telephone (NTT) super wideband database [NTT, 2012] downsampled to
8 kHz and the individual exhibits a fundamental frequency f0 ≈ 200 Hz. One can see that
the formerly "flat" source signal after being filtered by the vocal tract-representing spectral

















(c) Voiced speech signal
Figure 1.1: Example of the source-filter model by LPC analysis.
consider both components separately in speech enhancement as they both have their own
distinct characteristics, which might facilitate the estimation of both signals separately,
instead of estimating the joint speech signal.
Another way to obtain a spectral envelope and the corresponding excitation signal is the
so-called liftering of a cepstrum. It is the analogue to filtering when considering a spectrum.
In the cepstral domain, the lower-indexed coefficients are representing low-frequency waves
of the analyzed spectrum. Now, these coefficients are generally attributed to the spectral
envelope, while the higher-indexed coefficients are representing the fine structure of the
spectrum and thus are attributed to the excitation signal. Then, to obtain the spectral
envelope from the speech spectrum in the cepstral domain, the lower-indexed quefrency bins
are isolated by cutting off the remaining quefrency bins. The excitation signal is obtained
analogously. A special role plays the zeroth coefficient, which represents the energy level of
the spectrum.
There are no constraints that ensure specific characteristics of both components. However,
LPC analysis will always yield an excitation signal, which is shapeless in the sense that the
spectral envelope will carry all the shaping information and the excitation signal appears to
be flat in shape, while still being allowed to oscillate. Furthermore, the spectral envelope is
limited to a fixed number of poles and is modeled as a filter when applying this method. An
example is depicted in Figure 1.2, where it can be seen that the cepstral approach is deliv-
ering merely a smoothed version of the spectrum, which is exactly what the liftering (here
of the first 31 coefficients) does, as it removes the high-frequency portions of the spectrum.
This has been also analyzed and shown in [Benesty et al., 2008, Sec. 9.5.1]. Therefore, it is
unsuitable for our method as it does not guarantee the components to have specific char-
acteristics as when obtained by LPC analysis, where the envelope is being modeled as an
all-pole filter and the excitation signal is rendered spectrally "flat". Having a certain kind of
homogeneity is quite an important factor when models are to be learned, which is obtained














Spectral envelope (LPC analysis)
Spectral envelope (cepstral liftering)
Figure 1.2: Example showing a speech spectrum and the corresponding spectral envelope
obtained by 10th order LPC analysis and cepstral liftering with cut-off quefrency
corresponding to approximately 500Hz.
small manipulations might lead to instabilities, a transformation [Papamichalis, 1987] can
be used to obtain a cepstral representation from LPC coefficients. This allows to obtain
a representation of the spectral envelope that facilitates simple operations such as averag-
ing, which might be necessary for certain training algorithms, while providing meaningful
results.
1.2 Signal Model and Some Notations
In this section we introduce our signal model, important mathematical symbols, and some
notations that are relevant for this thesis. We assume an additive model for the noisy
time-domain microphone signal y(n), so that for every discrete-time sample index n
y(n) = s(n) + d(n) (1.1)
holds true. The clean speech time-domain signal is denoted as s(n) and the time-domain
noise signal as d(n).
The corresponding frequency-domain representation is obtained by applying a K-Point
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discrete Fourier transform (DFT) to the time-domain signals, yielding
Y`(k) = S`(k) +D`(k). (1.2)
Here, the frequency-domain microphone representation is Y`(k), the frequency-domain clean
speech representation S`(k), and the frequency-domain noise representation D`(k). The
frame index is denoted by ` and 0 ≤ k ≤ K − 1 represents the frequency bin index.
Following common speech enhancement approaches [Ephraim and Malah, 1984, Wolfe and
Godsill, 2001] we assume statistical independence of speech and noise as well as zero-mean
signals. Even though this might not be strictly true in every case, it is a reasonable approach
in practice [Stylianou et al., 2007].
Since we use LPC analysis to further evaluate some signals, the corresponding LPC coeffi-
cients are depicted by a(i), A`(k) in the time and frequency domain, respectively. We refer
to the spectral envelope as H`(k) and the corresponding residual signal spectrum as R`(k).
A cepstral representation of the residual signal is denoted by cR` (m) while its counterpart,
the spectral envelope, is denoted by cH` (m).
Traditional noise reduction algorithms require a per frame and bin-wise noise power estimate
σ̂D` (k)
2, an a priori SNR estimate ξ̂`(k), optionally also the a posteriori SNR γ̂`(k), to
calculate a spectral weighting rule G`(k).
The aim of speech enhancement is to retrieve the enhanced clean speech signal as ŝ(n) or
Ŝ`(k), in the time domain or frequency domain, respectively. This is traditionally done by
applying the spectral weighting rule as
Ŝ`(k) = Y`(k) ·G`(k). (1.3)
Estimated entities are generally denoted by the hat operator ·̂ and superscripts are usually
referring to a specific signal for the corresponding entity.
1.3 Evaluation Metrics
The evaluation of a speech enhancement system, especially a noise reduction algorithm, is
crucial and also challenging. Its importance is indisputable as, e.g., speech quality, speech
intelligibility, and also the attenuation of noise are essential aspects of such a system. We
distinguish between objective and subjective measures, where the objective measures are
algorithms that are able to deterministically rate enhanced signals under various aspects.
Measures which require a reference signal to compute the score are called intrusive, while
non-intrusive measures operate only on the enhanced signal. The use of such algorithms—
when applied as intended—usually allows to develop new systems and obtain feedback
https://doi.org/10.24355/dbbs.084-202102121510-0
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about its performance quickly. They are quite essential for research and development,
even though being less accurate, since subjective measures always require careful preparing
of time-consuming listening tests with human beings. The following will introduce all
the objective measures and underlying principles that have been used in this thesis for
evaluation.
Perceptual Evaluation of Speech Quality
Objective measures often aim to estimate or model subjective tests, e.g., the intrusive
perceptual evaluation of speech quality (PESQ) measure [ITU, 2001, ITU, 2003] models
the mean opinion score (MOS) [ITU, 1996] and also the MOS-listening quality objective
(LQO), respectively. PESQ has been intentionally designed to rate the speech quality of
narrowband speech codecs. However, it is widely used to rate enhanced speech signals,
also processed by noise reduction algorithms, e.g., [Hendriks et al., 2010, Sigg et al., 2012,
He et al., 2017, Huang et al., 2018]. This is, if at all, mostly based on the reported
correlation between PESQ and subjective ratings of processed signals in [Hu and Loizou,
2008]. The recommendation specifying PESQ [ITU, 2001], however, states that PESQ has
not been validated against artifacts or effects from noise reduction algorithms. For the sake
of completeness we want to mention that the method has been extended to wideband in
[ITU, 2007] and the raw MOS scores provided by [ITU, 2001] are mapped to MOS-LQO by
[ITU, 2007], thereby mapping raw scores from −0.5 . . . 4.5 to 1.02 . . . 4.56.
White-Box Approach
One way to mitigate the issue that PESQ has not been validated against artifacts or effects
from noise reduction algorithms is to apply the so-called white-box approach [Gustafsson
et al., 1996, Suhadi, 2012]. It allows to investigate the effects that a filter has on the
separate components of a single mixed signal. The application of the white-box approach
is only possible in a simulation environment where all components of the generated signals
can be accessed separately and the components are superimposed to obtain the signal that
is to be processed. A generic block diagram of the white-box approach for signals consisting
of two components, here speech and noise, is shown in Figure 1.3.
For the presented example, following
Y`(k) = S`(k) +D`(k) (1.4)
and












Figure 1.3: Diagram of the white-box approach showing how to obtain separately filtered
signal components, here for two signals, after [Gustafsson et al., 1996].
it is evident that
Ŝ`(k) = (S`(k) +D`(k)) ·G`(k). (1.6)
This allows to obtain separately filtered components which in sum represent the microphone
signal by
Ŝ`(k) = S`(k) ·G`(k) +D`(k) ·G`(k), (1.7)
where the filtered components are obtained as
S̃`(k) = S`(k) ·G`(k) (1.8)
being the filtered speech component and
D̃`(k) = D`(k) ·G`(k) (1.9)
being the filtered noise component.
This method provides a way to assess the filtered components separately with corresponding
measures. It allows to interpret the effects on the filtered speech component S̃`(k) similarly
to coding distortions, which is then more in line with the intended use case of PESQ rather
than measuring Ŝ`(k).
Segmental Speech-to-Speech Distortion Ratio
A further measure to assess the speech component quality is the segmental speech-to-speech
distortion ratio (SSDR) [Fingscheidt et al., 2008]. The segmental SSDR is not based on a
perceptual model but is merely a sample by sample-comparing approach to rate the speech
distortion of a processed signal w.r.t. to the corresponding clean reference signal, hence,
being also an intrusive measure. A frame is considered to be a segment in the following.









with frame index ` and L being the set that contains all frame indices of the signals that
are to be considered. This allows to either evaluate all frames or, e.g., a subset including
only speech active frames. The frame-based SSDR is usually limited to values between










The logarithmic signal-to-error ratio is calculated for each frame as
SSDR′(`) = 10 log10
[∑N−1
ν=0 s(ν + `N)
2
∑N−1




with N being the length of a frame and the sample-by-sample error is calculated as
e(ν + `N) = s̃(ν + `N)− s(ν + `N). (1.13)
It is important to mention that the SSDR requires both signals to be time-aligned after fil-
tering. A high SSDRseg is anticipated for a good speech enhancement system as it indicates
a very low distortion of the processed signal compared to the reference.
Short-Time Objective Intelligibility
Besides speech quality, there is another factor that is quite important for speech enhance-
ment systems. The intelligibility of speech is another important measure, which reflects
the comprehensibility of speech independently of quality or other aspects. The short-time
objective intelligibility (STOI) measure [Taal et al., 2011] is an objective, intrusive algo-
rithm, that takes a processed signal and its corresponding clean reference and generates a
scalar output in the range of [0, 1]. It has been explicitly tested for signals processed by
conventional noise reduction systems and a value close to unity is to be anticipated.
Segmental Noise Attenuation
The second dimension of quality considers the amount of achieved noise suppression. It
is important to consider both dimensions since it is easy to achieve a very high level of
suppression, e.g., by using static broadband attenuation, thereby automatically affecting
the speech component, which would go unnoticed if only one dimension is considered. Usu-
ally, for noise reduction algorithms there is a trade-off between speech quality or speech
intelligibility on the one hand, and noise attenuation on the other hand, as the aggressive-




The segmental noise attenuation (NA) [Fingscheidt et al., 2008] is the average of a local
frame-wise ratio of the noise power and the power of the filtered noise component. It is
calculated as









where the set L allows to restrict the measure to certain, e.g., speech-active frames only.
The ratio for each segment or frame is calculated as
NA(`) =
∑N−1
ν=0 d(ν + `N)
2
∑N−1
ν=0 d̃(ν + `N)
2
, (1.15)
with N being the length of a frame. The signals also have to be time-aligned after processing
and a high NAseg reflects a high noise attenuation and is favored.
Delta Signal-to-Noise Ratio
Supplementary to the segmental NA, the delta SNR measure quantifies the SNR improve-
ment on a global level. It is based on the active speech and root-mean-square (RMS) level
measurements from ITU-T P.56 [ITU, 2011], where the first is used to measure the level
of a speech signal and the second to measure the level of a noise signal. The delta SNR is
then calculated as
∆SNR = SNRout − SNRin. (1.16)
Thereby, the output SNR after processing is depicted by SNRout and the input SNR prior
to processing by SNRin, correspondingly. This measure can also only be applied in a
simulation environment since the clean speech and the superimposed noise are required for
the SNR calculation of SNRin. Furthermore, this method requires the filtered components
to calculate SNRout. Here, also a high ∆SNR value is of interest and represents good noise
reduction performance.
1.4 State of the Art
Traditional speech enhancement algorithms for noise reduction consist of three main com-
ponents. Such a traditional system is depicted in Figure 1.4 for a generic approach based
in the frequency domain. Here, the first component is a noise power estimator (NPE),
which calculates a noise power spectral density estimate σ̂D` (k)
2 based on the microphone
signal. A simple approach is to identify speech inactive frames and assume their power
spectral density as the noise power estimate. More advanced approaches track spectral
minima and use time-variant smoothing factors to obtain the desired estimate based on the
microphone signal, e.g., [Martin, 2001, Cohen, 2003]. Furthermore, minimum mean squared















Figure 1.4: Diagram of a traditional noise reduction algorithm in the frequency domain with
three main components: noise power estimator (NPE), a priori SNR (ξ̂`(k))
estimator (optionally also a posteriori SNR (γ̂`(k)) estimator), and spectral
weighting rule.
as a voice activity detector [Gerkmann and Hendriks, 2012]. The noise power estimate
σ̂D` (k)
2 is then fed to the second component which is responsible for the estimation of the
a priori SNR ξ̂`(k). Optionally, in addition to that, the so-called a posteriori SNR γ̂`(k)
(gray box with dashed border) is calculated in the lower path of the diagram. It depends
on the third component, the spectral weighting rule (WR), whether the a posteriori SNR
is required or not. Several spectral weighting rules have been published over the years. For
example, one of the first solutions was the well-known Wiener filter (WF), which can be
driven easily by an a priori SNR estimate only, without requiring the a posteriori SNR
[McAulay and Malpass, 1980]. Furthermore, the classical minimum mean squared error
short-time spectral amplitude (MMSE-STSA) estimator [Ephraim and Malah, 1984] has
been improved by minimizing the logarithmic error in [Ephraim and Malah, 1985], thereby
yielding the minimum mean squared error log-spectral amplitude (MMSE-LSA) estima-
tor. Both assume a Gaussian distribution of the estimated Fourier coefficients. Later on,
the Gaussian assumption has been replaced by a super-Gaussian [Martin, 2002, Martin and
Breithaupt, 2003, Martin, 2005]. In [Lotter and Vary, 2005] a super-Gaussian assumption is
used together with a maximum a posteriori (MAP) estimator, known as the super-Gaussian
joint maximum a posteriori (SG-jMAP) estimator. Those rules make use of both, the a
priori and also the a posteriori SNR.
Our goal is the improvement of the a priori SNR estimation component which is quite
essential for the quality of the enhanced signal. Several methods for a priori SNR esti-
mation have been developed over the years such as [Ephraim and Malah, 1984, Cohen,
2005, Plapous et al., 2006, Breithaupt et al., 2008, Suhadi et al., 2011, Nahma et al.,
2017, Stahl and Mowlaee, 2018], to name a few. In the following we will provide a short





The likely most prominent approach is the frequency domain-based decision-directed (DD)
approach as originally published in [Ephraim and Malah, 1984]. The a priori SNR calcu-
lation is based on the following formula





Hereby, β ∈ [0, 1] is the weighting factor which determines the influence of each estimator
w.r.t. their superposition. The first summand is representing a maximum likelihood (ML)
a priori SNR estimator and the second summand uses the last frame’s enhanced speech
and noise power estimate to calculate a second estimate. The factor β is often chosen
to be close to unity, which causes the DD-based estimate to stay behind by one frame
as the influence of the last frame is then very high. This might be an issue, especially
in non-stationary environments where a quick responsiveness is beneficial [Cappé, 1994].
Nevertheless, it produces good results and also due to its simplicity it is still commonly
used and considered as state of the art.
Harmonic Regeneration
In [Plapous et al., 2006], the authors propose a novel a priori SNR estimation approach
which is based on the DD approach. They propose it in the context of a speech enhancement
system and call it harmonic regeneration noise reduction (HRNR). They compensate the
delay of one frame from the DD approach by employing a two-stage noise reduction scheme
where the a priori SNR estimate is refined in a second stage to explicitly overcome the
bias. A time-domain nonlinearity is used, more precisely a half-wave rectifier, to boost and
regenerate the harmonic structure of voiced speech frames for a priori SNR estimation. This
method obtains significant improvement by introducing less harmonic distortion. However,
this approach introduces unnatural content prior to the first harmonic [Plapous et al.,
2006, Fig. 8], which might lead to artifacts in certain low-frequency noise types. There
is no explicit distinction between envelope and excitation with this approach. A precise
description of the algorithm to our understanding is presented in Publication II [Elshamy
et al., 2017a, Sec. II-C 3)].
Cepstro-Temporal Smoothing
Another important a priori SNR estimator is the cepstro-temporal smoothing (CTS)-based
approach by [Breithaupt et al., 2008]. To our knowledge, it is the first estimator which uses
the cepstrum and also discriminates between excitation and envelope. The approach uses
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the ML a priori SNR estimate as a basis to obtain a clean speech power estimate which
is subsequently transformed to the cepstral domain by applying an inverse discrete Fourier
transform (IDFT). The discrimination is done by addressing the corresponding quefrency
bins in the cepstral representation, which is different from discriminating by use of LPC
analysis as is done in our proposed approach, even though we also operate in the cepstral
domain. The significant difference is the way the separation of excitation and envelope are
understood in the cepstral domain and by LPC analysis as explained in Section 1.1. The
approach from [Breithaupt et al., 2008] manipulates the coefficients individually w.r.t. to
their position in the cepstrum and thus their correspondence to either envelope or excitation.
The applied smoothing factors are thus quefrency-dependent and also time-variant. A more
detailed introduction to this approach is given in Publication II [Elshamy et al., 2017a,




1.5 Summary of Publication I
The first publication [Elshamy et al., 2015] is basically introducing a prototype system
from which we have gained valuable insights, which allowed us to finally end up with the
source-filter decomposition in the later publications. However, this first paper does not yet
utilize the source-filter model for speech enhancement. Nevertheless, without its provided
insights and contributions to our knowledge in this field, the other publications would not
have existed in the way they are published now. For this reason, we will briefly summarize
its content and also the lessons we have learned during the experiments and the writing of
the paper.
The paper is mainly based on the work of [Mowlaee and Saeidi, 2013]. We have reworked
the whole math and reformulated it in a more concise way according to our understand-
ing and thereby simplified the reproducibility and also the comprehensibility. The general
idea was to train a Gaussian mixture model (GMM) with clean speech spectral prototypes,
which is then used to find the corresponding clean spectrum for a noisy, or in this case
preliminary denoised, observation. Preliminary denoised, because a traditional first de-
noising stage was applied to obtain a more suitable spectral representation to match the
GMM against. Originally, this intermediate clean speech estimate, together with a noise
power estimate, defined the spectral weighting rule, which has been used to retrieve the
final clean speech estimate from the microphone signal. However, we found that the use
of the clean speech estimate as the numerator of an a priori SNR estimate yields several
advantages: We could broaden the field of application significantly and found the system to
be more robust against false estimations of the GMM. In addition to that, we introduced
an iterative scheme which continuously re-evaluated the GMM until convergence is reached,
leading to further improvement of the method. However, we observed that the system was
incapable of removing noise between the harmonics of speech. Our analyses have shown,
that during the training of the GMM most of the harmonic excitation components of the
spectral speech prototypes must have been lost due to averaging processes. Furthermore,
the few remaining modes, which would represent harmonic components, are selected only
in rare cases, as a very precise match of fundamental frequency between input signal and
trained speech spectral prototypes would be required for a good match. This led us directly
to the idea of treating spectral envelope and excitation signal separately, as it seemed that
too much information, as comprised in a clean speech spectral prototype, could not be
represented with sufficient precision by a single GMM. Thus, the use of the source-filter
model was obvious. Those findings have carried, motivated, and influenced the remaining
publications substantially. However, this in retrospective quite crude method has worked
surprisingly well and exceeded the performance of the DD state-of-the-art estimator by
obtaining substantially higher noise attenuation results for low-SNR conditions in combi-
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MMSE-LSA DD MMSE-LSA MB
WF DD WF MB
SG-jMAP DD SG-jMAP MB
Figure 1.5: Main results of Publication I showing the performance of the proposed model-
based (MB) a priori SNR estimator (solid lines), compared to the DD baseline
(dashed lines) in combination with three different spectral WRs, distinguishable
by the markers. Each marker represents a specific SNR condition ranging from
-5 dB (bottom) to 15 dB (top) in steps of 5 dB.
nation with various spectral weighting rules. The main results of the publication are shown
in Figure 1.5, where the MOS-LQO is plotted over the segmental NA with each marker
representing a certain SNR condition ranging from -5 dB to 15 dB in steps of 5 dB (bottom
to top). The advantage in the low-SNR conditions (lower markers) is obvious due to the
strong right shift of the plots in such low SNRs.
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2 Enhancing the Excitation Signal
This chapter deals with the major contributions of this thesis in the field of excitation
signal enhancement in the context of a priori SNR estimation for speech enhancement. A
brief overview over state-of-the-art approaches is given, however, this field has not been
researched very extensively yet and it is more a general overview of excitation enhancement
methods. We present our advances with traditional signal processing-based methods, which
are subsequently substituted by more modern approaches based on machine learning in
Section 2.2. A short conclusion is given in Section 2.3 to sum up our findings and the most
important contributions in that field.
2.1 State of the Art
To our knowledge, there are only few approaches which deal with the enhancement of the
excitation signal obtained by any given model to separate speech into source and filter. The
most relevant approach is the CTS method by [Breithaupt et al., 2008], as it is also used
for a priori SNR estimation, which makes it perfectly comparable. However, even though
the approach operates in the cepstral domain as ours does, it does not follow the separation
by an explicit LPC model but uses the cepstral liftering method. The coefficients that are
supposed to represent the excitation signal are smoothed in a special way compared to the
remaining coefficients of the cepstrum. The separation in the cepstral domain is also not
guaranteed to deliver consistent results, e.g., as the liftering might affect the pitch if the
cut-off quefrency is not chosen wisely and thus, the dominant component of the excitation.
The excitation signal is not necessarily "flat" in the sense that its envelope is more or less
spectrally flat as provided by LPC analysis. Also, the enhancement is of a different nature
compared to the proposed method as it does not explicitly address or enhance specific
properties of the excitation but only applies a smoothing to reduce noise. Due to these
facts an improvement by using LPC analysis and to directly manipulate the excitation
signal seems reasonable and promising.
Despite this, there are some further publications that should be mentioned, even though
they might not be directly comparable, but for the sake of completeness. In [Yegnanarayana
and Murthy, 2000] the authors propose the enhancement of an LPC residual signal for
speech dereverberation. Here, a dynamic weighting function is derived and used to enhance
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or manipulate the residual signal in three different regions to reduce the reverberation. Af-
ter manipulation, the residual signal is used to excite the all-pole filter to synthesize the
enhanced speech signal. However, due to its focus on dereverberation and the synthesis of
the enhanced signal, it is rather unsuitable for comparison. Excitation source information
is used in [Gandhi et al., 2006] to calculate a weighting function and to enhance a residual
signal obtained by LPC analysis with it. Interestingly, the authors also use a first noise
reduction stage, here spectral subtraction, to obtain a signal which is then further manip-
ulated. Finally, the enhanced signal is synthesized with the modified excitation signal and
contains less musical noise. Due to its nature as a postprocessor for the spectral subtraction
method and the fact that the enhanced signal is synthesized, which has to be done very
carefully in speech enhancement, it is also unsuitable for direct comparison. In [Simsekli
et al., 2014], the authors propose a novel approach for noise reduction, where the source-
filter model is used and the excitation and spectral envelope are modeled as non-negative
dynamic systems, as the authors would call it. Interestingly, the authors also make use
of a preliminary denoising stage to obtain a better suited signal for further processing.
However, it is a quite complex algorithm that makes use of a separate pitch estimation al-
gorithm [Talkin, 1995], which indicates that it might be inadequate for the use in telephony
applications.
2.2 Summary of Publications II, III, VI, and VII
In the following, we will briefly summarize Publications II, III, VI, and VII, which docu-
ment our progress in the field of excitation signal enhancement, which is the first thematic
complex of this thesis. The publication scheme is that a comprehensive journal publication
is followed by a condensed conference extract, which provides some additional analysis, vari-
ant or evaluation. The first two publications present a traditional signal processing-based
solution while the subsequent publications investigate the benefits of a neural network in
that context and also provide results of a subjective listening test. Please note that in the
temporal course two further Publications IV and V have been written in between, where
the enhancement of the spectral envelope is addressed. In that context some variants have
been proposed that use excitation and envelope enhancement jointly which will be men-
tioned in this chapter briefly. Those variants are explained in further detail later on in the
respective summaries in Section 3.2. We have decided for that order to provide a more




Publication II [Elshamy et al., 2017a] deals exclusively with the manipulation of the exci-
tation signal for instantaneous a priori SNR estimation in the context of a speech enhance-
ment system. We introduced a classical signal processing-based scheme in the cepstral
domain to reinforce the harmonic structure of the excitation signal. The so-called cepstral
excitation manipulation (CEM) is a method that is natively working for voiced and un-
voiced frames without requiring a dedicated algorithm for their discrimination. After a
preliminary noise reduction stage, which was motivated by the findings from Publication I
and subsequent LPC analysis to obtain the excitation signal, the properties of the cepstral
domain are exploited to synthesize an artificial idealized excitation signal which is very low
in complexity.
Two different methods are investigated, where the first synthesizes a pure cosine-like exci-
tation signal and the second uses a storage of pre-trained excitation templates to replace
most of the observed excitation signal with. In addition to that, speaker-dependent and
speaker-independent options are tested. All algorithms depend on a simple pitch estimation
which is also operating in the cepstral domain and the system has proven to be surprisingly
robust against estimation errors. The algorithms are enriched with a simple mechanism
that adds a more natural transient to the first and last harmonic’s rising and falling edge,
respectively. This is due to the fact that investigations have revealed that this is naturally
occuring within some of the pre-trained excitation templates, but not for all of them and
not for the synthesized cosine-like excitation signals. In Figure 2.1, one can see an example
of a stored excitation template in the upper panel, where the smooth transition of the first
and last harmonic can be seen. The lower panel depicts a synthesized excitation with ap-
plied start and end decay of the first and last harmonic, respectively, which nicely mimics
the natural course as seen in the upper panel. It is also to be seen how the synthesized har-
monics coincide nicely with the corresponding template’s harmonics. To our knowledge, the
system is quite robust and works well for unvoiced excitation signals, too. This is because
in an unvoiced excitation signal’s cepstrum, the pitch estimator will not identify a distinct
high-amplitude quefrency bin, but rather one that is low in amplitude and comparable to
the others. Consequently, the reinforcement, which is based on this identified quefrency
bin’s amplitude, is not likely to produce a prominent harmonic structure. The manipulated
excitation signal is mixed with the spectral envelope of the preliminary denoised signal,
i.e., the signal after the first noise reduction stage, to finally yield the numerator for an
instantaneous a priori SNR estimate. The instantaneous fashion yields a more responsive
estimator that is independent of previous frames as compared to the DD approach.
The approaches are evaluated in a comprehensive way by using four measures. To assess the
noise attenuation performance, the segmental NA as well as the delta SNR are evaluated.
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Figure 2.1: Upper panel: Example of a log-spectrum excitation template. Lower panel:
Example of an idealized synthetic excitation log-spectrum with applied start
and end decay.
For the speech component quality the segmental SSDR and the MOS-LQO are considered.
Two extensive tables depict the detailed results for several SNR conditions and four different
noise types, among them two non-stationary noises. The in total three proposed approaches
are evaluated against three baselines namely: the DD, HRNR, and CTS approaches. To
broaden the analysis, two different spectral WRs haven been used, MMSE-LSA and SG-
jMAP. The three proposed methods provide significantly higher delta SNR scores and
slightly higher segmental NA while maintaining comparable speech component quality. The
template-based approach obtained slightly better performance compared to the synthesized
alternative. However, going further and introducing speaker-dependent templates did not
yield any significant advantage. In total, we could introduce a very low-complex and simple
approach that outperformed several state-of-the-art approaches. Furthermore, a patent has
been granted in several countries for the CEM technique [Elshamy et al., 2017b, Elshamy
et al., 2019b, Elshamy et al., 2019a] and is likely to be found in some variant in a number
smartphones.
Publication III
Publication III [Elshamy et al., 2017c] is a distilled version of the corresponding jour-
nal Publication II. However, it presents a generic variant of the earlier proposed CEM
approaches, where the speaker-independent and template-based CEM method is not in-
troduced as stand-alone a priori SNR estimator but in the context of a two-stage speech
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Table 2.1: Results of Publication III showing the summarizing results of the figure of merit
for the compared approaches for six SNRs and four noise types. The best per-
forming approach is in boldface.
FoM





MMSE-LSA 0.86 0.92 0.97 1.02 1.05 0.98 0.97
SG-jMAP 0.90 0.95 1.01 1.06 1.09 1.02 1.01
HRNR 0.88 0.93 0.98 1.02 1.05 0.98 0.97
MMSE-LSA CEM 0.92 0.98 1.03 1.06 1.08 1.03 1.02




MMSE-LSA 0.90 0.95 0.97 0.99 1.00 0.97 0.96
SG-jMAP 0.92 0.96 0.99 1.01 1.01 0.98 0.98
HRNR 0.92 0.94 0.93 0.91 0.89 0.91 0.92
MMSE-LSA CEM 1.04 1.08 1.10 1.11 1.10 1.09 1.09






MMSE-LSA 0.78 0.89 0.98 1.04 1.09 0.98 0.96
SG-jMAP 0.80 0.91 0.99 1.06 1.10 1.00 0.98
HRNR 0.74 0.84 0.92 0.97 1.01 0.92 0.90
MMSE-LSA CEM 0.92 1.05 1.14 1.20 1.23 1.13 1.11




MMSE-LSA 0.74 0.89 1.01 1.09 1.16 1.02 0.98
SG-jMAP 0.74 0.90 1.02 1.11 1.18 1.03 0.99
HRNR 0.67 0.83 0.94 1.03 1.10 0.95 0.92
MMSE-LSA CEM 0.75 0.97 1.10 1.19 1.25 1.09 1.06





MMSE-LSA 0.82 0.91 0.98 1.04 1.07 0.99 0.97
SG-jMAP 0.84 0.93 1.00 1.06 1.10 1.01 0.99
HRNR 0.80 0.88 0.94 0.98 1.01 0.94 0.93
MMSE-LSA CEM 0.91 1.02 1.09 1.14 1.17 1.08 1.07
SG-jMAP CEM 0.88 0.99 1.07 1.12 1.15 1.06 1.05
enhancement system. It depicts a good way the algorithm would actually be used in prac-
tice. Even though it is not required to be used solely as stand-alone a priori SNR estimator,
it was perfectly reasonable to do so in Publication II for reasons of comparability. The two-
stage speech enhancement system is even less complex than the stand-alone estimator. It
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is also evaluated against a traditional system with the DD a priori SNR estimator and
also against the HRNR approach. The DD and CEM approaches are evaluated with the
MMSE-LSA and the SG-jMAP spectral WRs under the same four objective metrics as in
Publication II. Furthermore, as the interpretation and evaluation of the many measures for
six SNR conditions and four noise types might be cumbersome, we additionally introduced
a figure of merit (FoM) which combines the four measures to one single score to allow for an






















Here, the normalizing denominators represent the average of the respective measure over
all tested SNR conditions and noise types.
The final results of Publication III are shown in Table 2.1, where the best results are
in boldface type. It can be seen that the proposed CEM approach always outperforms
its respective baseline and thus represents the superior method under the FoM. The ap-
proach obtains significantly higher delta SNR and segmental NA, while maintaining a sim-
ilar speech component quality, when compared to the baselines and thus can be seen as
more balanced.
Publication VI
In Publication VI [Elshamy and Fingscheidt, 2019a], the originally published traditional
signal processing-based approach from Publication II is enhanced by introducing a deep
neural network (DNN) for CEM. The enhanced CEM approach is used in the same frame-
work for a priori SNR estimation as before. Several aspects of the training process for the
neural network are analyzed and optimized, among them we investigated effects of input
feature normalization, target normalization, different targets as well as various topologies
w.r.t. number of layers and nodes. As the DNN is supposed to enhance cepstral excitation
signals, the intuitive way is to also extract the training targets from clean speech signals.
Still, in order to reconstruct a perfect clean speech signal, this implicitly assumes that
the clean speech spectral envelope is available, which is not the case. An alternative is to
consider also the spectral envelope of the observed signal and trying to incorporate that
information into the DNN by using training targets that are obtained by using the LPC
coefficients of the actually observed signal. An oracle experiment has shown improved re-
sults for that kind of targets compared to using clean speech excitation signals as targets.
However, in a practical system the required statistics, i.e., mean and variance, of the better
suited targets would not be available. The statistics are required for the rescaling of the
DNN’s output and for this kind of targets it is only possible to obtain them in lab condi-
tions. This is a problem since we could also show that the normalization of the targets is
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Figure 2.2: Spectrograms of an enhanced microphone signal at 10 dB SNR with non-
stationary noise processed by DNN-based CEM without (left) and with
mean/variance normalization (right) of the targets.
a key to success as can be seen in Figure 2.2. Here, the left image depicts the spectrogram
of an enhanced signal by aid of a DNN-based CEM approach without target normalization
and the right image nicely shows the benefits of applied target normalization as the har-
monic structure is preserved much better and the spectrogram thus turns out to be much
richer.
The approach is evaluated against several a priori SNR estimator baselines and a modern
ideal ratio mask-based speech enhancement approach under various objective measures such
as the segmental NA, delta SNR to assess the NA performance and for the speech component
quality and intelligibility, MOS-LQO and STOI are evaluated, respectively.
Please note that the results cannot be directly compared to the results from Publication
II. Due to the investigation of speaker-dependent and speaker-independent excitation tem-
plates in Publication II a different database setup has been used. However, for valid training
and evaluation of DNNs three disjoint datasets are required for training, development, and
testing. Thus more data was required and the use of multiple databases for speech and
noise became necessary. However, the results for the CEM baseline on the new data have
been reported in Publication VI, too.
The new approach shows a strong improvement in terms of NA, while being able to compete
easily in terms of speech component quality and also intelligibility.
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Publication VII
Publication VII [Elshamy and Fingscheidt, 2019b] is a condensed version of the correspond-
ing journal Publication VI. The framework for a priori SNR estimation is used in the same
setting with a DNN-based solution for CEM. However, another variant is introduced, which
respects the inherent energy coefficient c0 from the observed excitation signal, instead of re-
placing it with the predicted value delivered by the DNN. This minor modification leads to
an improvement of the speech component quality and also slightly increases intelligibility at
the cost of less NA performance, still outperforming the traditional signal processing-based
CEM approach in both dimensions, i.e., an absolute overall improvement.
A major contribution of this paper is a semi-formal comparison category rating (CCR)
subjective listening test, which was able to verify the superiority of our proposed approach as
already shown by objective measures. The results report the comparison mean opinion score
(CMOS), which shows a significant preference of the listeners for our proposed approach
over the traditional DD a priori SNR estimation baseline. In total, 17 non-professional
subjects participated in the listening test, where two of the subjects always preferred the
noisy condition over the processed conditions. Here, we do not know if this was intention or
misunderstanding. For that reason we show two tables with results considering all the 17
subjects in Table 2.2 and results from only 15 subjects without the two potential outliers
in Table 2.3. All participating subjects were required to be native speakers w.r.t. the used
language for the samples of the listening test.
Please note that “→” indicates the serial concatenation of the spectral envelope enhance-
ment method called cepstral envelope enhancement (CEE) and excitation enhancement
(CEM-DNN/CEM-DNN-c0) in either order. This serial concatenation is explained in
more detail in Publications IV and V which are summarized in Section 3 due to the
thematic grouping in this thesis and the otherwise different chronological sequence of pub-
lication.
The results show that in either case with or without outliers, a strong significant preference
of our method CEE → CEM-DNN was reported for condition d) when tested against the
DD baseline. However, a further strong preference among the proposed variants could not
be reported. The variants where rated very similar among the subjects as can be seen for
conditions e) and f) where CEM-DNN-c0 denotes the aforementioned variant that does not
predict the energy coefficient. The significance results from the fact that the null hypothesis,
meaning that the respective approach is not preferred over the other (CMOS = 0), is not
included in the reported confidence interval.
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Table 2.2: CMOS results and 95% confidence intervals for the subjective listening test. The
preferred approach is in boldface.
Condition CMOS CI95
a) Noisy vs. DD 0.96 ± 0.16
b) Noisy vs. CEM-DNN 0.97 ± 0.22
c) Noisy vs. CEE → CEM-DNN 1.22 ± 0.20
d) DD vs. CEE → CEM-DNN 0.25 ± 0.17
e) CEM-DNN vs. CEE → CEM-DNN 0.12 ± 0.11
f) CEE → CEM-DNN-c0 vs. CEE → CEM-DNN 0.07 ± 0.13
Table 2.3: CMOS results and 95% confidence intervals for the subjective listening test with
two outlier subjects not considered. The preferred approach is in boldface.
Condition CMOS CI95
a) Noisy vs. DD 1.19 ± 0.16
b) Noisy vs. CEM-DNN 1.35 ± 0.19
c) Noisy vs. CEE → CEM-DNN 1.62 ± 0.16
d) DD vs. CEE → CEM-DNN 0.48 ± 0.16
e) CEM-DNN vs. CEE → CEM-DNN 0.15 ± 0.11
f) CEE → CEM-DNN-c0 vs. CEE → CEM-DNN 0.17 ± 0.14
2.3 Conclusion
We have proposed a generic method for the enhancement of excitation signals in the context
of an instantaneous a priori SNR estimator for speech enhancement. However, the method
is not restricted to that specific application and can theoretically be used for every other
algorithm that requires an a priori SNR estimate or deals with the enhancement of exci-
tation signals. The combination of using LPC analysis to obtain the source and the filter
together with the introduction of a cepstral processing scheme has not been investigated be-
fore and is a key to the success of the proposed CEM approaches. We have first introduced
a simple traditional signal processing-based solution, which has been developed further to
integrate a DNN into the enhancement process. For this we could show the importance
of input feature and target normalization for a successful application. The results show
improved preservation of harmonic structures and a richer spectrum compared to baseline
approaches. Due to the instantaneous estimation, there is no delay in the responsiveness of
the estimator as compared to the DD approach.
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The traditional signal processing-based CEM approach could achieve a delta SNR improve-
ment of more than 2 dB while maintaining a comparable speech component quality when
compared to the DD approach. The DNN-based CEM solution could contribute to an ab-
solute improvement of up to 1.5 dB segmental NA over traditional CEM and up to 3 dB
segmental NA over the DD approach without any significant degradation of the speech com-
ponent. Finally, the DNN-based CEM solution in concatenation with the spectral envelope
enhancement method CEE led to further improvement of up to 2 dB segmental NA over
traditional CEM and up to 3.5 dB segmental NA over the DD approach. Furthermore, a
semi-formal subjective CCR listening test has shown that the listeners prefer the proposed
DNN-based CEM in concatenation with the CEE approach over DD by 0.25 CMOS points
or even by 0.48 CMOS points when two outlier subjects are not considered. The CEM
technique has been filed as a patent in Europe, the United States, and China and as of
today, has already been granted in Europe and in the United States.
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3 Enhancing the Spectral Envelope
This chapter deals with the major contributions of this thesis in the field of spectral envelope
enhancement in the context of a priori SNR estimation for speech enhancement. We will
provide an overview over state-of-the-art approaches in the following section, focusing on
applications for noise reduction purposes, however several speech signal processing methods
work with the spectral envelope, also in different fields such as automatic speech recognition
(ASR) or artificial bandwidth extension (ABE), which partly has inspired this work as
well. Our advances in the field of spectral envelope enhancement for noise reduction are
reported in Section 3.2, where traditional models and also modern DNN-based solutions are
evaluated. Finally, the most important results and findings are summed up in a conclusion
in Section 3.3.
3.1 State of the Art
Several approaches address various speech enhancement problems by enhancing the spectral
envelope. For example, in [Srinivasan and Samuelsson, 2003, Srinivasan et al., 2006, Srini-
vasan et al., 2007] the authors propose a noise reduction algorithm based on two codebooks
with spectral envelope prototypes for speech and noise. The correct envelopes or codebook
entries are inferred by finding a combination of prototypes and gain factors that matches
the observation. The codebook entries are then used in a WF together with their respective
gain factors to retrieve the enhanced speech signal. The approach has been brought to the
cepstral domain in [Rosenkranz, 2010]. However, using only spectral envelopes prevents
modeling of the fine structure that is representing the excitation signal, which is a major
drawback. As already stated in Section 2.1, the approach in [Simsekli et al., 2014] is also
using the source-filter model and therein the spectral envelope is modeled as non-negative
dynamic system, as the authors would call it. However, for the above-mentioned reason it
seems unsuitable for telephony applications. A first approach, that utilizes a hidden Markov
model (HMM), was proposed in [Ephraim, 1992] and was developed further in [Zhao and
Kleijn, 2007]. However, both use a low order model to represent speech and noise as autore-
gressive processes which suggests that they suffer from the same problem of being incapable
of modeling the fine structure.
HMMs are also used for ASR [Furui, 2000] and ABE [Jax and Vary, 2007]. They are
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frequently used to find a mapping of an observation and the corresponding hidden state,
which is responsible for the observation. Using GMMs as a backend was commonly done
until DNNs came into play. Hinton et al. introduced DNNs as novel backend for HMMs for
ASR with great success in [Hinton et al., 2012]. A similar development has been observed
for ABE, where in [Abel et al., 2016, Abel and Fingscheidt, 2017, Abel and Fingscheidt,
2018] the transition from HMM with GMM backend over HMM with DNN backend to
finally DNN-only solutions is nicely depicted.
The most relevant prior art in the specific field of spectral envelope enhancement for a priori
SNR estimation is also the CTS approach [Breithaupt et al., 2008]. It addresses envelope
and excitation signal separately with specific smoothing factors in the cepstral domain
and uses the results directly for a priori SNR estimation. However, the lack of a specific
model with constraints as enforced by LPC analysis leaves room for improvement. We
could show already in Publication II, that we are able to outperform the CTS approach by
only addressing and manipulating the excitation signal explicitly. This rendered a further
comparison against CTS needless and allowed us to use our own approach as a baseline
together with the DD approach as an anchor. Most naturally, this led to the investigation
of a scheme combining our separate enhancement methods of excitation and envelope.
3.2 Summary of Publications IV and V
The following summaries of Publications IV and V will document our progress in the field
of envelope enhancement. Analogous to Section 2.2, a comprehensive journal publication is
followed by a shorter conference publication that provides further insight. Both represent
the second thematic complex, however, they are chronologically located between Publica-
tions III and VI, when considering the development process of the entire system.
Publication IV
In Publication IV [Elshamy et al., 2018b], we investigate various methods for the enhance-
ment of spectral envelopes in the cepstral domain, dubbed cepstral envelope enhancement
(CEE), for a priori SNR estimation in the context of speech enhancement. Based on noisy
observations, we investigate the ability of an HMM driven by GMMs as acoustic model to
infer the corresponding clean spectral envelope. The GMM-based system is subsequently
enhanced with DNNs, which replace the former acoustic model as it has been done before
in various other contexts and shown great improvement. Consequently, the codebook-based
backend of the HMMs is used with either MMSE or MAP estimation to obtain the final
estimate, where MMSE clearly performs better. This is likely due to its ability to use
the whole codebook space instead of a single entry. The system is then evolved to a solely
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DNN-based solution either for classification in combination with the codebook or regression,
which then directly estimates the envelope representation in the cepstral domain. Several
parameters for the DNN training have been optimized such as the number of layers and
nodes or the type of activation functions. Due to the data requirements for the training
process we had to use multiple speech and noise databases. Furthermore, observing a dif-
ferent distribution of speech-active and speech-inactive segments across the databases, it
was necessary to conduct an investigation that discriminates between those two classes to
get the full picture of the performance on the more important speech active frames.
In addition to that, advances towards a system that uses excitation and envelope enhance-
ment jointly were made to tap the full potential of both schemes. Therefore, either a serial
or a parallel structure of CEM and CEE is used where the serial concatenation of first
applying CEE followed by CEM has proven to deliver best results. The results have been
evaluated using the segmental NA and the delta SNR to assess the noise attenuation perfor-
mance, and MOS-LQO and STOI to assess the speech component quality and intelligibility,
respectively. Final independent results are reported on a test set with four unseen noise
types containing stationary and non-stationary noises.
The systems are benchmarked against the traditional DD a priori SNR estimator, the
former introduced CEM approach from Publication II, and a modern ideal ratio mask-
based approach. The performance of the proposed stand-alone CEE approach is already
quite convincing, however, in serial concatenation with CEM the performance could be
further improved by increasing the noise attenuation performance while preserving speech
component quality and speech intelligibility on a comparable level. It is recommended to
use a serial scheme employing CEE first and CEM second.
Publication V
Publication V [Elshamy et al., 2018a] is the distilled conference contribution of the corre-
sponding journal Publication IV. It picks up some of the results from Publication IV and
extends the evaluation by using two additional spectral WRs, namely the WF and also the
SG-jMAP. This provides a larger picture of the performance especially in a speech enhance-
ment context. Due to space limitations the evaluation has been restricted to delta SNR and
segmental SSDR. The performance of the proposed approaches compared to the baselines
can be seen in Figure 3.1. The results support the recommendation of using a serial con-
catenation of CEE followed by CEM and also show that for each spectral WR the results
are improved, which indicates indirectly that the a priori SNR is actually improved.
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Figure 3.1: Main results of Publication V showing the evaluation of SSDRseg and ∆SNR for
the a priori SNR estimators under test in non-stationary and unseen noises,
together with three different spectral weighting rules. Each marker represents





We have investigated various approaches in the cepstral domain for the enhancement of
spectral envelopes for a priori SNR estimation in the context of a noise reduction algo-
rithm. We do not want to restrict the application to that specific use case; however, further
applications would have to be investigated. Based on the findings in Section 2.2, we con-
tinued to use LPC analysis to separate a preliminary denoised signal into the excitation
signal and the spectral envelope. The latter is then used for the proposed CEE methods
to estimate a clean spectral envelope by means of an HMM, first driven by GMMs and
later on by a DNN. We investigated MAP and MMSE estimation, which has shown that
MMSE is the superior method. Subsequently, the whole HMM was replaced by a DNN.
The superiority of a classification DNN together with a codebook could be shown in several
experiments, also for non-stationary and unseen noises. A key finding of this work was the
successful serial combination of CEE and CEM. This allows a joint enhancement of excita-
tion and envelope which resulted in an improved NA performance by 0.5 dB over the earlier
proposed CEM approach and even by 2 dB over the traditional DD approach, while the
speech component quality and intelligibility remains quite comparable. We could also show
a consistent improvement for three spectral WRs which indicates an actual improvement
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Abstract
In this contribution we propose an a priori signal-to-noise ratio
(SNR) estimator based on a probabilistic speech model. Since
the a priori SNR is an important means for speech enhance-
ment algorithms, such as weighting rule calculation for noise
reduction or speech presence probability computation, its dili-
gent estimation is of wide interest. As a basis for this estimator
a Gaussian mixture model (GMM) is trained on clean speech
amplitudes and by finding the maximum likelihood (ML) clean
speech estimate of the corresponding observed frame the a
priori SNR can easily be calculated. Additionally, an itera-
tive scheme is applied to consequently enhance the estimate
by repetitively evaluating the GMM. This technique allows to
accomplish noise reduction free of musical tones even in non-
stationary noise environments and exceeds the quality of the
classical decision-directed (DD) approach for typical spectral
weighting rules.
Index Terms: speech enhancement, a priori SNR estimation
1. Introduction
The estimation of the a priori SNR has been subject to a number
of publications in the past, e.g., [1, 2, 3, 4, 5]. It is an important
entity for most speech enhancement applications such as spec-
tral weighting rules for noise reduction algorithms [1, 2, 6, 7],
means of speech presence probability estimation [8], and voice
activity detection [9], for example. Since most of the weighting
rules are functions of the a priori SNR and a posteriori SNR,
with the a priori SNR having the stronger impact, it is impor-
tant to have a good a priori SNR estimate at hand. The quality
of the estimator influences the amount of introduced musical
tones, speech distortion, and the degree of achieved noise sup-
pression.
The most common and famous way is the DD approach by
Ephraim and Malah [1] where a weighted sum of two compo-
nents yields the desired estimate. Both components are repre-
senting a priori SNR-like entities where the first depends on
previous estimates and the other on the current observation.
Since the weights add up to one and the weight for the first
component is mostly close to unity, the a priori SNR estimate
is strongly influenced by the previous frame. As a consequence
the DD approach deteriorates once sudden changes of the in-
stantaneous a priori SNR occur [10, 11].
Martin et al. [3] propose a smoothing algorithm in the cep-
stral domain where the cepstrum of the ML a priori SNR is
smoothed with an adaptive frequency bin-dependent smoothing
factor which is adjusted depending on where the spectral en-
velope and the excitation is expected. Therefore the algorithm
is relying on a fundamental frequency estimator. The authors
are able to show that cepstral smoothing is superior to temporal
smoothing since the cepstrum offers better abilities to individ-
ually smooth coefficients related to noise (stronger smoothing
applied) and coefficients representing speech (weaker smooth-
ing applied), and thus maintaining a better speech component
while achieving high noise attenuation simultaneously.
Two data-driven approaches are introduced by Fingscheidt
et al. [4] in 2011 where one utilizes two neural networks in or-
der to estimate the a priori SNR on behalf of the two smooth-
ing components of the DD approach. One network is trained
under the hypothesis of speech presence and the other under
speech absence. The outputs of the neural networks are finally
smoothed with a smoothing factor based on an internal speech
absence probability yielding the final a priori SNR estimate.
Our proposed approach is a continuation of the work of
Mowlaee et al. [12] which can be interpreted as a noise re-
duction algorithm that we modify to provide an a priori SNR
estimate. Our algorithm is designed as a two-step procedure
where the first stage is a classical noise reduction composed of
a noise power estimator, e.g., [13, 14, 15], an a priori SNR esti-
mator, e.g., [1, 3], and finally one of the spectral weighting rules
as already mentioned. Throughout the paper this preprocessing
stage is denoted as preliminary noise reduction. As a second
stage the ML clean speech amplitude estimate is selected by
evaluating the preliminary enhanced signal with the appropriate
metric against a GMM which has been trained on clean speech
amplitudes. While Mowlaee et al. [12] directly deduce a simple
spectral subtraction-related weighting rule from the ML clean
speech estimate, we utilize the GMM for sole a priori SNR es-
timation and thus are independent from the employed weight-
ing rule: We are able to use any a priori SNR-driven weighting
rule to retrieve the clean speech estimate from the microphone
signal. As an important improvement we introduce an itera-
tive scheme where the GMM is repeatedly evaluated in order to
retrieve a better ML clean speech amplitude for subsequent a
priori SNR estimation.
The remainder of the publication is structured as follows:
In Sec. 2 we introduce mathematical notations and briefly re-
visit the approach of Mowlaee et al. as we understand it. Along
comes our generalized derivation of the a priori SNR by the
GMM and the new iterative scheme. Next in Sec. 3 an evalua-
tion of the a priori SNR estimator in combination with different
spectral weighting rules is presented, and finally we draw our
conclusions in Sec. 4.
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2. Proposed A Priori SNR Estimation
Since our approach is derived from a paper describing a noise
reduction we embed our contribution in a speech enhancement
context as well. For completeness and better understanding we
sketch the whole procedure of Mowlaee et al. in a slightly dif-
ferent manner. Note that the final spectral gain calculation and
application can be omitted once we will use it for sole a priori
SNR estimation.
2.1. Notations and Assumptions
We assume an additive noise model which can be expressed
in the time domain by y(n) = s(n) + d(n), with y(n) being
the microphone noisy speech signal, s(n) the clean speech, and
d(n) the additive noise, while n denotes the discrete-time sam-
ple index. Applying the discrete Fourier transform (DFT) we
obtain Y`(k) = S`(k) + D`(k), with frame index ` and fre-
quency bin index k with 0 ≤ k ≤ K−1. Additionally, we
understand that the noise signal d(n) can be split up into a sta-
tionary (ST) and a non-stationary (NST) component. Thus we
define the noise signal as
d(n) = dNST(n) + dST(n)
y(n)− s(n) = dNST(n) + dST(n),
(1)
leading to the frequency domain representation
Y`(k)−S`(k)=D`(k)=DNST` (k)+DST` (k). (2)
Assuming statistical independence of speech and noise, as well
as of the stationary and the non-stationary noise components,
respectively, we obtain the power spectrum representation
|Y`(k)|2−σ2S(`, k)=σ2D(`, k)=σNSTD (`, k)2+σSTD (`, k)2, (3)
where the variance of the microphone signal has been replaced
by its instantaneous estimate σ2Y (`, k) = |Y`(k)|2.
2.2. Model-Based Noise Reduction after Mowlaee
In the following we sketch the model-based speech enhance-
ment approach of Mowlaee et al. [12] as we will partially adopt
his algorithm.
A preliminary enhanced speech signal is obtained by em-
ploying a conventional noise reduction, here by means of the
noise power estimator presented in [15], a priori SNR estima-
tion by the DD approach from [1], and the minimum mean-
square error log-spectral amplitude estimator (MMSE-LSA)
[2]. Thus we can define the preliminary enhanced speech signal
by
Ȳ`(k) = Y`(k) · Ḡ`(k), (4)
where Ḡ`(k) represents the MMSE-LSA spectral gains [2],











. Since some en-
tities are not available as such, we need to rely on estimated
quantities, whereby ξ̂`(k) is provided by the DD a priori SNR
estimator [1] and σ̂STD (`, k)
2 is the estimated noise power by
[15]. Please note that the utilized noise power estimate is not
perfectly capable of comprising the total noise power and thus
a residual non-stationary noise component σNSTD (`, k)
2 still re-
quires attention. Moreover the estimate of [15] is taken as
σ̂STD (`, k)
2 even though it is supposed to cover non-stationary
noise as well at least to some extent.
As a next step a binary mask is applied to the pre-enhanced
signal in order to identify bins which contain active speech,
yielding















cm · N (X;µm,Σm) (7)
withM distinct modes, each representing a normal distribution
N (X;µm,Σm) with mean vector











and mixture weight cm following the constraint
∑M
m=1 cm=1.
Operator (·)T denotes the transpose.
In a training step, the vector X represents
clean speech DFT amplitudes according to X =
(|S`(0)|, |S`(1)|, . . . , |S`(K−1)|)T . The GMM is trained
by performing ten iterations with enforced main-diagonal
covariance matrices of the expectation-maximization (EM)
algorithm [16] on clean speech amplitudes.
The next step of the baseline approach under consideration
is applying the pre-enhanced masked amplitudes (5)
X =(|Ȳ ′` (0)|, |Ȳ ′` (1)|, . . . , |Ȳ ′` (K−1)|)T =X̄′` (10)
to each of the weighted modes in the GMM (7) and searching
for the maximum likelihood (ML) clean speech amplitude esti-
mate
X̂ML` = (|ŜML` (0)|, |ŜML` (1)|, . . . , |ŜML` (K−1)|)T = µm∗ ,
(11)
which is the mean vector of the Gaussian mode with index
m∗ = argmax
m















Now the standard deviation σ̂NSTD (`, k) of the non-stationary
noise power is estimated by a simple spectral power subtraction
approach motivated by (3) and as presented in [12], where a
Wiener filter-like solution is proposed to obtain the noise power
estimate from the microphone signal Y`(k) by












2 . The final spectral gain is calculated on behalf of the
maximum likelihood clean speech amplitude estimate (11), the
stationary, and the non-stationary noise power estimates. The
































Figure 1: Block diagram of the proposed iterative model-based
a priori SNR estimator.
obtained by















where Gmin denotes a typical gain floor of -15 dB.
2.3. New Model-Based A Priori SNR Estimation
In (16) the model-based clean speech amplitude estimate is used
to form a specific gain function. However, considering the ex-
isting algorithm pipeline, it is easy to see that one can influence
a key factor: the a priori SNR. The a priori SNR, is not only
important for noise reduction applications but also for speech
processing in general. Instead of computing a particular weight-
ing rule directly as done in (16) the sole a priori SNR widens
the scope of application in speech enhancement, e.g., for speech
presence detection. The block diagram of our proposed archi-
tecture is depicted in Fig. 1.
We introduce the new estimate for the a priori SNR based












Next, we consider the application of the gain function in (15)












, if ξ̂ML` (k) > 1
Gmin , otherwise
. (19)
Please note that in the derivation of (19) from (16) we disregard
the max operation in the denominator of (16) for the moment
and simply use σ̂STD (`, k)
2 instead.
Having defined ξ̂ML` (k) and γ̂`(k) as in (17) and (18), re-
spectively, we are now able to substitute the gain function
G`(k) by any given weighting rule that depends on ξ̂ML` (k)
and/or γ̂`(k), e.g., by the MMSE-LSA [2].
2.4. New Iterative Approach
Our iterative approach is based on the observation that the repet-
itive application of G`,i(k) to the preliminary enhanced signal
Ȳ`(k) yields a more suitable signal w.r.t. a priori SNR estima-
tion. This does not necessarily imply that the obtained interme-
diate clean speech estimates improve w.r.t. speech quality.
First, we define the iterative clean speech amplitude esti-
mate based on (11) by introducing the iteration index i, yielding
X̂ML`,i = (|ŜML`,i (0)|, |ŜML`,i (1)|, . . . , |ŜML`,i (K−1)|)T = µm∗i
(20)



















for i = 1, ..., I , where I denotes the maximum number of per-
formed iterations. We initialize Ŝ`,0(k) = Ȳ ′` (k) and define an
update rule for the estimated frequency-domain clean speech
signal as follows
Ŝ`,i(k) = Ȳ`(k) ·G`,i(k) (22)
with G`,i(k) being the MMSE-LSA spectral weighting rule [2]






and the fixed a posteriori SNR.
γ̂`,i(k) = γ̂`(k). (24)
Since the iterative weighting rule is applied to the same signal
Ȳ`(k) each time (22), we define a convergence criterion being
that the same mode from the GMM is consecutively chosen:
m∗i
!
= m∗i−1 or a maximum amount of iterations reached. This
implies that the gain functionG`,i(k) does not change once the
same amplitude mean has been selected by (21).
3. Experimental Results
3.1. Experimental Setup
Our framing throughout the whole training and testing process
is the following: We operate at a sample rate of 8 kHz with
a frame size of 256 samples and a frame shift of 64 samples.
The employed window for analysis and synthesis is a periodic
square root Hann window. Since the core of the approach is a
GMM trained on clean speech amplitudes we need a significant
amount of speech data. We chose the GRID corpus [17], down-
sampled to 8 kHz and divided it into a test set containing speak-
ers 2, 4, 6, 7, and a training set comprising the remainder of the
speakers. Thus we have two male and two female speakers in
our test set and our test results are averaged over 100 sentences
per speaker, i.e., 400 total. Since the files are alphabetically
sorted and follow a certain grammar we designate every 10th
file of every speaker to be in the test set in order to achieve
some variance. The training of a speaker-independent GMM
is based on the remaining 30 speakers and 50 files per speaker
amounting to a total of 1500 files. Next we extract the clean
https://doi.org/10.24355/dbbs.084-202102121510-0
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Figure 2: Comparing the new a priori SNR estimator (MB) to
the DD approach in combination with three different weighting
rules by means of segmental NA and PESQ MOS of the speech
component.
speech amplitudes of the training pool by employing a simple
3-state voice activity detection as proposed in [18], please note
that we do not perform any normalization on the source files.
Subsequently the EM algorithm is employed with forced main-
diagonal covariance matrices, a maximum of 100 iterations, and
the desired order of M = 512. Hence the computed GMM
contains 512 modes representing clean speech amplitudes, each
being a vector with dimension corresponding to the DFT size
K = 256.
For the simulation we make use of the ETSI background
noise database [19], downsampled to 8 kHz, and employ the left
channel noise files recorded in a full-size car driving at 80 km/h,
in a call center, and at crossroads. Subsequently we measure the
active speech level [20], adjust the level of the noise accordingly
to obtain the desired SNR ranging from−5 dB to 15 dB in 5 dB
steps, and superimpose speech and noise.
Evaluation is performed by employing a standard noise re-
duction using minimum statistics (MS) [14] as noise power
estimator adjusted with a fixed overestimation factor for each
weighting rule such that a comparable PESQ score is met at
−5 dB SNR. We apply the new and the DD a priori SNR esti-
mator, and three different weighting rules, namely MMSE-LSA
[2], theWiener filter (WF) [7], and Lotter’s super-Gaussian joint
maximum a posteriori (SG-jMAP) estimator [6]. The reference
algorithms are operated with the optimal parameters1 as pro-
posed in [21]. Our setup of the preliminary noise reduction of
the iterative a priori SNR estimator as described in Sec. 2.2
is as follows: The noise power is estimated by employing the
(MS) algorithm, the smoothing factor for the DD a priori SNR
estimation is set to βDD = 0.985, and the minimum for the a
priori SNR is ξmin = −15 dB as is the gain floor Gmin for the
MMSE-LSA weighting rule.
As we assume a linear model in Sec. 2.1 the components of
the noisy signal can be separately processed by applying the re-
spective gain function G`(k) to the individual signals s(n) and
d(n) in the frequency domain. This so-called white-box ap-
1Parameters for the different weighting rules as applied for the eval-
uation:
MMSE-LSA: βDD = 0.975, ξmin = −15 dB
WF: βDD = 0.990, ξmin = −14 dB
SG-jMAP: βDD = 0.993, ξmin = −14 dB.
proach [22] yields the filtered clean speech s̃(n) and the filtered
noise d̃(n), respectively.
For measures of quality we are taking into account the seg-
mental noise attenuation (NA) computed as [23]
















2(ν + `N + δ)
,
where ` defines a segment of length N = 256, δ is compensat-
ing the sample delay of the filtered signals, and 1|L| is a normal-
ization factor since |L| represents the cardinality of set L, con-
taining all frames. Besides, we employ the PESQ MOS-LQO
score [24] to evaluate the quality of the filtered clean speech
component s̃(n), not of the total enhanced speech ŝ(n).
3.2. Experimental Evaluation
Fig. 2 shows the results of our simulations averaged for the three
different noise environments. We plot the PESQ MOS scores
over the segmental NA. Every marker denotes a different SNR
condition, starting with 15 dB at the top to −5 dB at the bot-
tom in steps of 5 dB. The dashed lines represent the reference a
priori SNR estimator (DD) while the solid ones depict the pro-
posed approach. Each a priori SNR estimator is evaluated in
combination with the different weighting rules, MMSE-LSA,
SG-jMAP, and WF, which are distinguished by the different
markers. In general, the further to the top and to the right a
curve is located in the plot, the lower the speech distortion and
the amount of perceived residual noise in the enhanced speech
signal. As we tuned all the different setups to achieve a similar
PESQ score at −5 dB to facilitate a fair comparison, the curves
only differ in the achieved level of NA while the quality of the
speech component remains similar in terms of PESQ scores.
The figure shows that the proposed a priori SNR estima-
tor allows to achieve a much higher segmental NA while main-
taining comparable speech distortion (speech component PESQ
scores). Especially in low SNR conditions the new approach
outperforms the DD estimation by up to more than 4 dB seg-
mental NA. Interestingly the model-based estimation leads to a
far stronger decrease of segmental NA in higher SNR conditions
but still exceeds the reference algorithms in all three cases. It
is also observable that the performance of the different weight-
ing rules seems to be less varying with the new approach since
the curves show very similar behavior and exhibit less variance
in the results when compared to the reference approach. In-
formal listening tests have also shown that when musical tones
are present in an enhanced file processed with the DD estimator
they vanish when alternative a priori SNR estimation is applied
independent of the utilized weighting rule.
4. Conclusion
In this contribution we presented a new a priori SNR esti-
mator based on a GMM providing a ML clean speech am-
plitude estimate. We have evaluated our approach against
Ephraim/Mahla’s DD estimator as reference, three different
weighting rules, and three different noise environments on the
GRID corpus. Our experiments have shown that the proposed
estimator outperforms the DD approach, not only, but especially
in low SNR conditions in terms of segmental NA while main-
taining a comparable quality of the speech component.
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Instantaneous A Priori SNR Estimation by Cepstral
Excitation Manipulation
Samy Elshamy, Nilesh Madhu, Wouter Tirry, and Tim Fingscheidt, Senior Member, IEEE
Abstract—As the a priori signal-to-noise ratio (SNR) contains
crucial information about a signal’s mixture of speech and noise,
its estimation is subject to steady research. In this paper, we in-
troduce a novel a priori SNR estimator based on synthesizing an
idealized excitation signal in the cepstral domain. Our approach
utilizes a source-filter decomposition in combinationwith a cepstral
excitationmanipulation in order to recreate an idealized excitation,
which is subsequently shaped by an immanent envelope. In con-
trast to the well-known decision-directed approach by Ephraim
and Malah, an instantaneous estimate is obtained, which is less
prone to sudden acoustic environmental changes andmusical noise.
Additionally, the proposed estimator is able to preserve weak har-
monic structures resulting in a spectrum that is more full-bodied.
We present both a speaker-independent and a speaker-dependent
variant of the new a priori SNR estimator, both showing more
than 2 dBΔSNR improvement versus state of the art, without any
significant increase in speech distortion.
Index Terms—A priori SNR, speech enhancement.
I. INTRODUCTION
A priori SNR estimation has long been an important topicin speech enhancement. Having only a single mixture at
hand most likely impedes enhancement tasks since no knowl-
edge about the individual components of the observed mixture
is available. Consequently, the need to estimate an a priori SNR
arises and has been subject to research in several publications
[1]–[7]. Algorithms such as voice activity detection [8], speech
presence probability estimation [9] and, most importantly, spec-
tral weighting rules for noise reduction algorithms [1], [2], [10],
[11] take great profit from reliable a priori SNR estimates.
The decision-directed (DD) approach to estimate the a pri-
ori SNR by Ephraim and Malah [1] has been published along
with a spectral amplitude estimator for noise reduction and is
basically a weighted sum of two components. The first compo-
nent is depicting the ratio of the previous frame’s squared clean
speech amplitude estimate and the provided noise power esti-
mate also taken from the previous frame. The second component
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is an instantaneous estimate derived from the current frame’s a
posteriori SNR. The weights of both components sum up to
unity and as proposed in [1] the weight for the first compo-
nent is chosen close to unity. The approach has been thoroughly
analyzed in [12] and [13], where the analysis of Cappé [12]
has shown, that the DD a priori SNR estimate follows the a
posteriori SNR1 with a delay of one frame.
Cohen proposed a non-causal estimator which buffers a few
frames and thus is capable of differentiating between onsets of
speech and bursts of noise allowing less musical tones and dis-
tortion of transient speech regions [3]. The approach is also less
sensitive to changes in the underlying speech model compared
to the DD technique. In practice all this comes at the price of
some frames of delay.
Breithaupt et al. proposed an estimator [5] which employs a
quefrency-selective smoothing of a maximum likelihood (ML)
speech power spectral density derived from the a posteriori
SNR and the noise power estimate. In the cepstral domain the
coefficients corresponding to the excitation and the envelope are
smoothed differently. As a result they obtain an a priori SNR
estimate that yields better results in a noise suppression frame-
work than the one in [1] w.r.t. spectral distortion and musical
tones, especially in non-stationary environments. However, the
clean excitation is not directly modeled, still leaving potential
for improvement.
A data-driven approach based on the DD formula has been
published in [6]. The two components of the weighted sum
are both input to two different neural networks, discriminating
speech active and inactive frames, with the ideal a priori SNR
as a target during the training process. In a practical system
both networks are evaluated and a linear combination of the
provided outputs yields the final a priori SNR estimate. The
authors are able to show a reduction of speech distortion during
speech onsets while maintaining a high noise attenuation during
speech pause. As the training process requires noise signals the
approach is not entirely independent of the noise type.
Our latest work [7] shows that a simple Gaussian mixture
model (GMM), representing clean speech spectral amplitudes,
is able to provide a ML clean speech amplitude estimate when
preliminary denoising is applied to the observation and subse-
quently the GMM is evaluated. The provided estimate is then
used as numerator for an intermediate a priori SNR estima-
1Please note that the term “a posteriori SNR” in [12] differs from its use in
mainstream literature as introduced in [1].
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tion and continuously improved by repeated filtering and re-
estimation.
Motivated by Cappé’s observation, Plapous et al. propose
a so-called two-step noise reduction (TSNR) technique [14]
which is able to compensate for the one-frame delay. It is used
as a preliminary noise reduction for their harmonic regeneration
noise reduction (HRNR) introduced in [4]. TheHRNR approach
employs an improved a priori SNR estimator which applies a
non-linear function to an enhanced time-domain signal in order
to restore lost harmonics in the spectrum. The enhanced signal
is subsequently mixed with the preliminary denoised signal,
according to the calculated gains of the TSNR, and then used
as numerator for the a priori SNR estimate. The applied non-
linearity produces an unnatural harmonic and leads to audible
artifacts in certain low-frequency noise types.
A recent analysis [15] deals with the over- and underestima-
tion of estimated a priori SNR. The authors propose to use a
correction term based on an empirically obtained distribution of
the true bias in dependency of the a priori and a posterioriSNRs.
The distribution is then subject to a vector quantizer which is
later on used to estimate the bias on real data to compensate for
the aberration. They show how to improve the DD and also the
TSNR approach and additionally state that the proposed method
could be used together with any spectral weighting rule.
In this paper we introduce a novel approach that consequently
exploits the a priori knowledge that comes along with a model-
based approach, while staying fully independent of noise types.
The proposedmethod for instantaneous a prioriSNRestimation
without the need for lookahead is based on the source-filter
model representing human speech production and also embraces
the convenience a cepstral representation offers in terms of pitch
estimation and cosine synthesis.
Furthermore, we also address a problem known to occur with
approaches that model solely the spectral shape as they typically
lack the fine structure of the speech spectrum and thus are not
able to suppress noise between the harmonics [16].
In a first stagewe employ a preliminary noise reduction driven
by a noise power estimator such as [17]–[19], suitable state-of-
the-art a priori SNR estimation [1], [5]–[7], and a weighting
rule of choice, e.g., [1], [2], [10], [11]. In a second stage we
utilize linear predictive coding (LPC) analysis to decompose
the preliminary denoised signal into its spectral envelope and
excitation followed by a transformation of the excitation signal
to the cepstral domain. Subsequently, we detect the pitch, and,
as a core of our approach, we synthesize an idealized excita-
tionwhich is shaped by the spectral envelope of the preliminary
denoised signal. The resulting spectrum is finally used as clean
speech amplitude estimate for an instantaneous a priori SNR
numerator. We then extend our approach to using two variants
of excitation manipulation (synthetic and template-based) and
show improvement of the template-based over the purely syn-
thetically created excitation. Finally, we investigate the potential
of a speaker-dependent (vs. a speaker-independent) setup of our
estimator.
The structure of this paper is as follows: In Section II we
introduce our mathematical notations and some baseline esti-
mators, which serve as reference in the evaluation. Next, we
present our cepstral processing methodology in Section III fol-
lowed by the two proposedmanipulation schemes in Section IV.
In Section V we present the experimental results and discussion
separately, and conclude the paper in Section VI.
II. NOTATIONS AND BASELINES
We assume an additive model for the microphone signal y(n)
in the time domain as
y(n) = s(n) + d(n), (1)
with s(n) being the clean speech signal we are interested in, and
d(n) being the noise signal we aim to suppress. The discrete-
time sample index is n. The corresponding frequency-domain
representation by applying the discrete Fourier transform (DFT)
is
Y(k) = S(k) +D(k), (2)
with frame index  and frequency bin index k being restricted
by the DFT size K to 0 ≤ k ≤ K − 1. Furthermore, as most
approaches do, we assume that the speech and noise signals are
zero-mean and statistically independent of one another.
A. Noise Power Estimation
An estimate of the noise power, which is denoted by σ̂D (k)
2 ,
is required for noise reduction and can be obtained by several
algorithms which have been published in the past. Among those
is the minimum statistics (MS) approach [17], which is a com-
monly utilized estimator with good performance in stationary
and non-stationary environments. Besides, there are further es-
timators such as the minima-controlled estimator proposed in
[18], or estimators based on the minimum mean-square error
(MMSE), e.g., [20].
B. Spectral Weighting Rules
The desired clean speech spectral estimate is generally ob-
tained by applying a real-valued gain function, also referred
to as spectral weighting rule G(k), to the observed signal as
follows
Ŝ(k) = Y(k) ·G(k). (3)
Thereby, the noisy phase is usually maintained as motivated in
[1], [21], [22], although some more recent publications support
phase-aware speech enhancement [23]–[25]. As the potential of
amplitude-based speech enhancement seems not yet exhausted,
we feel comfortable to focus on these in the following.
Amongst the most famous weighting rules utilized to calcu-
late gain functionsG(k), we find the well-known Wiener filter
(WF) [10], the MMSE short-time spectral amplitude estimator
(MMSE-STSA) [1], the MMSE log-spectral amplitude estima-
tor (MMSE-LSA) [2], and the super-Gaussian joint maximum a
posteriori (SG-jMAP) estimator [11]. The aforementioned var-
ious frequency bin-selective gain functions G(k) are mostly
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allowing us to compute G(k) as:
G(k) = f (ξ(k), γ(k)) . (6)
Since both entities require quantities that are not available in
practice they need to be estimated (or at least components of
them). We denote estimated entities with a hat (̂·) as accent.
C. A Priori SNR Estimation
In this section we briefly sketch three baseline approaches
which will later serve to compare our approach against.
1) Decision-Directed (DD): The historic breakthrough to
estimate the a priori SNR is the already mentioned DD ap-
proach by Ephraim andMalah [1]. In summary, the DD formula
narrows down to
ξ̂DD (k) =






with βDD and (1− βDD) being the weights of both components
as mentioned in the introduction. Subsequently, as proposed in
[12], the a priori SNR estimate is lower-bounded to a certain
ξmin to avoid musical tones.
2) Selective Cepstro-Temporal Smoothing (CTS): This
method, proposed by Breithaupt et al. [5], is utilizing prop-
erties of the cepstral representation to obtain a more precise a
priori SNR estimate. The core of this approach is an adaptive,
first-order recursive smoothing of the cepstrum of the ML clean
speech estimate cŜ
M L
 (m) according to
c̄Ŝ (m) = α(m) · c̄Ŝ−1(m) + (1− α(m)) · cŜ
M L
 (m), (8)
where c̄Ŝ (m) is the smoothed version of the cepstrum and
m ∈ M = {0, 1, . . . ,K − 1} is the cepstral bin index. The cep-























TheML a priori SNR floor ξMLmin > 0 is a small number yielding
numerical stability, while
ξML (k) = γ(k)− 1, (11)
as shown in [5]. Parameter α(m) is not only time-variant,
but also quefrency-selective. Cepstral coefficients with small
indices controlling the shape of the spectral envelope are to
be smoothed only slightly, whereas the higher-indexed cepstral
coefficients are supposedly related to noise and thus heavily
smoothed. An exception is made for bins related to the fun-
damental frequency as these are suggested to be smoothed
even less than the envelope-related quefrencies. Therefore, this
method relies on a cepstral pitch estimation. For the detailed
smoothing scheme we refer to [5]. After a bias compensation
required due to the smoothing in the logarithmic domain and in-
verse transformation the final a priori SNR estimate is obtained
as






















and κ being a log-amplitude spectrum bias compensation. In
our simulations an improved bias compensation term has been
used as presented in [26]. The noise power estimation is not
further restricted to any specific method. Finally, note that an
instantaneous extension to CTS could be employed as being
done in [27].
3) Harmonic Regeneration (HRNR): The HRNR approach
by Plapous et al. [4] is based on the DD estimator, but taking
Cappé’s observation into account to compensate for the one-
frame delay of the a priori SNR, underlying some preliminary
spectral weightsGDD (k). The authors employ a two-step noise
reduction technique (TSNR) to accomplish the delay compen-
sation. Therefore, they introduce a second gain function
GTSNR (k) = f(ξ̂
TSNR
 (k), γ̂(k)) (14)






being responsible for the actual compensation.Aharmonic spec-
tral regeneration method operates on the TSNR-enhanced sig-
nal Y(k) ·GTSNR (k), applying a simple non-linear function
in the time domain, here half-wave rectification, and thereby
boosting the harmonics of voiced frames. After transformation
the spectrum is depicted as Š(k), which is not directly used
for clean speech estimation but for another a priori SNR esti-
mate ξ̂HRNR (k). To obtain this estimate, Š(k) is mixed with
the TSNR-enhanced signal according to the corresponding gain
function as follows
ξ̂HRNR (k) =




where the authors propose to use weights α(k) = GTSNR (k).
This constitutes the final a priori SNR estimate; again, the
noise power estimator can be chosen from available literature
for each of the proposed stages.
Throughout this paper we refer to a system that is com-
posed of a noise power estimator (Section II-A), an a priori
SNR estimation (Section II-C), and a spectral weighting rule
(Section II-B) as either a common or a preliminary noise
reduction.
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Fig. 1. Block diagram of the cepstral processing framework for our proposed a priori SNR estimation. The preliminary noise reduction consists of the MS
noise power estimation algorithm, the DD a priori SNR estimation approach, and the MMSE-LSA spectral weighting rule.
III. NEW CEPSTRAL PROCESSING FRAMEWORK FOR A PRIORI
SNR ESTIMATION
In this section we present the cepstral processing frame-
work of our a priori SNR estimator, and provide some moti-
vation for cepstral domain processing. Fig. 1 depicts its overall
architecture.
A. Preliminary Noise Reduction
Similar to [4], we also employ a preliminary denoising stage
before applying the actual approach. The motivation is to fa-
cilitate the extraction of required information for the proposed
a priori SNR estimation. As it will rely on a pitch estimation,
our approach benefits from the preliminary noise reduction ren-
dering pitch estimation more robust, even in very low-SNR
conditions. We target the preservation of harmonics which are
often strongly attenuated, especially in adverse environments.
In practice, this preliminary noise reduction is not limited to
any specific components or approaches, but we propose to rely
on a common noise reduction scheme being composed of some
noise power estimation (e.g., minimum statistics [17]), the DD
approach to a priori SNR estimation [1], and the MMSE-LSA
spectral weighting rule [2] (referring to the left light gray block
in Fig. 1).
B. Source-Filter Decomposition
Decomposing the preliminary denoised signal into its enve-
lope and excitation (e.g., by LPC analysis) allows us to break
down the enhancement task into two individual problems, thus
enabling specific enhancement methods to be applied to each of
the components, separately. However, in this paper we focus on
the excitation only.
Our proposed method exploits knowledge about the process
of human speech generation, especially of voiced speech. There-
fore, it is important to have a reliable pitch estimation which is
on the one hand supported by the preliminary denoising stage,
and on the other hand by analyzing the excitation signal. For
these reasons, we decompose the preliminary denoised signal
Ȳ(k) into the spectral excitationR(k) and its spectral envelope
H(k), which is understood as the source and the filter, respec-
tively. In each frame  the spectral envelope H(k) is obtained
by first applying theK-point inverse discrete Fourier transform
(IDFT) to the squared magnitude spectrum |Ȳ(k)|2 , resulting












The first N + 1 < K elements ϕȳ,ȳ (ν), ν ∈ {0, 1, . . . , N}
are used to compute a set of N LPC coefficients a(i),
i ∈ {1, 2, . . . , N} by the Levinson-Durbin recursion. The LP
analysis filter in the DFT domain (1−A(k)) is then simply
obtained by applying theK-point DFT to a sequence of the pre-




k=0 = DFT {(0, a(1), . . . , a(N), 0, . . . , 0)} . (18)
The LP analysis filter is employed to process the preliminary
denoised signal Ȳ(k) to retrieve the respective residual signal
as [28]:
R(k) = Ȳ(k) · (1−A(k)) , (19)





LPC analysis is an established method for source-filter de-
composition [28]. An alternative to computing the envelope
could have been simple liftering in the cepstral domain (i.e., tak-
ing only the lower part of the cepstrum), which, however, does
not provide the exact same results as the Levinson-Durbin re-
cursion of LPC analysis [29, Sec. 9.5.1].
Further investigations towards the processing framework as
shown in Fig. 1 have also shown that a residual signal obtained
via LPC analysis, being subsequently transformed into the cep-
stral domain, is better suited for later manipulation. This is
further elaborated on in Section IV-B.
C. Cepstral Excitation Representation
Next, we obtain a cepstral representation of a signal by ap-
plying the discrete cosine transform of type II (DCT-II), but
also an IFFT could have been chosen as in [5]. Additionally,
we present some of its inherent, convenient properties we take
advantage of. To further analyze the spectrum of the excitation
signal in a first step we compute the cepstral coefficients upon




log (|R(k)|) · cos
[
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Fig. 2. Example of an idealized synthetic excitation for K = 256. Upper
panel: Cepstrum cR (m) with mF 0 = 64 and c
R
 (64) = 60, representing a
single zero-mean cosine in the log-spectral domain. Lower panel: Log-spectrum
20 log10 |R (k)| according to (22), showing only K2 + 1 bins.
withm ∈ M = {0, 1, . . . ,K − 1}. The obtained cepstrum has
a doubled resolution since we compute it on the whole spectrum
(and not only on K2 + 1 bins). The inverseDCT-II (IDCT-II) will
be required in a later stage at the end of the cepstral excitation










cR̂ (m) · cos
[





After the manipulations, the residual signal is mixed with the
spectral envelope of the preliminary denoised signal as
|Ŝ(k)| = |R̂(k)| · |H(k)| (23)
which is used as numerator for the final a priori SNR estimate






One of the most important properties of the cepstrum is the
possibility to find a quefrency corresponding to the pitch by
simple peak picking [31]. Thus, we estimate the pitch bin index
mF0 in a very naı̈ve way by a maximum search of the cepstrum
in a defined range specified by naturally occurring pitch values.
Our focus is restricted to pitch frequencies F0 from about 50 Hz
to 500 Hz. Using2 f = 2fsm , the resulting cepstral bin indices at
sampling frequency fs = 8 kHz are therefore in the range m ∈
MF0 = {m500 = 32, . . . ,m50 = 320}. Pitch estimation on the
basis of the residual signal after preliminary noise reduction is
then simply performed according to






A further convenience is now the ability to easily synthesize
a cosine in the log-spectral domain, by creating a cepstrum
with only one non-zero bin. An example of such an idealized
synthetic excitation is given in Fig. 2. The idea behind it is
the fact that in voiced speech production harmonics occur at
multiples of the fundamental frequency F0 , starting at F0 . A
2The factor 2 stems from the doubled resolution of our cepstrum definition
(21).
Fig. 3. Block diagram of the proposed cepstral excitation manipulation
based on an idealized synthetic excitation.
cosine in the log-spectral domain models this quite well already,
as the maxima are located directly at the fundamental frequency
and due to the periodicity also at the harmonics.
IV. CEPSTRAL EXCITATION MANIPULATION (CEM)
In the following, we introduce ways to manipulate the exci-
tation in the cepstral domain (referring to the upper right gray
block in Fig. 1). These methods form the core of our proposed
approach. First, a manipulation towards an idealized synthetic
excitation is introduced and second, a template-based alternative
is presented.
A. Idealized Synthetic Excitation (CEMID)
The first option we propose to manipulate the excitation in
the cepstral domain is to completely replace it by an ideal-
ized synthetic one, followed by the IDCT-II (22) and some
final manipulation of the start and the end of the log-spectrum
(see Fig. 3). Having found the index mF0 of the cepstral peak
amplitude which corresponds to the pitch according to (25),
we overestimate its amplitude and transfer it into our synthetic
cepstrum
cR̂ (mF0 ) = c
R
 (mF0 ) · α(mF0 ), (26)
while the remaining quefrencies, except for (m = 0), are as-
signed a zero amplitude:
cR̂ (m) = 0, ∀m /∈ {0,mF0 } . (27)
In order to retain the energy of the preliminary denoised signal’s
residual, we preserve the cepstral energy coefficient (m = 0):
cR̂ (0) = c
R
 (0). (28)
The proposed overestimation factor α(m) ≥ 1 could be
time-variant and cepstral bin-dependent. While Fig. 2, upper
panel, shows an example cepstrum, Fig. 4, upper panel, de-
picts the same cepstrum with applied cepstral overestimation
factor. The resulting effect on the log-spectrum can be seen in
Fig. 4, center panel, where a one-view comparison of both log-
spectra is provided. Now, the benefit of the directed amplitude
overestimation becomes obvious: The overestimation allows a
narrower modeling of the harmonics (positive half waves), and
also a correspondingly strong emphasis of the valleys (negative
half waves) resulting in an increased attenuation between the
harmonics. Note that this effect would not be obtained when
boosting the harmonics in a shaped or already power-adjusted
spectrum with a simple overestimation factor, as this would re-
sult only in a shift of the spectrum leaving the negative half
https://doi.org/10.24355/dbbs.084-202102121510-0
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Fig. 4. Example of an idealized synthetic excitation with overestimation
factor α (mF 0 ) = 2.2, DFT length K = 256, and optionally with preserved
cepstral energy coefficient. Upper Panel: Cepstrum cR̂ (m) with mF 0 = 64
and cR̂ (64) = 60 · 2.2 = 132, representing a single zero-mean cosine in the
log-spectral domain. Center Panel: Log-spectra 20 log10 |R (k)| (bold, dotted
line from Fig. 2, lower panel) and 20 log10 |R̂ (k)| (dashed line, using (26)).
Lower panel: Log-spectra 20 log10 |R̂ (k)| from center panel (dashed line),
and power-adjusted log-spectra with additional cR̂ (0) = 90 (solid line). All
log-spectra show only K2 + 1 bins.
waves unmodified. Besides, since our manipulation is in the
cepstral domain, our approach translates consistently to all har-
monics. This effect is difficult to achieve when operating in the
spectral domain.
An overestimation of the energy coefficient would result in
a scaling of the whole spectrum which is not desired here, as
explained above. An example spectrum depicting the effect of
(28) is shown in Fig. 4, lower panel, solid plot.
Naturally, spectral content of voiced human speech starts to
occur at the fundamental frequency (after one period of the
cosine), then being followed by the corresponding harmonics at
multiples of the fundamental frequency, but there should be no
spectral content prior to the fundamental frequency. Motivated
by our observations during the training of excitation templates,
we assume a similar effect at high frequencies (see Fig. 5, upper
panel). Thus, a continuation of the cosine beyond the highest,
fully representable harmonic is also not desired.
Similarly, in the HRNR approach [4, Fig. 8] a continuous
harmonic log-amplitude spectrum is obtained. A problem that
has been left unattended there is the falsely introduced half
period at low frequencies, which is caused by the non-linear
function in [4], applied in order to regenerate harmonics.
To tackle this issue, we propose a simple continuation of
the decay of the cosine at low and high frequencies (instead of
Fig. 4, lower panel, solid line, now Fig. 5, lower panel). To iden-
tify the first local minimum prior to the fundamental frequency
we utilize f = 2fsm to obtain the corresponding pitch frequency
Fig. 5. Upper panel: Example of a log-spectrum excitation template for
mF 0 = 64, obtained as described in Section IV-B. Lower panel: Example of
an idealized synthetic excitation log-spectrum with preserved cepstral energy
coefficient, overestimation factor α (mF 0 ) = 1.5, and applied start and end
decay to remove the two false half periods.
F0 based on the estimated cepstral bin index mF0 from (25).
We now convert the pitch frequency F0 to its corresponding
real-valued frequency-domain ”bin index” as k̃F0 = F0 · Kfs , on
basis of the simple relation that K2 corresponds to
fs
2 and ev-
ery frequency bin index containing a related frequency can be
obtained by linear interpolation. Due to the periodicity of the co-







, kmin ∈ {0, 1, . . . ,K−1} . (29)
The maximum for the high frequencies is found by analyzing
whether the highest possible harmonic frequency and thus the
corresponding period of the cosine fits into the non-redundant
frequency range as limited by fs2 , or not, according to (30)
shown at the bottom of the page.
Here, we have to distinguish between two cases: either, the
highest depictable harmonic frequency (F0 ·  fs2F0 ) including
its falling edge (+F02 ) fits into the non-redundant frequency
range (≤ fs2 ) or it overlaps (>
fs
2 ). For the former we simply
calculate the frequency of the last local minimum at the end
of the falling edge of the last harmonic (F0 ·  fs2F0 +
F0
2 ) and
calculate its corresponding frequency bin index (·Kfs ). For the lat-
ter, since this frequency would be outside of the non-redundant
frequency range, we calculate it for the last but one harmonic
( fs2F0  − 1), accordingly. For more clarity we refer to the lower
panel of Fig. 5, depicting kmin , k̃F0 , and also kmax .
For all k < kmin and k > kmax the real-valued cosine in the
log-spectral domain is discarded and simply to be extended
linearly with the slope around k = kmin and k = kmax , respec-
tively. The proposed mechanism is one possibility to solve the
issue quite well already, as a comparison of Fig. 5, upper and
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Fig. 6. Block diagram of the proposed cepstral excitation manipulation
based on excitation templates.
increasing and decreasing functions could be applied to model
the start and end decay as required.
B. Cepstral Excitation Templates (CEMSI , CEMSD)
In the cepstral excitation manipulation as described before,
the idealized synthetic excitation carries no specific information
except for the location of harmonics and a proper energy coeffi-
cient. However, further investigations have shown that a resid-
ual signal that is obtained via LPC analysis and subsequently
transformed into the cepstral domain holds non-negligible infor-
mation in the remaining bins. As a consequence, the synthetic
excitation lacks attributes of the human vocal chords and lungs,
being responsible for the naturalness of the modeled excitation
signal. Thus, with the now described alternative approach we
aim at modeling these components inmore detail by creating ex-
citation templates based on excitation signals originating from
LPC analysis. A high-level diagram of the cepstral excitation
manipulation is depicted in Fig. 6. We obtain cepstral excita-
tion templates in two different ways, depending on whether they
are going to be speaker-independent (SI) or speaker-dependent
(SD). In the following we describe a general way which is used
for both, SI and SD templates, where for the latter it is just a first
stage towards a more speaker-specific modeling. In general, the
idea is to have a cepstral excitation template for each detectable
pitch bin value m ∈ MF0 . For this, clean speech training ma-
terial is analyzed and subsequently the DFT spectrum S(k) of
each frame  is separated into spectral envelope and excitation
signal (see Fig. 1 and assume Ȳ(k) = S(k)). The DCT-II is
employed to transform the excitation signal into the cepstral
domain and the pitch bin index mF0 is estimated as explained
in Section III-C. Accordingly, we collect the set
CmF 0 =
{
cR |cR (mF0 ) ≥ cR (μ) ∀μ ∈ MF0
}
(31)
of all cepstral vectors in the training material belonging
to each particular pitch bin index mF0 ∈ MF0 , with cR =(
cR (0), . . . , c
R
 (m), . . . , c
R
 (K − 1)
)
. Now, the cepstral repre-
sentation allows us to average per bin over all cepstral excitations
in a given set and to obtain a representative excitation template
for each pitch bin index mF0 as




cR ∈Cm F 0
cR , ∀mF0 : |CmF 0 | > 0, (32)
where | · | is the cardinality of a certain set. If a set is empty, the
codebook entry is assigned an all-zero vector. Furthermore, we
drop the frame index  as it is only required during the collection
of the training material in (31).
The templates can be obtained either in an SI or an SD fashion,
only depending on the training data. We propose to use the
following adaptation scheme to create SD templates on basis
of SI templates. At first, we separately obtain the SI templates
c̄R (mF0 ) and preliminary SD templates č
R (mF0 ) stemming
from much less data of the target speaker, both according to
(31) and (32), differing only in the training material. The actual
adaptation is a weighted mixture of both, SI and SD templates
for each given pitch bin index mF0 as





|C̄mF 0 |+ δ · |ČmF 0 |
(34)
where δ ≥ 1 allows to compensate for the typical lack of SD
training material and to artificially emphasize the SD material.
Having obtained and stored the cepstral excitation templates,
their application is very similar to the scheme in Section IV-A.
After having detected the pitch bin indexmF0 according to (25),
the SD (33) or SI (32) cepstral excitation template addressed by
mF0 is taken. Here, e.g., for SI templates:
cR̂ (m) = c̄
R (mF0 ,m) ∀m /∈ {0,mF0 } . (35)
The subsequent manipulations from (26) to (28) are applied as
before in order to obtain a level consistent with the preliminary
denoised signal where (27) is replaced by (35). The proposed
start and end decay from (29) and (30) can optionally be ap-
plied to compensate for aberrations due to noise in the training
material.
If an empty template (originating from |CmF 0 | = 0 during
training) has been selected by the detected pitch bin indexmF0 ,
we do not apply the manipulations from (26) to (28). Instead,
we continue with the all-zero cepstral template c̄R (mF0 ) which
results in a flat spectrum with unity amplitude. Thus, in such a
situation of uncertainty, we do not harm the signal nor do we
necessarily enhance it since the clean speech estimate |Ŝ(k)|
then reduces to solely the envelope |H(k)|. Alternatively, one
could also employ the idealized approach in such cases or learn
missing templates in an adaptive manner. We comment on the
amount of empty templates and their selection frequency during
test at the end of Section V-D.
V. EXPERIMENTAL EVALUATION
We embed the proposed and the baseline a priori SNR esti-
mators in a common noise reduction algorithm to evaluate their
performance and analyze their behavior in four different noise
types, six different SNR conditions andwith two commonly em-
ployed spectral weighting rules. Four different quality measures
are utilized to compare the different approaches.
A. Experimental Setup
Throughout the whole experimental section of this contribu-
tion we employ a sample rate fs = 8 kHz with a frame size of
32 ms, corresponding to K = 256 samples, and a 50% frame
https://doi.org/10.24355/dbbs.084-202102121510-0
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shift by 128 samples. As analysis and overlap-add synthesis
window we utilize a periodic square root Hann window and
for the source-filter decomposition we compute N = 10 LPC
coefficients.
The NTT super wideband database [32] is used as a basis
and thus downsampled to 8 kHz. We only use the American
and British English sets which consist of eight and six speakers,
respectively, where each set offers an equal number of speakers
per gender. The database comes with 120 utterances for each
American English and 100 for each British English speaker.
Thus, we decided to artificially decrease the amount to 100 files
for American English speakers by random picking, amounting
to a total of 14 speakers and 1400 utterances. Next, we use 80%
of each speaker’s material for training and the remaining 20%
for SI and SD testing. For our SI experiments, we decided to
use a leave-one-out method to increase the amount of training
material. For this, we generate a training set for each speaker
separately containing the trainingmaterial of the 13 other speak-
ers consisting of 13× 80 = 1040 utterances. The training ma-
terial for the SD adaptation is represented by the 80 utterances
of each speaker which have been left out during the SI train-
ing. The training itself of the SI and SD templates is conducted
according to Section IV-B with applied start and end decay.
The four different noise types are taken from the ETSI [33]
database and represent road, car, office, and pub noise. Each
segment used to generate the microphone signal is randomly
extracted matching the length of the clean speech file. We pro-
cess the files at six different SNR conditions ranging from−5 dB
up to 20 dB in steps of 5 dB. The level of the clean speech and
the noise is measured by the active speech level and the root-
mean-square level, respectively, according to ITU-T P.56 [34]
and both adjusted also according to P.56 prior to superposition.
In total we process 14× 20× 4× 6 = 6720 files for each a
priori SNR estimator under test. Please note that for the SD
experiments, we switch the SD templates corresponding to each
speaker being processed, accordingly.
The evaluation of the different a priori SNR estimators is
placed in a common noise reduction system with MS noise
power estimation, one of the a priori SNR estimators under
test (DD, HRNR, CTS, CEMID, CEMSI, CEMSD) and the two
spectral weighting rules (MMSE-LSA and SG-jMAP) used to
calculate the final gains G(k) which are limited to Gmin =
−15 dB.
The DD approach is tuned with optimal parameters3 adopted
from [35] for each of the weighting rules.
For the HRNR approach a preliminary noise reduction is
required for which we also use the MS noise power estimation,
DD a priori SNR estimation with βDD = 0.985 and ξmin =
−15 dB as it is just an intermediate step. Furthermore, GDD (k)
and GTSNR (k) are calculated using the WF as proposed and we
3Optimal parameters for DD a priori SNR estimation for the two weighting
rules:
MMSE-LSA: βDD = 0.975, ξmin = −15 dB
SG-jMAP: βDD = 0.993, ξmin = −14 dB.
follow the author’s suggestion and utilize α(k) = GTSNR (k)
as weights for the mixing in (16) .
The CTS implementation was kindly provided by the authors
and thus the parameters left as originally initialized.
Our three proposed estimators CEMID, CEMSI, and CEMSD,
share the same preliminary noise reduction with the HRNR
approach except for the weighting rule being MMSE-LSA (in-
stead of the WF) as mentioned in Section III-A. The overes-
timation factor for (26) is empirically determined and set to
α(mF0 ) = 2. The required parameter to compensate the lack
of speaker-dependent data is found for this particular training
set with δ = 30.
B. Quality Measures
To measure the quality of our proposed a priori SNR esti-
mator in two example noise reduction contexts, we employ the
so-called white-box approach [36], i.e., we calculate the gains
G(k) and subsequently apply it not only to the microphone
signal Y(k) in order to obtain the enhanced signal, but also
to the clean speech component S(k) and the noise component
D(k), separately. The obtained components after IDFT and
overlap-add are called the filtered clean speech component s̃(n)
and the filtered noise component d̃(n), respectively, which is
applicable by assuming (2). The measures are operating not on
the enhanced signal ŝ(n), but only on the filtered and unfiltered
components with the latter as a reference.
The segmental noise attenuation (NA) [37] is calculated as












ν=0 d(ν + N)
2
∑N−1
ν=0 d̃(ν + N +Δ)
2
,
where  defines a segment of length N = 256 samples, Δ is
compensating the sample delay of the filtered signal, and 1|L| is
a normalization factor since |L| is the cardinality of the set L,
containing all frames. The segmental NA depicts the average
of a local frame-wise ratio of the noise component and the
corresponding filtered noise component and is sought to be
high.
Different from that we define a global measure
ΔSNR = SNRout − SNRin, (37)
where SNRin is the SNR of the clean speech and noise com-
ponent measured according to ITU P.56 [34], and SNRout cor-
respondingly for the filtered components. This measure gives
a more general information of the achieved noise suppression
over the whole file compared to the segmental NA. A positive
ΔSNR indicates an improved SNR after processing.
Please note that the segmental NA and the ΔSNR are not
directly related due to their different scopes (local and global)
and have to be interpreted separately, as a high segmental NA
is not necessarily indicating great SNR improvement and vice
versa.
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TABLE I
DETAILED EVALUATION OF SEGMENTAL NA,ΔSNR, PESQ MOS-LQO, AND SEGMENTAL SSDR, FOR THE FOUR DIFFERENT NOISE TYPES, FIVE SNR
CONDITIONS, THE BASELINES VS. THE PROPOSED A Priori SNR ESTIMATORS, AND THE MMSE-LSA SPECTRAL WEIGHTING RULE
The first measure to assess the quality of the filtered clean
speech component is the segmental speech-to-speech-distortion







where L1 depicts the set of speech active frames obtained by a
simple energy threshold-based voice activity detection operat-
ing on the clean speech signal s(n). Additionally, SSDR() is
limited to values between −10 dB and 30 dB by
SSDR() = max {min {SSDR′(), Rmax} , Rmin} .
The actual ratio necessary for computation is obtained by
SSDR′() = 10 log10
[∑N−1
ν=0 s(ν + N)
2
∑N−1
ν=0 e(ν + N)
2
]
where the speech distortion is
e(ν + N) = s̃(ν + N +Δ)− s(ν + N).
A high segmental SSDR indicates low speech distortion and
thus good preservation of the speech component.
Furthermore, we employ the PESQ mean opinion score
(MOS-LQO) [38] to obtain another measure for the quality
of the filtered clean speech component. Please note that in line
with P.1100 [39, Sec. 8] we do not utilize the enhanced speech
ŝ(n) in the PESQ measure but the separately processed speech
component s̃(n) as PESQ has not been validated for potential
artifacts caused by noise reduction algorithms. We aim at being
more compliant to P.862 [38] by doing so.
C. Experimental Results: Details
We provide a detailed evaluation for both the MMSE-LSA
and the SG-jMAP spectral weighting rule in the following
Tables I and II. Each table depicts the four quality measures
for all of the noise types in the SNR conditions from −5 dB
to 15 dB averaged over the whole test set, where the best
scores are highlighted in boldface. For the computation of the
mean over SNRs also the 20 dB SNR condition has been in-
cluded, which is, however, left out as separate column simply
due to space restrictions. This allows for a very extensive anal-
ysis of the tested a priori SNR estimators for each condition
separately.
In Table I the performance results for the MMSE-LSA spec-
tral weighting rule are shown. In terms of noise suppression
(measures NAseg andΔSNR) the CEM approaches clearly show
the strongest performance for each SNR condition, averaged
over all four noise types. Both the DD and the CTS baselines
show poor performance, and have only few SNR/noise type con-
ditions with convincing performance. The HRNR approach is
on average in many cases the best of the baseline approaches
w.r.t. noise suppression, showing particularly good performance
in pub noise (in NAseg, and for medium to high SNRs also best
https://doi.org/10.24355/dbbs.084-202102121510-0
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TABLE II
DETAILED EVALUATION OF SEGMENTAL NA,ΔSNR, PESQ MOS-LQO, AND SEGMENTAL SSDR, FOR THE FOUR DIFFERENT NOISE TYPES, FIVE SNR
CONDITIONS, THE BASELINES VS. THE PROPOSED A Priori SNR ESTIMATORS, AND THE SG-JMAP SPECTRAL WEIGHTING RULE
in ΔSNR). On the contrary, in the SNR = −5 dB condition,
HRNR’sΔSNR in pub noise is worst among all schemes, while
it yields the best NAseg in road noise at that SNR. The proposed
CEM schemes are much more consistent in terms of NAseg and
ΔSNR over SNR conditions and noises: The speaker-dependent
CEMSD is best in all cases, except only for NAseg in very low
SNR, where CEMID is slightly ahead.
In terms of the speech component quality (PESQ, SSDRseg)
the picture is partly different: On average over the noise types
CTS performs best in PESQ in most SNRs, being ahead up to
0.15 MOS points vs. the worst CEM approach. Interestingly,
however, in car noise, CEMID is slightly better than CTS in
most SNR conditions. The classical DD approach performs on
a par with other approaches with regard to the PESQ metric,
while HRNR consistently fails to provide an acceptable speech
component quality, both in PESQ and SSDRseg. Surprisingly,
DD delivers very good SSDRseg performance in office and pub
noise, while the CEM approaches perform best in car and road
noise.
In Table II the performance results for the SG-jMAP spectral
weighting rule are shown. In terms of noise suppression (mea-
sures NAseg and ΔSNR) the CEM approaches, especially the
speaker-dependent variant CEMSD, clearly perform best in each
SNR condition, averaged over all four noise types. Both the DD
and here the HRNR baselines show poor performance, and have
no single SNR/noise type condition with convincing NAseg per-
formance. Considering ΔSNR, none of the three baselines has
a single SNR/noise type condition with superior performance.
The CTS approach is on average in most cases the best of the
baseline approaches w.r.t. NAseg, showing particularly good per-
formance in pub noise for medium to high SNRs. Interestingly,
for the SG-jMAP, the DD approach is on average the best base-
line w.r.t.ΔSNR, showing that sophisticated spectral weighting
rules are able to heal some shortcomings of earlier processing
stages such as the SNR estimation. The proposed CEM schemes
are much more consistent in terms of NAseg and ΔSNR over
SNR conditions and noises: The speaker-dependent CEMSD is
best in all cases.
In terms of the speech component quality (PESQ, SSDRseg)
the picture again is partly different: On average over the noise
types, CTS performs best in PESQ for all SNRs, being ahead
up to 0.12 MOS points vs. the worst CEM approach. In car
noise, however, CEMID is on a par with CTS in most SNR
conditions. On average, the DD approach performs quite well
in PESQ, while HRNR consistently settles for the worst score.
The SSDRseg is also mostly in favor of the CTS approach, and
opposite to PESQ, the HRNR approach is found to be slightly
ahead of the DD estimator on average.
Please note that the advantage of a speaker-dependent ap-
proach vs. all other speaker-independent approaches is of course
somehow expected, yet CEMSD is only slightly ahead of our
speaker-independent method CEMSI.
We can summarize for both weighting rules, that on aver-
age over the noise types the CEM approaches perform best in
https://doi.org/10.24355/dbbs.084-202102121510-0
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Fig. 7. Segmental SSDR and ΔSNR averaged over the four different noise
types for the different a priori SNR estimators under test with theMMSE-LSA
spectral weighting rule.
Fig. 8. Segmental SSDR and ΔSNR averaged over the four different noise
types for the different a priori SNR estimators under test with the SG-jMAP
spectral weighting rule.
terms of NAseg and ΔSNR, and almost on a par with the best
performing method w.r.t. PESQ and SSDRseg. The baselines all
show an imbalanced performance being inferior in one of the
two main categories: For both weighting rules, they are infe-
rior w.r.t. NAseg and ΔSNR (DD, HRNR and CTS). For the
MMSE-LSA weighting rule, HRNR shows poor performance
w.r.t. PESQ and SSDRseg, where for the SG-jMAP weighting
rule HRNR performs poorly w.r.t. PESQ, while DD is only
slightly inferior in SSDRseg.
D. Discussion
To enable further analysis of the results, we plot the
SSDRseg for the two spectral weighting rules over the ΔSNR
(Figs. 7 and 8) and the NAseg (Figs. 9 and 10), respectively.
The plots simplify the interpretation on a more global level
compared to the tables as only two dimensions are considered
at a time. Each plot is a visualization of the mean section from
Fig. 9. Segmental SSDR and segmental NA averaged over the four different
noise types for the different a priori SNR estimators under test with theMMSE-
LSA spectral weighting rule.
Fig. 10. Segmental SSDR and segmental NA averaged over the four different
noise types for the different a priori SNR estimators under test with the SG-
jMAP spectral weighting rule.
the corresponding table. In each figure the different estimators
are specifiable by their respective marker, being + for DD, ∗
for HRNR, and × for CTS, the three illustrating the baseline
algorithms. The proposed techniques are distinguishable by ◦
for the idealized synthetic approach CEMID, for the template-
based variant CEMSI, and finally ♦ for the speaker-dependent
template-based implementation CEMSD. Each marker depicts
one of the SNR conditions from −5 dB to 20 dB in steps of
5 dB, where the lowest corresponds to the worst and the high-
est to the best condition, respectively. The further a marker is
located to the top right hand corner of each plot, the better is
the performance. The range and scaling of each axis showing its
respective measure is the same to ensure comparability across
the two spectral weighting rules.
TheMMSE-LSA estimator is depicted in Fig. 7 showing how
close DD and CTS are. The HRNR approach exhibits quite an
unbalanced behavior as ΔSNR performance is similar to the
https://doi.org/10.24355/dbbs.084-202102121510-0
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Fig. 11. Evaluation of segmental NA, ΔSNR, PESQ MOS-LQO, and segmental SSDR, averaged over the four different noise types and six SNR conditions
showing the baselines vs. the proposed a priori SNR estimators, and theMMSE-LSA spectral weighting rule.
Fig. 12. Evaluation of segmental NA, ΔSNR, PESQ MOS-LQO, and segmental SSDR, averaged over the four different noise types and six SNR conditions
showing the baselines vs. the proposed a priori SNR estimators, and the SG-jMAP spectral weighting rule.
other baselines, but SSDRseg is significantly lower. The CEM
approaches show highest ΔSNR in all conditions with compa-
rable or better speech component quality w.r.t. the baselines.
The flexion of the three curves also indicates a balanced work-
ing point in different SNR conditions. Using SG-jMAP (Fig. 8),
the relationships across the tested algorithms are quite simi-
lar, except that HRNR improves in SSDRseg, and gets worse
in ΔSNR. The CEM algorithms obtain the best ΔSNR at very
comparable speech component quality. For both spectralweight-
ing rules, the CEM implementations among themselves show a
very consistent rank order such that CEMID ismarginally outper-
formed by the two template-based algorithms, which are almost
equivalent.
Interestingly, all approaches obtain an increased preservation
of the speech component quality with the SG-jMAP weighting
rule compared to the MMSE-LSA spectral weighting rule at
comparable (DD, CEM) or slightly lower (HRNR, CTS)ΔSNR
values. CEM is ahead of the baseline approaches by aΔSNR of
at least 2.35 dB (MMSE-LSA) and 2.29 dB (SG-jMAP) on total
average.
Figs. 9 and 10 provide the same analysis but for the
SSDRseg and the NAseg. Fig. 9 depicting MMSE-LSA shows
that CTS outperforms DD in terms of noise attenuation, how-
ever, with comparable quality of the speech component. The
performance of HRNR is more difficult to interpret than before
as the working point clearly is shifted since the single SNR
conditions do not even roughly line up horizontally with the
other baseline approaches under test. This results in a decreased
speech component quality at substantially higher NAseg values
for each condition. Still, the proposed CEM approaches man-
age to show exceeding performance in all SNRs. The SG-jMAP
spectral weighting rule is shown in Fig. 10. DD improves in
NAseg at similar SSDRseg compared to Fig. 9 such that DD
and CTS are much closer now. However, CTS is still able to
consistently show a superior performance compared to the DD
approach. Using SG-jMAP, HRNR loses performance in NAseg,
and becomes better in SSDRseg, resulting in a clearer picture
as opposed to Fig. 9. Best performing is again the CEM group,
showing a similar behavior amongst themselves as in the other
figures. In general, the range of NAseg is the most compressed,
considering the other two figures. CEM is ahead of the base-
line approaches by an NAseg of up to 1.79 dB (MMSE-LSA) and
1.39 dB (SG-jMAP) on total average.
We attribute the strong increase of NAseg and ΔSNR in car
noise mainly to the applied start decay as seen in Fig. 5, as it
causes a good suppression in low frequencies typical for car
noise. Moreover, for negative SNR conditions in pub noise we
encounter cases where some other approach provides the best
results with regard to the noise attenuation and speech compo-
nent quality metrics. This is most likely due to F0 estimation
errors caused by the naı̈ve pitch estimation which is unable to
track a target speaker due to the presence of other speakers. We
assume that the overall increase in NAseg and also ΔSNR is
caused by the introduced overestimation of the harmonics and
the simultaneous attenuation in between them as shown in Fig. 4,
center panel. Specifically, the attenuation between the harmon-
ics should account for the increased overall noise attenuation.
As there is usually a trade-off between noise attenuation and
speech component quality [40], the CEM approach seems to
mitigate this effect and allows us to be nearly on a par with the
best baseline on average in terms of SSDRseg and PESQ, while
maintaining a higher NAseg and ΔSNR.
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To facilitate a conclusive interpretation of Tables I and II
we provide bar charts depicting the overall mean values (last
column of the mean section of Tables I and II for each mea-
sure) in Figs. 11 and 12 for the MMSE-LSA and the SG-jMAP
weighting rule, respectively. Both figures show the advantage
of the proposed approaches on average over the baselines in
terms of NAseg and particularly ΔSNR. The CEM approaches
are ahead of the baselines by at least 2 dB w.r.t. ΔSNR, while
maintaining a very comparable speech component quality in
both other measures, PESQ and SSDRseg. However, the qual-
ity improvement from CEMID to CEMSI or even CEMSD is
only marginal. Nevertheless, CEMSD on average performs best
among the CEM approaches. The HRNR approach seems to
deliver a better speech component quality when used together
with SG-jMAP (as compared toMMSE-LSA), which is strongly
reflected in the SSDRseg measure at the cost of only a minor de-
crease in noise attenuation. Again, this shows how an advanced
weighting rule can mend estimation flaws of earlier compo-
nents in a noise reduction scheme. The DD and CTS baselines
show a quite consistent performance regardless of the applied
weighting rule.
In our experiments we encountered some empty templates
during the training, which is caused by a lack of training mate-
rial. A brief analysis has shown that mostly for lower cepstral
bin indices we find every other set being empty, indicating that
for some higher pitch frequencies (F0 > 400Hz) no material
has been seen during training. However, we also obtain some
coherent clusters for the lower frequencies. One way to avoid
this could be to reduce the resolution of the cepstrum as we
would not have seen any empty sets with the normal resolution
but also would not have had the gain of the additional precision
reflected by the coherent clusters. Furthermore, we could verify
that an excitation template has been applied to 99.99% of the
frames processed by the template-based methods, showing that
empty templates do not have any significant relevance at this
point. In addition to that, informal listening tests have shown
that the proposed CEM methods also allow for almost musical
tone-free noise suppression due to the instantaneous nature of a
priori SNR estimation.4
VI. CONCLUSION
In this paper we have introduced three novel methods for in-
stantaneous a priori SNR estimation utilizing the source-filter
model for speech production. A preliminary denoised signal is
decomposed into its source and corresponding filter, allowing to
impose an idealized excitation on the degenerated source. The
cepstral domain is exploited to manipulate the excitation signal
at hand. We further enhance the technique by obtaining excita-
tion templates from clean speech in either a speaker-independent
or speaker-dependent fashion, where the latter is the slightly su-
perior approach on average. However, the idealized technique
shows some advantages over the codebook-based approaches,
especially in SNR conditions ≥10 dB where it achieves equal
or even better speech component quality at the cost of slightly
4Audio samples can be found under: https://www.ifn.ing.tu-bs.de/en/ifn/sp/
elshamy/2017-taslp-cem/
lower noise suppression. We tested our algorithms and three
baseline estimators in a common noise reduction algorithmwith
two different spectral weighting rules and managed to show a
ΔSNR improvement of more than 2 dB, while the amount of
speech distortion is largely kept on a constant level. Future work
will include an enhancement of not only the excitation but also
the envelope which is still taken from the preliminary denoised
signal. Also a more sophisticated approach to F0 estimation or
tracking could improve our approaches in low-SNR conditions
with multiple speakers.
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ABSTRACT
The development of new speech enhancement techniques is a con-
tinuous progress to combat the impairment of speech signals by var-
ious acoustical environmental influences. In this contribution we
propose a new two-stage speech enhancement algorithm, exploit-
ing the source-filter model to decompose a denoised target signal,
and specifically we manipulate the excitation signal in the cepstral
domain. The second stage therein is a refinement of the a priori
signal-to-noise ratio (SNR) estimate used for the suppression gain
calculation. Different to prior art, a higher noise attenuation can be
achieved, without any more artifacts in the processed speech com-
ponent.
Index Terms— a priori SNR, speech enhancement, cepstrum
1. INTRODUCTION
Speech enhancement has been and still is an important field of re-
search to ensure proper speech quality even in adverse communica-
tion environments. Particularly single-channel speech enhancement
with only a single noisy observation at hand faces several challenges.
Common noise reduction schemes usually comprise a noise power
estimate required for the a priori and the a posteriori SNR estimates,
where one or both of the entities are usually controlling the calcula-
tion of suppression gains according to some spectral weighting rule.
The noise power estimate is provided by algorithms such as the
minimum statistics (MS) approach [1], where the minimum value
is tracked within a window of a smoothed input periodogram and
the updating is not restricted to noise-only frames. Alternatively,
the improved minima controlled recursive averaging (IMCRA) algo-
rithm [2] could be used, where the tracked minimum of a smoothed
input periodogram is indirectly controlling a smoothing parameter
for the averaging of the input periodogram resulting in the required
noise power estimate. The improved algorithm also tracks the min-
ima during speech activity and introduces a compensation factor. A
more recent and low complex method [3] utilizes a minimum mean-
square error (MMSE) criterion to estimate the noise power and ex-
hibits a low tracking delay making it especially attractive in non-
stationary environments.
Several SNR estimation algorithms have been developed,
amongst whose the well-known decision-directed (DD) approach
by Ephraim and Malah [4] is found. It is a weighted sum with
two components where the first is representing the SNR of the last
frame’s estimates for the clean speech and the noise, while the sec-
ond is an a priori estimate obtained from the a posteriori SNR of
the current frame. The weights in sum are constrained to unity.
A cepstral method has been proposed in [5] where the cepstrum
of a speech power spectral density is smoothed with variable factors
depending on the corresponding quefrency being able to distinguish
easily between coefficients related to the envelope and the excitation.
The approach can be further improved by applying an improved bias
compensation after [6].
Along with the DD approach an MMSE short-time spectral am-
plitude estimator has been published [4] and extended to an MMSE
log-spectral amplitude estimator (MMSE-LSA) [7], both being
commonly used as spectral weighting rules. They are modeling the
Fourier coefficients of the speech and noise process as statistically
independent Gaussian random variables. Moving from a Gaussian
to a super-Gaussian assumption and from MMSE to maximum a
posteriori estimation, an improved spectral weighting rule has been
proposed by Lotter and Vary, [8], briefly referred to as SG-jMAP.
Multi-stage speech enhancement algorithms have been devel-
oped in the past, ranging from two-stage [9, 10] to three-stage [11]
approaches. The latter is based on [9], introducing an a priori SNR
improvement based on a harmonic regeneration noise reduction
(HRNR), realized by a non-linear function in the time domain to
enhance the harmonic structure. The method is coupled with the
Wiener filter as outlined in [12].
In this contribution we propose an a priori SNR refinement
to recalculate a spectral weighting rule as a second stage on top
of a common noise reduction scheme. The approach utilizes the
source-filter model to separate the denoised signal from the first
stage into its spectral envelope and excitation by linear predictive
coding (LPC) analysis, followed by the transformation of the excita-
tion signal to the cepstral domain. We apply a speaker-independent
template-based cepstral excitation manipulation scheme to further
enhance the already denoised excitation signal and show improve-
ment over common noise reduction schemes. A more thorough
presentation and analysis of the underlying cepstral manipulation
technique is to be found in [13].
The paper is structured as follows: In Section 2 we introduce
the new template-based cepstral processing methodology followed
by the experimental evaluation in Section 3. We finally conclude our
contribution in Section 4.
2. NEW TWO-STAGE SPEECH ENHANCEMENT
In this section we briefly present our notations followed by the new
two-stage speech enhancement approach as depicted in Figure 1,
serving as reference throughout the whole section.
2.1. First Stage Noise Reduction
We model the microphone signal y(n) as a superposition of the clean









































Fig. 1. Block diagram of the two-stage speech enhancement system. The first stage noise reduction consists of the minimum statistics (MS)
noise power estimation algorithm, the decision-directed (DD) a priori SNR estimation approach, and a spectral weighting rule.
main with discrete-time sample index n, as y(n) = s(n)+d(n). Ap-
plying the K-point discrete Fourier transform (DFT) we obtain the
corresponding frequency domain representation Y`(k) = S`(k) +
D`(k) with frame index ` and frequency bin index 0 ≤ k ≤ K − 1.
The first stage of the proposed technique (Figure 1, left light gray
block) is depicting a common noise reduction scheme that yields a
preliminary denoised signal Ȳ`(k) = Y`(k) · Ḡ`(k) where Ḡ`(k)
represents a real-valued gain function obtained by a spectral weight-
ing rule. The bin-selective gain functions are usually depending on





2, here estimated by the DD
approach [4], and sometimes also on the a posteriori SNR γ`(k) =




culated using the MS algorithm, where in general any suitable algo-
rithm could be used.
2.2. Source-Filter Decomposition
Next, the preliminary denoised signal Ȳ`(k) is subject to LPC anal-
ysis (Figure 1, second light gray block) to retrieve the spectral exci-
tation R`(k) and the spectral envelope H`(k). The required correla-
















are used to calculate N LPC coefficients a`(i), i∈{1, 2, . . . , N} by
applying the Levinson-Durbin recursion. To obtain the LP analysis
filter coefficients in the frequency domain (1−A`(k)), the obtained
N LPC coefficients are padded with K−N − 1 zeros and subse-
quently transformed by a K-point DFT:
(A`(k))
K−1
k=0 = DFT {(0, a`(1), . . . , a`(N), 0, . . . , 0)} . (1)
The excitation signal is then obtained asR`(k)= Ȳ`(k)·(1−A`(k))
and correspondingly the inverse filter depicting the spectral envelope
as H`(k)= 11−A`(k) .
2.3. Cepstral Excitation Manipulation (CEM)
In order to further analyze the spectrum of the excitation signal, we
apply the discrete cosine transform of type II (DCT-II) [14] to the











The cepstral bin index is described by m∈M= {0, 1, . . . ,K−1}
and as we compute the cepstrum on the whole spectrum the resulting
coefficients have a doubled resolution. After applying the cepstral
excitation manipulation, the signal cR̂` (m) needs to be transformed


















Having manipulated the cepstrum of the excitation signal and af-
ter the IDCT-II, the second stage noise reduction starts by mixing
it with the inherent envelope H`(k) as obtained after the first stage
noise reduction to obtain an enhanced clean speech amplitude esti-
mate |Ŝ′`(k)| = |R̂`(k)| · |H`(k)|. We finally use it to calculate a






which is used in a second gain function together with the a poste-
riori SNR estimate from the first stage noise reduction. The clean
speech estimate after the second stage noise reduction is obtained by
applying the new real-valued gain function G`(k) to the unfiltered
microphone signal Y`(k) as Ŝ`(k)=Y`(k) ·G`(k).
The basic idea of our manipulation scheme is to replace the ex-
citation after the first stage noise reduction by an excitation that has
been trained beforehand on clean speech material according to the
pitch and additionally boost the harmonic structure. Therefore, we
exploit the convenience of the cepstral representation which allows
to estimate the pitch bin indexmF0 by identifying the maximum am-
plitude [15] in a defined range of naturally occurring pitch frequen-
cies 50 Hz≤ F0 ≤ 500 Hz. Converting the frequencies to cepstral
bin indices with f = 2fs
m
at a sampling rate fs = 8 kHz yields the
range m∈MF0 ={m500 = 32, . . . ,m50 = 320}. The desired bin
index corresponding to the pitch frequency is then found as






We generate the speaker-independent excitation templates by an-
alyzing some clean speech material and decomposing the clean
speech spectrum S`(k) for each frame ` by LPC analysis into its
spectral excitation and envelope (i.e., assuming Ȳ`(k) = S`(k) in
Figure 1 during training) as a first step. Next, the obtained spectral
excitation is transformed into the cepstral domain by (2) and we
define a set containing all the cepstral training vectors cR` for each
possible pitch bin index m∈MF0 , identified by (5) as
CmF0 =
{




Consequently, we average each set CmF0 to obtain one representative







where | · | depicts the cardinality of the set and the frame index ` has
been dropped as it is no longer required.
These cepstral excitation vectors (templates) are utilized as fol-
lows. Having identified the pitch bin index of the current frame ` us-
ing (5), we define a new cepstral vector cR̂` (m), and in order to keep
the same energy level as in the excitation signal after the first stage
noise reduction, we transfer the cepstral energy coefficient (m= 0)
into our new cepstral vector:
cR̂` (0) = c
R
` (0). (8)
Additionally, we overestimate the amplitude of the identified pitch
bin index mF0 , which boosts the harmonic structure and attenuates
the valleys in between, and also use it in the new cepstrum:
cR̂` (mF0) = c
R
` (mF0) · α`(mF0) (9)
where the overestimation factor α`(m) may be chosen in a time-
variant and bin-dependent fashion which has not been further exam-
ined in this paper. The remainder of the new cepstral vector is filled
with amplitudes from the corresponding template (7) as
cR̂` (m) = c̄
R(mF0 ,m) ∀m /∈ {0,mF0} . (10)
3. EXPERIMENTAL EVALUATION
3.1. Experimental Setup
We conduct our experiments with a sample rate fs = 8 kHz, frame
size of K = 256 samples, a frame shift of 50 % and a periodic
square root Hann window is employed for both analysis and overlap-
add synthesis. As clean speech database we utilize the NTT super
wideband database [16] downsampled to 8 kHz. Only American and
British English speakers are used (14 in total). The gender distribu-
tion is equal and we use 100 utterances per speaker, where 80 are
assigned to a training set and the remaining 20 to a test set. The
speaker-independent excitation template training is conducted in a
leave-one-out fashion to compensate for the small amount of avail-
able training material by generating a template memory for each of
the 14 speakers with the training data of the 13 other speakers. We
use road, car, office, and pub noise from the ETSI database [17] and
the segments used to generate noisy observations are randomly se-
lected. We evaluate the algorithms in six different SNR conditions
from -5 dB to 20 dB with an increment of 5 dB where the levels are
adjusted as suggested in P.56 [18] amounting to a total of 6720 files
per simulation. We evaluate the proposed two-stage speech enhance-
ment technique with two different spectral weighting rules, either
MMSE-LSA or SG-jMAP being used in both stages, against the cor-
responding output of the first stage noise reduction, and additionally
the three-stage algorithm (HRNR) in [11]. Every gain function is
lower-bounded to Gmin =−15 dB and the DD a priori SNR estima-
tion is driven with optimal1 parameters [19] for each of the weighting
1Optimal parameters for DD a priori SNR estimation with the two
weighting rules, and the HRNR algorithm:
MMSE-LSA: βDD = 0.975, ξmin = −15 dB
SG-jMAP: βDD = 0.993, ξmin = −14 dB
HRNR: βDD = 0.985, ξmin = −15 dB.
rules and additionally for the HRNR algorithm. The required over-
estimation factor in (9) has been empirically set to α`(mF0)=2 and
is time invariant.
3.2. Quality Measures
The basis of our quality measuring is the white-box approach pro-
posed in [20]. With it and the linearity assumption we are able to
not only process the microphone signal Y`(k) with an obtained gain
function G`(k) but also the single components S`(k) and D`(k)
which yields two new components after applying IDFT and overlap-
add synthesis. We call them the filtered clean speech component
s̃(n) and the filtered noise component d̃(n), respectively, where
ŝ(n) = s̃(n) + d̃(n).
We evaluate two measures for the noise component and two
measures for the speech component. First, the segmental noise at-
tenuation (NA) [21] representing an averaged local frame-wise ratio
of the noise and the filtered noise component is obtained as












ν=0 d(ν + `N)
2
∑N−1
ν=0 d̃(ν + `N + ∆)
2
.
Here, ` is representing a frame of size N =256, the sample delay is
compensated by ∆, and 1|L| is a normalization factor with |L| being
the number of all frames. On a more global level we define
∆SNR = SNRout − SNRin, (12)
which basically depicts the difference between the output SNR mea-
sured on the filtered components s̃(n) and d̃(n) and the input SNR
measured on the unfiltered components s(n) and d(n). An improved
SNR is represented by a high ∆SNR. Speech component qual-
ity is measured by the segmental speech-to-speech-distortion ratio







whereL1 is the set of speech active frames which are identified by an
energy threshold-based voice activity detection. Values are limited










SSDR′(`) = 10 log10
[∑N−1
ν=0 s(ν + `N)
2
∑N−1




e(ν + `N) = s̃(ν + `N + ∆)− s(ν + `N).
Good speech component quality is reflected in a high segmental
SSDR. As a second measure we use the PESQ mean opinion score
(MOS-LQO) [22] which is applied to the filtered clean speech com-
ponent s̃(n) with the clean speech component as a reference. We do
not measure PESQ on the enhanced signal ŝ(n) since PESQ has not
been validated for artifacts caused by noise reduction techniques.
In line with P.1100 [23, Sect. 8] and using [20] to obtain the pro-
cessed clean speech component, we instead measure the distortion
of the clean speech component, thereby being also compliant to the
intended use case of P.862 [22]. We simplify the evaluation of the











































Fig. 2. Segmental SSDR and ∆SNR averaged over four different
noise types for the different algorithms under test.
which incorporates each measure equally and allows to draw con-
clusions about the balancedness of the compared approaches. Here,
the normalizing component is the average of the respective measure
over the approaches for all SNRs and noise types separately. A high
value indicates a good balance of the four measures.
3.3. Experimental Evaluation
In Figure 2 we plot the segmental SSDR over the ∆SNR for each
of the tested algorithms averaged over the four noise types. Each
marker depicts one SNR condition from -5 dB to 20 dB in steps of
5 dB (bottom to top). It is clearly visible that the proposed two-
stage approaches (solid lines ◦ and ∗) outperform their correspond-
ing single-stage algorithms (dashed lines ◦ and ∗) by obtaining up
to more than 1 dB higher ∆SNR, simultaneously achieving a com-
parable speech component quality. The HRNR approach performs
a bit better than the single-stage approaches in low-SNR conditions,
but is in all other conditions still clearly inferior to the proposed ap-
proaches. Figure 3 depicts the segmental SSDR over the NAseg and
confirms the advantage of the proposed two-stage algorithms over
both the single-stage and the HRNR approaches. It is worth to note
that among the reference approaches SG-jMAP seems to provide the
best overall trade-off between quality of the speech component and
noise attenuation. The CEM algorithms clearly show superior per-
formance over their corresponding single-stage systems in terms of
NAseg, while again obtaining comparable speech component qual-
ity. Table 1 shows the FoM for each condition separately includ-
ing a mean over the SNR conditions and also the noise types. This
allows to consider the four measures at once and to deduce infor-
mation on the balancedness of the approaches. The two-stage CEM
approaches clearly obtain the best scores in all conditions. They par-
ticularly show a significant improvement in car noise, office noise,
and to some extent also in pub noise. With respect to the average
values, both CEM approaches perform almost equally well which
shows that the proposed methods clearly operate with a better final
a priori SNR estimate compared to the three reference algorithms:
This reduces the importance of choosing one or the other second
stage spectral weighting rule. Informal listening tests2 have shown
that an explicit discrimination between voiced or unvoiced frames
for the application of the algorithm is not vital.
2Audio samples can be found under:
https://www.ifn.ing.tu-bs.de/en/ifn/sp/elshamy/2017-hscma/




















Fig. 3. Segmental SSDR and segmental NA averaged over four dif-
ferent noise types for the different algorithms under test.
4. CONCLUSION
In this paper we have introduced a new two-stage speech enhance-
ment technique utilizing the source-filter method to decompose a
preliminary denoised signal. We manipulate the excitation signal in
the cepstral domain to obtain an enhanced clean speech estimate that
is used for a refined a priori SNR estimation. We tested the CEM
method with two different spectral weighting rules and could show
consistent improvement over corresponding single-stage approaches
and a further multi-stage reference not only by means of a condensed
FoM but also in some typical quality measures.
Table 1. Evaluating the FoM for four different noise types, six SNR
conditions, the references vs. the two-stage CEM approaches.
FoM





MMSE-LSA 0.86 0.92 0.97 1.02 1.05 0.98 0.97
SG-jMAP 0.90 0.95 1.01 1.06 1.09 1.02 1.01
HRNR 0.88 0.93 0.98 1.02 1.05 0.98 0.97
MMSE-LSA CEM 0.92 0.98 1.03 1.06 1.08 1.03 1.02




MMSE-LSA 0.90 0.95 0.97 0.99 1.00 0.97 0.96
SG-jMAP 0.92 0.96 0.99 1.01 1.01 0.98 0.98
HRNR 0.92 0.94 0.93 0.91 0.89 0.91 0.92
MMSE-LSA CEM 1.04 1.08 1.10 1.11 1.10 1.09 1.09





MMSE-LSA 0.78 0.89 0.98 1.04 1.09 0.98 0.96
SG-jMAP 0.80 0.91 0.99 1.06 1.10 1.00 0.98
HRNR 0.74 0.84 0.92 0.97 1.01 0.92 0.90
MMSE-LSA CEM 0.92 1.05 1.14 1.20 1.23 1.13 1.11
SG-jMAP CEM 0.86 0.99 1.08 1.14 1.17 1.07 1.05
PU
B
MMSE-LSA 0.74 0.89 1.01 1.09 1.16 1.02 0.98
SG-jMAP 0.74 0.90 1.02 1.11 1.18 1.03 0.99
HRNR 0.67 0.83 0.94 1.03 1.10 0.95 0.92
MMSE-LSA CEM 0.75 0.97 1.10 1.19 1.25 1.09 1.06




MMSE-LSA 0.82 0.91 0.98 1.04 1.07 0.99 0.97
SG-jMAP 0.84 0.93 1.00 1.06 1.10 1.01 0.99
HRNR 0.80 0.88 0.94 0.98 1.01 0.94 0.93
MMSE-LSA CEM 0.91 1.02 1.09 1.14 1.17 1.08 1.07
SG-jMAP CEM 0.88 0.99 1.07 1.12 1.15 1.06 1.05
https://doi.org/10.24355/dbbs.084-202102121510-0
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DNN-Supported Speech Enhancement With Cepstral
Estimation of Both Excitation and Envelope
Samy Elshamy, Nilesh Madhu , Wouter Tirry, and Tim Fingscheidt , Senior Member, IEEE
Abstract—In this paper, we propose and compare various tech-
niques for the estimation of clean spectral envelopes in noisy con-
ditions. The source-filter model of human speech production is em-
ployed in combination with a hidden Markov model and/or a deep
neural network approach to estimate clean envelope-representing
coefficients in the cepstral domain. The cepstral estimators for
speech spectral envelope-based noise reduction are both evaluated
alone and also in combination with the recently introduced cep-
stral excitation manipulation (CEM) technique for a priori SNR
estimation in a noise reduction framework. Relative to the clas-
sical MMSE short time spectral amplitude estimator, we obtain
more than 2 dB higher noise attenuation, and relative to our recent
CEM technique still 0.5 dB more, in both cases maintaining the
quality of the speech component and obtaining considerable SNR
improvement.
Index Terms—a priori SNR, speech enhancement.
I. INTRODUCTION
S PEECH enhancement is an important field of research toaid the most natural way of communication for human
beings. It comprises a variety of applications among them dere-
verberation, acoustic echo cancellation, artificial bandwidth ex-
tension, voice activity detection, speech presence probability
estimation, and also noise reduction algorithms. Many of these
applications require the estimation of an a priori SNR which
we are investigating in this publication in the context of a noise
reduction framework. Furthermore, we focus on approaches ex-
ploiting the cepstral domain, since its properties and advantages
have gained considerable attention in the recent past. For each
component of a common noise reduction scheme, such as noise
power estimator, a priori SNR estimator, and spectral weighting
rule, approaches have been developed that exploit the cepstral
domain.
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A noise power estimation algorithm based on minimum
mean-square error (MMSE) estimation originally proposed in
[1] has been further improved by Gerkmann et al. in [2] by a
bias compensation which is required due to the necessity of es-
timating intermediate entities and therewith arising aberrations.
Finally, the estimator has been augmented with temporal cep-
strum smoothing [3] to enhance the speech power estimation,
resulting in higher noise attenuation and thus improving the
signal-to-noise ratio (SNR) [4].
A cepstral a priori SNR estimation technique has been pro-
posed in [5], where the ability to easily address the fine structure
and the envelope of a speech power spectral density separately,
has been successfully exploited by applying different smooth-
ing factors to the corresponding regions in the cepstral domain.
Here, also an improved bias compensation [6] can be employed
to further increase the performance.
We presented a cepstral excitation manipulation (CEM)
method in [7], [8] that benefits from the direct modeling of
the excitation signal. It is obtained via linear predictive cod-
ing (LPC) analysis and is subsequently replaced by a pitch-
dependent excitation template which has been extracted from
clean speech prior to its application. The approach successfully
conquers an often reported issue with low-order models consid-
ering the shortcomings of noise suppression between the spec-
tral harmonics [9], [10]. Furthermore, it renders means such as
a voicing-sensitive postfilter, spectral mask, or speech presence
probability estimation [9], [11], needless.
The last component of common noise reduction schemes,
a spectral weighting rule, has been published by Breithaupt
et al. in [3], performing smoothing in the cepstral domain to
finally suppress the noise in a noisy signal. It allows to suc-
cessfully suppress spectral outliers that otherwise would cause
musical tones. It is to say that the general concept of temporal
cepstrum smoothing has found various applications in speech
enhancement.
The source-filter model of human speech production, sepa-
rating a speech signal into its excitation and envelope has also
found its applications in speech enhancement and is used in var-
ious degrees. The usage of speech and noise spectral shapes as a
priori information for speech enhancement has been suggested
by Srinivasan et al. in [12]–[14] and was developed further over
time. Two low-rank codebooks trained on speech and noise
spectral shapes are employed and a maximum-likelihood (ML)
estimate of the corresponding parameters, two indices for the
codebook entries and two corresponding gain factors, given the
noisy observation, are calculated. The obtained parameters are
2329-9290 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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used to estimate the spectra of speech and noise, and are finally
used in a Wiener filter to calculate spectral weighting gains. A
continuation of this work has been published by Rosenkranz
et al. where cepstral modeling is preferred over autoregressive
(AR) modeling [15].
A non-negative matrix factorization approach representing a
source-filter system where separate dictionaries for the excita-
tion and the envelopes are trained is proposed in [16]. During
test it also requires a preliminary denoised signal as the algo-
rithm needs additional information from the signal such as a
pitch estimate. It seems to be quite complex and it is not entirely
clear, whether it is a realtime-capable algorithm or not, at least
the used pitch estimator [17] indicates that it is not suitable for
telephony applications.
The approaches exploiting cepstro-temporal smoothing [3]
address the source-filter model in a fashion that the cepstral
coefficients are assigned to either part of the model, depending
on their position in the cepstrum, and are treated differently.
Please note that this kind of model is not subject to specific
constraints as in LPC analysis, where a given order strictly
defines the number of poles in the z-transform of the model.
A hidden Markov model (HMM) has been used for speech
enhancement in [18], [19]. Therein, two HMMs are utilized
to model the clean speech and the noise signal separately by
AR processes. In both references, a Wiener filter is derived
by incorporating the estimated spectral prototypes provided by
the HMMs. Different from [18], [19] decouples the gain fac-
tors from the prototypes and introduces an explicit modeling of
the gains, leading to a consistent improvement. The low-order
modeling of the speech HMM suggests that the approaches also
suffer from the same incapability to model the fine structure
appropriately and thus leaves room for improvement.
With deep learning strategies on the rise, deep neural net-
works (DNNs) also find their way into speech enhancement and
allow for a very broad variety of applications. Approaches range
from directly estimating clean time-domain signals from the
noisy observation [20] to mapping functions for extracted noisy
features to clean features [21]. Those DNN techniques have in
common that they completely disregard statistical speech en-
hancement approaches, which still are commonly utilized, and
instead highly depend on their training material. However, it is
also possible to incorporate DNNs into well-known statistical
frameworks as, e.g., it has been shown in [22] that incorporating
DNNs into a common noise reduction scheme and replacing cer-
tain estimators of the system yields better results than employing
a simple regression DNN to estimate the clean speech directly.
Source-filter model approaches for artificial speech bandwidth
extension have been very successfully shown to take profit from
DNN envelope modeling with or even without HMM [23]–[25].
Also, as known from automatic speech recognition, Gaussian
mixture models (GMMs) have been successfully replaced by
DNNs for the acoustic modeling [26].
In this publication, we investigate various approaches for the
estimation of clean spectral envelopes based on noisy obser-
vations. In all cases, the actual estimation domain is the real-
valued cepstrum, since it advantageously allows the minimum
mean squared error (MMSE) as cost function. We evaluate the
performance with respect to their application in a priori SNR
estimation for a noise reduction framework, as we expect quite
some benefit from envelope enhancement in this field. We start
with utilizing a classical HMM driven by GMMs, which are
subsequently replaced by a DNN. Furthermore, we also inves-
tigate the replacement of the entire HMM by a single DNN,
which is providing posterior probabilities instead of likelihoods
for the HMM, or the use of a DNN to estimate clean coefficients
directly in regression mode. Finally, we combine the enhanced
spectral envelope with our recently proposed CEM approach
and incorporate it into the a priori SNR estimator from [8].
Note, however, that the field of application for the proposed
spectral envelope estimators is not limited to these specific use
cases.
In the following, we briefly introduce the signal model in
Section II and revisit the cepstral excitation manipulation tech-
nique in Section III, followed by the investigation of our various
methods for clean spectral envelope estimation based on a pre-
liminary denoised signal in Section IV, where we gradually
replace the HMM by a DNN. We describe our experimental
setup in Section V-A and subsequently provide our simulations
and evaluation in Section VI. We finally conclude this article in
Section VII.
II. SIGNAL MODEL
To model the microphone signal y(n) we assume that the
speech signal s(n) and the noise signal d(n) are superimposed
in the time domain as
y(n) = s(n) + d(n), (1)
where n is the discrete-time sample index. A corresponding fre-
quency domain representation after a K-point discrete Fourier
transform (DFT) is obtained as
Y(k) = S(k) +D(k), (2)
with frame index  and frequency bin index 0 ≤ k ≤ K − 1.
Also, we assume statistical independence of the speech and
noise signal, and that they have zero mean.
III. CEPSTRAL EXCITATION MANIPULATION BASELINE
We choose to utilize our recently published a priori SNR
estimation and noise reduction framework [8], as its modularity
allows us to easily integrate the proposed estimators and evaluate
their performance either alone (dubbed “solo”) or in interaction
with the CEM approach (called “duo”).
As depicted in Fig. 1, a preliminary noise reduction stage
is employed to get a more suitable signal for the proposed
methods. This first noise reduction stage is a common noise
reduction scheme with a noise power estimator such as mini-
mum statistics (MS) [27], improved minima controlled averag-
ing [28], or a more recent approach, the unbiased MMSE-based
estimator [2]. Subsequently, it is followed by an a priori SNR
estimator, e.g., the decision-directed (DD) approach [29], and
finally, a spectral weighting rule to calculate the real-valued
gain factors in the frequency domain for the noise suppression.
Some quite often used spectral weighting rules are, e.g., the
https://doi.org/10.24355/dbbs.084-202102121510-0
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Fig. 1. High-level block diagram of the cepstral excitation manipulation (CEM) noise reduction baseline, incoporating a CEM-based a priori SNR estimator
[8]. The proposed cepstral estimators for the spectral envelope are later on embedded into this approach (see Figs. 2 and 3).
MMSE log-spectral amplitude (MMSE-LSA) estimator [29], a
more advanced gain function under a super-Gaussian assump-
tion namely the super-Gaussian joint maximum a posteriori am-
plitude estimator [30], [31], or a simple Wiener filter [32]. In
general, we do not restrict ourselves to a specific configura-
tion, but have found a setup using MS noise power estimation
along with the DD a priori SNR estimator and the MMSE-LSA
spectral weighting rule as suitable for our method.
The preliminary denoised signal Ȳ(k) is subsequently sub-
ject to a source-filter decomposition blockwhere LPC analysis is
utilized to obtain an excitation signalR(k) and the correspond-
ing envelope H(k), separately. They relate to the preliminary
denoised signal as
Ȳ(k) = R(k) ·H(k). (3)
The CEM baseline as presented in [8] deals only with the
enhancement of the excitation signal (Fig. 1, LPC analysis,
upper path). As a first step of the CEM algorithm, the log-
spectrum of the excitation signal is transformed into the cepstral
domain by a discrete cosine transform of type II (DCT-II). Next,
a (surprisingly) robust pitch estimation algorithm based on [33]
provides the system with the corresponding cepstral pitch bin
mF0 by picking the maximum cepstral value within a quefrency
bin range representing typical pitch frequencies.
Consequently, a pitch bin-dependent cepstral excitation tem-
plate cR̂ (m), with m being the cepstral bin index, is selected
from a template codebook that has been trained on clean speech
residual signals. The designated template vector is subject to
two major manipulations: First, the template’s cepstral energy
coefficient cR̂ (0) is replaced by the corresponding value of the
preliminary denoised signal’s residual cR (0) as
cR̂ (0) = c
R
 (0) (4)
in order to receive a signal with a similar power level as the input
signal. Second, the cepstral amplitude of the pitch bin cR (mF0 )
is also transferred into the already power-adjusted excitation
template and subsequently overestimated by a factor α > 1 as
cR̂ (mF0 ) = α · cR (mF0 ). (5)
Thereby, the harmonic structure of the excitation signal is
overemphasized in both directions: The positive and also the
negative half waves experience a boost or an attenuation, re-
spectively. As a result, the algorithm is able to retain weak
harmonics which might have been corrupted by the preliminary
denoising stage and additionally, achieve a higher noise attenu-
ation between the harmonics. Both characteristics are depicting
the core features of the CEM algorithm. Until now, the manip-
ulated template is transformed back into the spectral domain by
an inverse DCT-II and used further with the spectral amplitudes
of the preliminary denoised signal’s envelope |H(k)| to pro-
vide an improved clean speech amplitude estimate |Ŝ′(k)| by
mixing the two components as
|Ŝ ′(k)| = |R̂(k)| · |H(k)|. (6)
Finally, it is used as the numerator for a refined a priori SNR







For more details about the CEM-based a priori SNR estimator,
the interested reader may consult [8]. In thiswork, this estimator
is embedded into a noise reduction framework as shown inFig. 1,






as many gain functions G(k) require either or both of the two
SNRs for their calculation as
G(k) = f (ξ(k), γ(k)) . (9)
IV. CEPSTRAL ESTIMATION OF THE ENVELOPE
In this section we will now present our new methods of cep-
stral estimation to obtain speech spectral envelopes under noisy
conditions. As outlined in Section I, we will embed these esti-
mators into a noise reduction baseline which already performs
cepstral estimation of the speech residual (see Fig. 1). Note that
https://doi.org/10.24355/dbbs.084-202102121510-0
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Fig. 2. High-level block diagram of the proposed cepstral envelope estimation (CEE) noise reduction, incorporating the new CEE-based a priori SNR
estimator. For details of the CEE block please refer to Fig. 3.
this is only one of the many possibilities to employ our cep-
stral estimators of the speech spectral envelope. Our general
approach advantageously uses a preliminary noise reduction,
which provides an improved SNR for the subsequent envelope
estimation. The spectral envelope of the preliminary denoised
signal still suffers from distortions which tend to impede the
speech quality, thus leaving room for further improvement. To
our understanding it is reasonable to break down the noise reduc-
tion task for speech enhancement into smaller parts where pos-
sible. This is in line with divide-and-conquer strategies which
have resulted in many useful solutions for various problems. As
the production of speech can be modeled by two components,
i.e., the source and the filter, it appears logical to attend each at
a time which also has been done in, e.g., [13].
As a general framework we decided to employ a hidden
Markov model (HMM) in order to estimate a clean spectral
envelope, given the preliminary denoised observation. The mo-
tivation behind this is thatwewant tomove from a bin-individual
a priori SNR estimation (e.g., as the DD approach provides) to
a more coherent and inter-frequency-dependent solution. Given
the limited DFT length, this should be closer to the actual re-
lationship between frequencies in speech, since they are not
completely independent [34]. When dealing with spectral en-
velopes, this inter-frequency dependence becomes even more
obvious. The application of a codebook that has been trained
on clean speech spectral envelopes should be able to provide
envelopes with a more realistic dependency between the fre-
quency bins. In addition to that, we expect the HMM to capture
the temporal context of envelopes which are usually smooth in
transition.
The HMM in its classic form is using Gaussian mixture mod-
els (GMMs) to model the emission probabilities. As a second
approach and along with the trend of deep learning we also em-
ploy a deep neural network (DNN) for classification to replace
the GMMs. It has been shown in [26] that DNNs are capable of
providing higher classification rates than GMMs, especially for
acoustic models. A third variant we propose omits the HMM
completely and solely uses the posterior distribution delivered
by the classification DNN. As a fourth option we present a
regression DNN in order to directly estimate clean envelope
coefficients from the preliminary denoised observation.
In the following, we provide a generic recipe for our frame-
work and the required training processes, while distinct param-
eters of our experimental setup will be provided in Section V-A.
A. Feature Conversion
As can be seen in Fig. 2, we also operate on the preliminary
denoised signal Ȳ(k), which is decomposed into its source
and filter by means of an LPC analysis. Up to this stage in
the block diagram, both approaches CEM and also the now
introduced cepstral envelope estimation (CEE) share the same
processing structure. Now, the difference is that we operate
on the LPC coefficients modeling the envelope (Fig. 2, LPC
analysis, lower path) and not the excitation signal as before
(Fig. 1, LPC analysis, upper path).
Since some training processes require the averaging of fea-
ture vectors, using the LPC coefficients directly could lead to
instabilities. To obtain a representation of the envelope that
has more suitable mathematical properties (Fig. 3, feature con-
version block), we convert the N LPC coefficients to N + 1
cepstral coefficients by the following two formulae [35], which
have been adjusted to our notation1 of the LP analysis filter, here
and also in (17), as (superscript H stands for the envelope filter)
cH (m = 0) = 0 = log(Pp = 1). (10)
The prediction error power Pp is set to an arbitrary fixed value
to have envelopes with equal energy, allowing us to reduce the
feature dimension to N since the zeroth coefficient is always













We only compute the N + 1 non-redundant cepstral coeffi-
cients to maintain a small dimension, omitting cH (m = 0) as
explained and thus work with N features.
1We denote the LPC analysis filter as H (k) = 1 −A (k).
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Fig. 3. Block diagram of the four different proposed approaches for cepstral envelope estimation (CEE) using either an HMM in combination with GMMs
(first path) or alternatively a classification DNN to model the emissions (second path), or to model the posterior distribution of a classification DNN directly (third
path). All these three approaches work with an LBG codebook for clean cepstral envelopes. Another option is a DNN trained as regressor (fourth path), estimating
the clean cepstral coefficients directly from the input features. Since each approach yields enhanced cepstral coefficients, a required conversion to the spectral
domain takes place in the spectral conversion (SC) boxes. Any of the four methods shown on the right side of the figure is determined by the setting of the switches
S1 and S2 (shown: C-DNN).
In order to remove channel mismatches, we normalize all
data in a bin-wise manner by cepstral mean subtraction with the
mean obtained from the corresponding data set. In the following,
we aim at estimating the corresponding clean envelope cĤ (m)
on basis of the preliminary denoised coefficients cH (m) from
(11). Next, we provide our method to obtain a codebook for
clean spectral envelopes, which is the backbone for the first
three classification-based approaches as depicted in Fig. 3.
B. Codebook
The codebook C = {c̃Hi } consists of NS envelope tem-
plates obtained from clean speech. Each template is repre-
sented by anN -dimensional vector of cepstral coefficients c̃Hi =
[c̃Hi (1), . . . , c̃
H
i (m), . . . , c̃
H
i (N)]
T . Each entry of the codebook
is representing a hidden state of the HMM, which is indexed by
i ∈ {1, 2, . . . , NS }. We utilize the unsupervised Linde-Buzo-
Gray (LBG) algorithm [36] to generate the codebook. We use
an unsupervised method, since we are not interested in specific
labels like, e.g., phonemes, but to obtain a good representa-
tion of many different envelopes. For training the codebook,
any clean speech database is suitable. We use zero-mean clean
speech envelope features (see Section IV-A) from frames identi-
fied by a simple energy threshold-based voice activity detection
(VAD) as input to the LBG algorithm. The remainder of the
clean speech training material is assigned an extra index i = 0,
denoting non-speech frames, and is represented by an all-zero
vector c̃H0 = 0 in the codebook. Accordingly, there areNS + 1
states indexed by i, j ∈ S = {0, 1, . . . , NS }. These states are to
be estimated, e.g., by the HMM, which is introduced in the next
subsection.
C. Hidden Markov Model
For the first two proposed approaches we will utilize a
continuous density HMM to find a sequence of the hidden
states s1 , s2 , . . . , s , with λ = {π,A, bj (x)} being the set of
parameters defining the HMM. Here, π = {πi} denotes the
initial state probability vector, A the state transition probabil-
ity matrix with entries aj,i = P(s = i|s−1 = j) representing
the probability to go from state j ∈ S into state i ∈ S, and
bi(x) the corresponding continuous emission probability den-
sity function for each hidden state. An observation is defined as
o =
[




, with O = o1 ,o2 , . . . ,o being a
sequence of observations. The posterior distribution of the state
probabilites given all the observations up to the current frame
, P(s = i|O), is obtained by applying the forward algorithm
[37] as
α(i) = bi(x = o) ·
∑
j∈S
aj,i · α−1(j), (12)
followed by a normalization




The first frame is initializedwithα1(i) = πi · bi(x = o1). In or-
der to stay capable of realtime processing, we use the forward al-
gorithm instead of, e.g., the forward-backward algorithm which
would calculate the posterior distribution with even higher pre-
cision.





P(s = i|O) · c̃Hi (m), (14)
which represents a weighted average over all entries in the clean
envelope codebook according to their respective probabilities.
Alternatively, we use the maximum a posteriori (MAP) estimate








which simply selects the envelope with the highest posterior
probability from the codebook. Here, the normalization from
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(13) can be omitted, since it does not influence the argmax
operator. Note that for numerical stability we implemented our
algorithms in the logarithmic domain.
The resulting zero-mean estimate of the clean envelope is
required to maintain the channel properties, which is resolved
by adding the corresponding cepstral mean. Finally, we calcu-
late the spectral representation of the envelope as depicted by
the SC blocks in Fig. 3. To accomplish this, we transform the
estimated envelope back into N LPC coefficients by applying









(m− μ) · cĤ (m− μ) · â(μ)
]
(17)
for 1 ≤ m ≤ N . Its spectral representation |Ĥ(k)| is received
by first applying aK-point DFT to the LPC coefficients, padded












The initial state distribution vector π is assuming a uniform
distribution (and is therefore not effective in Fig. 3), while the
required state transition matrixA is generated by counting tran-
sitions between the states in the clean training material followed
by a normalization to calculate the conditional probabilities.
In the following, we will present two different methods to
model the observations in order to obtain emission probabili-
ties bi(x) by using either GMMs, or a classification DNN with
prior division. We further investigate using the posterior distri-
bution from a classification DNN directly, or a regression DNN
(Section IV-E), directly estimating clean coefficients from the
preliminary denoised observations. We then provide a generic
description of the DNN training mechanisms in Section IV-F
and will finally show, how these four CEE schemes can be
combined with CEM, if desired.
D. HMM With GMM or Classification DNNs
Now, with the hidden states obtained from the LBG algorithm
as described in Section IV-B, we generate quite some training
material that represents typical observations for the HMM. To
accomplish that, we simulate various SNR and noise conditions
with the same clean speech data that has been used to retrieve the
hidden states. This noisy speech data is subsequently processed
by a preliminary noise reduction scheme running with the same
parameterization as will be used for testing. It is followed by
source-filter decomposition via LPC analysis, where only the
envelope is used further for theGMM/DNN training. During this
process it is important to keep track of the corresponding hidden
state for each processed frame by knowing the quantization
index i of its equivalent in the clean envelope codebook C. This
is required in order to obtain an assignment between a clean
envelope and all its corresponding denoised observations. With
the aid of this information we are able to train models which
represent the denoised observations for each of the states. We
introduceGMMs andDNNs as suchmodels in the following two
subsections and also show how to replace the HMM completely
by a DNN in the third.
1) GMM-Based HMM (GMM-HMM): For each state i and
its corresponding training material (representing observations)
we use the expectation maximization (EM) algorithm [38] to
train all parameters of a GMM with G modes, separately. The
GMM is representing statistics of the preliminary denoised en-
velope observations which is later on mapped to a hidden state.
In that fashion we receive the required models for the emission
probabilities bi(x), i ∈ S.
The observation probabilities for a certain input bi(x = o)
are obtained by evaluating each GMM as follows
bi(x = o) =
∑
g∈G
ci,g · N (x = o ;μi,g ,Σi,g ), (20)
with g ∈ G = {1, . . . , G} being the mode index, weights ci,g
constrained to
∑
g∈G ci,g = 1, μi,g as mean vectors, and Σi,g
being the (in our case diagonal) covariance matrix for each
corresponding mode g and state i. It plugs directly into (12) and
is representing the GMM block in the upper path (S1 in upper
position) in Fig. 3.
2) DNN-Based HMM (C-DNN-HMM): An alternative to
GMMs as observation models is a feedforward DNN trained
as classifier. The output of the classification DNN, the posterior
probabilities for each of the hidden states given the current ob-
servation, is defined as P(s = i|x = o). To use the output of
the DNN in the HMM framework (12) (Fig. 3, second path from
top, S1 in center position, C-DNN block, and S2 in upper posi-
tion) we actually need to divide it by the prior state probability
to obtain the likelihood as
bi(x = o) = p(x = o |s = i) ∝
P(s = i|x = o)
P(s = i)
, (21)
with P(s = i) = πi . We omit the evidence p(x) as it has only a
normalizing function.
3) DNNWithout HMM (C-DNN): A further option to obtain
posterior state probabilities is to use the output of a classification
DNN directly (Fig. 3, third path from top, S1 in center position,
C-DNN block, and S2 in lower position) and to omit the HMM
framework, thereby losing the advantage of the temporal mod-
eling from the HMM. Since we can understand the output of
the DNN as P(s = i|x = o), we can use it directly for either
MMSE estimation as shown in (14) or MAP estimation in (16),
where it is necessary to replace α(i) with the DNN output.
Next, we introduce a solution that is independent of a code-
book or an HMM and estimates the clean envelope representing
coefficients directly.
E. Regression DNN (R-DNN)
Instead of using DNNs as a classifier, it is also possible to
directly estimate enhanced coefficients cĤ (m) from a denoised
input vector by means of regression. The output plugs directly
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into the spectral conversion (SC) block in Fig. 3 and renders a
codebook needless (Fig. 3, lowest path, S1 in lower position,
R-DNN block). In this particular case, the temporal context is
also lost, unless the input layer of the DNN supports multiple
input frames.
The coming subsection gives a brief overview of the training
procedures required for the introduced DNN approaches.
F. DNN Training
To maintain comparability, we use the same zero-mean input
features for the DNN as for the GMMs, and for regression also
zero-mean targets. The number of nodes for the input layer is
corresponding to the feature vector dimension N and the num-
ber of nodes for the output layer corresponding either to the
amount of classes NS + 1, or also to the feature dimension N
(regression training).We understand hidden layers as every layer
between the input and the output layer and their number isNH ,
where each hidden layer has NN nodes. The initialization of
the network’s parameter set, comprising the weights and biases,
is done as proposed by Glorot et al. in [39]. In order to obtain
posterior class probabilities we use the negative log-likelihood
(NLL) error criterion during training with the backpropagation
algorithm [40] and a softmax output layer. The difference for a
regression-based DNN is mainly the final layer, which is a linear
output layer in this case. Also, the used error criterion during the
training is the mean squared error (MSE) instead of NLL. As
activation functions in the other layers we employ sigmoid func-
tions or rectified linear units (ReLUs). The latter are resolving
the vanishing gradient issue [41], known to occur with sigmoid
functions. After network initialization, the training material is
randomly assigned to batches containing L input frames each.
Then, according to the error criterion, the gradients of the loss
function between the outputs of the network and the correspond-
ing targets are calculated for each batch, and are subsequently
backpropagated through the network. The deltas of the param-
eters are accumulated and finally the network’s weights and
biases are updated. We train each network with L = 1024 sam-
ples (frames) per batch and a fixed learning rate of η = 0.001
for 100 epochs. Finally, we select the model with the best per-
formance on the development set for speech active frames (H1),
as experiments with adaptive learning rate decay have shown to
perform only as good as but not better. Also, the investigation
of L2 regularization did not lead to improvement, even worse,
we could witness some configurations, where the networks de-
teriorate and classify every input as speech inactive (H0).
Next, we provide instructions on how to apply or combine
some of the introduced approaches.
G. Applications With CEM
The CEE scheme can be combined with CEM in two different
ways: A parallel structure, where CEM and CEE are applied
simultaneously, meaning that the CEE block from Fig. 2 is
placed into the lower path of the LPC analysis in Fig. 1, or a
serial structure where the systems from Fig. 1 and Fig. 2 are
cascaded in either way. Here, cascading means that the output
of the first system (being either ŜCEM (k) or Ŝ
CEE
 (k)) is used as
input for the LPC analysis block of the second system, thereby
replacing Ȳ(k). Hence, the preliminary noise reduction of the
second system is omitted and the noise power estimate σD (k)
2
of the first system is used throughout. The final gain function is
also applied to the original microphone signal Y(k).
V. EXPERIMENTAL SETUP
A. CEM and DD Baselines (CEMSI and DD)
As we have already shown in [8], our baseline CEM algo-
rithm outperforms several state of the art a priori SNR estima-
tion algorithms. As motivated before, our experiments aim at
further enhancing the CEM algorithm by employing our vari-
ous envelope estimators, and compare the new approach to the
speaker-independent CEM baseline (CEMSI) and also the DD
estimator (DD) which is parameterized with ξmin = −15 dB
and βDD = 0.975. For a detailed setup of the training for the
CEMSI approach, we kindly refer to [8].
B. Ideal Ratio Mask Baseline (IRM)
In addition, we simulate a data-driven baseline using a feed-
forward neural network that predicts the ideal ratio mask (IRM).
This baseline DNN has 2,364,545 parameters and is mostly in
line with Wang’s work ([42] and [20]). We use non-redundant
amplitude features compressed by the natural logarithm as input






withβ = 1.0. By interpreting the IRM as a gain function, we are
able to integrate this baseline into our evaluation methodology
(we require separately processed speech and noise components,
as will be outlined at the end of this section). As some of our
introduced approaches are based on the CEMSI baseline, and
thus indirectly on the DD baseline, we will first report the per-
formance of our approaches w.r.t. the two baselines for our de-
velopment process. However, for the final evaluation on the test
data, we will also compare our approaches with the data-driven
IRM baseline.
C. Databases and Preprocessing
We evaluate the algorithms in a noise reduction framework
and analyze the performance in a total of 318 different condi-
tions, embracing six different SNRs from−5 dB up to 20 dB in
steps of 5 dB, and 53 different noise files where we use all 20
files from the QUT [43] database and 33 out of 38 files from the
ETSI [44] database. Among them we find noise types such as
babble, car, street, aircraft, train, work, and more. We leave out
the male single voice distractor noise file and hold out four fur-
ther noise files from the ETSI database for an extra test set with
noise files which have not been seen during training. We split
each noise file into three non-overlapping parts, where 60% are
used for training, 20% for the development set, and another 20%
for the test set. As clean speech databases we utilize the TIMIT
[45] and also the NTT super wideband database [46] (Amer-
ican and British English only), both downsampled to 8 kHz.
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The designated training set of the TIMIT database is used for
training while the test set is used as development set and the
NTT database is used for testing only. We decided to utilize the
databases in that way since the training process requires a lot
of data which the TIMIT database delivers and also we are able
to show performance across different databases. For evaluation
of the training and development set with our CEMSI approach,
we use one speaker-independent codebook based on the NTT
database and for the test sets we use the speaker-independent
codebooks as obtained in [8].
The various SNR conditions are obtained by measuring and
adjusting the levels of the randomly selected noise portions and
clean speech files after ITU-T P.56 [47], followed by their super-
position. The framing (analysis and also overlap-add synthesis)
is done with a periodic square root Hann window and a 50%
frame shift, where one frame embraces K = 256 samples. The
LPC analysis calculatesN=10 LPC coefficients. Furthermore,
we conduct the DNN training with the Torch toolkit [48] on
CUDA-capable GPUs.
D. Instrumental Quality Assessment
For the quality assessmentwe employ thewhite-box approach
[49], which means that we apply the calculated gainsG(k) not
only to the microphone signal Y(k) to obtain the clean speech
estimate Ŝ(k), but also to the components S(k) and D(k),
separately. We refer to the resulting entities after IDFT and
overlap-add as the filtered clean speech component s̃(n) and the
filtered noise component d̃(n), respectively. As instrumental
measures we use the segmental noise attenuation (NAseg) [50]
which is calculated as












ν=0 d(ν + N)
2
∑N−1
ν=0 d̃(ν + N +Δ)
2
,
with  ∈ L defining a segment of N = 256 samples, Δ being
the compensation term for potential delay due to filtering, and
a normalizing factor 1|L| , taking into account the number of all
frames. Furthermore, we also evaluate the delta SNR as
ΔSNR = SNRout − SNRin. (24)
Here, SNRin depicts the SNR of the clean speech and noise
component while SNRout depicts the SNR of the filtered speech
and noise components, after processing. This measure allows to
draw conclusions on the actual improvement of the SNR, since a
high noise attenuation might also affect the speech component.
We also employ the PESQ score (mean opinion score, lis-
tening quality objective (MOS-LQO)) [51], [52], on the filtered
clean speech component s̃(n) with s(n) as reference. Thereby,
we are able to evaluate the noise and also the speech components
separately. We do not measure PESQ on the enhanced signal
ŝ(n), since PESQ has not been validated for artifacts caused
by noise reduction techniques. In line with P.1100 [53, Sect. 8]
and using [49] to obtain the processed clean speech component,
we instead measure the distortion of the clean speech compo-
Fig. 4. Evaluation of the speech component MOS-LQO and segmental NA
for all noise and SNR conditions of the unquantized and quantized oracle
experiments and the two baseline estimators showing the potential of the
proposed method on the development set.
nent, thereby being also compliant to the intended use case of
P.862 [51]. Since PESQ is somewhat level-agnostic and thus not
penalizing broadband attenuation of a signal, it is important to
report the ΔSNR. This allows to draw conclusions on speech
attenuation which would not be possible otherwise.
In order to assess the intelligibility of the enhanced speech, we
employ the short-time objective intelligibility measure (STOI)
[54]. STOI is an intrusive metric that is operating on the clean
speech signal s(n)which serves as a reference and the enhanced
signal ŝ(n). Thismetric provides values in the range [0, 1], where
high values represent high intelligibility.
VI. SIMULATIONS AND DISCUSSION
A. Solo: Cepstral Envelope Estimation (CEE)
Number of HMM States: At first, we perform two different
oracle experiments in order to analyze the potential of our ap-
proach and to figure out how many states are providing good
performance. In Fig. 4, we evaluate MOS-LQO by PESQ and
also NAseg, both measured on the separately filtered compo-
nents. Here, each marker depicts a certain SNR condition, with
−5 dB in the lower right and 20 dB in the upper left corner.
The solid purple plot (with diamond markers) shows the per-
formance of the proposed method when instead of the applied
CEE (see Fig. 2, grey box), the oracle envelope from the clean
speech is injected and mixed with the denoised residual signal
(referred to as Oracle Envelope). Accordingly, this plot depicts
the upper performance limit of the CEE technique in our noise
reduction framework. Now, the first choice we need to make is
on the amount of states the HMM should be able to estimate.
Therefore, we train three different codebooks (see Section IV-B)
for NS ∈ {64, 128, 256} with the LBG algorithm [36] on the
extracted envelopes of the TIMIT training set. Subsequently, we
run our framework, again replacing the CEE block by quantiz-
ing the oracle envelopes obtained from the corresponding clean
speech files with our trained LBG codebooks (three dashed
lines, triangle and circlemarkers). Comparing both oracle exper-
iments to the DD (solid yellow line, plus markers) and CEMSI
(solid blue line, asterisk markers) baselines, shows that there
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TABLE I
ANALYSIS OF THE GMM-HMM APPROACH WITH NS + 1 = 65 STATES, G
BEING THE NUMBER OF MODES: POSTERIOR STATE PROBABILITY ACCURACY
DELIVERED BY THE HMM. SPEECH ACTIVE (H1 ) AND INACTIVE (H0 ) FRAMES
ARE EVALUATED SEPARATELY
is good potential of the approach, especially in terms of speech
component quality. One can also see that the quantization causes
a slightly higher NAseg in the lower SNR conditions compared to
the oracle envelope, where in the other SNR conditions it ismore
a loss in speech component quality only. The three dashed lines
representing the different quantization levels show a very similar
performance with only a slight preference for the larger code-
books. However, since it is only a marginal benefit, we decide
to use NS + 1 = 64 + 1, as the trade-off between lower com-
plexity and higher quality clearly favors the former in this case.
Number of GMMModes: Next, we investigate the number of
modesGwhich represent the denoised observations. Therefore,
we train GMMs with G ∈ {4, 8, 16} and evaluate the posterior
state probabilities of the HMM by measuring the accuracy. The
results are shown in Table I and are depicted for speech active
(H1), speech inactive (H0), and both kinds of frames together
(H0 ∪H1). The H0 /H1 distinction is performed by a simple
VAD on the clean speech material with a dynamic threshold
which tests if a frame’s energy is above the average frame en-
ergy of the corresponding file. The rationale behind this is that
the prior distribution of the state representing speech inactive
frames differs between the three sets, being roughly 25% for the
training and development set, and 50% for the test set. This, if
only regarding the accuracy of all frames jointly, would raise
questions as to why the accuracy on the test set is higher than on
the training and development set. Considering both classes sepa-
rately gives amore consistent view on the performance, showing
an expectedly higher accuracy with increasing number of modes
on the speech active frames. The gain is rather small compared to
the rising complexity with increasingG, making us comfortable
with the choice ofG = 16 (grey-shaded), delivering the best ac-
curacy for speech active frames on the development set, without
exploring the effects of more modes which we assume would
lead to overfitting at some point and also to a lack of training
data. Fortunately, this coincides with the best H1 performance
on the test set as well, which is not taken for granted.
GMM-HMMEnvelope Estimation:Thus, having found a suit-
able configuration we evaluate the performance of the GMM-
HMM approach with NS + 1 = 65 states each represented by
G = 16 modes with either MAP (16) or MMSE (14) estima-
tion of the clean envelope in Fig. 5. On top, the unquantized
and also quantized oracle experiments with G = 16 are shown.
Compared to the DD baseline (solid yellow line, plus mark-
ers) the MAP approach (dashed green line, square markers) is
able to show consistent improvement in terms of both measures,
MOS-LQO and NAseg. Especially the low-SNR conditions ben-
efit from the enhanced envelope in terms of speech component
Fig. 5. Evaluation of the speech component MOS-LQO and segmental NA
for all noise and SNR conditions of the two optimized GMM-HMM ap-
proaches using MAP and MMSE (NS + 1 = 65, G = 16) compared to the
two corresponding oracle experiments and baseline estimators showing the
performance of the optimized GMM-HMM approaches on the development
set.
TABLE II
ABERRATION OF PARAMETERS FOR SEVERAL NUMBERS OF HIDDEN LAYERS
NH WITH NUMBER OF NODES NN IN EACH LAYER COMPARED TO THE
DESIGNATED GMM CONFIGURATION WITH 21840 PARAMETERS
quality. The proposed approach also exceeds the CEMSI base-
line (solid blue line, asterisk markers) in the SNR conditions
from −5 dB up to 10 dB quite clearly. Only the two best SNR
conditions enable the CEM approach to obtain better speech
component quality, which gives hope that a combination of
both approaches might be able to mitigate the drawbacks of
either method. When evaluated against the corresponding or-
acle envelope experiment (dashed red line, triangle markers)
a more or less constant gap of around 0.05 MOS points re-
mains. To circumvent the limitation of using a single entry of
the codebook only, as done by the MAP estimation, we also cal-
culate the MMSE estimate (solid green line, square markers),
allowing us to consistently exceed the performance of the MAP
approach by up to 0.09 MOS points for the −5 dB SNR condi-
tion. Even the oracle envelope experiment can be outperformed
in terms of NAseg, however, with a slightly lower MOS-LQO.
This depicts nicely the benefit of the MMSE over the MAP esti-
mate, being able to exploit the codebook space to a larger extent.
The experiment using the unquantized oracle envelope performs
clearly better than the GMM-HMM with MMSE estimation in
the 20 dB to 10 dB SNR conditions, while in the remaining
SNR conditions the MMSE approach obtains a much higher
NAseg which might be caused by a less accurate state estimation
due to the SNR, being reflected by the lower MOS-LQO values.
C-DNN Envelope Estimation Approaches: The GMMs with
G = 16 and NS + 1 = 65 embrace a total of 21,840 parame-
ters, which we target also for the training of DNNs to ensure
a fair comparison. In Table II we depict several basic network
configurationswith up to six hidden layers, trying to keep a com-
parable amount of parameters as used for GMM training and we
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TABLE III
EVALUATION OF VARIOUS C-DNN TRAININGS WITH COMPARABLE AMOUNT OF PARAMETERS RELATED TO THE BEST GMM CONFIGURATION IN TERMS OF THE
POSTERIOR STATE PROBABILITY ACCURACY DELIVERED BY THE RESPECTIVE DNN. SPEECH ACTIVE (H1 ) AND INACTIVE (H0 ) FRAMES ARE EVALUATED
SEPARATELY. THE EPOCH #E OF THE BEST PERFORMING NETWORK WITH RESPECT TO ACCURACY ON H1 ON THE DEVELOPMENT SET IS ALSO REPORTED
also depict the aberration of parameters in percent. Thereby, we
make sure that we do not use more parameters than the GMM
baseline does. With this setup we are able to analyze the influ-
ence of depth independently. Following, in Table III we present
the posterior state accuracies of the various C-DNN configura-
tions which we have examined. In general, there is to say that the
differences between the configurations are rather small so that
no network performs significantly better than any other. Judging
from the development set, the networks with sigmoid activation
obtain slightly better accuracies on speech active frames than
the ones with ReLUs. Another observation is that with growing
depth we can see a slight but steady increase of the accuracy
on the H1 frames of the development set when the sigmoid
function is employed. For the subsequent C-DNN-HMM and
also C-DNN approaches, we use the network with NH = 6,
NN = 58, and sigmoid activation, as it performs best on speech
active frames on the development set (grey-shaded). Note that
it just does not match the best results on the test set which the
network withNH = 3 andNN = 86 yields. When compared to
the best GMM-HMM result in Table I (43.8%), the superiority
of the DNN (54.7%) becomes obvious, as the accuracy gain on
the development set (H0 ∪H1) is better than 10% absolute, and
also on the speech active frames the accuracy increases by more
than 6%. For the test set, the overall accuracy is more than 13%
higher, while the gain for speech active frames of the test set
melts down to about 4%.
R-DNN Envelope Estimation: Results of the second training
process for the R-DNN are shown in Table IV. Again, we made
sure that the amount of parameters relates closely to the best per-
forming GMM-HMM configuration. The DNNs trained with
sigmoid activation function slightly outperform the ones with
ReLU activation function, as before. However, the latter tend
to converge a bit faster for some topologies but with a higher
loss. In general, the differences across all configurations are
rather marginal. Nevertheless, we find the best configuration
for NH = 6 and NN = 58 combined with the sigmoid activa-
tion function (grey-shaded). This is the same configuration as
we found to be optimal for the C-DNN approaches. Also, this
network shows only second best performance on the test set.
TABLE IV
EVALUATION OF VARIOUS R-DNN TRAININGS WITH COMPARABLE AMOUNT OF
PARAMETERS RELATED TO THE BEST GMM CONFIGURATION IN TERMS OF THE
MSE LOSS. THE EPOCH #E OF THE BEST PERFORMING NETWORK WITH
RESPECT TO THE MINIMAL MSE LOSS ON THE DEVELOPMENT SET IS ALSO
REPORTED
All Approaches: Now, we evaluate the performance of the
optimal networks in our system for the MAP estimation, as
shown in Fig. 6. Comparing theGMM-HMM approach (dashed
green line, square markers) to the C-DNN-HMM configuration
(dashed orange line, triangle markers), results in an unchanged
performance, which is surprising, since the accuracy of the C-
DNN alone is significantly higher. A gain is seen, however,
for the C-DNN (dashed orange line, circle markers), where the
HMM is omitted and the posterior distribution of the network
is used directly. An analysis of the state posterior distribution
accuracy on the development set shows that the reported 54.7%
(H0 ∪H1) and 43.5% (H1) of the C-DNN (both Table III)
correspond to only 45.2% (H0 ∪H1) and 38.0% (H1) for the
C-DNN-HMM approach, which is still higher by more than
1% compared to the GMM-HMM method (cf. Table I). How-
ever, this latter only small accuracy improvement explains the
comparable performance of C-DNN-HMM and GMM-HMM
in Fig. 6. The C-DNN consistently outperforms the two HMM-
based systems in both quality dimensions by up to 0.05 MOS
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Fig. 6. Comparing the performance of the GMM-HMM system (NS + 1 =
65, G = 16) and the various DNN-supported approaches with MAP estima-
tion in terms of the speech component quality measured by MOS-LQO and
NAseg on the development set. The upper limit is depicted by the respective
oracle experiment.
Fig. 7. Comparing the performance of the GMM-HMM system (NS + 1 =
65, G = 16) and the various DNN-supported approaches with MMSE esti-
mation in terms of the speech component quality measured by MOS-LQO and
NAseg on the development set. The upper limit is depicted by the respective
oracle experiment.
points and 0.1 dB NA (−5 dB SNR condition), showing im-
proved performance especially in the low-SNR conditions. This
indicates that the HMM seems to be a limiting factor here,
which could be caused by the temporal context, since it is the
remaining factor that is able to overrule the network’s decision.
The results for the MMSE estimation are reported in Fig. 7.
Again, we can see that replacing the GMMs by a DNN (solid
green line, square markers: GMM-HMM vs. solid orange line,
triangle markers: C-DNN-HMM) has very little effect due to
the limiting HMM. The performance of the C-DNN (solid or-
ange line, circle markers) again shows consistent improvement
over the HMM results, which indicates that the overall estima-
tion of the posterior probability distribution is more accurate.
Given the 10% accuracy improvement of C-DNN vs. GMM-
HMM, and the 56.2% accuracy improvement of the oracle vs.
Fig. 8. Comparing the performance of theCEE system, the baselines CEMSI
and DD, and the parallel/serial combinations of both approaches in terms
of the speech component quality measured by MOS-LQO and NAseg on the
development set.
GMM-HMM, C-DNN performs better than expected. This is
visible, e.g., in SNR = −5 dB, where its MOS-LQO is about
half way betweenGMM-HMM and oracle, while it exceeds the
oracle NAseg by more than 0.5 dB. Finally, the R-DNN (solid
orange line, cross markers) shows an imbalanced behavior as it
exceeds the performance of the C-DNN for the 15 and 20 dB
SNR conditions but deteriorates with decreasing SNR. This re-
sults in the worst performance among the depicted methods for
the two lowest SNR conditions. This is an interesting result as
this shortcoming could not be observed for the classification
DNNs. It could be due to the rather small amount of parameters,
preventing the network to cover all SNR conditions equally as
the regression task is more complex than classification. Con-
sequently, we favor the C-DNN approach with MMSE estima-
tion, as it performs best in the important low-SNR conditions.
The approach still leaves space for improvement, especially
for the higher SNR conditions, when compared to the oracle
experiment.
B. Duo: CEM With Cepstral Envelope Estimation (CEE)
Having successfully identified the best performing envelope
estimator, namely the C-DNN approach with MMSE estima-
tion, which we will simply dub CEE in the following, we will
now combine CEE with CEMSI by replacing the preliminary
denoised envelope in Fig. 1 (lower LPC analysis path, white
box) with the proposed C-DNN cepstral envelope estimation
method. This is referred to as parallel approach (symbol ‖). Al-
ternatively, we will also investigate using either CEMSI or the
C-DNN approach as preliminary noise reduction for the other,
referred to as serial approaches (symbol →).
1) Evaluation on the Development Set: The results are de-
picted in Fig. 8, where the CEMSI (solid blue line, asterisk
markers) benefits especially in the important low-SNR con-
ditions from incorporating the CEE (solid orange line, cir-
cle markers) in a parallel manner (solid green line, diamond
markers) by obtaining a higher NAseg while maintaining a
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Fig. 9. Comparing the performance of theCEE system, thebaselinesCEMSI,
IRM, and DD, and the parallel/serial combinations of both approaches in
terms of the speech component quality measured by MOS-LQO and NAseg on
the test set.
comparable speech component quality. Also the serial ap-
proaches (green lines, triangle markers) both outperform the
CEMSI baseline consistently in both quality dimensions, gain-
ing up to 0.63 dB higher NAseg and 0.13 MOS points. Applying
CEMSI first (dotted green line, inverted triangle markers) fol-
lowed by the CEE yields a slightly higher speech component
quality at the cost of a little less NAseg compared to the other
serial setup (dashed green line, triangle markers). The CEMSI
approaches, solo and duo, have one important advantage over
the solo CEE approach: They are able to restore harmonics and
to suppress noise between them, where the latter is a shortcom-
ing of all approaches which only estimate the envelope. How-
ever, we expected a more consistent improvement by applying
both techniques in parallel and suspect that some mismatch
between the enhanced excitation and envelope could prevent
further improvement, which could be subject to future research.
This mismatch seems to be eased by the sequential application
of both approaches, where we manipulate one component of the
estimated clean speech amplitude spectrum at a time.
2) Evaluation on the Test Set: Until now, all results and
optimizations have been analyzed and taken out on the devel-
opment set. In Fig. 9 we report the test set performance of the
three baseline approaches, DD (solid yellow line, plus mark-
ers), CEMSI (solid blue line, asterisk markers), and IRM (solid
sand line, square markers). We also report on our best cepstral
envelope estimator C-DNN with MMSE estimation, i.e., CEE
solo (solid orange line, circle markers), and also in conjunction
(green lines) with the CEMSI baseline. When the solo CEE ap-
proach is applied, a consistent improvement of the speech com-
ponent quality over theDD andCEMSI baselines is obtained, but
the NAseg now falls behind the CEMSI method. This probably
reflects the detriment of the CEE approach being a data-driven
technique, since this was not the case on the development set.
Interestingly, the two baseline approaches (DD, CEMSI) yield
lower PESQ scores on the development set than on the test set
(compare Figs. 8 and 9). This is most likely due to the choice
of two different databases which have quite different recording
characteristics and settings. Thus, the one seems to be easier
to be processed by noise reduction algorithms than the other.
Fig. 10. Comparing the performance of the CEE system, the baselines
CEMSI, IRM, and DD, and the parallel/serial combinations of both ap-
proaches in terms of the speech component quality measured by MOS-LQO
andΔSNR on the test set.
Fig. 11. Comparing the performance of the CEE system, the baselines
CEMSI, IRM, and DD, and the parallel/serial combinations of both ap-
proaches in terms of the speech intelligibility measured by STOI and NAseg on
the test set.
As the other approaches (green lines) are heavily influenced by
the data-driven CEE approach, which has been trained on data
stemming from the same database (but disjoint data sets) as the
development set, the decreasing performance is quite expected
when changing to a different database. However, the combina-
tion with CEMSI seems to mitigate the drawback of the CEE
approach caused by its data dependency to quite some extent. In
parallel with the CEMSI (solid green line, diamond markers) a
gain of up to 0.4 dB NAseg can be obtained, resulting in a slight
shift of the trade-off point for speech component quality and
noise attenuation compared to CEMSI. Both serial approaches
manage to consistently mitigate this drawback, where apply-
ing CEMSI first (dotted green line, inverted triangle markers)
is able to further improve CEMSI by up to 0.15 MOS points at
an additionally slightly higher noise attenuation. Alternatively,
when applying the envelope enhancement first (dashed green
line, triangle markers), theCEMSI baseline can be improved by
an average of 0.4 dB NAseg, while maintaining a comparable
speech component quality.
The data-driven IRM baseline shows a surprisingly high
speech component quality that is exceeding the performance
of all other approaches. However, when further analyzing the
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Fig. 12. Comparing the performance of the CEE system, the baselines
CEMSI, IRM, and DD, and the parallel/serial combinations of both ap-
proaches in terms of the speech component quality measured by MOS-LQO
and NAseg on the test set with unseen noise files.
ΔSNR as shown in Fig. 10, the approach shows the lowest
ΔSNR improvement, especially in the important low-SNR con-
ditions. This indicates that the IRM approach causes a broad-
band attenuation of noise and speech which is not penalized by
PESQ as mentioned in Section V-D. Only in the (not so impor-
tant) high-SNR conditions the IRM approach outperforms the
other approaches also in terms of ΔSNR. A further issue with
IRM is that the residual background noise shows a fluctuating
temporal evolvement and thus results in an unsettled subjective
listening experience.2 The IRM approach seems to be unable
to generate coherent residual background noise which is not
surprising, as the neural network has no recurrent modules or
any memory which would allow it to produce coherent output
w.r.t. previously processed frames. Even though it obtains high
NAseg results, theCEE approach also shows that theΔSNR im-
provement is quite limited. Nonetheless, an improvement over
theDD baseline, except for the 20 dB condition, is obtained. The
proposed serial approach (CEE first) takes most profit from the
combination of both methods and shows a small but consistent
improvement over CEMSI.
In Fig. 11 we present the intelligibility results measured with
STOI for the different approaches. All methods perform similar
on STOI, with IRM being best in NAseg—with the known
ΔSNR issue and residual noise quality issue2 as discussed
before.
Furthermore, we have investigated the performance of all the
seven depicted approaches on the clean speech data of the test
set without noise. Hence, it is not possible to report NAseg, but
PESQ scores are higher or equal than 4.43 MOS points and
STOI is higher or equal than 0.981 for all approaches. This
shows that the approaches do not significantly degrade speech
quality or intelligibility in clean conditions.
Informal expert listening tests and spectrogram analyses3
have shown that the parallel and serial (CEE first) approaches
2Audio samples for the IRM baseline can be found under:
https://www.ifn.ing.tu-bs.de/en/ifn/sp/elshamy/2018-taslp-cee/
3Audio samples can be found under:
https://www.ifn.ing.tu-bs.de/en/ifn/sp/elshamy/2018-taslp-cee/
Fig. 13. Comparing the performance of the CEE system, the baselines
CEMSI, IRM, and DD, and the parallel/serial combinations of both ap-
proaches in terms of the speech component quality measured by MOS-LQO
andΔSNR on the test set with unseen noise files.
Fig. 14. Comparing the performance of the CEE system, the baselines
CEMSI, IRM, and DD, and the parallel/serial combinations of both ap-
proaches in terms of the speech intelligibility measured by STOI and NAseg on
the test set with unseen noise files.
result in a much smoother and more natural background noise,
even in babble noise, owing to the introducedCEEmethod. The
approaches also manage to reduce the noise between harmonics
facilitated by the integration of the CEMSI method.
3) Evaluation on the Test Set with Unseen Noise Files: Fi-
nally, in Fig. 12 we evaluate the performance on the test set with
four unseen noise files, where three are quite non-stationary. The
files4 are taken from the ETSI noise database [44]. Here, the solo
CEE approach (solid orange line, circle markers) obtains up to
1.4 dB higher NAseg, compared to the DD baseline and also
improves the speech component quality significantly. The per-
formance of the parallel approach (solid green line, diamond
markers) is comparable to Fig. 9, where the NAseg is increased
at the cost of a lower speech component quality. This is also a
general difference between Figs. 9 and 12, since the NAseg in
Fig. 12 is consistently lower and thus allows to obtain a higher
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the different noise types, as for Fig. 9 more stationary noise files
have been included in the evaluation, which are naturally easier
to process than non-stationary noise types, which are predomi-
nant in the data for Fig. 12.
The IRM baseline shows less improvement w.r.t. NAseg com-
pared to the test set with seen noise files. However, the speech
component quality is still quite high, while showing clear detri-
ments in the SNR improvement, as can be seen in Fig. 13. This
indicates again that there is also quite some speech attenua-
tion, which is also reflected in STOI (Fig. 14). Here, the IRM
baseline is outperformed by our serial approach (CEE first) and
also our parallel approach, where both also show convincing
performance in Fig. 13 by improving the SNR consistently.
The serial approach with CEMSI first (dotted green line, in-
verted triangle markers) also shows only limited improvement
over the CEMSI baseline (solid blue line, asterisk markers),
mainly resulting in an improved speech component quality with
a comparableNAseg. However, when applyingCEEfirst (dashed
green line, triangle markers), we again consistently outperform
the CEMSI baseline by up to more than 0.5 dB NAseg, while
obtaining all its benefits even in non-stationary and unseen noise
files. Thus, from the various schemes we have proposed in this
paper, this is the strongest approach.
VII. CONCLUSIONS
We investigated several methods of spectral envelope esti-
mation in the cepstral domain for a priori SNR estimation
and evaluated their performance in a speech enhancement task
with MMSE spectral amplitude estimation. Replacing a hid-
den Markov model by a deep neural network improves the
state accuracy by more than 13% absolute. Evaluated on non-
stationary and unseen noise files, the cepstral envelope estima-
tion (CEE) approach alone shows significant improvement over
the decision-directed (DD) estimator by up to 1.4 dB noise atten-
uation (NA), also significantly improving the speech component
quality.
The combination with cepstral excitationmanipulation (CEM
with CEE first) provides a gain of 0.5 dB over CEM and of up
to 2 dB over DD in terms of NA, without degrading the speech
component quality or intelligibility. The proposed combination
also obtains considerable SNR improvement over the baselines
in the important low-SNR conditions.
There is still some room for improvement, as shown by the
difference in the performance obtained with oracle envelopes
and estimated envelopes. Future work will comprise the investi-
gation of how to further reduce this gap, e.g., by more advanced
topologies of neural networks which could lead to higher clas-
sification accuracies.
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ABSTRACT
In this contribution we present our latest investigations and analysis
on a novel a priori SNR estimator for speech enhancement applica-
tions. It is based on a clean spectral envelope estimation with a deep
neural network (DNN) in the cepstral domain. Furthermore, by in-
tegrating our cepstral excitation manipulation (CEM) approach into
this framework, we obtain not only a smooth and natural background
noise experience, but also achieve noise reduction between harmon-
ics which is not possible with low-order models. We investigate the
performance of the proposed approach in conjunction with three dif-
ferent spectral weighting rules and show improvement of more than
3.5 dB noise attenuation vs. the well-known decision-directed (DD)
approach without a significant trade-off in speech distortion.
Index Terms— a priori SNR, speech enhancement, cepstrum
1. INTRODUCTION
The broad field of speech enhancement comprises various applica-
tions that aim to facilitate the communication between human be-
ings. Among them we find speech presence probability estimation,
voice activity detection, and, e.g., noise reduction. The latter of-
ten uses a real-valued spectral weighting rule [1] in the frequency
domain for a bin-wise noise suppression of a noisy microphone sig-
nal’s amplitudes. These weighting rules are usually a function of
the a priori signal-to-noise ratio (SNR) and oftentimes also of the a
posteriori SNR.
The well-known decision-directed (DD) approach [2] defines an
a priori SNR estimate that depends both on the past a priori SNR
and the a posteriori SNR to obtain the estimate. Although the DD
technique suffers from its incapability to track sudden changes of the
true SNR, it is still regarded as classical state of the art.
Among the numerous more recent publications that investigate
different a priori SNR estimation approaches [3, 4, 5, 6, 7], a gen-
eralized version of the DD approach has been proposed recently by
Chinaev and Haeb-Umbach [8]. The method operates in a general-
ized spectral domain instead of the power domain. The authors show
improved performance for high global SNR conditions for the gen-
eralized approach, while the original method, operating in the power
domain, shows optimal behavior in low-SNR conditions.
Stahl and Mowlaee introduced a harmonic signal model for a
priori SNR estimation in [9]. The model allows to interpolate be-
tween frequency bins and thus to smooth the a priori SNR according
to harmonic trajectories. Thereby, the authors show improved noise
attenuation capability without introducing additional speech distor-
tion compared to the DD approach.
Furthermore, the incorporation of other models has been investi-
gated in the recent past [10, 11, 12, 13], showing some improvement
over the DD approach.
Very recently we proposed a novel a priori SNR estimator [12]
based on cepstral excitation manipulation (CEM), which exploits the
human speech production model. Its core features are the improve-
ment of noise attenuation between harmonics and also the preserva-
tion of weak harmonic structures. Therein, we could show a more
balanced and thus enhanced performance over the DD approach and
also over two further, more recent a priori SNR estimators [4, 5].
Accordingly, both the DD and the CEM a priori SNR estimator serve
as baselines for this work. Most recently we proposed a cepstral en-
velope estimation (CEE) approach [13] that nicely complements the
CEM approach by not only enhancing the excitation signal but also
the envelope. We described in detail how the proposed envelope es-
timator has been distilled from various investigated approaches.
In this paper we briefly revisit our findings from [13] and in-
vestigate the performance of the CEE approach for a priori SNR
estimation alone, and in conjunction with CEM. We evaluate the es-
timators in a speech enhancement task together with three different
weighting rules.
This contribution is structured as follows: In Section 2 we briefly
introduce the signal model along with the CEE technique and pro-
vide insight into our investigations on the different methods. This is
followed by a short introduction of the speech enhancement frame-
work and the three weighting rules in Section 3. Subsequently, the
experimental setup and the evaluation of our results is presented in
Section 4. We finally conclude the paper in Section 5.
2. CEPSTRAL ENVELOPE ESTIMATION (CEE)
The microphone signal y(n) is modeled as the superposition of the
time-domain speech signal s(n) and the noise signal d(n) as y(n) =
s(n) + d(n), with n as discrete-time sample index. The frequency-
domain entities are obtained by applying a K-point discrete Fourier
transform as Y`(k) = S`(k) +D`(k), where ` represents the frame
index and 0≤ k≤K−1 the frequency bin index. Furthermore, we
assume that both signals, noise and speech, have zero mean and that
they are statistically independent.
The basic idea of our approach (see Figure 1) is to split a prelim-
inary denoised microphone signal Ȳ`(k) into its envelope (Figure 1,
























Fig. 1. Block diagram of the proposed a priori SNR estimator based on cepstral envelope estimation (CEE).
LPC analysis, lower path) and its excitation R`(k) by LPC analysis.
The denoised envelope is subsequently replaced by a clean envelope
estimate |Ĥ`(k)| and mixed with the excitation signal. It is used
further with the noise power estimate σ̂D` (k)
2 from the preliminary
noise reduction to calculate the a priori SNR ξ̂CEE` (k). The estima-
tion is done in the cepstral domain by converting (Figure 2, feature
conversion block) the N = 10 LPC coefficients to N + 1 = 11








(m− µ) · a`(µ) · cH` (m− µ)
] (1)
for 1 ≤ m ≤ N and
cH` (m = 0) = 0 = log(Pp=1) (2)
for m = 0. We set the prediction error power Pp to a fixed value
to obtain envelopes with a comparable energy level. This allows
us to work with N coefficients only, as the first coefficient has the
same value (zero) for all vectors. After estimating the clean envelope
representing coefficients cĤ` (m) (see Figure 2, bold face for vector









(m− µ) · cĤ` (m− µ) · â`(µ)
]
(3)
for 1 ≤ m ≤ N . The spectral representation |Ĥ`(k)| is obtained
from
|Ĥ`(k)| = 1|1− Â`(k)|
, (4)
where Â`(k) is calculated by applying a K-point DFT to the zero-
padded LPC coefficients â`(m). This is done in the spectral conver-
sion block in Figure 2.
We have evaluated and optimized different approaches for the
cepstral envelope estimation task in [13]. We started with a clas-
sic hidden Markov model (HMM) with Gaussian mixture models
(GMMs) as acoustic backend (GMM-HMM) where the hidden
states represent clean, and the observations denoised envelopes. We
found out by means of an oracle experiment that a codebook size
of 64 + 1 = 65 is sufficient. The codebook entries are obtained by
using the Linde-Buzo-Gray [15] algorithm and the extra entry is
exclusively representing non-speech envelopes. Best posterior state
probability accuracy was obtained by choosing 16 modes for the
GMMs. Furthermore, we investigated maximum a posteriori (MAP)
and also minimum mean-square error (MMSE) estimation, resulting











Fig. 2. Block diagram of the preferred cepstral envelope esti-
mation (CEE) method using a classification DNN together with
MMSE estimation.
Hence, we fixed the number of parameters and investigated the
replacement of the GMMs by a classification deep neural network
(DNN). We trained differently configured networks with up to six
hidden layers, making sure that the aberration of parameters is al-
ways less than 2% by adjusting the number of nodes per layer, ac-
cordingly. Based on the best state posterior probability accuracy on
speech active frames we found a network with six hidden layers,
58 nodes per layer, and sigmoid activation function to be optimal
for classification. Thereby, the overall accuracy could be increased
by 10 % absolute on the development set compared to the GMM-
HMM approach. However, the incorporation of the DNN into the
HMM yielded only comparable performance of the DNN-HMM vs.
the GMM-HMM. Subsequently, we replaced the whole HMM struc-
ture by the classification DNN and could further improve the per-
formance, now being able to fully benefit from the additional 10 %
accuracy on the development set.
In Figure 2 we depict the processing structure of our favored
estimator and refer to this method as CEE throughout the remain-
der of this paper. We have also investigated the performance of a
DNN trained in regression mode, to directly estimate clean envelope-
representing coefficients from the denoised observation. An optimal
configuration was found for six hidden layers, 58 nodes, and also
sigmoid activation function, but the performance in our noise reduc-
tion task was imbalanced, showing some detriments in the low-SNR
conditions. So our proposal is to use the aforementioned classifica-
tion DNN with subsequent codebook-supported MMSE estimation,
as shown in Figure 2.
3. SPEECH ENHANCEMENT FRAMEWORK
Later evaluation of the a priori SNR estimators will be conducted in
a speech enhancement framework consisting of a minimum statistics
2
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noise power estimator [16], the a priori SNR estimator under test,
and a spectral weighting rule to obtain the enhanced speech signal
as
Ŝ`(k) = G`(k) · Y`(k). (5)
The spectral weighting rules G`(k) = f(ξ̂`(k), γ`(k)) are the
minimum mean square error log-spectral amplitude (MMSE-LSA)
estimator [17], the Wiener filter (WF) [18], and the super-Gaussian






is required for the MMSE-LSA and the SG-jMAP spectral weighting
rule, and also for the DD a priori SNR baseline estimator according
to [2]
ξ̂DD` (k) =






The CEMSI baseline [12] is refining a clean speech amplitude
estimate in an instantaneous fashion by modifying the excitation sig-
nal based on pre-trained templates. Is is subsequently used with the
noise power estimate from the preliminary noise reduction to obtain
ξ̂CEM` (k).
If our proposed CEE-based a priori SNR estimator according to
Figure 2 is employed, the minimum statistics noise power estimator
is executed as part of the preliminary noise reduction, which inter-
nally also contains a DD a priori SNR estimation and an MMSE-
LSA weighting rule. The rest of our CEE a priori SNR estimator is
shown in Figure 1 with Figure 2 as discussed.
We will also investigate an approach that concatenates the CEE
a priori SNR estimator with the CEM technique from [12]. For that
purpose the preliminary noise reduction as it is required for the CEM
approach consists of the complete Figure 1, including a subsequent
MMSE-LSA spectral weighting rule which is applied to the micro-
phone signal. The further processing according to [12] provides then
the final a priori SNR estimate ξ̂CEE→CEM` (k) — for details please be
referred to [12, 13]. Note that in this serial approach the noise power
estimate that is used throughout is the one of the aforementioned
preliminary noise reduction in the CEE approach, see Figure 1.
4. EXPERIMENTAL EVALUATION
4.1. Experimental Setup
The DD estimator, wherever it is employed, is tuned with optimal
parameters1 [20] for each weighting rule. The DD estimator as part
of the preliminary noise reduction in Figure 1 uses parameters as
shown1 for MMSE-LSA, since this is the weighting rule of the pre-
liminary noise reduction. We work with a sample rate of 8 kHz, a
frame size of K = 256 samples with a frame shift of 50 %. For
analysis and overlap-add synthesis we utilize a periodic square root
Hann window. The training and development sets for the investiga-
tions in Section 2 are taken from the TIMIT database [21]. The clean
1Optimal parameters for the DD estimator and each weighting rule:
MMSE-LSA: βDD = 0.975, ξmin = −15 dB
SG-jMAP: βDD = 0.993, ξmin = −14 dB
WF: βDD = 0.99, ξmin = −14 dB.
speech is mixed at six different SNR conditions ranging from -5 dB
to 20 dB in 5 dB steps together with disjoint portions of 53 noise files
taken from the ETSI [22] and the QUT [23] noise databases. For
a test set with unseen noise files we use four files2 from the ETSI
database exclusively which are not used for training or development.
However, similar noise types have been used also for the training
process. Signal levels are adjusted according to ITU-T P.56 [24] and
subsequently superimposed.
4.2. Quality Measures
To evaluate the estimators in a speech enhancement task we use the
white-box approach [25] which allows us to evaluate the filtered
speech component s̃(n) and the filtered noise component d̃(n) of
the enhanced signal ŝ(n), separately. This is done by applying the
final gain function G`(k) not only to the microphone signal Y`(k)
in order to obtain the enhanced speech Ŝ`(k), but also to the sepa-
rate speech component S`(k) and noise componentD`(k), followed
by inverse DFT and overlap-add synthesis. As objective measures
we use the segmental speech-to-speech-distortion ratio (SSDR) [26]

















where Rmax and Rmin limit the values to 30 dB and -10 dB, respec-
tively. The frame-wise ratio is obtained as
SSDR′(`) = 10 log10
[∑N−1
ν=0 s(ν + `N)
2
∑N−1




with the error signal being
e(ν + `N) = s̃(ν + `N + ∆)− s(ν + `N). (11)
The term ∆ is accounting for potential processing delay and ` is de-
picting a segment of length N = 256 samples. A high SSDRseg in-
dicates a strong similarity of the speech component with respect to
the clean reference signal.
To account for the noise attenuation we additionally report the
∆SNR which is a global measure and calculated as
∆SNR = SNRout − SNRin, (12)
where SNRout is the SNR of the filtered components s̃(n) and d̃(n),
and SNRin is the SNR of the unprocessed components s(n) and
d(n). Both SNRs are measured in line with ITU-T P.56 [24] where
for the speech signals only speech active portions are considered.
The ∆SNR gives information on the global SNR improvement by
considering both components simultaneously.
4.3. Discussion
In Figure 3 we depict the results for the different a priori SNR esti-
mators under test with the three weighting rules MMSE-LSA, SG-
jMAP, and WF. We plot the SSDRseg vs. the ∆SNR and each marker
represents one SNR condition, where -5 dB is at the bottom and
2Fullsize Car1 80Kmh, Outside Traffic Crossroads,
Pub Noise Binaural V2, Work Noise Office Callcenter
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20 dB is at the top in steps of 5 dB. In general, the WF seems to
achieve the highest ∆SNR for each approach, while the speech com-
ponent quality suffers, which is quite obvious especially for the DD
approach. The most recent weighting rule SG-jMAP provides best
speech component quality among the analyzed estimators, however,
offering less noise attenuation as a typical trade-off. The MMSE-
LSA estimator settles somewhere in between showing a balanced
performance of the a priori SNR estimators.
The CEE a priori SNR estimator (solid orange line, aster-
isk markers) outperforms the DD baseline (solid yellow line, plus
markers) by about 2 dB ∆SNR for the MMSE-LSA and SG-jMAP
weighting rules in the -5 dB SNR condition. Using the SG-jMAP
weighting rule, CEE exceeds the performance of the DD approach
also consistently in terms of SSDRseg. When used with the WF, only
the important low-SNR conditions show reasonable performance
gain for CEE.
The recently published CEMSI baseline [12] (solid green line,
square markers) exceeds clearly the DD baseline, and also CEE
when operating alone, in terms of noise attenuation for every
weighting rule owing to its ability to effectively reduce noise be-
tween the harmonics. The highest performance gain obtained over
DD amounts to more than 3 dB ∆SNR for CEMSI when either
using MMSE-LSA or SG-jMAP. This gain can be further enlarged
by concatenating (symbol →) the CEE approach with the CEMSI
baseline (dashed green line, triangle markers). Thereby, we obtain
a ∆SNR that is higher by more than 3.5 dB compared to the DD
approach for the MMSE-LSA weighting rule.
The investigated approaches (CEE and CEE→CEMSI) appear
to be more robust compared to DD as the speech component quality
remains comparable for the respective approach when exchang-
ing MMSE-LSA by the WF, while simultaneously also showing
higher ∆SNR. Here, the DD approach experiences quite some neg-
ative effects on the speech component quality due to the increase
of noise attenuation. Hence, we recommend the serial approach
CEE→CEMSI as it offers robustness across various weighting rules
while being able to mitigate the classical trade-off between speech
component quality and noise attenuation. Informal expert analysis
and listening tests3 have shown that the approach results in a very
smooth and also natural sound of the remaining low-level back-
ground noise. This is an advantage over both baselines, DD and also
CEMSI.
5. CONCLUSIONS
We investigated the performance of a novel a priori SNR estima-
tor in a noise reduction environment with three different spectral
weighting rules. We could show that the proposed serial estimator,
which uses cepstral envelope estimation (CEE) in conjunction with
cepstral excitation manipulation (CEM), exceeds CEM consistently
by up to 0.4 dB ∆SNR, even in non-stationary noise, and improves
by more than 3.5 dB vs. the decision-directed (DD) approach. At the
same time, no significant trade-off in speech distortion is observed.
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DNN-Based Cepstral Excitation Manipulation for
Speech Enhancement
Samy Elshamy and Tim Fingscheidt , Senior Member, IEEE
Abstract—This contribution aims at speech model-based speech
enhancement by exploiting the source-filtermodel of human speech
production. The proposed method enhances the excitation signal
in the cepstral domain by making use of a deep neural network
(DNN). We investigate two types of target representations along
with the significant effects of their normalization. The new ap-
proach exceeds the performance of a formerly introduced classical
signal processing-based cepstral excitation manipulation (CEM)
method in terms of noise attenuation by about 1.5 dB. We show
that this gain also holds true when comparing serial combinations
of envelope and excitation enhancement. In the important low-SNR
conditions, no significant trade-off for speech component quality
or speech intelligibility is induced, while allowing for substantially
higher noise attenuation. In total, a traditional purely statistical
state-of-the-art speech enhancement system is outperformed by
more than 3 dB noise attenuation.
Index Terms—Speech enhancement, deep learning, cepstrum, a
priori SNR.
I. INTRODUCTION
S PEECH enhancement is still a very important and activefield of research. Its primary aim is to improve speech qual-
ity and intelligibility, to facilitate the most natural way of com-
munication. Speech signals might be corrupted by, e.g., band-
width limitation, coupling of noise, echo, and reverberation. In
order to combat such problems, various algorithms have been
developed and improved over time.
Single-channel noise reduction is still a challenging task,
which is addressed here. Even though traditional systems might
be still considered as state of the art, recent advances in speech
enhancement make more and more use of modern deep learn-
ing technologies and often end-to-end solutions are presented
(e.g., [1]–[3]). As mentioned in [3], one issue of conventional
DNN-based enhancement models is the discontinuity of the
enhanced signals when processed in a frame-based manner.
The authors resolve the problem by enhancing whole utterances
on waveform level which requires the availability of complete
recordings or at least a very large buffer. This is not applicable for
telephony applications, where delay has to be as low as possible
and frame-wise processing is essential. In the following, more
recent advances will be presented briefly.
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A sketch of less holistic approaches, that in parts still respect
traditional and statistical speech enhancement is shown in [4].
The publication nicely shows various levels of granularity that
allow to move away from end-to-end solutions towards more
traditional structures, still being able to benefit from modern
technology. Following this, DNN-based learning of spectral
weighting rules has been evaluated, e.g., for ideal binary masks
and ideal ratio masks in [5], [6].
The spectral envelope codebook-based work by Srinivasan
et al. [9]–[11] was brought from an autoregressive (AR) model
to the cepstral domain by Rosenkranz et al. [12], and it has been
picked up again recently in [13] and [14]. In [13], the authors
combine the existing auto regressive-based approach with a
noise estimator [15] to circumvent the dependency on a noise
codebook. Additionally, they introduce an SPP estimator [16]
to combat the lack of noise suppression between the harmonics,
which is naturally not possible when only spectral envelopes
are used for the estimation of the clean speech. This issue
has been further addressed in our previous work [7] and is
also investigated together with the preservation of harmonics
in this publication by analyzing the effects of the normalization
of targets during the training process. The authors in [14] aim
to replace both codebooks by estimating the parameters of the
AR models for speech and noise simultaneously with a single
network that predicts line spectral pairs. In order to combat the
inability to reduce noise between the harmonics, they also use
the SPP estimator from [16]. In both cases the estimated entities
are used to create a Wiener filter and for the latter approach
it depicts a further step towards a more modular integration of
DNNs into a statistical speech enhancement framework.
The a priori SNR represents a more generic entity, as it can
be easily plugged into various statistical systems, also being a
key factor in noise reduction. It has been subject to research not
only through the past decades [17]–[19], but particularly in the
recent past with quite some success [7], [8], [20]–[25]. While
most approacheswork in the frequency domain, Breithaupt et al.
originally pioneered the way for a priori SNR estimation in the
cepstral domain [20]. Stahl et al. pick up the original decision-
directed (DD) approach byEphraim andMalah [17] and propose
to smooth the a priori SNR not over isolated frequency bins but
with respect to harmonic trajectories [24]. This leads to higher
noise attenuation without further speech distortion. Xu et al.
make use of discriminative non-negative matrix factorization
(DNMF) for a priori SNR estimation and present two different
approaches [25]. One approach uses DNMF to estimate speech
and noise power to directly calculate the a priori SNR, while
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Fig. 1. Schematic of the speech enhancement framework with either cepstral excitation manipulation (CEM) [7] (switches S1 and S2 as shown) or cepstral
envelope estimation (CEE) [8] (switches S1 and S2 in lower position) a priori SNR estimation. The CEM block is depicted in more detail in Fig. 2, as its
replacement by a deep neural network is core novelty of this work.
the other uses DNMF to only estimate the noise power which is
then used together with the DD approach. Both methods obtain
better results thanDNMF approaches that are commonly used to
directly estimate the clean speech. However, they rely on noise
codebooks which might limit the capability of generalization.
In this contribution, we aim to exploit the potential of the
cepstral excitation manipulation (CEM) approach further, as
the current state-of-the-art CEM solution [7] offers room for
improvement, in terms of speech quality, speech intelligibility,
and also noise attenuation. To do so, we incorporate deep neural
network (DNN) models to enhance the residual signal for the
purpose of a priori SNR estimation for speech enhancement. A
particular aspect is that the explicit F0 estimator as required
by state-of-the-art CEM is not needed anymore for the core
functionality of CEM in our new approach. We investigate two
different lines of research for the a priori SNR numerator. The
first aims to restore the clean speech residual signal from a noisy
observation. The second is to restore the clean speech signal
itself by estimating a residual signal which is also considering
and compensating the degeneration of the spectral envelope in
noisy conditions. The performance of the a prioriSNRestimator
is evaluated in a speech enhancement task—although its appli-
cation is not limited to that—andmeasured by renownedmetrics
such as the PESQ score [26], [27], the short-time objective
intelligibility measure (STOI) [28], and also the segmental noise
attenuation (NAseg) [29].
This paper is structured as follows. We briefly describe the
signal model and speech enhancement framework in Section II,
followed by the introduction of the baseline approaches in
Section III. Next, we present the new DNN-based CEM ap-
proach in Section IV, and subsequently depict our experimental
setup in Section V. Finally, we evaluate, discuss, and conclude
the paper in Section VI and Section VII, respectively.
II. SIGNAL MODEL AND SPEECH ENHANCEMENT FRAMEWORK
In this section we briefly introduce our signal model and
the speech enhancement framework which is used for some
preliminary experiments and for the evaluation.
A. Signal Model
We model the noisy time-domain microphone observation as
y(n) = s(n) + d(n), (1)
where s(n) is the clean speech component, d(n) the noise com-
ponent, and n the discrete-time sample index. Both components
are superimposed to obtain the microphone signal y(n). We
apply aK-point discrete Fourier transform (DFT) to obtain the
corresponding frequency domain representation as
Y(k) = S(k) +D(k), (2)
with frequency bin index 0≤k≤K−1 and frame index .
Furthermore, we assume zero-mean speech and noise signals.
B. Speech Enhancement Framework
The speech enhancement framework we are utilizing is de-
picted in Fig. 1. It is starting with a preliminary noise reduction
which is intended to process the noisy microphone signal Y(k)
in a first stage to provide a more suitable input signal Ȳ(k)
for the following processing. This first noise reduction stage is
not restricted to any specific configuration, however, one should
assurematched conditionswith any potential training algorithms
that might be required for subsequent processing stages. We use
theminimum statistics (MS) [30] noise power estimator together
with decision-directed (DD) [17] a priori SNR estimation and
as spectral weighting rule the minimum mean squared error
log-spectral amplitude estimator (MMSE-LSA) [31]. This stage
is followed by a linear predictive coding (LPC) analysis block
which subsequently allows for separate enhancement of the
excitation signalR(k) (upper path) and of the spectral envelope
H(k) (lower path). Both enhancement methods are explained
further in more detail in Sections III-A and III-B, respectively.
The enhanced signals’ spectral amplitudes (|R̂(k)| or |Ĥ(k)|)
are then mixed with the respective counterpart (|H(k)| or
|R(k)|), to obtain an intermediate clean speech spectral am-
plitude estimate |Ŝ′(k)|. It is important to note that—along with
the noise power estimate σ̂D (k)
2 from the preliminary noise
reduction—this estimate is only used as the numerator for the a
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Fig. 2. Block diagram of the CEM baseline approach [7] and the new proposed CEM-DNN approach which is using a deep neural network (DNN). Here,
switch S3 determines the used algorithm. The CEM-DNN method is investigated with and without applied start/end decay which is determined by the position of
switch S4.






It is then used jointly with the a posteriori SNR estimate γ̂(k)
to calculate a spectral weighting rule
G(k) = f(ξ̂(k), γ̂(k)), (4)
which is in our case again theMMSE-LSA estimator [31] for all
traditional statistical-based approaches. Finally, the clean speech
estimate Ŝ(k) is obtained by multiplying the real-valued gain
function G(k), which is limited to Gmin = −15 dB, with the
microphone signal Y(k) as
Ŝ(k) = Y(k) ·G(k). (5)
III. BASELINE APPROACHES
As the proposed method builds upon the originally pub-
lished CEM approach [7], we briefly revisit CEM as it has
already shown to improve over common speech enhancement
approaches. Among them are traditional statistical-based sys-
tems using e.g., the decision-directed a priori SNR estimator by
Ephraim and Malah [17], the harmonic regeneration approach
by Plapous et al. [19], and also the selective cepstro-temporal
smoothing method proposed by Breithaupt et al. [20]. The su-
periority of CEM over these [7] is the reason why—for the sake
of conciseness—we mostly concentrate on CEM as baseline
in this work except for the final results, where we also present
the results of a traditional speech enhancement system using
the DD approach as a priori SNR estimator. As a more recent
approach we also test against a DNN-based ideal ratio mask
(IRM) solution. Furthermore, our recently proposed method
[8], dealing with the enhancement of the spectral envelope,
dubbed cepstral envelope estimation (CEE), is now also used
as a baseline. It is the counterpart of the CEM approach and
has shown to further improve CEM, when combined in a serial
manner, where first CEE is applied followed by CEM. For more
details we kindly refer to [8], where we also show that the
baselines are able to compete with modern end-to-end speech
enhancement techniques such as the ideal ratio mask [2], [5].
This serial combination is also used as further baseline, named
CEE→ CEM.
Both solo approaches, CEE and CEM, are depicted in Fig. 1,
where switches S1 and S2, both in upper position, represent
the CEM approach, and both in lower position, represent the
CEE approach1. As can be seen in Fig. 1, both methods share
a common pipeline up to the LPC analysis, where it branches
to facilitate the enhancement of each component, excitation and
envelope, separately. The use of the source-filter model allows
to split the enhancement task into two sub-problems which are
briefly revised as follows.
A. Cepstral Excitation Manipulation (CEM)
The baseline configuration of the CEM approach [7] is de-
picted in more detail in Fig. 2 with switch S3 in upper position.
The first block (Feature Conversion) represents a feature trans-
formation from the spectral domain to the cepstral domain by ap-
plying a discrete cosine transform of type II (DCT-II), followed
by a simple pitch estimation algorithm [32]. The quefrency bin
index mF0 corresponding to the pitch frequency is estimated
by selecting the quefrency bin in a certain range of fundamental
frequency-representing bins, that exposes the highest amplitude.
Following, a pretrained clean speech excitation template cR̂ (m)
that depends on the estimated fundamental frequency is selected
from a storage and used further. The following processing aims
to adjust the energy of the synthesized excitation signal by re-
placing the amplitude of the template’s zeroth coefficient cR̂ (0)
by the amplitude representing the energy of the preliminary
enhanced residual signal cR (m) by
cR̂ (0) = c
R
 (0). (6)
1As a further option it is possible to apply CEM and CEE in parallel, when
switch S1 is in upper, and switch S2 is in lower position. This parallel approach
has been evaluated in [8] and shown to improve the noise attenuation. However,
it also affects the speech component quality compared to the solo approaches
CEM or CEE, and thus is disregarded here.
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A further step to enhance the excitation signal is that the incom-
ing amplitude of the quefrency bin that represents the funda-
mental frequency cR (mF0) is overestimated by a factor α > 1
in order to boost the harmonic structure and simultaneously
lower the energy between the harmonics to obtain a higher noise
attenuation. It is then also inserted into the template as
cR̂ (mF0) = α · cR (mF0). (7)
After thesemanipulation steps, the cepstral vector is transformed
back into the spectral domain by an inverse DCT-II, yielding
the manipulated residual spectral amplitude |R̂(k)|. By using
a cepstral representation of the excitation signal, one is able to
address and manipulate all harmonics in the signal’s spectral
representation at a single cepstral bin.
Employing theF0 estimate, finally some start/end decay to the
spectral representation is applied, as this ensures a somewhat
more natural rise and decay of the harmonic structure which
might have been corrupted by the manipulations or is erroneous
in the templates itself. The start decay is a simple linear con-
tinuation of the rising edge for the first harmonic while the end
decay is applied in the samemanner to the last fully representable
harmonic, but in this case to the declining edge. Both measures
lead to an attenuation of spectral content prior to the first and
after the last harmonic, where no speech content is expected
(further details in [7]).
B. Cepstral Envelope Estimation (CEE)
The counterpart of CEM is the enhancement of the spec-
tral envelope which has been extensively investigated in [8],
dubbed cepstral envelope estimation (CEE). We will briefly
introduce the optimal solution in the following. The general
idea (see also [33]–[35]) is to find a mapping between the
spectral envelope of the preliminary denoised signal and a lin-
ear combination of pretrained N -dimensional prototypes c̃Hi =
[c̃Hi (1), . . . , c̃
H
i (m), . . . , c̃
H
i (N)]
T, obtained from clean speech
recordingswhich are stored in a codebookC = {c̃Hi }. The proto-
types are indexed by i ∈ NS = {0, 1, 2, . . . , NS}, where i = 0
represents a prototype for non-speech frames. The advantages of
a cepstral representation are used once more, with the difference
that not the DCT-II is used, but the LPC coefficients a(m)
are transformed directly by the recursive formula from [36], to
obtain the cepstral representation cH (m). This allows to work
safely with the coefficients without risking any instabilities of
the filter as would be the case whenworking on LPC coefficients
directly. A codebook size of NS + 1 = 65 has proven to be
optimal with dimensionality N = 10 and a simple feedforward
classification DNN consisting of six hidden layers and 58 nodes
each. It was shown, that the sigmoid activation functions have
lead to slightly higher accuracies than rectified linear units and
a softmax output layer. The network’s input is the cepstral
representation cH (m) and the output can be understood as a
probability distribution over the prototypes in the codebook as
P(s= i|x=o). (8)
Hereby, s represents a hidden state which is a proxy for the
unknown truth behind the observation, i.e., the true clean spec-
tral envelope, while the corresponding observation is defined
as o=
[




. Having obtained the probability




P(s = i|x = o) · c̃Hi (m), (9)
and the estimated cepstral vector cĤ is converted back to the
estimated envelope spectral amplitudes |Ĥ(k)| by applying an
IDCT-II. Further details can be found in [8].
C. Decision-Directed Approach (DD)
Originally proposed by Ephraim and Malah in [31], the
decision-directed (DD) approach is still considered as an impor-
tant baseline. Even though the previously mentioned baselines
already outperform the DD approach, many researchers are
also interested to see improvement vs. a speech enhancement
system using the DD a priori SNR estimator. We use the DD
estimator with βDD = 0.975 and ξmin = −15 dB to prevent too
many musical tones.
D. Ideal Ratio Mask (IRM)
As a more recent approach we also test against an IRM
approach based on a feedforward DNN which is in line with
[2], [5]. The network consists of three hidden layers with 1024
nodes each and rectified linear units as activation functions.
The total amount of parameters is 2,364,545. We are using
log-spectral amplitude input features and calculate the target






with β = 1.0. In fact, this spectral weighting rule (β = 1.0) has
been used for learning a lookup table with spectral gains based
on the a priori and a posteriori SNR before [29].
IV. DNN-SUPPORTED CEPSTRAL EXCITATION MANIPULATION
Incorporating the novel opportunities of deep learning we
want to explore the potential of the CEM idea when it is realized
by a neural network instead of the classical signal processing
measures that have been applied until now (see Section III-A).
We show both approaches in Fig. 2, where the classical baseline
CEM is depicted in the upper path (switch S3 in upper position)
and the new proposed approach, dubbed CEM-DNN, in the
lower path (switch S3 in lower position). As further option a
smooth start and end decay can be applied to the manipulated
amplitude spectrum of the residual signal (S4 in upper posi-
tion), to ensure smooth transitions which was necessary for the
template-basedCEMapproach. The start and end decay function
still relies on the simpleF0 estimator proposed by [32], however,
this is a less critical application compared to the former selection
of templates based on the same estimate in state-of-the-art CEM.
Following Fig. 2, the feature conversion block (see also Fig. 3)
transforms the log-spectral amplitudes of the residual signal
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Fig. 3. Block diagram of the processing pipeline for two different representa-
tions of training targets for the CEM-DNN and CEM-DNN+ approaches.
R(k) into the cepstrum by applying the DCT-II, resulting in
cR (m). When we apply normalization, all data is processed
by bin-wise cepstral mean and variance normalization in order
to remove potential channel mismatches. Note that the core
difference to the classical CEM approach is the replacement of
the excitation templates c̃Hi and MMSE estimation (9), as well
as of the two manipulations (6) and (7) by a regression DNN. In
consequence, the core of CEM-DNN also does not need an F0
estimator any more.
The output cR̂ (m) of the DNN is rescaled if necessary and
subsequently transformed back into the spectral domain by the
IDCT-II and optionally the start/end decay is applied. We finally
obtain the estimated spectral amplitudes of the residual signal
|R̂(k)|. Rescaling of the DNN output is performed by using
the mean and variance obtained from the respective data set.
This translates to a practical system, as noise reduction is an
uplink feature, which allows to calculate the required mean and
variance of the signals after the preliminary noise reduction and
LPC analysis for the input of the DNN, or during good SNR
conditions to rescale the output of the DNN. In the following we
will introduce our general setup for the DNN training and two
different kinds of target representations.
A. DNN Training
The general setup of our DNN training process is based on
the KERAS toolkit [37] together with the TensorFlow [38]
backend. We normalize all input features by cepstral mean and
variance normalization and in some cases we also normalize the
target representation. The normalization is important to provide
similar data ranges to the networkwhich can ensure convergence
and stability during training [39]. A similar argument holds for
target normalization when regression networks are used: We
explore the benefits of target normalization in more detail in
Section VI-B2, however, it is not always applicable. Each input
layer has the same amount of nodes as the input feature dimen-
sionN = 256. The subsequentNH hidden layers each haveNN
nodes. As we have experienced before, the difference between
sigmoid and rectified linear units as activation function can be
verymarginal [8]. Sincewe did not encounter any problemswith
vanishing gradients so far, but obtained slightly better results
with sigmoid activation functions,we decided to only investigate
sigmoid activation functions in this case. The final output layer
has also N = 256 nodes and uses linear activation functions
since we only investigate regression DNNs. The parameters
of the network, the biases and weights, are all initialized as
proposed by Glorot et al. [40]. We employ the mean squared
error (MSE) loss function in order to make the network learn the
mapping between input and output representations. The training
data is randomly accessed by the sequencing mechanism and
provides batches of L = 2048 input and target frames at a time.
For the gradient-based optimizationwe use the adaptivemoment
estimator (Adam) [41] with default parameterization, including
a learning rate of η = 0.001. The networks are trained straight
for 300 epochs fromwhich the best model on some development
set is selected and used further. In the following, we describe
the two types of target representations and their advantages and
disadvantages.
B. Target Representations
Since we aim to improve the excitation signal, the intuitive
way is to simply extract excitation signals RS (k) from clean
speech data S(k) as targets for the training process of the DNN.
The corresponding input features are the noisy, or in our case
the already preliminary denoised, residual signals obtained from
multiple simulated SNR and noise conditions. The pipeline for
the target extraction is shown in Fig. 3 at the top. The frequency-
domain representation of the clean speech data S(k) is used for
LPC analysis and subsequently filtered with the corresponding
analysis filter 1−AS (k). The resulting spectral representation
of the residual signalRS (k) is then subject to feature conversion,
i.e., conversion to the log-amplitude spectrum, followed by the
DCT-II to obtain the cepstral coefficients cS (m). The advantage
of this target representation is that it is possible to obtain mean
and variance data of cS (m) for the rescaling of the DNN output
during inference (it is sufficient to collect these statistics from
time to time during good SNR conditions), even in a practical
application. Note that in such a practical implementation the
input S(k) for both the LPC analysis and the LPC analysis
filtering in the upper path of Fig. 3 would have to be replaced
by Ȳ(k). In Fig. 1 it can be seen that the estimated amplitudes
of the residual signal |R̂(k)| are mixed with the envelope of the
preliminary denoised signal |H(k)| (switches S1, S2 in upper
positions). Thus, there will be still some mismatch between
residual and envelope. We refer to the CEM method trained
with these particular targets in the following as CEM-DNN.
Better targets for the training can be obtained by also con-
sidering the preliminary denoised signal’s envelope. This is
shown in Fig. 3 at the bottom, where the LPC coefficients
are obtained from the preliminary denoised signal Ȳ(k). The
clean speech signal S(k) is then filtered with the corresponding
analysis filter 1−AȲ (k) which yields, after the usual feature
conversion, the cepstral coefficients cS+ (m) of our other target
features. Those features allow, theoretically, the reconstruction
of the clean speech signal even with a preliminary denoised
signal’s envelope during inference. However, the required mean
and variance data of cS+ (m) for the rescaling of the network’s
output can only be obtained in lab conditions, since the core
idea of this approach consists of the discrimination between
S(k) and Ȳ(k), and the use of both. This prohibits target
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normalization in practice, or target normalization is done on
some static precalculated mean and variance from, e.g., the
training data. The corresponding CEM approach, using mean
andvariance obtained in lab conditions, is dubbedCEM-DNN+.
V. EXPERIMENTAL SETUP
In the following, we describe the used databases for the
development process of our system and also the instrumental
quality measures which are used for the final evaluation of the
baselines and the proposed approach.
A. Databases
In order to ease comparison to our earlierworks [8],we use the
same database setup for training, development, and testing. The
training and development sets are based on the TIMIT database
[42], where the training set is used as training set and the test set
of the TIMIT database as development set for our experiments.
We finally report results on the NTT super wideband database
[43] (only British and American English speakers) which serves
as a test set and allows us to also report cross-database results.
The clean databases are corrupted by noises from the QUT
[44] and the ETSI [45] databases. Please note that all data is
downsampled to 8 kHz for our experiments. Except for the male
single voice distractor noise file from the ETSI database, all files
are used. Among them we find, e.g., babble, road, car, office,
aircraft, and also kitchen noise. Four noise files are reserved for
a special test set with unseen noise files, which is important to
show how well results of data-driven algorithms generalize to
unseen data. We generate noisy data at 8 kHz sample rate for six
SNR conditions, i.e., –5 dB to 20 dB in steps of 5 dB. The noise
files are split up into non-overlapping sections, where 60% are
used for training, 20% for development, and the remaining 20%
for testing. Each file from the two speech databases is mixed
with a random part of each noise file’s respective section (four
noise files held out for test with unseen noise files, as said above).
To accomplish this, both clean speech signal and noise part, are
level-adjusted according to ITU-T P.56 [46] and subsequently
superimposed. In total we generate 6 (SNRs) × 53 (noise files)
= 318 conditions, represented by 318 × 4620 = 1,469,160
(training set) and 318 × 1680 = 534,240 (development set)
noisy speech files2. Last, our framing setup is using a periodic
square root Hann window, along with a frame shift of 50% and
a frame length of K = 256 samples.
2This is a multitude of files that forces us to develop strategies to successfully
cope with a huge amount of data for the training, and also the development
process. Due to the large amount of data, i.e., the input features cR (m) and the
targets cS+

(m) for all 318 conditions, consuming together around 532 GB of
disk space when stored as single-precision floating-point values, we decided to
take twomeasures: First, we store all data as half-precision floating-point values
resulting in a reduction to 266GBand second, for our development process of the
network structure, we optimize on the −5 dB SNR condition for all noise types
only which reduces the amount of data further to roughly 44 GB. This allows us
to be more flexible and we finally show that the loss-optimized topology found
by single SNR condition training is also optimal for the multi-condition training
which takes much more time.
B. Instrumental Quality Measures
Asbasis for our evaluationwe employ thewhite-box approach
[47], which allows us to assess the speech and noise component
quality separately (see also ITU-T P.1100 Section 8 [48]). This
is achieved by applying the gain function G(k) not only to
the microphone signal Y(k), in order to obtain the enhanced
signal Ŝ(k), but also to the separate components. This yields
the filtered clean speech component S̃(k) = S(k) ·G(k), and
the filtered noise component D̃(k) = D(k) ·G(k).
Both are subsequently transformed into the time domain by
applying an inverse DFT followed by overlap-add synthesis,
resulting in s̃(n) and d̃(n), respectively.
For the instrumental evaluation of the approaches, we use
measures of two different categories in order to assess the
amount of noise attenuation on the one hand and speech quality
and intelligibility on the other hand. For the first, we use the
segmental noise attenuation (NAseg) measure [29] which can be
obtained as












ν=0 d(ν + N)
2
∑N−1
ν=0 d̃(ν + N +Δ)
2
.
The measure depicts the logarithmic average over the noise
attenuation of all frames  ∈ L. Each frame contains N = 256
samples andΔ compensates potential processing delay. A high
value indicates good performance.
As additional measure to assess the SNR improvement on a
global level we introduce the delta SNR which is calculated as
ΔSNR = SNRout − SNRin. (12)
SNRout represents the SNR of the filtered speech and noise
component after processing and SNRin the corresponding SNR
of the clean speech and noise signals.
The speech quality of the filtered speech component s̃(n) is
measured by the PESQ score (mean opinion score, listening
quality objective (MOS-LQO)) [26], [27] with s(n) as the
reference signal.
As fourth measure, we use the short-time objective intelli-
gibility measure (STOI) [49] to rate the intelligibility of the
enhanced speech signal ŝ(n) compared to the clean speech signal
s(n). The closer the value is to unity, the better.
VI. EVALUATION AND DISCUSSION
A. Oracle Experiments and Motivation
First of all, we conduct two oracle experiments which serve as
motivation for our research. In Figs. 4 and 5, both oracle exper-
iments show the performance of an a priori SNR estimator with
different use of partial oracle knowledge, set in the context of the
noise reduction framework as described in Section II-B. They
use the same noise power estimate obtained by MS, along with
an adjusted numerator as follows: The oracle excitation exper-
iment (solid purple line, diamond markers) mixes the denoised
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Fig. 4. Two oracle experiments showing the motivation and the unexhausted
potential of the baselineCEM approach in termsofNAseg and speech component
quality measured by speech componentMOS-LQO. All results are obtained on
the development set.
Fig. 5. Two oracle experiments showing the motivation and the unexhausted
potential of the baseline CEM approach in terms of NAseg and speech intelligi-
bility measured by STOI. All results are obtained on the development set.
envelope |H(k)| (see Fig. 1) with the oracle excitation signal
obtained from clean speech.Amore advanced oracle experiment
(dashed red line, diamondmarkers) uses the oracle clean speech
in the numerator for the a priori SNR, which assumes to know
not only the clean speech excitation but also the corresponding
clean speech envelope. The results show quite expected behav-
ior, as with increasing oracle knowledge the potential gain in
NAseg, MOS-LQO, and also STOI increases, compared to the
baseline CEM approach (solid blue line, asterisk markers). In
the figures, each marker depicts a certain SNR condition from
−5 dB at the bottom, in steps of 5 dB, up to 20 dB at the top.
Using the oracle excitation signal shows less potential in terms
of NAseg compared to using the oracle clean speech signal.
However, the potential gain in speech component quality and
intelligibility (the vertical in both figures) is still worth pursuing,
especially when considering the low-SNR conditions.
TABLE I
EVALUATION OF THE MSE LOSS FOR VARIOUS NETWORK TOPOLOGIES BASED
ON THE −5 DB SNR CONDITION WITH cS (m) TARGETS FOR THE
DEVELOPMENT SET
TABLE II
EVALUATION OF THE MSE LOSS FOR VARIOUS NETWORK TOPOLOGIES BASED
ON ALL SNR CONDITIONS WITH cS (m) TARGETS FOR THE
DEVELOPMENT SET
B. Cepstral Excitation Manipulation With DNN
In order to tap the potential of the cepstral excitation ma-
nipulation approach we decide to integrate a regression DNN.
We briefly scanned on the development set through various
parameters and ended up with the configuration as given in
Section IV-A, as results stayed quite comparable. However, the
topology of the network had quite some impact on the quality
of the network’s output. In Table I we show the MSE loss for
several configurations of hidden layers NH and their number
of nodes NN for the −5 dB SNR condition of the development
set. It was necessary to make optimizations on a small set of
data as the training process with all SNR conditions is quite
time-consuming. In Table II (all SNR conditions), the MSE
loss appears to be comparable for NN ∈ {512, 1024}, which
is natural since due to mean and variance normalization of the
targets the number range of the loss also decreases. Solving
the tie in Table II, we feel comfortable to put focus on the
−5 dB condition (Table I) and decide for a configuration of
NH = 6 andNN = 512 resulting in a total amount of 1,576,192
parameters. It might be possible that with increasing number of
hidden layers the loss would drop further, which we expect to
be rather marginal in this case. Note that the trainings have been
conducted with cS (m) targets and we assume that the results
translate also to cS+ (m) targets without significant aberrations.
Now, we investigate the influence of the applied start and end
decay as depicted in Fig. 2, the effects of target normalization,
and the two different types of target representations as shown in
Fig. 3.
1) Influence of Start and End Decay Function: In Figs. 6 and
7, we depict the CEM-DNN approach (square markers) which
aims at estimating the clean excitation signal and the CEM-
DNN+ approach (plus markers) which aims at compensating
also for the denoised spectral envelope, and thus to obtain the
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Fig. 6. The effect of applying start and end decay to either CEM-DNN or
CEM-DNN+ measured by NAseg and speech component MOS-LQO on the
development set.
Fig. 7. The effect of applying start and end decay to either CEM-DNN or
CEM-DNN+ measured by NAseg and STOI on the development set.
Fig. 8. Spectrograms of an enhanced microphone signal from the develop-
ment set at 10 dB SNR with CAFE-CAFE-1 noise processed by CEM-DNN
trained without (left) and with mean/variance normalization (right) of the
targets.
clean speech signal. Both approaches are depicted with applied
start and end decay (solid green lines) andwithout (dashed green
lines). The results show that the start and end decay has only
an effect on CEM-DNN while the effect on CEM-DNN+ is
Fig. 9. Showing the performance (NAseg and speech componentMOS-LQO)
on thedevelopment set for the baseline approaches, the newCEM-DNNmethod
with applied decay, its serial concatenationwithCEE, and the oracle experiment
depicting the upper limit of the CEM approach.
Fig. 10. Showing the performance (NAseg and STOI) on the development set
for the baseline approaches, the newCEM-DNNmethod with applied decay, its
serial concatenation with CEE, and the oracle experiment depicting the upper
limit of the CEM approach.
negligible. This is quite interesting, as it indicates that the ap-
plication of the start and end decay might be naturally attributed
to the envelope and is automatically compensated for by the
DNN. Furthermore, the results show that CEM-DNN is able to
benefit from the application of the start and end decay asNAseg is
consistently improved without significant impact onMOS-LQO
and STOI. From here on all experiments are shown with applied
start and end decay function.
2) Influence of Target Normalization: Next, we investigate
the effect of target normalization in Fig. 8, showing the spectro-
grams of an enhanced microphone signal from the development
set with CAFE-CAFE-1 noise and 10 dB SNR condition. The
microphone signal is thenprocessedbyCEM-DNNwith applied
start and end decay, once for a network trained without (left
spectrogram), and once for a network trained with (right spec-
trogram) target normalization. The richness of the spectrogram
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Fig. 11. Showing the performance (NAseg and speech component MOS-
LQO) on the test set for the baseline approaches, the new CEM-DNN method
with applied decay, and its serial concatenation with CEE.
Fig. 12. Showing the performance (NAseg and STOI) on the test set for the
baseline approaches, the new CEM-DNN method with applied decay, and its
serial concatenation with CEE.
on the right shows the importance of target normalization which
results in a much better preservation, especially in the lower
frequency regions, of harmonic structures compared to the left
spectrogram. This is a problem for the CEM-DNN+ approach,
as rescaling of the DNN output, as mentioned in Section IV-
B, during inference would only be possible with pre-trained
statistics, without any possibility of adaptation. Hence, we will
continue only with CEM-DNN, with start and end decay, and
with target normalization.
3) Results for the Development Set: In Figs. 9 and 10 we
show the performance of the baselines CEM (solid blue line,
asterisk markers), CEE (solid orange line, circle markers), and
the serial concatenation of the former two approaches CEE →
CEM (dashed green line, triangle markers) on the development
set. Furthermore, we show the upper limit of theCEM approach
by using the oracle excitation (solid purple line, diamond mark-
ers), the new approach CEM-DNN with start and end decay,
Fig. 13. Showing the performance (ΔSNR and speech component MOS-
LQO) on the test set for the baseline approaches, the new CEM-DNN method
with applied decay, and its serial concatenation with CEE.
and its serial concatenation with the baseline CEE, labelled as
CEE → CEM-DNN (solid green line, triangle markers). The
noise attenuation of CEM-DNN improves over CEM by up to
1 dB for the−5 dB SNR condition, while increasingMOS-LQO
by more than 0.1 points and also slightly improving STOI. This
is an absolute improvement for the worst and most important
SNR condition. The approach is even able to outperform CEE
→ CEM consistently up to and including the 5 dB SNR condi-
tion. TheCEE approach still shows superior speech component
qualitymeasured byMOS-LQO, however, it is unable to remove
noise between the harmonics and falls behind inmost conditions
for NAseg and also slightly for STOI. Surprisingly, compared
to the oracle excitation experiment, CEM-DNN obtains higher
NAseg, and in some cases comparable MOS-LQO, but does not
match in speech intelligibility. In serial combination with the
CEE approach, CEE → CEM-DNN yields further absolute
improvement in terms of NAseg by up to more than 0.5 dB with
comparable MOS-LQO and STOI values.
4) Results for the Test Set: On the test set, which evaluates a
different database, shown in Figs. 11–13, the behavior is quite
similar.CEM-DNN and alsoCEE→CEM-DNN obtain higher
NAseg by more than 1 dB over their corresponding baseline.
Thereby, MOS-LQO is slightly improving for the −5 dB SNR
condition and STOI stays about the same. Only in high-SNR
conditions the proposed approaches drop slightly in speech
component quality, which is, however, uncritical as the quality
still remains very high and STOI also reports no significant loss
of intelligibility.
In addition to that, we also show the IRM baseline (solid sand
line, diamond markers) which shows exceedingly high speech
component quality. However, in terms of NAseg and STOI the
approach falls behindCEE→CEM-DNNwith increasingSNR.
In Fig. 13, for low and medium SNRs, the SNR improvement
(ΔSNR) of the IRM approach falls far behind the proposed
approach which outperforms all other approaches consistently.
This also indicates that the attenuation characteristic of IRM is
https://doi.org/10.24355/dbbs.084-202102121510-0
1812 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 11, NOVEMBER 2019
Fig. 14. Showing the performance (NAseg and speech component MOS-
LQO) on the test set with unseen noise files for the baseline approaches, the
new CEM-DNN method with applied decay, and its serial concatenation with
CEE.
Fig. 15. Showing the performance (NAseg and STOI) on the test set with
unseen noise files for the baseline approaches, the new CEM-DNN method
with applied decay, and its serial concatenation with CEE.
more broadband and thus affecting speech and noise simultane-
ously, which explains the highMOS-LQO as PESQ is internally
adjusting the level. Another issue with the IRM approach is the
mentioned discontinuity problem as detailed in [3], and also
observed in [8, Section VI-B2].
5) Results for the Test Set With Unseen Noise Files: The final
evaluation on the test set with completely unseen noise files3
during training is shown in Figs. 14–16. The results show that the
performance transfers quite nicely to (also non-stationary) noise
files that have not been seen during training, which is closest
to a real-world scenario. Except for the already explained high
speech component MOS-LQO, the proposed approach outper-
forms IRM clearly. Analyzing MOS-LQO and STOI at −5 dB
3Fullsize_Car1_80Kmh, Outside_Traffic_Crossroads, Pub
_Noise_Binaural_V2, Work_Noise_Office_Callcenter
Fig. 16. Showing the performance (ΔSNR and speech component MOS-
LQO) on the test set with unseen noise files for the baseline approaches, the
new CEM-DNN method with applied decay, and its serial concatenation with
CEE.
SNR in Figs. 14 and 15, we observe an 1.5 dB NAseg advantage
of CEE → CEM-DNN vs. IRM, which is not the case in
Figs. 11 and 12 (seen noises). This shows that baseline IRM
generalizes not as good w.r.t. background noises. Compared
to the respective baselines, there is no significant trade-off for
speech intelligibility, and for the speech component quality
only minor drawbacks in the high-SNR conditions, where the
absolute speech component quality is already very high (above
4 MOS-LQO points).
For similar MOS-LQO (Fig. 14) and STOI (Fig. 15) we can
also report a gain in NAseg of approximately 1.5 dB for the
−5 dB SNR condition (lowest marker) when comparing the new
CEM-DNN to the baseline CEM, and also when comparing
CEE→ CEM-DNN to the baseline CEE→ CEM. Compared
to the DD approach, the proposed CEE→ CEM-DNN obtains
more than 3 dB NAseg while maintaining comparable speech
component quality and speech intelligibility4.
VII. CONCLUSION
In this work we have investigated the application of a deep
neural network (DNN) to the cepstral excitation manipulation
(CEM) approach for a priori SNR estimation in a speech en-
hancement task.Wehave investigated two target representations,
where one is not applicable to practical systems and the other
shows convincing performance. Furthermore, we could verify
the benefit of applying some start and end decay to the estimated
residual signal and have shown the importance of target nor-
malization. Thus, we have successfully enhanced the classical
signal processing-based CEM approach by introducing a simple
feedforward DNN which has lead to an improvement on unseen
and non-stationary noise files by up to 1.5 dB of segmental
noise attenuation without sacrificing speech component quality
and speech intelligibility. Compared to a traditional speech
4Audio samples can be found under: https://www.ifn.ing.tu-bs.de/en/
ifn/sp/elshamy/2019-taslp-cem/
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enhancement systemwith the decision-directed aprioriSNRap-
proach, an improvement of even more than 3 dB segmental noise
attenuation with comparable speech intelligibility is achieved
on the same data.
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ABSTRACT
In this work we present two novel methods to improve speech resid-
uals for speech enhancement. A deep neural network is used to en-
hance residual signals in the cepstral domain, thereby exceeding a
former cepstral excitation manipulation (CEM) approach in differ-
ent ways: One variant provides higher speech component quality
by 0.1 PESQ points in low-SNR conditions, while another one de-
livers substantially higher noise attenuation by 1.5 dB, without loss
of speech component quality or speech intelligibility. Compared
to traditional speech enhancement based on the decision-directed
(DD) a priori SNR estimation, a gain of even up to 3.5 dB noise
attenuation is obtained. A semi-formal comparative category rating
(CCR) subjective listening test confirms the superiority of the pro-
posed approach over DD by 0.25 CMOS points (or even by 0.48 if
two outlier subjects are not considered).
Index Terms— a priori SNR, speech enhancement, deep learn-
ing, cepstrum
1. INTRODUCTION
The aim of speech enhancement is to improve speech quality and
speech intelligibility in speech communication. Traditional noise
reduction algorithms consist of a noise power estimator [1, 2, 3],
subsequent a priori SNR estimation [4, 5, 6, 7], and filtering with
a spectral weighting rule [8, 9, 10], to obtain the enhanced speech
signal. However, recent advances in deep learning have facilitated
the use of more wholesome structures, among which several end-to-
end solutions based on deep neural networks (DNN) have emerged
[11, 12, 13]. However, as reported in [13], framewise enhanced sig-
nals often suffer from discontinuities. The framewise processing of
speech signals is quite important for low-delay applications such as
telephony, so that an enhancement on, e.g., utterance level is not fea-
sible. A way to move from such approaches towards more generic
and modular structures is proposed in [14]. Therein, the transition
from traditional noise reduction to DNN-based approaches still re-
lying on classical structures is nicely depicted. Recent advances
in speech enhancement particularly include the learning of spectral
weighting rules [15].
However, modularity can be further pushed by understanding
the production of a speech signal after the source-filter model. For
example, to combat reverberation, the residual signal obtained by
linear predictive coding (LPC) analysis is weighted according to
specific characteristics of reverberant speech signals and subse-
quently used for synthesis to reduce reverberation [16]. Further-
more, the classical spectral subtraction approach for noise reduc-
tion is augmented by modifying the residual signal obtained by LPC
analysis [17]. The residual signal is weighted by a function which
is calculated on the basis of the energy and also the kurtosis of the
noisy speech signal. It is then used to excite the all-pole filter to
synthesize the enhanced speech.
In this paper, we present a DNN-based version of the cepstral
excitation manipulation approach (CEM) [7], which is used to es-
timate an improved a priori SNR for speech enhancement. We re-
place the classical signal processing-based manipulations of [7] by
a regression approach based on a feedforward DNN, still operating
in the cepstral domain (see also [18]). We also propose a variant
that allows to obtain higher speech component quality, especially in
the low-SNR conditions at the cost of less noise attenuation, still
outperforming [7] in all metrics. We instrumentally evaluate all
methods in a common speech enhancement framework, where we
also report results for the traditional decision-directed (DD) a priori
SNR estimation approach [8]. Additionally, a semi-formal compar-
ison category rating (CCR) subjective listening test is conducted.
This paper is structured as follows: First, the system model and
the baselines are shown in Section 2. Second, we introduce the new
DNN-based CEM approaches in Section 3, followed by the exper-
imental evaluation and the results of the listening test in Section 4.
We finally conclude the paper in Section 5.
2. FRAMEWORK AND BASELINES
In the following, we will briefly introduce our signal model, the
speech enhancement framework, and the baselines. We use an ad-
ditive model where the time-domain microphone signal is defined
as y(n) = s(n) + d(n), with s(n) being the clean speech signal
and d(n) the noise signal. The discrete-time sample index is de-
noted by n. The corresponding frequency-domain representation is
obtained by applying a K-point discrete Fourier transform (DFT)
as Y`(k) = S`(k) +D`(k). The frequency bin index is denoted by
0 ≤ k ≤ K−1, and the frame index by `. The signals are assumed
to be statistically independent and having zero mean.
The speech enhancement framework for evaluation consists
of the minimum statistics (MS) [1] noise power estimation algo-
rithm to obtain σ̂D` (k)
2, the a priori SNR estimator under test
(ξ̂`(k)), and the minimum mean square error log-spectral ampli-
tude (MMSE-LSA) estimator [8] to calculate the spectral weight-






the a posteriori SNR estimate. The weighting rule is finally ap-
plied to the microphone signal to obtain the enhanced speech as
Ŝ`(k) = G`(k) · Y`(k). All time-domain signals are obtained after
inverse DFT (IDFT) and subsequent synthesis by overlap-add.
2.1. Decision-Directed (DD) Baseline
As classical state-of-the-art approach we use the DD a priori
SNR estimator [4]. The parameters are set to βDD = 0.975 and
ξmin = −15 dB. Following, the a priori SNR is estimated as
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Figure 1: Schematic of the two baseline approaches cepstral excitation manipulation (CEM) [7] (switches S1 and S2 in upper position) and
cepstral envelope estimation (CEE) [19] (switches S1 and S2 in lower position). The CEM block will be replaced by our newly proposed
CEM-DNN, as detailed in Figure 2.
2.2. Cepstral Excitation Manipulation (CEM) Baseline
The schematic of the CEM approach is depicted in Figure 1, when
switches S1 and S2 both are in upper position. The preliminary
noise reduction consists of the MS noise power estimator, the DD a
priori SNR estimator, and the MMSE-LSA spectral weighting rule.
Please note that it is not restricted to that specific setup but we have
made good experiences with it. It processes Y`(k) to obtain a more
suitable signal Ȳ`(k) for the subsequent processing pipeline. Next,
the enhanced signal Ȳ`(k) is subject to LPC analysis. The signal
is then split into its excitation in the upper path, and its envelope
in the lower path which is left untouched in this case. The exci-
tation signal is manipulated according to [7] as follows. First, the
signal is transformed from the frequency domain to the cepstral do-
main by applying a discrete cosine transform of type II (DCT-II)
to the logarithmized amplitudes of R`(k), to obtain the coefficients
cR` (m) with m being the quefrency bin index. Second, a pitch es-
timation algorithm [20] is used to identify the quefrency bin index
mF0 with the highest amplitude in a certain range of bins, that rep-
resent typical fundamental frequencies. Third, according to mF0 , a
pretrained excitation template from clean speech cR̂` (m) is used for
further processing. The template’s energy is then adjusted to match
the energy of the preliminary denoised residual cR` (m) as
cR̂` (0) = c
R
` (0). (1)
Furthermore, the amplitude of the quefrency bin that is corre-
sponding to the fundamental frequency is overestimated to boost the
harmonic structure and cause an attenuation of the noise between
the harmonics by
cR̂` (mF0) = α · cR` (mF0). (2)
The overestimation factor is chosen as α > 1. The manipulated
vector cR̂` (m) is then transformed back by an inverse DCT-II and fi-
nally some start and end decay is applied to simulate a more steady
rise and decay of the excitation signal. Finally, the enhanced resid-
ual signal |R̂`(k)| is mixed with the preliminary denoised spectral
envelope |H`(k)|, and used further as new clean speech amplitude
estimate for the a priori SNR estimate. For further details we kindly
refer to [7].
2.3. Cepstral Envelope Estimation (CEE) Baseline
The counterpart of the CEM approach is the CEE method which
is also depicted in Figure 1, when switches S1 and S2 are both in
lower postition. Here, the aim is to enhance the spectral envelope
separately from the excitation signal by estimating a clean spectral
envelope |Ĥ`(k)| corresponding to the preliminary denoised obser-
vation. This is done after LPC analysis in the lower path of Fig-
ure 1. A classification feedforward DNN with six hidden layers,
each with 58 nodes and sigmoid activation functions is used for the
enhancement [19]. The N = 10 LPC coefficients are converted to
cepstral coefficients by [21] in order to circumvent filter instabil-
ities. They are then used as input features for the DNN and are
subsequently mapped to a probability distribution over 65 potential
spectral envelope prototypes, which are stored in a codebook as cep-
stral coefficients. This allows to calculate an MMSE estimate over
all prototypes, according to their respective probability as delivered
by the DNN. Finally, the estimate is transformed back to the spec-
tral domain to obtain |Ĥ`(k)|, and used along with the preliminary
denoised residual signal |R`(k)| in the numerator of the a priori
SNR estimate. One drawback of the spectral envelope enhancement
is that it is unable to further improve the noise attenuation between
the harmonics, which is then limited by |R`(k)|. However, the CEE
method will be used as a baseline and also in serial concatenation
(denoted by the→ symbol) with the CEM approaches to alleviate
this drawback. Further details, especially on the concatenation, can
be found in [19].
3. NEW DNN-BASED CEPSTRAL EXCITATION
MANIPULATION (CEM-DNN)
As mentioned in Section 1, we want to use DNNs in a more modu-
lar fashion to enhance the speech residual, as this has already shown
good success for the enhancement of the spectral envelope [19].
Thus, we also want to replace the earlier used templates as men-
tioned in Section 2.2, and the manipulations from (1) and (2) by a
regression DNN as shown in Figure 2. The first step is a feature
conversion, where the spectral representation of the residual sig-
nal R`(k) is transformed to the cepstral domain by application of
a DCT-II to obtain cR` (m). The cepstral excitation is then subject
https://doi.org/10.24355/dbbs.084-202102121510-0
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Figure 2: Diagram of the novel DNN-based cepstral excitation
manipulation (CEM-DNN) approach that uses a DNN instead of
the classical manipulations.
to the simple pitch estimator from [20], which is no longer required
for the manipulations as in Section 2.2, but only for the start and
end decay block which ensures a steady rise and decay of the gen-
erated excitation signal. Parallel to that, the actual manipulations
are done by the DNN, which is followed by a spectral conversion
where an IDCT-II is used to transform the signal back to the spec-
tral domain. Finally, some start and end decay is applied, as before.
This approach is referred to as CEM-DNN.
The feedforward DNN comprises six hidden layers, 512 nodes
each and sigmoid activation functions. The input and output layers
have 256 nodes each and the network is trained to perform regres-
sion. It has shown to be important to normalize not only the input
features but also the target representation, in order to preserve har-
monic structures. Hence, all data is mean- and variance-normalized
according to the respective dataset1.
In this work, we also investigate the replacement of the for-
merly used templates and the overestimation (2) by a DNN, but still
applying (1) on the network’s rescaled output. Thereby, we hope
to also improve the speech component quality and speech intelli-
gibility. To allow for a better speech component quality, the strong
noise attenuation might be alleviated to some extent by retaining the
energy coefficient. This is denoted as CEM-DNN-c0.
4. EXPERIMENTAL EVALUATION
4.1. Setup
All experiments are conducted at a sampling rate of 8 kHz. We
use a periodic square root Hann window for analysis and synthe-
sis with a frame length of K = 256 and a frame shift with 50 %
overlap. Utilized clean speech databases are the TIMIT database
[22] for training and development (relevant for Section 3) and the
NTT super-wideband database [23], where only English speakers
are used, for testing. Two noise databases are utilized, QUT [24]
and ETSI [25], where the first is only for training and development,
and the second only for testing. Four noise files2 are used exclu-
sively for an unseen test set. We simulate six SNR conditions from
-5 dB to 20 dB in steps of 5 dB. Levels are measured according to
ITU-T P.56 [26], adjusted, and subsequently superimposed to ob-
tain the noisy observations.
4.2. Metrics
For instrumental evaluation of the approaches we investigate three
different metrics. Two metrics operate on either the so-called fil-
1This is also feasible in a practical system, as the algorithm operates
in the uplink and allows to maintain statistics for the network’s input and
also for the rescaling of the network’s output. It is sufficient to obtain the
required statistics for rescaling of the network’s output once in a while in
assumed good SNR conditions.
2Fullsize Car1 80Kmh, Outside Traffic
Crossroads, Pub Noise Binaural V2, Work Noise
Office Callcenter
tered clean speech component s̃(n) or the filtered noise component
d̃(n). Both are obtained by employing the white-box approach [27],
meaning that the gain function G`(k) of the speech enhancement
system is not only applied to Y`(k), but also to the separate com-
ponents S`(k) and D`(k). After IDFT and subsequent overlap-add
synthesis the filtered components are obtained. We measure the
segmental noise attenuation (NAseg) [28] as












ν=0 d(ν + `N)
2
∑N−1
ν=0 d̃(ν + `N)
2
.
Please note that both signals have to be time-aligned. Here, ` ∈ L
represents all frames, where each frame containsN = 256 samples.
Furthermore, we assess the so-called speech component quality
by measuring the PESQ score [29] of the filtered speech component
s̃(n), dubbed PESQ(s̃), where the clean speech component s(n)
serves as reference. We measure PESQ on the filtered speech com-
ponent since it has not been validated for artifacts that might be
introduced by noise reduction algorithms. The speech intelligibility
is measured on the enhanced signal ŝ(n) by the short-time objective
intelligibility measure (STOI) [30].
4.3. Instrumental Evaluation
We show the results3 in Figs. 3 and 4, where each marker represents
one SNR condition, starting at the bottom with -5 dB, up to 20 dB
at the top. The results show that the CEM-DNN approach (square
markers, solid green line) already outperforms all baselines in terms
of NAseg. Only in some high-SNR conditions, where PESQ(s̃) is
already very high (more than 4 PESQ points), the speech compo-
nent quality of the baselines outperforms CEM-DNN. Even though
the CEE approach (circle markers, solid orange line) shows con-
vincing performance, it still lacks attenuation between the harmon-
ics, as earlier mentioned. This is also reflected in Figure 4, where
no significant improvement in speech intelligibility is seen. The
noise attenuation can be further increased by the serial concatena-
tion of CEE and CEM-DNN resulting in CEE→ CEM-DNN (tri-
angle markers, solid green line), which obtains up to 1.5 dB higher
NAseg compared to CEE→ CEM (triangle markers, dashed green
line) and even 3.5 dB over DD, both, without significant loss of
speech component quality or speech intelligibility.
The alternative approaches CEM-DNN-c0 (square markers,
solid purple line) and CEE→ CEM-DNN-c0 (triangle markers,
solid purple line), which retain the cepstral energy coefficient from
the preliminary denoised residual signal, show less NAseg com-
pared to their corresponding analogues which also estimate the en-
ergy coefficient. However, they still outperform their corresponding
baselines w.r.t. noise attenuation, and absolute improvement over
CEE→ CEM is obtained. In addition to that, STOI is slightly im-
proved in the important -5 dB SNR condition, and PESQ(s̃) is im-
proved by more than 0.1 points compared to the other CEM-based
approaches and also DD.
4.4. Subjective Listening Test
Finally, we conduct a semi-formal CCR listening test [31, Annex
E]. The subjects are always presented two conditions A and B,
3Audio samples can be found under:
https://www.ifn.ing.tu-bs.de/en/ifn/sp/elshamy/2019-waspaa-cem/
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Baseline DD [4] CEM-DNN-c0
Baseline CEE [19] CEE → CEM-DNN-c0
Baseline CEM [7] CEM-DNN
Baseline CEE → CEM [19] CEE → CEM-DNN
SNR = 20dB
SNR = -5 dB
Figure 3: Speech component quality (PESQ(s̃)) vs. noise attenua-
tion (NAseg) in unseen and also non-stationary noises.
Table 1: CMOS results and 95 % confidence intervals for the sub-
jective listening test. The preferred approach is in boldface.
Condition CMOS CI95
a) Noisy vs. DD 0.96 ± 0.16
b) Noisy vs. CEM-DNN 0.97 ± 0.22
c) Noisy vs. CEE→ CEM-DNN 1.22 ± 0.20
d) DD vs. CEE→ CEM-DNN 0.25 ± 0.17
e) CEM-DNN vs. CEE→ CEM-DNN 0.12 ± 0.11
f) CEE→ CEM-DNN-c0 vs. CEE→ CEM-DNN 0.07 ± 0.13
and are subsequently asked to judge the relative quality of B
over A based on the comparative mean opinion score (CMOS)
scale. The CMOS scale ranges from -3 (much worse) in inte-
ger steps to 3 (much better). The presented samples are based
on a female and a male German speaker’s sentence from the
NTT database [23], more test conditions would have extended
the subjective test too much. They are superimposed with two
noises4 from the ETSI database [25] at -5 dB and 5 dB SNR.
All files are upsampled to 48 kHz for replay. In total six condi-
tions are presented: a) Noisy vs. DD, b) Noisy vs. CEM-DNN,
c) Noisy vs. CEE→ CEM-DNN, d) DD vs. CEE→ CEM-DNN,
e) CEM-DNN vs. CEE→ CEM-DNN, and
f) CEE→ CEM-DNN-c0 vs. CEE→ CEM-DNN. This amounts
to 2 (SNRs) × 2 (sentences) × 2 (noises) × 6 (conditions) = 48
comparisons. As they have to be presented in both directions,
A followed by B and vice versa, the total amount is 96. The
samples are played back to the subjects via AKG K-271 MKII
headphones, attached to Fireface devices, connected through
FireWire to a standard personal computer.
The results for the CCR listening test including all subjects are
depicted in Table 1, where CMOS and 95 % confidence intervals
(CI95) are shown. In total 17 native speakers participated in the
subjective listening test, where two outliers strongly preferred the
noisy reference for conditions a), b), and c). Despite the two outliers
the first three rows show that each of the tested approaches (DD,
CEM-DNN, and CEE→ CEM-DNN) gain about 1 CMOS point
if compared to the noisy condition, with CEE→ CEM-DNN per-
4Outside Traffic Crossroads, Work Noise Office
Callcenter











Baseline DD [4] CEM-DNN-c0
Baseline CEE [19] CEE → CEM-DNN-c0
Baseline CEM [7] CEM-DNN
Baseline CEE → CEM [19] CEE → CEM-DNN
SNR = 20dB
SNR = -5 dB
Figure 4: Speech intelligibility (STOI) vs. noise attenuation (NAseg)
in unseen and also non-stationary noises
Table 2: CMOS results and 95 % confidence intervals for the sub-
jective listening test with two outlier subjects not considered. The
preferred approach is in boldface.
Condition CMOS CI95
a) Noisy vs. DD 1.19 ± 0.16
b) Noisy vs. CEM-DNN 1.35 ± 0.19
c) Noisy vs. CEE→ CEM-DNN 1.62 ± 0.16
d) DD vs. CEE→ CEM-DNN 0.48 ± 0.16
e) CEM-DNN vs. CEE→ CEM-DNN 0.15 ± 0.11
f) CEE→ CEM-DNN-c0 vs. CEE→ CEM-DNN 0.17 ± 0.14
forming best by obtaining 1.22 CMOS points. The various CEM-
based approaches compared among themselves do not show a sig-
nificant preference of the listeners. However, the CEM-DNN ap-
proach obtains significant 0.25 CMOS points when compared to the
DD approach, which indicates that the high gain in noise attenuation
is positively rewarded by the listeners.
In Table 2, where the two outlier subjects who preferred the
noisy conditions have not been considered, the results are even more
significant. Even condition f) obtains a significant result that indi-
cates a preference of the subjects for higher noise attenuation over
higher speech component quality. Especially the preference of the
new CEM-DNN over DD by 0.48 CMOS points is quite distinct.
5. CONCLUSIONS
In this work we have presented a novel method that incorporates
deep neural networks (DNNs) to enhance speech residuals in the
cepstral domain for speech enhancement. Two variants of the DNN-
based cepstral excitation manipulation (CEM) approach are inves-
tigated: One focuses on the speech component quality and gains
more than 0.1 PESQ points in the -5 dB SNR condition compared
to the former classical CEM and also the decision-directed (DD) ap-
proach. The other obtains substantially higher noise attenuation by
up to 1.5 dB over CEM and even 3.5 dB over DD. A semi-formal
comparative category rating (CCR) listening test has shown that
the serial combination of cepstral envelope enhancement and DNN-
based CEM is better by 0.25 CMOS points (or even 0.48 when two
outlier subjects are not considered) than the classical DD approach.
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