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BRAID REPRESENTATIONS FROM UNITARY BRAIDED
VECTOR SPACES
CE´SAR GALINDO AND ERIC C. ROWELL
Abstract. We investigate braid group representations associated with unitary
braided vector spaces, focusing on a conjecture that such representations should
have virtually abelian images in general and finite image provided the braiding
has finite order. We verify this conjecture for the two infinite families of Gaussian
and group-type braided vector spaces, as well as the generalization to quasi-
braided vector spaces of group-type.
1. Introduction
In this article we study certain unitary representations of braid group Bn gen-
erated by σ1, . . . , σn−1 satisfying:
(R1) σiσi+1σi = σi+1σiσi+1
(R2) σiσj = σjσi for |i− j| > 1.
Sequences of unitary representations of Bn are of central importance in the
topological model for quantum computation, in which the computational power is
intertwined with the sizes of the closed images of the unitary braid group action on
the state spaces of n-punctured disks. In this context the images of the braid group
generators σi serve as quantum gates, and the goal is to determine when braiding
alone is universal (i.e., any unitary operator can be efficiently approximated as
the image of a braid, within a given error threshold). For universal braiding it is
essentially sufficient to show that the closed images of the braid group Bn on each
irreducible sector V contains SU(V ), for n large enough.
The unitary braid representations in this setting are described algebraically
through unitary braided fusion categories. An object X in such a category C gives
rise, through the braiding operators cX,X ∈ EndC(X⊗2), to unitary braid group
representations ρnX on EndC(X
⊗n). Geometrically, this corresponds to disks with
n-punctures, each labeled by the object X (with boundary label varying over all
simple objects).
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Recent articles devoted to determining images of unitary braid group represen-
tations include: [13, 25, 24, 30] while Jones [19] seems to have been the first to
consider the problem of characterizing the images. In [13, 25] the cases where the
braid group images are imprimitive, decomposable or finite are eliminated and
then the remaining possibilities are analyzed in terms of the eigenvalues of the
generators σi, using Lie theory.
Braid group representations emerge in quantum information in another context
through the Yang-Baxter equation ([23]), as entanglement resources. Recall that
c ∈ Aut(V ⊗2) satisfies the Yang-Baxter equation if
(c⊗ IV )(IV ⊗ c)(c⊗ IV ) = (IV ⊗ c)(c⊗ IV )(IV ⊗ c).
In this case the pair (V, c) will be called a braided vectors space (BVS). Given
a BVS, (V, c), we obtain braid group representations ρc : Bn → GL(V ⊗n) defined
on generators by ρc(σi) = I
⊗(i−1) ⊗ c⊗ I⊗(n−i−1).
A connection between braid group representations in these two quantum com-
putational contexts was established and generalized in [28, 14] using the concept
of localization. Roughly, a localization of the sequence of representations ρnX is
a BVS (V, c) that faithfully encodes ρnX , uniformly for all n. It is conjectured
in loc. cit. that the sequence of representations ρnX are localizable if, and only
if, dim(X)2 ∈ N. On the other hand, the property F conjecture (see [27]) pre-
dicts that the braid group representations ρnX have finite image if, and only if,
dim(X)2 ∈ N.
Motivated by the above we consider the problem of characterizing the images
of the braid group representation associated with a unitary BVS. Recall that a
virtually abelian group is a group with an abelian subgroup of finite index. We
make the following:
Conjecture 1.1. Suppose (V, c) is a unitary BVS.
(a) Then ρc(Bn) is a virtually abelian group for all n.
(b) If in addition c has finite order then ρc(Bn) is finite.
The validity of this conjecture would imply, for example, that if (V, c) is a unitary
BVS, {c} is never a universal gate set.
Unitary braid representations are abundant: for example Wenzl [32] showed that
the braided fusion categories associated with quantum groups at roots of unity
are usually unitary, and hence produce many examples. However, despite their
ubiquity throughout mathematics and physics, there are remarkably few unitary
BVSs in the literature. A classification of BVSs is only known for dim(V ) = 2
[8, 18], for which Conjecture 1.1 follows from [12, 11]. In this article we focus on
two infinite families: the so-called Gaussian BVSs (see Section 3 and [15]) and
group-type BVSs (see Section 4). In particular, we verify Conjecture 1.1(a) for
group-type BVSs (see Corollary 4.17 and Conjecture 1.1(b) for Gaussian BVSs
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(see Proposition 3.6). We give a generalization of BVSs of group-type to quasi-
BVSs of group-type and prove our results in this more general setting.
The Gaussian braid representations here are (generalizations of) those consid-
ered in [16]. In loc. cit. these appear as the braiding for anyonic models generaliz-
ing Ising anyons and Majorana zero modes. The associated TQFT is the SO(N)2
Chern-Simons theory, a fact that is established in [29]. Similarly, the braid repre-
sentations associated with group-type BVSs considered here are generalizations of
those obtained from Dijkgraaf-Witten TQFTs ([7]).
2. Preliminary Results
Conjecture 1.1 should be compared with [28, Conjecture 2.7], where the pre-
dicted conclusion is that ρc(Bn) is finite modulo its center, assuming that c has
finite order. Our minor strengthening is due to the following:
Lemma 2.1. If c has finite order and ρc(Bn) is finite modulo its center Z
c then
ρc(Bn) is itself finite.
Proof. We decompose ρc into irreducible representations ρi and denote by Zi = CIi
the center of ρi(Bn). As c has finite order, the images of the generators σj in ρi(Bn)
also have finite order. Therefore, every element of ρi(Bn) has determinant a root
of unity (of finite order). Now suppose β ∈ Zc with decomposition β =∑i λiIi as
an element of Zc =
∑
i Zi. Now we see that the determinant of λiIi is a root of
unity, and hence so is λi. Therefore β has finite order. Thus the finitely generated
abelian group Zc is finite, as each element has finite order. Thus Zc is finite and
the result follows. 
One large class of examples that obviously satisfy Conjecture 1.1(a) are the so-
called locally monomial BVSs obtained as follows: Let (S,X) be a set-theoretical
solution (see [10]) to the braid equation, i.e., S : X × X → X × X satisfies
the Yang-Baxter equation in Aut(X×3). Then S gives rise to a BVS (V, S) via
linearization. Now choose a unitary diagonal matrix D such that (V,DS) is a
BVS. Observe that with respect to the basis X , DS is a monomial matrix so
that ρDS(Bn) is isomorphic to a subgroup of the group M|X|n(T) of |X|n × |X|n
monomial matrices with entries on the unit circle T. Now M|X|n(T) is isomorphic
to S|X|n ⋊ T|X|
n
(a wreath product) which has the abelian group T|X|
n
as a finite
index subgroup.
This example motivates the following:
Definition 2.2. • A locally monomial BVS consists of the data (V, c,X,
(Vx)x∈X), where (V, c) is a BVS, X is a finite set, and (Vx)x∈X) is a family
of one dimensional subspaces of V indexed by X , such that V =
⊕
x∈X Vx
and c permutes the spaces Vx ⊗ Vy for all x, y ∈ X .
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• A BVS (V, c) is called locally monomializable if there exist a finite set
X and a decomposition (Vx)x∈X , such that (V, c,X, (Vx)x∈X) is a locally
monomial BVS.
• Two locally monomial BVSs (V, cV , X, (Vx)x∈X) and (W, cW , Y, (Wy)y∈Y )
aremonomial equivalent if there is an isomorphism f : V → W of BVSs
such that f(Vx) =Wy for all x ∈ X .
Remark 2.3. 1. The braiding of a locally monomial BVS induces a set-theo-
retical solution of the Yang-Baxter equation over X .
2. A BVS can have more than one inequivalent locally monomial structure.
3. If (X,S) is a set-theoretical solution of the Yang-Baxter equation all pos-
sible locally monomial structures (up to diagonal isomorphism) are in one-
to-one correspondence with the second Yang-Baxter cohomology group
H2Y B(X,C
∗), see [4].
4. Let (V, cV , X, (Vx)x∈X) be a locally monomial BVS with (X,S) the as-
sociated set-theoretical solution of the Yang-Baxter equation. If there
is a graded basis {vx ∈ Vx}x∈X , such that the scalars of c(vx ⊗ vy) =
qx,yvs1(x,y) ⊗ vs2(x,y) are roots of the unity, then the image of the represen-
tation of Bn is a finite group.
3. Gaussian Braided Vector Spaces
In this section we construct unitary, finite order BVSs of dimension m gener-
alizing the “Gaussian” representations found in [15, 21, 20], in which the m odd
cases are found. We give full details as the case m even is new, see also Remark
3.3.
Let m ∈ N and define q =
{
e2pii/m, m odd
epii/m, m even.
Define, as in [20], ES(m,n − 1)
to be the algebra generated by u1, . . . , un−1 subject to: umi = 1, uiui+1 = q
2ui+1ui
and uiuj = ujui for |i− j| > 1.
Proposition 3.1. The mapping ϕn(σi) =
1√
m
∑m−1
j=0 q
j2uji defines a representation
of Bn into ES(m,n− 1) which becomes a ∗-representation upon setting u∗i = u−1i .
We will need the following result, found in [21, Example 2.18 and Section 3.3]:
Lemma 3.2. Let G be a cyclic quotient of Z (i.e., written additively) and f : G→
C× a function satisfying:
(a) f(g) = f(−g)
(b) 1|G|
∑
h∈G
f(h)
f(g−h) = δg,0
(c)
√|G| f(x+y)
f(x)f(y)
=
∑
g∈G
f(g−y)f(g+x)
f(g)
.
Then ϕf : σi →
∑
g∈G f(g)u
g
i gives a homomorphism Bn → ES(m,n− 1).
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We now proceed to:
Proof of Proposition 3.1. Let m be odd and G = Z/mZ. Define f(a) = Kqa
2
where q = e2pii/m as above and K is a constant to be determined. Clearly (a) is
satisfied while (b) is easily verified:
∑
h∈G
f(h)
f(g − h) =
m−1∑
h=0
qh
2−(g−h)2 = qg
2
∑
h
e4ghpii/m = mδg,0.
To verify (c) we must show:
√
m
f(x+ y)
f(x)f(y)
=
√
mq2xy/K =
m−1∑
g=0
f(g − y)f(g + x)
f(g)
= qx
2+y2K
m−1∑
g=0
qg
2+2g(x−y).
Completing the square we see that it suffices to find a constant K satisfying:
√
m/K2 =
m−1∑
g=0
q(g+(x−y))
2
=
m−1∑
g=0
qg
2
since {(g+(x−y)) : 0 ≤ g ≤ m−1} is a complete set of residues modulom (for any
fixed x, y). By Gauss’ famous result we have
∑m−1
g=0 q
g2 =
{√
m m = 1 (mod 4)
i
√
m m = 3 (mod 4).
Thus, K2 = 1 or K2 = −i will give solutions in these two cases. In order to get a
∗-representation of Bn in ES(m,n− 1) one should rescale by 1/
√
m.
Now let m be even and G = Z/mZ. Recall that here q = epii/m. Define
f(a) = Kqa
2
as above. Conditions (a) and (b) are verified in the same way as in
the odd case, noting that
∑
h e
2pigi/m = mδg,0. Condition (c) reduces to verifying
that
√
m/K2 =
∑m−1
g=0 q
(g+(x−y))2 has a constant solution K. Since q is a 2mth
root of unity, this is not a standard quadratic Gauss sum. However, (g− k)2 = g2
(mod 2m) so that
m−1∑
g=0
e
2pii(g−k)2
2m =
1
2
2m−1∑
g=0
e
2piig2
2m =
(i+ 1)
√
2m
2
(see [5, Chapter 2]). Thus either choice for K−2 = epii/4 = 1+i√
2
gives a solution. 
Remark 3.3. • If we were to use q = e 2piim form even the operator∑m−1j=0 qj2uji
would not be invertible.
• In [21] the formula for f given as Kepiia2m with K−2 = ∑m−1g=0 e 2pig2im has
typos, which are corrected in [15, 20].
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3.1. Gaussian BVSs and Braid Group Images. To produce a Gaussian BVS
it is enough to exhibit a vector space V and an operator U ∈ Aut(V ⊗2) so that
ui → Ui := I⊗i−1V ⊗ U ⊗ I⊗n−i−1V
extends to an algebra homomorphism ES(m,n − 1) → End(V ⊗n), i.e. a local-
ization of ES(m,n − 1). Recalling that q = e2pii/m for m odd and q = epii/m for
m even, {ei : 0 ≤ i ≤ m − 1} be the standard basis for V = Cm and define a
U ∈ End(V ⊗2) by
U(ei ⊗ ej) = qj−iei+1 ⊗ ej+1,
where ei+m := ei.
Proposition 3.4. The map ui → Ui := I⊗i−1 ⊗ U ⊗ I⊗n−i−1 ∈ End(V ⊗n) de-
fines a ∗-algebra homomorphism ES(m,n − 1) → End(V ⊗n). Moreover, R :=
1√
m
∑m−1
j=0 q
j2U j is a unitary operator.
Proof. It is immediate that Ui commutes with Uj if |i− j| > 1. Moreover,
Um(ei ⊗ ej) = q(j−i)(m−j)q(m−j+i)(j−i)q(j−i)i(ei ⊗ ej) = (ei ⊗ ej).
To check the remaining relation in ES(m,n−1) it suffices to check the case n = 3
with U1 and U2:
U1U2(ei ⊗ ej ⊗ ek) = q1+k−iei+1 ⊗ ej+2 ⊗ ek+1 =
q2qk−i−1ei+1 ⊗ ej+2 ⊗ ek+1 = q2U2U1(ei ⊗ ej ⊗ ek).
Since U−1 = U∗ (conjugate-transpose) the homomorphism respects the ∗-structure
on ES(m,n− 1) and hence R is unitary.

We will call the pair (V,R) above a Gaussian BVS.
Let Ri(k) :=
1√
k
∑k−1
j=0 q
j2ui be the braid operators in ES(k, n− 1) where q is a
k-th (or 2k-th) root of unity for k odd (resp. k even).
Lemma 3.5. Suppose that we have prime factorization m = pa11 p
a2
2 · · · pass . Then
there exists Galois automorphisms τh ∈ Gal(Qpah
h
) so that
Ri(m) =
s∏
h=1
τh(Ri(p
ah
h )).
In particular, if Gh is the image of Bn in ES(p
ah
h , n− 1) then the image of Ri(m)
is a (diagonal) subgroup of
∏s
h=1 τh(Gh).
Proof. The key observation here is the following: if x and y are coprime then uxi and
uyj commute for all i and j, and u
x
i generates an algebra of the form τ(ES(y, n−1))
and vice versa. So in particular ES(xy, n−1) factors as a direct product of algebras
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isomorphic to ES(x, n − 1) and ES(y, n− 1). The Chinese Remainder Theorem
permits one to find automorphisms γx and γy so that Ri(xy) = γx(Ri(x))γy(Ri(y)).

We may now verify Conjecture 1.1(b) for the Gaussian BVS (V,R). Setting
Ri = ρ
R(σi) as usual we have:
Proposition 3.6. The group Gn generated by R1, . . . , Rn−1 is a finite group.
Proof. Firstly, since Gn−1 ⊂ Gn, it is enough to consider n odd. By an easy
calculation we find
Riui+1R
−1
i = qu
−1
i ui+1(3.1)
Riui−1R
−1
i = q
−1ui−1ui.(3.2)
Therefore, the conjugation action of Gn on the finite set Tn := {qa0ua11 · · ·uan−1n−1 :
0 ≤ ai ≤ 2m− 1} gives a homomorphism Ψn : Gn → Sym(Tn). The kernel of Ψn
is a subgroup of the center of ES(m,n − 1) which consists of scalar multiples of
1 (for n odd). Since the eigenvalues of Ri are roots of unity (of finite order) the
determinant of any element of ker(Ψn) is also a finite order root of unity. Since it
is a scalar matrix it must have finite order. 
4. Quasi-braided vector spaces of group-type
The following definition appears in [1].
Definition 4.1. A braided vector space (V, c) is said to be of group-type if there
exists a basis {x1, . . . , xn} for V and gi ∈ GL(V ) such that c(xi ⊗ z) = gi(z)⊗ xi
for all z ∈ V . We will call such a basis a braided basis for c.
In this section we will give an equivalent definition of group-type BVSs which
can be extended to group-type quasi-BVSs. We will then verify Conjecture 1.1(a)
for these classes of BVSs.
4.1. Twisted Yetter-Drinfeld modules over a group. Let G be a group and
ω ∈ Z3(G,U(1)) a 3-cocycle. Let us define γ : G×G→ Map(G,U(1)) by
γσ,τ (ρ) :=
ω(σ, τ, ρ)ω(στρ(στ)−1, σ, τ)
ω(σ, τρτ−1, τ)
and µ : G→ Map(G×G,U(1)) by
µσ(τ, ρ) :=
ω(στσ−1, σ, ρ)
ω(στσ−1, σρσ−1, σ)ω(σ, τ, ρ)
for all σ, τ, ρ ∈ G.
We denote by YDωG the category of Yetter-Drinfeld modules twisted by ω, defined
as follows: an object of YDωG is a vector space with a decomposition V =
⊕
σ∈G Vσ
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and a compatible γ-twisted G-action, i.e., a map G × V → V , such that σVτ ⊂
Vστσ−1 and
(στ)vρ = γσ,τ (ρ)σ(τvρ)
for all vρ ∈ Vρ and all σ, τ, ρ ∈ G.
A morphism in YDωG is a linear map f : V → W such that f(Vσ) ⊂ Wσ and
f(σv) = σf(v) for all σ ∈ G, v ∈ V .
The category of ω-twisted Yetter-Drinfeld modules is braided with: the tensor
product in YDωG is the tensor product of vector spaces with G-grading
(V ⊗W )σ =
⊕
τ∈G
Vστ−1 ⊗Wτ ,
and twisted G-action σvτ ⊗ wρ := µσ(τ, ρ)σvτ ⊗ σwρ for all vσ ∈ Vσ, wτ ∈ Wτ ,
σ, τ, ρ ∈ G. The associator is given by
aV,W,Z : (V ⊗W )⊗ Z → V ⊗ (W ⊗ Z)(4.1)
(vσ ⊗ wτ )⊗ zρ 7→ ω(σ, τ, ρ)vσ ⊗ (wρ ⊗ zρ)(4.2)
and the braiding by cV,W (vσ ⊗ wτ ) = σwτ ⊗ vσ.
When ω is trivial, YDωG is just the usual category of Yetter-Drinfeld modules over
a group algebra (see [2]) and if G is finite, YDωG is braided monoidally equivalent
to the (modular) category Rep(DωG) of representations of the twisted Drinfeld
double DωG, defined by Dijkgraaf, Pasquier and Roche [6].
The support of V ∈ YDωG is the set
supp(V ) = {g ∈ G : dim(Vg) 6= 0}.
The following result show the connection between Yetter-Drinfeld-modules and
BVSs of group-type.
Proposition 4.2. A BVS of group-type (V, c) is the same as a finite-dimensional
Yetter-Drinfeld module V over a group G such that the associated G-action is
faithful and G is generated by the support of V .
Proof. Let (V, c) be a BVS of group-type with braided basis {x1, . . . , xn} and
corresponding {g1, . . . , gn} ∈ GL(V ). Define G := 〈g1, . . . , gn〉 ⊂ GL(V ) and
Vgi := span{xk|gk = gi}. The braid equation on c(xi ⊗ xj) = gi(xj) ⊗ xi is
equivalent to giVgj ⊂ Vgigjg−1i . The converse is obvious. 
For the rest of this section (V, c) will denote a BVS of group-type, with c(xi ⊗
xj) = gi(xj) ⊗ xi for some ordered braided basis [x1, . . . , xn] for V and gi ∈
GL(V ). For notational convenience let G = 〈g1, . . . , gn〉 be the subgroup of GL(V )
generated by the gi.
Remark 4.3. We should emphasize that BVSs of group type are precisely all possi-
ble BVSs that can be obtained as finite dimensional Yetter-Drinfeld modules over
an arbitrary group G.
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In [14, Definition 3.6], we defined the notion of quasi-braided vector spaces
(V, a, c) incorporating the possibility of non-trivial associativities through a family
of isomorphisms a. Following the relation between BVSs of group-type and Yetter-
Drinfeld modules (Proposition 4.2), we propose the definition of a quasi-BVS of
group-type as follows:
Definition 4.4. A quasi-BVS of group-type is a finite-dimensional twisted
Yetter-Drinfeld module over a group G such that the associated twisted G-action
is faithful and G is generated by the support of V .
If G is a finite group, the quasi-BVS of group type associated with a twisted
YD-module V is the quasi-BVS of [14, Example 3.7]. In this case, we have the
following:
Proposition 4.5. If (V, c) is a quasi-BVS of group type and |G| <∞ then |ρc(Bn)|
is a finite group for all n.
Proof. One may identity V with an object in Rep(DωG) such that the braiding on
V ⊗2 obtained from the universal R-matrix of DG coincides with c (see e.g. [1]).
Now by [9, Theorem 4.2] the corresponding braid group representation has finite
image. 
4.2. Supporting subgroup structure. In light of Proposition 4.5, from here on
we will assume that G is an infinite group.
Let V be a finite dimensional twisted YD-module over an arbitrary group G.
Since V is finite dimensional supp(V ) is a finite set, and if g ∈ supp(V ) the conju-
gacy class of g is finite (since σVg ⊂ Vσgσ−1). If F is the subgroup of G generated
by supp(V ), then V is a twisted YD-module over F and the representation of the
braid group are exactly the same as the representation associated to the quasi-BVS
V as twisted YD-module over G.
Therefore, as we are interested in the study of the quasi-BVSs associated with
twisted YDωG-modules, we can and will assume that G is generated by a finite
number of elements with finite conjugacy classes.
Lemma 4.6. Let G be a group generated by a finite number elements each con-
jugacy class of which is finite. Then the center Z(G) and centralizers CG(σ) have
finite index for any σ ∈ G.
Proof. Let {g1, . . . , gn} be a set of generators such that each gi has a finite conju-
gacy class. Clearly
Z(G) =
n⋂
i=1
CG(gi),
i.e., an element of G lies in the center if and only if it commutes with all the
generators. Since for each gi we have [G : CG(gi)] <∞ and Z(G) is an intersection
of a finite number of subgroups of finite index, then Z(G) has also finite index.
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Now, since Z(G) has finite index and Z(G) =
⋂
σ∈G CG(σ), CG(σ) has finite
index for all σ ∈ G. 
Corollary 4.7. If (V, c) is a quasi-BVS of group-type with corresponding group
G := 〈g1, . . . , gn〉, then G/Z(G) is a finite group.
Since G is finitely generated then Z(G) is also finitely generated. Let A the
torsion-free subgroup of Z(G) and H := G/A. Since G/Z(G) and Z(G)/A are
finite groups, H is also finite.
The group G is a central extension of H by A. The central extensions of H
by A are classified by elements of H2(H,A). If A has rank r, i.e., A ∼= ⊕ri=1Z
then H2(H,A) ∼= ⊕ri=1H2(H,Z) and H2(H,Z) ∼= Hom(H,U(1)). Then if H/H ′ ∼=
⊕mi=1Zni ,
H2(H,A) ∼= ⊕mi=1A/niA.
The 2-cocycles (hence the central extensions) can be constructed explicitly as
follows: choose a 2-cocycle f ∈ Z2(U(1),Z) that represents the exact sequence
Z→ R→ U(1)
and define for χ ∈ Hom(G,U(1)×r), the 2-cocycle fχ : H × H → A := ⊕ri=1Z,
where
fχ(h, h
′) = f×r(χ(h), χ(h′))
for all h, h′ ∈ H . Note that by construction fχ is symmetric. In fact, since A is
torsion-free for every finite group, H2(G,A) = Ext(G/G′, A).
4.3. Irreducible unitary twisted YD-modules. In this subsection we will clas-
sify the finite dimensional irreducible twisted Yetter-Drinfeld modules.
4.3.1. Finite dimensional unitary projective representations of central extensions
by finite groups. Let G be a group and α ∈ Z2(G,U(1)) a 2-cocycle. Since every 2-
cocycle is cohomologous to a standard 2-cocycle, we will assume that α is standard,
i.e., α(σ, σ−1) = 1 for all σ ∈ G.
We define subgroups
Z(G)(α) := {σ ∈ Z(G) : α(σ, τ) = α(τ, σ), for all τ ∈ Z(G)},
G(α) := {σ ∈ G : α(σ, τ) = α(τ, σ), for all τ ∈ Z(G)(α)}.
It is not difficult to see that the groups Z(G) and G(α) only depend on the coho-
mology class of α.
Example 4.8. Let q be a primitive n-th root of unity. We can define a 2-cocycle
over A = Z⊕ Z, by α(a1 ⊕ a2, b1 ⊕ b2) = qa1b2 , then A(α) = nZ⊕ nZ.
Given a discrete group G and a 2-cocycle α ∈ Z2(G,C∗), we will denote by
Cα[G] the group algebra twisted by α, that is, Cα[G] is the vector space with
basis {uσ}σ∈G and product uσuτ = α(σ, τ)uστ , for all σ, τ ∈ G. The category
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of left Cα[G]-modules is canonically isomorphic to the category of α-projective
representation of G and will be denoted by Rep(Cα[G]).
Let G be any group, N E G be a normal subgroup and pi : G × G →
G/N × G/N the canonical projection. For any ω ∈ Z2(G/N,U(1)), Inf(ω) :=
ω ◦ pi ∈ Z2(G,U(1)). The map Inf is called the inflation map and it defines a
group homomorphism Inf: H2(G/N,U(1))→ H2(G,U(1)). Note that the natural
projection Π : CInf(ω)[G] → Cω[G/N ] is an algebra epimorphism, so it defines a
faithful functor
Inf(−) := Π∗(−) : Rep(Cω[G/N ])→ Rep(CInf(ω)[G]).
The following theorem is a generalization of the main results of [3].
Theorem 4.9. Let G be a finitely generated group such that G/Z(G) is finite and
α ∈ Z2(G,U(1)) be a 2-cocycle. Then
(1) G has a finite dimensional irreducible α-projective G-representation if and
only if Z(G)(α) has finite index.
(2) If Z(G)(α) has finite index, then there is a 2-cocycle
Ω ∈ Z2(G(α)/Z(G)(α), U(1))
such that α|G(α) is cohomologous to Inf(Ω).
(3) Assume that α|G(α) =Inf(Ω) and that {U1, . . . , Ul} is a representative set of
the irreducible Ω-representations of G(α)/Z(G)(α) (since G(α)/Z(G)(α)
is finite, there are only finitely many isomorphism classes). Then all irre-
ducible finite dimensional representations of G are of the form
IndGG(α)(θ ⊗ Inf(Ui)),
where θ : G(α)→ U(1) is a character.
(4) A pair of representations IndGG(α)(θ⊗ Inf(Ui)) and IndGG(α)(θ′⊗ Inf(Uj)) are
isomorphic if and only if i = j and θ|Z(G)(α) = θ′Z(G)(α).
Proof. Since G is finitely generated, Z(G) is finitely generated, so every finite
dimensional unitary projective representation of Z(G) is the direct sum of its irre-
ducible subrepresentations. Let V be a finite dimensional irreducible α-represen-
tation of G. Then ResG
Z(G)(V ) is a finite dimensional unitary α-representation of
Z(G), so by [3, Lemma 2], [Z(G) : Z(G)(α)] is finite and since [G : Z(G)] is finite,
[G : Z(G)(α)] is finite.
We will apply Mackey’s theory [26] to the finite index central subgroup Z(G)(α)
of G. Since α is symmetric on Z(G)(α), its cohomological class is trivial and we
may replace α by a 2-cocycle such that α|Z(G)(α) ≡ 1. Let V be a unitary finite
dimensional α-projective representation of G. Since α|Z(G)(α) ≡ 1, the restriction of
V to Z(G)(α) decomposes as a direct sum of one dimensional linear representation
of Z(G). It is easy to check that the little α-group (i.e., stability group) of G of any
of these one dimensional Z(G) representations is equal to G(α) and only depends
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on α. In particular G(α) is normal. By [26, Theorem 8.2] it follows that there exists
an α-projective irreducible unitary representation W such that V = IndGG(α)(W ).
Since G(α) is normal, V = IndGG(α)(W ) is isomorphic to V
′ = IndGG(α)(W
′) if and
only if W is isomorphic to W ′ as α-projective G(α)-representations. Then the
induction functor IndGG(α)(−) defines an equivalence between the category of finite
dimensional unitary α-projective representation of G(α) and the category of finite
dimensional unitary α-projective of G.
As in the proof of the main result of [3], we will apply Mackey’s theory again, this
time to the central subgroup Z(G)(α) of G(α). Let χ : Z(G)(α)→ U(1) be a one
dimensional representation of Z(G) and recall that the little α-group ofG(α) at χ is
G(α) itself. By [26, Theorem 8.2] there exists a 2-cocycle Ω ∈ Z2(G(α)/Z(G)(α))
and a 1-cochain θ ∈ C1(G(α), U(1)) such that
(4.3) δ(θ) = αInf(Ω)−1
Then the cohomology class of α and Inf(Ω) are the same, so we can assume that
α =Inf(Ω). Now, since α =Inf(Ω), equation (4.3) implies that θ is a character, so
again by [26] (see also [22, Theorem 6.4.2]) the theorem follows. 
Corollary 4.10. Let G be a finitely generated group such that G/Z(G) is finite.
Then
(1) There is a 2-cocycle Ω ∈ Z2(G/Z(G), U(1)) such that Inf(Ω) has trivial
cohomology and if {U1, . . . , Ul} is a representative set of the irreducible
Ω-representations of G/Z(G), then all irreducible finite dimensional repre-
sentations of G are of the form
θ ⊗ Inf(Ui),
where θ : G→ U(1) is a character.
(2) A pair of representations θ ⊗ Inf(Ui) and θ′ ⊗ Inf(Uj) are isomorphic if
and only if i = j and θ|Z(G) = θ′Z(G).

Theorem 4.11. Let G be a finitely generated group such that G/Z(G) is fi-
nite and α ∈ Z2(G,U(1)) a 2-cocycle. Then every finite dimensional unitary
α-projective G-representation is a subrepresentation of a finite dimensional mono-
mial α-projective G-representation.
Proof. Since every finite dimensional unitary α-projective G-representation is com-
pletely reducible, it is enough to proof the corollary for a finite dimensional irre-
ducible unitary representation. By Theorem 4.9(1)(2), we have thatG(α)/Z(G)(α)
is a finite group and we can assume that α|G(α) = Inf(Ω) for some
Ω ∈ Z2(G(α)/Z(G)(α), U(1)).
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By Theorem 4.9(3), if V is an irreducible finite dimensional unitary α-representa-
tion, then V ∼= IndGG(α)(θ ⊗ Inf(Ui)), where Ui is an irreducible Ω-representation
of G(α)/Z(G). We can construct the finite dimensional monomial α-projective
representation M(θ) := IndGG(α)(θ⊗ Inf(CΩ[G(α)/Z(G)(α)])) and V is a subrepre-
sentation of M(θ). 
4.3.2. Classification of Twisted YD-modules.
Definition 4.12. • Let G be a group, V be a vector space and pi : G →
GL(V ) a map. A monomial structure on the map pi is a decomposition
V =
⊕
x∈X Vx into subspaces of dimension one, such that pi(σ) permutes
the Vx for all x ∈ X and σ ∈ G.
• A monomial object in YDωG consist of a twisted YD-module, with a
monomial structure on the twisted G-action.
• A monomial projective representation is a projective representation
pi : G→ GL(V ) with a monomial structure.
Fix χ ∈ Hom(H ;U(1)×r) and let G := A⋊χH the associated central extension
(see Subsection 4.2). For any subset S ⊂ H we will denote the subset {(a, s) : a ∈
A, s ∈ S} of G by A⋊χ S.
Lemma 4.13. • For all (a, σ) ∈ G, CG((a, σ)) = A⋊χ CH(σ), in particular
Z(G) = A⋊χ Z(H).
• If T is a representative set of conjugacy classes of H, then A ⋊χ T is a
representative set of the conjugacy classes of G and for all (a, σ), [G :
CG((a, σ))] = [H : CH(σ)].
Proof. It is easy to see that (a, σ) commutes with (b, τ) if and only if στ = τσ and
fχ(σ, τ) = fχ(τ, σ), but by construction fχ is symmetric so (b, τ) ∈ CG((a, σ)) if
and only if τ ∈ CH(σ). The second statement is a consequence of the first. 
For each conjugacy class R we denote by YDωG(R) the full abelian subcategory
of YDωG consisting of the zero object and all twisted YD-modules with support
R. We will also denote by (a, σ)G the conjugacy class of (a, σ) in G, that is,
(a, σ)G = {(a, τ) : τ ∈ σH}.
Proposition 4.14. Let T be a representative set of conjugacy classes of H.
(1) YDωG =
⊕
(a,σ)∈A⋊χT YD
ω
G((a, σ)
G).
(2) The abelian categories YDωG((a, σ)
G) and Rep(Cγ
−,−(σ)[A ⋊χ CH(σ)]) are
equivalent.
(3) The finite dimensional irreducible unitary twisted YD-modules are in one-
to-one correspondence with triples (σ, θ, U), where σ ∈ T , U is a finite
dimensional unitary irreducible projective representation of
A⋊χ CH(σ)(γ−,−(σ))/Z(A⋊χ CH(σ))(γ−,−(σ))
and θ : A⋊χ CH(σ)(γ−,−(σ))→ U(1) is a character.
14 CE´SAR GALINDO AND ERIC C. ROWELL
Proof. Statements (1) and (2) are simply restatements, for G = A ⋊χ H , of the
description in [6] of irreducible representations of DωG for G finite. Statement (3)
follows from Theorem 4.9. 
Theorem 4.15. Every finite dimensional unitary twisted YD-module over a group
G is a subobject and a quotient of a monomial twisted YD-module over some group.
Proof. Since the category of finite dimensional unitary twisted YD-modules over
a group is semisimple, it is enough to prove that every unitary irreducible twisted
YD-module is a subobject and a quotient of a monomial twisted YD-module.
If U is a monomial γ−,−(σ)-projective representation of A ⋊χ CH(σ), it follows
by definition that the associated twisted YD-module in Proposition 4.14 (see [6]
for details of the construction) is monomial. If V is a finite dimensional unitary
irreducible twisted YD-module, it is supported by only one conjugacy class. Let
U be the irreducible γ−,−(σ)-projective representation of A ⋊χ CH(σ) associated
to V , it follows by Theorem 4.11 that there exists a monomial γ−,−(σ)-projective
representation of A⋊χCH(σ) such that U is a subobject and its associated twisted
YD-module is monomial and contains V .

Theorem 4.16. The image of the braid group representations associated to any
finite dimensional unitary twisted YD-module over a group G is a quotient of a
monomial representation of the braid group, defined via a monomial twisted YD-
module.
Proof. Let V be a finite dimensional unitary twisted YD-module. By Theorem
4.15 there exists a monomial twisted YD-module W such that V is a quotient (or
subobject) of W . By the functoriality of the braiding in YDωG, the image of the
representation of Bn is a quotient of the representation associated to W . Since W
is monomial, the associated representation of Bn is monomial. 
We can now easily prove:
Corollary 4.17. The braid group image associated with any unitary quasi-BVS
of group-type is virtually abelian.
Proof. A quasi-BVS of group-type is, by Definition 4.4, the same as a finite di-
mensional unitary twisted YD-module over a group G and the corresponding braid
group images coincide. Since the image of any monomial representation of the
braid group is virtually abelian the result follows. 
5. Discussion
A classification of unitary BVSs in dimension higher than 2 seems computa-
tionally well out-of-reach. However, it is feasible that the monomial and Gaussian
BVSs generate a large proportion of them (e.g. through quotients and subrep-
resentations). We are not aware of any BVSs that do not come from these two
families.
We think the following questions are worth pursuing:
(1) Does Conjecture 1.1(a) imply (b)? That is, if (V, c) is a BVS such that
c has finite order and the braid group image is virtually abelian does it
follow that the image is actually finite?
(2) Does there exist a locally monomial BVS (V, c) such that the braid group
image is not finite modulo the center? By Lemma 2.1 c must have infinite
order. Moreover, there are monomial representations of Bn with infinite
image modulo the center, the following gives an example:
σ1 →


0 x 0
x 0 0
0 0 1
x2

 , σ2 →


1
x2
0 0
0 0 x2
0 1 0

 .
(3) What are the images of the Gaussian representations? Goldschmidt and
Jones [15] computed the braid group images in ES(p, n− 1) for p an odd
prime; they are (essentially) symplectic groups over the field with p ele-
ments. For p = 2 the images are extensions of extra-special 2 groups by
symmetric groups ([12]). By Lemma 3.5, to understand the general Gauss-
ian representation images it is enough to compute them for prime powers,
i.e. in ES(pk, n− 1).
(4) Turaev [31] introduced enhanced Yang-Baxter operators in order to pro-
duce link invariants from BVSs. What is the computational complexity of
evaluating (approximately) the link invariants coming from locally mono-
mial and Gaussian BVSs? For Gaussian BVSs at primes the invariants are
computed in [15]. For related work, see [17].
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