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Abstract 
Badcock & Westheimer (Spatial Vision, 1(1), 3-11, 1985) showed that a thin 
vertical line induces nearby zones of attraction and repulsion; this study 
extends those results by more closely examining the horizontal and vertical 
extents of the repulsion zone and by using an illusory contour to induce 
repulsion. The experimental paradigm measures perceived hyperacute 
displacements of a thin vertical line 10' tall. Halfway through the stimulus, the 
bright target line was shifted and a lower contrast flanking line added. 
Conditions equivalent to Badcock & Westheimer replicate their results. 
Repulsion is observed horizontally from separations of 5' to at least 30' and 
becomes minimal at 50'. Repulsion also decreases with increasing vertical 
separation. Another experiment shows that symmetry is not required for 
repulsion when the flanking line is split into two vertically separated fragments; 
one fragment alone causes the same amount of repulsion as both fragments 
together. Finally, it is shown that a flanking contour formed by the grating 
illusion causes repulsion of the target line in the same manner as a target line 
defined by luminance. 
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Introduction 
A growing number of visual phenomena suggest that visual space does not 
have a rigid metric that is unaffected by the visual stimulus. Indeed, there 
appear to be some similarities with the effects of mass (i.e., contrast) on the 
geometry of space-time. Usually the effects are very small and only noticeable 
under special circumstances. In general relativity, it is sometimes possible to 
see light "bending" around massive objects. In the case of vision, the well-
known Herring, Wundt, and Zollner illusions all involve the bending of lines 
when presented in conjunction with other lines at an angle to the line. These 
illusions are also related to the mis-estimation of angles first studied by 
J as trow ( 1891) and reviewed by Berliner & Berliner (1948). Other illusions 
such as the Cafe-wall illusion, Fraser's twisted-cord and spiral illusions fool the 
observer by creating perceived orientations which are not present in the 
stimulus. Although these examples are mostly concerned with intersecting 
lines, they demonstrate just how deformable the underlying geometry of visual 
space is. 
A B 
Figure l. The interval in A appears wider than the interval in B. The distance bet-
ween the outer lines in both figures is identicaL but the subdivided interval looks 
wider. After Illusion 4.2 in Resnikoff (1989). 
Experiments on contours in after-images by Day (1962) and more recently 
on different types of contours by Rivest & Cavanagh (1996) also show that 
contours warp nearby visual space. In these experiments the deformation of 
visual space is evidenced by the repulsion or attraction of the apparent location 
of nearby contours. For example Hivest & Cavanagh ( 1996) found attraction in 
all attribute combinations, but repulsion occurred only in some combinations, 
such as motion vs. luminance and texture vs. motion. Another effect which can 
be explained by the warping of visual space near contours is illustrated in 
Figure 1. The subdivided interval appears wider than the simple interval. If 
each line causes slight repulsion of neighboring lines, increasing the apparent 
separation between them slightly, then the combined effect of several lines can 
add up to become a noticeable increase in width. 
A clever technique was pioneered by Badcock & Westheimer (1985a, b), 
initially described in the very first article published in this journal. They used 
the line displacement hyperacuity task originated by Westheimer (1981) to 
measure these spatial interactions in the visual system. The stimulus has two 
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time intervals, each containing a vertical line. The second line is shifted slightly 
to the right or to the left. The observer must respond either "left" or "right". The 
threshold for this task is the amount of shift at which the observer can identify 
the direction of the shift 75o/o of the time. The line displacement task is a shift 
in time rather than a shift in space, as in Vernier acuity. The two paradigms 
are compared in Figure 2. 
A Line displacement acuity B Vernier acuity 
t1 t2 
Figure 2. Comparing line displacement acuity and Vernier acuity. The displace-
ment acuity stimulus in A hos two intervals in time, one line is shown in each 
interval. The Vernier acuity stimulus shown in B also contains two intervals. but in 
space rather than time. The top half of the stimulus corresponds to the first 
interval of A and the boHom half of B to the second interval in A Note that 
neither the dashed line nor the arrows in the figures are part of the display; the 
dashed line is a reference so that the reader may infer the movement of the 
target: the arrows indicate responses allowed by the observer. Also note that the 
shifi depicted is grossly exaggerated and that the stimuli are not drawn to scale, 
but are exaggerated to illustrate spatial and temporal relations between figural 
elements. 
The special feature of Badcock & Westheimer's (l985a, b) experiments was 
that they introduced a flanking line of lower contrast during the presentation of 
the second (shifted) line. The flanking line introduced distortions into the visual 
field when placed near the target line. Badcock & Westheimer quantified the 
distortions by measuring the bias, i.e., the amount of shift required for the line 
not to move perceptually (see Figure 3). for each condition. For example if a 
flanking line is presented 6 minutes of arc to the right of the shifted target line, 
the two lines will repel each other and the target line will have to be shifted to 
the right about 10 seconds of arc in order stay in the same apparent position. 
It is important to note that because the flanking line is presented only du-
ring the second time interval, any distortion of the apparent position of the line 
in the first interval is minimized. In contrast, when a flanking line is introduced 
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in the Vernier task, it distorts the perceived position of both the upper and 
lower lines as shown in Figure 4. Given the difficulty of separating the effects of 
the flanking line in the Vernier case, especially when the flanking line is moved 
up or down, only the displacement paradigm is used in this study. 
Bias 
I 1 
I ~ 
.c fl 0. 7 5 - - - - - - - - - - - - - - - 1- - -
'-" ~ 
:0 
0 
.a 
2 
c.. 
0.5 
0.25 
leftwards 
Stimulus variable 
rightwards 
Figure 3. Bios and thresholds ore here defined in terms of performance levels. The 
observer responds "left" or "right" to each stimulus. If the stimuli corresponding to 
the 25% and 75% performance levels con be established, the bios is the midpoint 
and the threshold is half the distance between ihe two stimuli. 
The flanking line might possibly affect the perceived position of the target 
line in the first interval through iconic storage or backwards masking. However, 
after a presentation of 500 ms, the position of the target line is quite stable; 
which is also why the target is presented alone in the first interval and the 
flanking line introduced in the second interval. Furthermore, if there is any 
effect of the flanking line on the target in the first interval, then the effect will 
always be to slightly underestimate the bias. This underestimate would not be 
expected to vary much across conditions in this paradigm. 
The line displacement paradigm is hyperacute, meaning that it allows detec-
tion of differences smaller than than the center-to-center distance between 
cones in the fovea (-25 seconds of arc). It is a general technique that can be 
used to study many types of interactions in early vision. The experiments 
reported here are direct extensions of previous work (Badcock & Westheimer, 
1985a, b). examining more extensively the horizontal and vertical extents of the 
inhibitory zone. New experiments are also reported, testing the effects of 
asymmetrical flanks and of an illusory flanking line. Together these 
experiments are designed to constrain models of early vision (Grossberg & 
Mingolla, l985a, b; 1987; Peterhans et at., 1986; Finkel & Edelman, 1989; for 
a overview see Lesher, 1995). For example, special attention has been paid to 
finding parametric measures of the extent of the inhibitory zone around line-
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detectors, both horizontally and vertically. 
t2 
••• 
Figure 4. The main advantage of the displacement paradigm is that the flanking 
line does not hove on opportunity to distort the perceived position of the line 
present in the first intervaL since they ore not present simultaneously. In the Vernier 
paradigm (right), it is difficult to distinguish the effects of the flanking line on the 
upper and lower Vernier lines. In this figure, dashed lines with arrows denote 
effects of attraction or repulsion. 
Methods 
The basic structure of the stimuli is the same as the displacement acuity task 
used by Badcock & Westheimer (1985a, b) described above. The stimulus 
consists of two intervals in time. A thin vertical target line, (high contrast on a 
dark background) is displayed near the middle a monitor. After 500 ms the 
target line shifts to the right or to the left, and this line is displayed for 500 ms. 
The task of the observer is simply to specify whether the shift was to the left or 
to the right. Responses where the response times were longer than 2500 ms 
were discarded. When the target line is shifted, other structures may be 
introduced which may alter the perceived position of the target line. Bad cock & 
Westheimer (l985a, b) used a vertical flanking line of lower contrast displaced 
from the target line. Clearly a variety of other carefully chosen configurations 
can be chosen instead of a simple flanking line. Several configurations are used 
in the experiments reported here; the particular configuration used for each 
experiment is shown and discussed in the corresponding section below. 
Display: The screen on the SGI Indigo is 1280 x 1024 pixels, and the width 
and the height of the display image were adjusted so that pixels were square, 
0.27 mm on a side. Observers were seated so that the distance from their eyes 
to the screen was 500 em. Thus pixels were ll. l arc seconds square. The size 
of the entire display was almost 4 deg wide by 3 deg high, which provided 
ample viewing area to find the edges of the inhibitory zones. 
The thin lines were 0.5 minute of arc thick, meaning that on the average a 
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line was three pixels wide. Anti-aliasing was used so that the lines could be 
positioned arbitrarily on the screen (256 positions within each pixel); thus a 
thin line generally consisted of two partial and two full pixels. The luminance 
was linearized by gamma lookup and the maximum brightness was 65 cdjm2 
and a black screen measured 0.03 cdjm2. 
Data Collection: A total of at least 200 trials were collected for each condition. 
In two instances 250 trials were collected: observer YA in Experiment 2, and 
the parametric conditions of Experiment 4. All the trials collected for each. 
condition were used to estimate the psychometric function. Each session 
consisted of 350-450 trials and lasted just under half an hour. Each trial was 
initiated at the response of a previous trial, and the stimulus was preceded by 
a small dot for 1500 ms showing the location of the target line in the central 
area of the display. No feedback was provided in any experiment due to the 
nature of the experiments. The observers preferred to do the sessions in pairs; 
thus the experiments required between four and five hours of observation over 
a period of about a week. 
A new combination of previously existing data collection methods was used. 
Because it was important to find both the point of subjective equality (PSE) -
when the number of "right" responses equals the number of "left" responses --
and the discriminability threshold (75%), the ·whole psychomettic function had 
to be estimated for each condition. The APE (Watt & Andrews, 1981) method 
was used for selecting stimulus levels, and Maximum Likelihood Estimation 
(MLE) was used to fit the psychometric function as in Best PEST (Pentland, 
1980) and QUEST (Watson & Felli, 1983). The logistic function was used 
because of its analytical simplicity as well as being the form of the 
psychometric function resulting from two different theoretical analyses (Luce 
1959; Link 1992), and also because it is indistinguishable from the cumulative 
Gaussian in practice. Standard errors of the estimates derived using MLE were 
computed using the Bootstrap method described by Foster & Bischof (1991). 
The APE method performs preliminaty estimates of the psychometric 
function and uses these estimates to decide what values to use for the next set 
of trials (10). Each trial is randomly chosen from four possible values, two on 
each side of the midpoint of the preliminary psychometric function. Two points 
are near the middle (thus more difficult for the observer) and two are farther 
away from the midpoint (easier for the observer). The points are randomly 
chosen from this set, but the method also ensures balanced coverage. While 
the method efficiently homes in on the best range of values to use for a given 
subject for a given condition, it is difficult to display the collected data and its 
fit to a psychometric function, because data is collected for so many different 
points with only a small number of trials for each stimulus value. This problem 
and one suggested remedy, binning, are illustrated in Figure 5 below. The top 
plot shows the raw data with one point for every stimuls level used; the clearer 
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bottom plot shows shows the same data collected into equally spaced bins 
centered on the best-fitting function. 
The MLE procedure merely finds the most probable logistic function from 
which all the data collected for a condition could have come. To calculate the 
error estimate, the Bootstrap method uses the psychometric function estimated 
from the data to generate one hundred simulated data sets. These data sets 
have the same number of measurements at the same stimulus levels as the 
collected data set, but with data generated by a pseudo-random function and 
the best-fitting psychometric function. Each of the simulated data sets are 
used to estimate a separate psychometric function. Then statistics are 
computed for the collection of simulated functions to provide error estimates 
for the estimated function. This method works because the statistics of the 
simulated psychometric functions are assumed to be closely related to the true 
statistics around the estimated function. This assumption is reasonable as 
there is no expectation that the distribution of errors would change appreciably 
for related psychometric functions (Press et a1., 1986). 
Figures: In the figures, what is plotted is the measured shift, i.e., the bias 
point of each condition. Badcock & Westheimer (1985a, b) labelled their figures 
"Induced Shift", but what is really being measured here is a real shift, the shift 
in the bias of the target line to mill out the effect of the ilanking line. 
page 8 
The warped geometry of visual space HaratdRuda 
.. •••••• • 
• 
• • 
• • 
• 
• • • • 
• 
• 
~---------------· .... 
~ 
• 
Figure 5. Two ways to plot the data collected using the APE method. The area of 
the dots correspond to the number of trials collected at that level. The top figure 
shows the raw data with a point for every stimulus level used. The bottom figure 
shows the same data collected into equally spaced "bins" centered on the best-
fitting function. Notice that it is much easier to visually estimate the "goodness of 
fit" in the bottom figure. 
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Experiment 1 
This experiment establishes the baseline performance in the condition where 
there is no flanking line. It measures the direction of shift threshold as well as 
any inherent bias. This bias may be due to processing in the visual system or 
perhaps due to higher level decision making processes. Figure 2A above shows 
the stimulus configuration for this experiment. The target line is shifted and no 
flanking line is added. 
The results of this experiment are shown in Table 1. The threshold for the 
most experienced observer (HR) is at the lower range of the values reported by 
Badcock & Westheimer (1985a). The other observer (DJ) has a threshold which 
is higher than those of experienced observers. This is expected because 
perceptual learning is an important effect in these types of tasks (Westheimer, 
1981, Saminen & Levi, 1995). Only ve1y experienced observers have thresholds 
in the 10" range. In this experiment and those that follow, only one observer 
(HR) can be considered experienced, the others have not had the same amount 
of practice In summary, the thresholds compare well with previously reported 
thresholds. 
'fable 1. Results for Experiment 1. 
Observer 
HR 
DJ 
Legend: 
(used for 
all tables) 
No Flank 
5.5 
± 1.62 
(9.0) 
-2.6 
± 3.00 
(18.4) 
PSE 
± standard error 
(threshold) 
The inherent bias measured is significant for one observer (HR). While the 
experimental conditions were randomized and there was no expectation of bias, 
it could easily be the result of visual processing or decision making processes. 
There is no expectation that any bias would disappear during training, as there 
was no feedback during either practice or experimental trials. In any case, the 
bias is small enough not to interfere with results of the experiments that follow. 
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The slight positive bias is visible in Figures 7 and 11. 
Experiment 2 
To map out the size and shape of the inhibitory zone (only) discussed by 
Badcock & Westheimer (1985a), a single flanking line is used (see Figure 6). 
Badcock & Westheimer found that reversing the contrast of the flanking line 
did not change the induced shift in the inhibitory zone. In this study. the 
flanking line was half the contrast of the target line and also half as tall, (i.e., 5 
minutes of arc). The horizontal separation varied from 5 to 50 minutes of arc 
and three vertical locations were used: vertically centered, just above the target 
line with a zero tip-to-tip vertical separation, and a tip-to-tip vertical separation 
of 5 minutes of arc. See Table 2 for representative diagrams of the stimulus 
configurations. 
t1 t2 
Figure 6. The symbols have the same meaning as in Figure 2. In this experiment a 
flanking line (the shorter gray line) is introduced during the second time interval. 
The experimental conditions consist of varying the horizontal and vertical position 
of the flanking line. 
The results of the experiment are shown in Figure 7 and the numerical values 
are listed in Table 2. Even though the flanking line is only half as tall as the 
flanking line used by Badcock & Westheimer (1985a), the amount of repulsion 
is the same (ca. 10 seconds of arc). The strongest trend in the data is the 
decrease in repulsion as the separation between the flank and the target is 
increased. This is apparent both horizontally and vertically. In terms of the 
hotizontal separation, there is a maximum repulsion at 5' or 15' (depending on 
the condition) and then a tapering off to (in most cases) a minimal effect at 50'. 
The repulsion is at a maximum when the flanking line is vertically centered 
and completely "overlaps" the target line, but again tapers off with increasing 
separation. If one takes into account the inherent bias measured in Experiment 
1, then it is clear that the plots for one observer (HR) shows a lot of symmetry. 
The plot for the other observer (YA) is markedly less symmetrical, most likely 
due to not being as experienced with this hyperacuity task. 
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Figure 7. Plots of the shift required to counteract the presence of the flanking line 
for the conditions of Experiment 2. The middle sections ore not connected as this 
covers the zone of attraction, which has very different properties and was not 
tested. 
These results show that the inhibito1y zone around the target line extends 
farther than the maximum separation (8.4') used by Badcock & Westheimer 
(1985a). In fact, the peak of the repulsion in many cases occurs at a separation 
of 15'. 
Table 2. Results for Experiment 2 (see Table 1 for legend). 
Observer Flank position (arc minutes) 
HR -50 -30 -15 -5 5 15 30 50 
I I -0.7 -1.6 -5.4 -0.1 14.7 14.2 4.3 0.5 
±1.27 ±2.05 ±1.80 ±1.52 ±1.50 ±1.47 ±1.87 ±1.34 
(7.8) (13.2) (11. 7) (8.9) (8.9) (8.8) (10.6) (7.5) 
I I 2.7 0.5 -1.0 2.6 11.7 11.0 5.4 0.5 
±1.67 ±1.66 ±1.94 ±1.67 ±1.30 ±1.91 ±1.60 ±1.59 
(8.9) (9.1) (10.0) (10.8) (7.2) (10.5) (9.3) (9.5) 
0.7 2.8 1.3 -1.1 7.0 8.1 2.3 4.3 
±1.20 ±1.84 ±1.97 ±1.69 ±1.65 ±1.35 ±1.51 ±1.15 
(7.2) (11.2) (11.4) (10.9) (10.2) (8.8) (9.4) (7.2) 
YA -45 -15 -5 5 15 45 
II -3.8 1.1 -11.6 7.6 14.1 4.7 
±2.39 ±2.56 ±3.13 ±3.87 ±2.52 ±2.95 
(15.3) (19.1) (19.2) (27.2) (17.8) (18.4) 
I' -7.0 -3.9 4.7 3.8 8.5 5.2 ±2.51 ±3.14 ±3.01 ±3.38 ±3.28 ±3.29 
(15.9) (18.1) (18.0) (23.2) (21.3) (21.8) 
Note -Fewer conditions were used for observer YA to reduce the total time. 
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Experiment 3 
Another experiment was designed to test the "splitting" of the flanking line 
(Bad cock & Westheimer, 1985a) to see ifthere is some kind of "linking" or long-
range completion between the two collinear fragments. This type of linking, 
described by Schumann (1900), would be akin to the gestalt perception of a 
dashed line as one long line. 
In one set of conditions, a single half of the flanking line was used, and in 
the other set both halves were used; representative diagrams are included in 
Figure 8 and also in Table 3. Badcock & Westheimer (1985a) tested the latter 
set of conditions, which are symmetrical, either with the two fragments joined 
into one flanking line or with the two flanking line fragments separated 
vertically. The new conditions are those using only one half of the flanking line, 
and are thus vertically asymmetric. The working hypothesis for the present 
experiment was that a single half-flank would have no effect on the target 
location when located above or below the target line. The assumption behind 
this hypothesis is that there is a completion process that takes place before any 
spatial inhibition. Thus with a single half flank there is no linking contour in 
the inhibito1y surround zone, and there should be no repulsion. 
The results for this experiment are shown in Figure 8 and are listed in Table 
3 below. The data for the symmetrical conditions support those reported by 
Badcock & Westheimer (1985a) and show clearly the zones of attraction and 
repulsion. When the full flanking line is very close to the target (1.2' or 1.0') 
there is attraction, and when the flanking line is a little farther from the target 
line (6.0' or 5.0') there is repulsion, which is also consistent with results from 
the previous experiment. When the same target-flank separations are tried with 
the flanking line split into two collinear halves with a tip-to-tip vertical 
separation equal to the length of the target line ( 1 0'}, there is always repulsion. 
In the asymmetrical conditions, with only the upper or the lower of the two 
flank--halves, there is also always repulsion. Furthermore, while the pattern for 
observer HR shows clearly that one of the two halves of the flanking line causes 
the same amount of repulsion as both halves together, the data for observer DJ 
also points in this direction. 
page 14 
The warped geometry of visual space HaraldRuda 
HR 
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-20.0 D Far (6.0') 
Real-line Both-flanks Upper-only Lower-only 
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DJ 
10.0 
""' <n 
""0 
c 0.0 0 
0 II II (!) II II 
<n 
0 
~ 
0 I ..__., 
-10.0 ~ 
..c (f) 
<> Near (1.0') 
-20.0 D Far (5.0') 
Real-line Both-flanks Upper-only Lower--only 
Configuration 
Figure 8. Results for Experiment 3. The attraction and repulsion for on overlapping 
flanking line ("Real-line") depends on the distance to the target. In the other 
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conditions, it apparently makes no difference whether one or both flanking line 
halves are used, the amount of repuls'1on is the same. In this figure, the data from 
presentations on the left and the right have been combined according to Figure 
1 in Badcock & Westheimer (1985a). 
Table 3. Results for Experiment 3 (see Table 1 for legend). 
Flank position (minutes of arc) 
Obs: HR DJ 
Cond. -6.0 -1.2 1.2 6.0 -5.0 -1.0 1.0 5.0 
-2.1 15.3 -17.7 12.8 3.3 17.9 -23.3 2.0 
II ±1.98 ±1.91 ±1.85 ±1.38 ±2.85 ±3.14 ±4.44 ±3.11 (12.0) (11.0) (11.3) (8.5) (16.4) (21.1) (24.5) (17.4) 
-3.1 -3.2 7.7 12.7 -7.0 -22.6 3.3 0.4 
±1.48 ±2.48 ±1.31 ±1.69 2.78 ±3.86 ±4.23 ±2.78 
(8.3) (13.2) (7.3) (9.3) (15.0) (23.1) (25.9) (16.2) 
-9.2 -4.2 10.0 10.6 -3.1 -16.7 3.5 -2.4 
±2.51 ±2.06 ±1.67 ±1.51 2.38 ±2.52 ±3.57 ±3.00 
(14.8) (12.5) (10.9) (8.3) (14.2) (13.8) (21.8) (17.9) 
-11.5 -8.1 3.5 13.2 -17.3 -9.7 6.6 10.7 
I I ±1.90 ±2.91 ±1.91 ±1.45 3.50 ±4.39 ±5.00 ±2.91 (12.0) (15.2) (10.8) (7.6) (20.9) (22.3) (28.2) (15.7) 
Experiment 4 
While the luminance-defined flanking lines used in the previous experiments 
have been shown to cause repulsion and attraction of the target line, an 
interesting question is raised by the existence of "illusory lines". Illusory lines 
are found in such phenomena as the boundary of a Kanisza triangle, the 
central part of an Ehrenstein figure and the "abutting grating illusion" (Soriano 
et al., 1996), as in Figure 9. In these phenomena, the illusory line is not part of 
the stimulus but is easily recognized as a contour by the visual system. The 
illusory lines referred to here are actually illusory edges with zero thickness. 
They often appear extremely sharp, sometimes sharper than real edges. 
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Figure 9. Examples of the abutting grating illusion. Notice that the left and right 
edges of the figure also give rise to illusory lines, albeit less salient than those in the 
middle. 
This experiment was designed to test whether such "illusory" lines also 
cause attraction and repulsion when presented next to a target line as in the 
previous experiments. The abutting or offset grating stimulus was chosen as 
the stimulus to provide the illusory line because of its salience and because 
there is no brightness effect associated with the illusory line. To produce the 
desired vertical illusory line, a horizontal grating is required. Moreover, to avoid 
biasing the induced shift of the target line when the grating is introduced, and 
also to avoid providing any clues about the direction of the shift, the lines 
making up the grating extend all the way to the edges of the display. This 
means that the lines making up the grating will pass through the target line 
and thereby slightly increase the mean luminance of the background. The 
appropriate controls for this stimulus must therefore be conditions where the 
offset in the grating occurs right on top of the target line (position 0.0) or 
entirely outside the display area (position±=). 
t2 
~.<:<W:IXid/.=~-=o:c:)U-:!:'.4!.' :+='M 
' w••w•=•-·•=·-•~••••1= ~•xzM&%%Ulli''''*''m•-••• 
' 
' 
t2 
Figure 10. Stimuli used in Experiment 4. The line condition, similar to the internal 
contours of Figure 9, is on the left side. The gap condition, comparable to the 
outside edges of Figure 9, is on the right. 
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Figure 11. Results for Experiment 4. The effect of repulsion is readily apparent for all 
observers. The gap condition tends to exaggerate the repulsion observed in the 
line condition. 
The experiment uses two conditions, the "gap" and "line" variations shown 
in Figure 10. The line condition uses an abutting grating stimulus as the 
flanking line; the gap condition uses only one side of the grating. In both cases 
the separation between the target line and the flank is varied as in Experiment 
2. The grating lines are 0.5 minute of arc wide and of the same intensity as the 
flanking lines in Experiments 2 and 3. The line condition is most important, as 
it is the pure grating. The gap condition includes the effect of less luminance on 
the side of the gap as a result of the single-sided grating inducer. 
The results are shown in Figure 11 and are also listed in Table 4 below. 
Figure 11 shows the results of the parametric variation of the gap and line 
conditions. This graph has several interesting features. 
The line condition has a uniform light distribution along the horizontal axis 
(except of course, for the target line) and the shifts are due to the location of 
the illusory line alone. There is clearly repulsion between the illusory line and 
the target line at a separation of 15 minutes of arc. There are also indications 
of attraction between the illusory line and the target when the separation is 
very small, at l minute of arc, although this effect appears to be asymmetric. 
When the illusory line is not present in the display, there is neither repulsion 
nor attraction. 
The curve for the gap condition has a shape that is similar to the shape of 
the curve for the line condition. It tends to follow the line condition curve, but it 
shows even greater repulsion at separations in the range 5-15'. This difference 
is probably explained by the asymmetric distribution of light and dark in the 
central linear zone (Badcock & Westheimer, 1985b). 
In summary, it is apparent from both the line and the gap conditions that 
there is repulsion between the illusory contour and the target line. There are 
also weaker indications that there is attraction between the illusory contour 
and the target line when in the central zone. 
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Table 4. Results for Experiment 4 (see Table 1 for legend). 
"Illuso1y line" position (minutes of arc) 
-= -15 -5 -1 0.0 1 5 15 = 
--
HR: 1.0 -6.3 1.9 4.0 5.6 -2.6 5.8 12.3 3.1 
Line ±1.56 ±1.76 ±1.79 ±2.53 ±1.70 ±2.10 ±1.98 ±1.78 ±1.69 
(8.3) (10. 7) (12.4) (12.6) (8.8) (12.3) (10.4) (10.0) (10.2) 
HR: -5.6 -9.3 -15.9 -1.3 7.9 6.7 23.1 22.8 13.8 
Gap ±1.78 ±2.03 ±1.70 ±2.15 ±2.39 ±1.37 ±1.99 ±1.78 ±2.32 
(9.5) (12.0) (10.3) (12.0) (13.4) (9.4) (12.4) (11.2) (12.5) 
SR: 14.4 7.7 -4.5 20.5 5.5 12.4 2.8 23.6 10.8 
Line ±5.10 ±5.25 ±5.17 ±5.30 ±5.72 ±4.34 ±4.47 ±5.22 ±3.97 
(31.4) (29.0) (31.5) (27.7) (33.7) (24.9) (25.1) (29.0) (22.5) 
SR: -25.4 -40.9 -21.1 2.8 13.5 12.2 43.3 47.1 12.5 
Gap ±6.45 ±3.98 ±3.58 ±5.25 ±3.90 ±4.04 ±5.50 ±3.99 ±4.09 
(37.2) (24.4) (21.0) (28.5) (23.5) (22.4) (30.8) (22.6) (23.3) 
RB: 0.5 -51.1 -77.0 0.3 2.5 -12.9 45.2 28.1 1.5 
Line ±2.74 ±10.61 ±6.69 ±3.70 ±2.57 ±5.63 ±5.43 ±5.13 ±2.71 
(15. 7) (59.6) (39.4) (20.2) (14.6) (33.2) (29.9) (28.2) (15.5) 
RB: -6.6 -140.0 -129.5 -3.4 4.4 3.0 135.8 52.7 8.5 
Gap ±3.18 ±18.99 ±13.80 ±3.75 ±3.25 ±4.69 ±16.31 ±4.54 ±3.67 
(17. 7) (112.8) (87.3) (22.3) (19.1) (27.9) (91. 7) (24.6) (21.0) 
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Discussion 
Experiment 1 and other experimental conditions which are equivalent to 
Badcock & Westheimer (1985a, b) conditions compare well with previous data. 
Hyperacuity thresholds for trained observers are close to previously published 
values. and the pattern of bias measurements also correlates well. The 
hyperacuity thresholds obtained also correlate with data from the rest of the 
literature. Inexperienced observers have larger thresholds but show patterns of 
bias that are consistent with those of experienced observers. Thresholds are 
fairly constant across conditions, with one exception. One observer in 
Experiment 4 showed some large thresholds in conditions where the bias was 
also large; this again, is most likely due to the inexperience of this observer. 
Possible explanations for the types of phenomena that have been reported in 
this paper point to the use of an initial stage of local spatial frequency selective 
filters, and the subsequent combination of these filter outputs. In particular, 
the combination of filters must provide for lateral interactions between filters. 
Lateral inhibitory interactions are necessary in order to explain the inhibitmy 
zone around perceived lines. In addition, it is likely that there is some type of 
linking between collinear filters which are spatially separated but which could 
be part of the same contour (Field et al, 1993; Levi & Waugh, 1996). 
The parametric data from Experiment 2 can be used to estimate the 
horizontal and verticai extents of the inhibitoiy surround. The data from one 
observer (HR) appears to be more symmetric than that of the other observer. 
When this data is used, and the shape of the inhibitory surround is 
approximated by a two-dimensional Gaussian, then the width of the Gaussian 
is 17.0 minutes of arc and the height is 11.5 minutes of arc. These numbers 
are only representative of the stimuli ve1y similar to the target line. The filters 
most sensitive to the target line are vertically oriented filters with a spatial 
frequency in the range of 10-16 cpd. 
However, it is not clear from the data reported here that the inhibitory 
surround is necessarily symmetric. There are indications of asymmetry for all 
observers, although it appears to be stronger for observers with less experience. 
Perhaps the inhibitoiy zone becomes more symmetrical with training. It is 
possible that this is another perceptual learning effect similar to the well 
known decrease in threshold with practice for Vernier and related tasks. 
In any case, the field of inhibition is wider than it is tall, but only by a factor 
of about 1.5. On the other hand, the field is very wide compared to the size of 
filters at the smallest scale; a vertically oriented filter is only about 4 minutes of 
arc wide and usually somewhat taller. 
It is very interesting to compare these results with those of Yu & Essock 
(1996), who used the very different "Westheimer paradigm". They measured the 
detection threshold of a line placed on a rectangle while varying the shape of 
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this rectangle. They found "strong end-zone antagonism beyond the ends of the 
elongated summation area, as well as flank antagonism to the sides." There 
was threshold elevation (desensitization) for light within a central region, 5-6' 
wide by 10-11' tall, and threshold depression (sensitization) for light outside 
this region but within an end-tapered 14' by 23' region. These regions 
correspond well with the excitatory and inhibitory zones found by Badcock & 
Westheimer (1985a), the size of the central zone matches very well. There is 
close agreement about the vertical extent of the inhibitory zone, but Yu & 
Essock found a much more limited horizontal extent than what was found in 
Experiment 2. One possible explanation for this might be that in their 
paradigm, the amount of inhibition saturates when the rectangular region 
reaches a certain size; thus further increases in width may not have an effect if 
the threshold was already maximally sensitized. 
Lesher & Mingolla (1993), following a suggestion by Grossberg (1987), have 
found a qualitative role for the inhibitory interactions observed between parallel 
lines. They studied the strength of illusory figures generated from collinear 
line-ends, and found that the strength of the illusory contour is an inverted-U 
function of the line spacing. They explained their results using the concept of 
inhibitory zones, and their findings arc entirely consistent with the results 
reported here. Recent modeling efforts successfully demonstrate this inverted-U 
function as a function of line spacing (Grossberg et aL., 1997). 
Experiment 3 was designed as an explicit test of a prediction that the author 
had made based on the Boundary Contour System (BCS) theory (Grossberg & 
Mingolla, 1985a, b). The expected explanation was that the two collinear line 
fragments would link to generate an invisible contour between them. The 
generated contour would be in the inhibitory surround of the target line and 
thus the two lines would repel each other. Removing one of the line fragments 
ought to destroy support for the invisible contour, and there should be no 
repulsion. 
No reduction in the amount of repulsion was observed. This is not what was 
expected from the hypothesis presented above. Since there was no reduction in 
the amount of repulsion when one of the flanking lines was removed, the 
experiment gives no insight into whether the collinear fragments do link 
together and what effect this link might have on the positions of nearby lines. 
I.e., the link may exist but not have an additional effect on the target line. Levi 
& Waugh (1996) have proposed a such linking mechanism based on data from 
Vernier acuity experiments. 
In the case of Experiments 2 and 3, the observed repulsion of the target line 
qualitatively requires no further mechanisms than the inhibitory surround 
described above. It is a little surprising, however, that a flanking line above (or 
below) and a little to one side of a target line should cause the target line to be 
repelled in the other direction almost as much as if the flanking line was just to 
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the side of the target line. This could be the result of a saturation effect. 
An altogether different explanation of these phenomena is that the abrupt 
end of a thin line causes the same type of amodal completion seen when a 
small shape shares a border with a larger shape (see Figure 12). This latter 
type of amodal completion is quite common and has been investigated by 
Nakayama et at. (1989). The possibility of a line end giving rise to the same 
type of phenomenon, as if the rest of the line were hidden under an edge of the 
same color as the background, is not completely far-fetched, as it would also 
help explain the large vertical extents of the inhibitory zone. 
A B 
Figure 12. Possible amodal completion explanation of the ,-esulls of Experiment 3. 
The small abutting redangle in A has an a modal presence that has been investi-
gated by Nakayama eta/. (1989) If the ends of thin lines have a similar amodally 
completed conlinuation as shown in B. then this hypothesis can explain the 
observed repulsion. 
The author proposes that the ends of thin lines induce amodal completion 
and the amodally completed lines always cause repulsion, i.e., an invisible 
component of a line continues past the visible end, as if the line were inserted 
into an imaginary slit in the background. This hypothesis would account for 
the results of Experiment 3 where a single half of the split flanking line caused 
as much repulsion as both halves together. The proposed hypothesis would 
also account for the surprisingly large vertical extent of the inhibitory zone. 
The results from Experiment 4 are easier to explain. The main result from 
the experiment is that a flanking line formed by the abutting grating illusion 
has the same repelling effect on a target line as a high contrast luminance-
defined flanking line. The behavior in the inhibitory zone is very similar, but 
the behavior in the central zone - where a luminance-defined line shows 
strong attraction - is less clear. The data suggest that the illusmy line exhibits 
only a slight amount of attraction or repulsion, with no clear pattern for 
observers or conditions. Because illusory contours and real lines have the 
ability to cause repulsion of a target line when placed in the inhibitory zone, 
illusory contours and real lines may be more similar than previously thought. 
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Recent models of pre-attentive vision that explain the formation of lines from 
abutting gratings or other similar stimuli (Grossberg & Mingolla, 1985a, b; 
1987; Peterhans et al., 1986; Finkel & Edelman, 1989) already predict or can 
be modified to incorporate the repulsion observed between the illusory flanking 
line and the target line. 
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