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LONG TIME DYNAMICS FOR INTERACTING OSCILLATORS
ON DENSE GRAPHS
FABIO COPPINI
Abstract. The long time dynamics of the stochastic Kuramoto model defined on a
graph is analyzed in the subcritical regime. The emphasis is posed on the relationship
between the mean field behavior and the connectivity of the underlying graph: we give
an explicit deterministic condition on the sequence of graphs such that, for any initial
condition, even dependent on the network, the system approaches the unique stable sta-
tionary solution and it remains close to it, up to almost exponential times. The condition
on the sequence of graphs is expressed through a concentration in ℓ∞ → ℓ1 norm and it
is shown to be satisfied by a large class of graphs, random and deterministic, provided
that the number of neighbors per site diverges, as the size of the system tends to infinity.
2010 Mathematics Subject Classification: 60K35, 82C20, 82C31, 82C44.
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1. Introduction
1.1. The stochastic Kuramoto model defined on a graph. For n ∈ N, consider the
family of oscillators {θi,n· }i=1,...,n on Tn := (R/2πZ)n, which satisfy:{
dθi,nt =
1
npn
∑n
j=1 ξ
(n)
ij J(θ
i,n
t − θj,nt ) dt+ dBit , for t > 0,
θi,n0 = θ
i
0, for i ∈ {1, . . . , n},
(1.1)
where J(·) = −K sin(·) with K > 0, ξ(n)ij take values in {0, 1, 2, . . . } for all i, j = 1, . . . , n
and pn ∈ (0, 1] enters in the normalization of the interaction between the particles. The
letter P denotes the law induced by
{
Bi·
}
i∈N which are IID Brownian motions on T and{
θi0
}
i∈N denotes the initial conditions. This setting corresponds to the reversible stochastic
Kuramoto model defined on a graph with adjacency matrix ξ(n) = {ξ(n)ij }i,j=1,...,n. We
consider both directed and undirected graphs, as well as multigraphs. Whenever it’s not
crucial, we drop the dependency on n for the variables ξij .
System (1.1) is studied by considering the empirical measure µnt associated to {θi,nt }i=1,...,n,
defined for all t > 0 by
µnt :=
1
n
n∑
j=1
δ
θj,nt
∈ P(T), (1.2)
where P(T) denotes the space of probability measures on the torus.
On the complete graph, i.e. when ξij = 1 for all i, j and pn ≡ 1 for all n ∈ N, it is well
known (e.g. [6, Proposition 3.1]) that for all fixed time T , µnt∈[0,T ] seen as a continuous
function over P(T), weakly converges in C([0, T ],P(T)) to the solution of the following
1
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McKean-Vlasov PDE:{
∂tµt(θ) =
1
2∂
2
θµt(θ)− ∂θ[µt(θ)(J ∗ µt)(θ)], for θ ∈ T, 0 < t 6 T,
µt t=0 = µ0,
(1.3)
where ∗ stands for the convolution and provided that µn0 weakly converges to µ0.
Equation (1.3) is by now well understood (see Proposition 4.4 and [12]) and it is known
that it admits two different regimes depending on K: in the supercritical regime, when
K > 1, there is a manifold of solutions corresponding to the synchronous states of the
oscillators {θi,n· }i=1,...,n; when K < 1, the subcritical regime, there is a unique stable
stationary solution which corresponds to the incoherent state 12pi .
The long time dynamics in the supercritical regime of the classical mean field model has
been deeply studied in [7] and with random frequencies (the proper stochastic Kuramoto
model) in [21]. We consider here the subcritical regime, i.e. 0 6 K < 1, putting the
emphasis on the network structure given by the sequence {ξ(n)}n∈N.
1.2. The graph’s perspective. The aim of this note is to find the minimal assumption
on the sequence ξ =
{
ξ(n)
}
n∈N, i.e. the interaction network of (1.1), such that the long
time behavior of (1.1) is well understood: in other words, whenever system (1.1) is com-
parable to the classical Kuramoto model or to the PDE formulation (1.3), under a proper
scale between size of the system n and some horizon time Tn.
The normalization sequence pn has to be chosen such that the interaction term in (1.1)
makes sense. At least, this requires the assumption that the quantity
1
npn
n∑
j=1
ξ
(n)
ij (1.4)
is of order one, for each vertex i in the graph. Observe that npn represents the mean
degree in the network {ξ(n)} and, whenever (1.4) converges to zero or diverges, either
vertices are isolated or the interaction has no more mathematical meaning.
Remark 1.1. On one hand, conditions on (1.4) imply a sort of homogeneity on the graph:
namely, a degree homogeneity since each vertex must have the same degree magnitude. On
the other hand, they do not require anything on the connectivity: disconnected graphs
with homogeneous degree can be easily constructed, but are misleading while studying the
empirical measure, we refer the reader to [8, Remark 1.2] and [10, Remark 1.4] for concrete
examples and a precise analysis from this perspective.
For n = 2, 3, . . . , define the normalized adjacency matrix P (n) = {P (n)ij }i,j=1,...,n by
P
(n)
ij :=
ξ
(n)
ij
pn
, for i, j = 1, . . . , n. (1.5)
Recall that we do not assume any symmetry on ξ(n) and that it can also represent a
multigraph.
One would like to compare P (n) to 1(n), the adjacency matrix associated to the classical
mean field model, i.e. 1
(n)
ij = 1 for i, j = 1, . . . , n. It turns out that a sufficient condition
for what we aim at, is given by a control on the difference between P (n) and 1(n) through
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the ℓ∞ → ℓ1 norm. This norm is defined for a matrix G = {Gij}i,j=1,...,n as
‖G‖∞→1 = sup‖s‖
∞
6 1
‖Gs‖1 = sup
s,t∈{−1,1}n
Gst⊤ = sup
si,tj∈{−1,1}
n∑
i,j=1
Gijsitj . (1.6)
It has received a lot of attention in the last years: it appears in many applications in
computer science (e.g. [15]) and it has been shown to be very useful in graphs concentration
(e.g. [14, 19, 22]). Part of this success is because of the equivalence to the cut-norm (e.g.
[2]) and of Grothendieck’s Inequality, which is recalled here.
Theorem 1.2 (Grothendieck’s inequality, [25, Theorem 2.4]). Let {aij}i,j=1,...,n be a n×n
real matrix such that for all si, tj ∈ {−1, 1}
n∑
i,j=1
aijsitj 6 1. (1.7)
Then, there exists a constant KR > 0, such that for every Hilbert space (H, 〈·, ·〉H ) and
for all Si and Tj in the unit ball of H
n∑
i,j=1
aij〈Si, Tj〉H 6 KR. (1.8)
It is indeed thanks to this inequality that ℓ∞ → ℓ1 norm turns out to be the natural
choice for our setting: an important part of the proof (in particular Lemma 3.2) consists in
showing that the fluctuations due to the graph structure can be described by expressions
like (1.8), and thus controlled by ‖·‖∞→1.
From now on, the only condition we require on
(
ξ(n), pn
)
n∈N is to satisfy:∥∥∥P (n) − 1(n)∥∥∥
∞→1
= o(n2), (1.9)
or, in other words,
lim
n→∞ supsi,tj∈{−1,1}
1
n2
n∑
i,j=1
(
ξ
(n)
ij
pn
− 1
)
sitj = 0. (1.10)
We will see that Erdo˝s-Re´nyi random graphs with parameter pn satisfy condition (1.10)
almost surely, provided that npn ↑ ∞ (see Lemma 5.3). We also provide a class of
deterministic graphs, Ramanujan graphs, that satisfies (1.10).
Appendix A presents such results and includes remarks on the relationship between
condition (1.10), the degree condition (1.4) and the connectivity of {ξn}n∈N.
1.3. Set-up and notations. The closeness between µnt and µt is studied through a norm
in an appropriate Hilbert space H−1. This last one is defined as follows.
Denote by C10(T) the space of C1 functions on the torus with zero mean and consider
L20 =
{
f ∈ L2(T) :
∫
T
f = 0
}
, (1.11)
with canonical scalar product (u, v) :=
∫
T
uv, for u, v ∈ L20. Let now V be the closure of
C10(T) with respect to the norm ‖ϕ‖1 =
(∫
T
(ϕ′)2
) 1
2 for ϕ ∈ C10(T). It is easy to see that V
is continuously and densely injected in L20 (thanks to the compactness of T and Poincare´
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inequality). Moreover, one can define an inner product on V which makes it an Hilbert
space H1 := (V, 〈·, ·〉1) where 〈ϕ,ψ〉1 =
∫
T
ϕ′ψ′ for all ϕ,ψ ∈ C10(T).
The dual space ofH1, denoted byH−1, can be described through its Fourier orthonormal
basis {el}l > 1, where el(θ) = 1l eilθ. With this characterization one easily obtains that
P(T)− 12pi ⊂ H−1. Indeed, for µ ∈ P(T),∥∥∥∥µ− 12π
∥∥∥∥
−1
=
√√√√∑
l > 1
∣∣∣∣〈µ, eil·l 〉
∣∣∣∣
2
6
√∑
l > 1
1
l2
<∞. (1.12)
In particular, the difference µnt − µt belongs to H−1.
More information on H1 as well as the relationship between P(T) and H−1 as metric
spaces are given in Appendix B. Hereafter we drop the dependency on T, i.e. we write C10
instead of C10(T) and so on for the other spaces and integrals.
2. Main result and strategy of the proof
2.1. Result and discussion. Recall that we consider the Kuramoto model in the sub-
critical regime, i.e. K < 1, and we only require
(
ξ(n), pn
)
n∈N to satisfy condition (1.10)
and µ0 ∈ P(T).
Theorem 2.1. Suppose that for all ε0 > 0
lim
n→∞P
(‖µn0 − µ0‖−1 6 ε0) = 1. (2.1)
Then, for every positive increasing sequence {Tn}n∈N such that Tn = exp(o(n)), and for
all ε > 0 small enough
lim
n→∞P
(
sup
t∈[0,Tn]
‖µnt − µt‖−1 6 ε
)
= 1. (2.2)
Theorem 2.1 implies the proximity of the empirical measure to the solution of the
McKean-Vlasov equation (1.3) for almost exponential times. The result is sharp since large
deviation phenomena occur due to the stochastic nature of the system (e.g. [9, 11, 24])
making it escape from the stationary solution.
This result does not depend on the speed of convergence of condition (1.10). The
escaping time is indeed only due to the stochastic nature of the system, given by the
Brownian motions, and it cannot be improved as explained above. The reason why one
can control the perturbation induced by the graph structure for long times (in reality for
all times) is because of the exponential stability of the stationary solution, we refer to
Lemma 3.2 for a precise statement.
Finally, we would like to point out that no independence between initial conditions and
graph is required. This means that even if one accurately assigns the initial conditions for
each vertex, the mixing properties of the graph will shuffle all the information and make
the empirical measure converge to the stable stationary solution, loosing any memory of
the initial state.
Of independent interest, we present a corollary of Theorem 2.1 in the limit case K = 0.
Corollary 2.2. Let µn· be the empirical measure of n independent Brownian motions
{Bj,n· }j=1,...,n on T. Then, µn· satisfies the following stochastic differential equation in
H−1:
µnt = e
t∆
2 µn0 + z
n
t , for t > 0, (2.3)
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where et
∆
2 is the semigroup associated to the Laplacian operator and for h ∈ H1, znt (h) is
defined by
znt (h) =
1
n
n∑
j=1
∫ t
0
[
∂θe
(t−s)∆
2 h
]
(Bj,ns ) dB
j,n
s . (2.4)
In particular, there exists C > 0 such that for all T > 0, the following maximal inequality
holds:
E
[
sup
t∈[0,T ]
‖znt ‖2−1
]
6 C log(1 + T ). (2.5)
Corollary 2.2 shows a maximal inequality for the empirical measure of n independent
Brownian motions on the torus, establishing an SPDE version of the result for Ornstein-
Uhlenbeck processes presented in [13] for the SODE case. This seems like a well known
result, yet the author was unable to find it elsewhere.
2.2. Outline of the proof. The behavior of µt solution to (1.3) is well known (Proposi-
tion 4.3): in the subcritical regime (K < 1), 12pi is the unique stable stationary solution to
which µt converges for all µ0 ∈ P(T). We then aim at showing that
(1) starting from µn0 ∈ P(T), µnt stays arbitrarily close to µt and reaches a neighbor-
hood of 12pi in a finite time;
(2) once µnt approaches a neighborhood of
1
2pi , it stays in it for long times before large
deviation phenomena take over and the closeness between µnt and µt is lost.
For the sake of clarity, we will initially suppose that the initial condition µn0 is arbitrarily
close to 12pi (as n tends to infinity and with high probability) and prove (2). For doing this,
we first show in Proposition 3.1 that the process νnt := µ
n
t − 12pi satisfies a stochastic partial
differential equation in H−1; then, using the contractive properties of the linear operator
associated to the evolution (1.3) around 12pi , we control the stochastic term in the SPDE
(Lemma 3.3) and the perturbation given by the graph structure (Lemma 3.2), obtaining
the closeness to 12pi for long times (Proposition 4.1). Lemma 3.2 is the fundamental step
where we use Grothendieck’s inequality and control all the randomness given by {ξ(n)}.
Concerning (1), we control µnt − µt with similar estimates as before and, using the fact
that µt converges to
1
2pi , we show that the empirical measure µ
n
t reaches a neighborhood of
1
2pi in finite time which only depends on µ0. This last result is somehow known whenever
the initial conditions are independent of the graph sequence, we present a different proof
(Proposition 4.3) which does not require this assumption and allows to more general initial
settings.
The proof is concluded combining the two arguments.
2.3. A glance at the existing literature. The result presented in Theorem 2.1 is at a
crossroads of two different research areas: the long time dynamics of stochastic differential
equations and the role of a network in a mean field model.
Concerning the long time behavior of weakly interacting particle systems, Theorem 2.1
represents a very “poor” result, a sort of step zero in this direction, since dealing with the
subcritical regime where there is an unique stable stationary solution. For more general,
and interesting, results on the long time dynamics, we refer to [7, 21] and the literature
therein.
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Turning to interacting particle systems on graphs, this subject has become an interesting
topic in the mathematical community given the several applications to complex systems,
in particular regarding the Kuramoto model and synchronization phenomena (e.g. [1]).
Focusing on mean field systems defined by stochastic differential equations, and neglect-
ing all the results in statistical mechanics, the first articles [10, 3] attacked the problem
under a propagation of chaos viewpoint, requiring a strong independence in the initial
conditions (and with respect to the graph) and only for finite time scales (or up to times
slowly diverging on n, i.e. Tn = O(log n)). Other results in this direction are [20], which
extends [10] to graphons, [26] presenting Large Deviations again in the graphon setting,
and [18, 23] that address the sparse graph regime. Some effort has been made in [8] to
prove convergence of the empirical measure for all initial conditions, even deterministic,
but still independent of the sequence of graphs, now restricted to the ER class.
To the author’s knowledge, there exists no result studying the long time dynamics of a
system defined on graphs and no example (even in finite time) where one can choose the
initial conditions dependent on the graph structure.
2.4. Organisation of the paper. Proposition 3.1 in Section 3 presents the H−1 formu-
lation and Lemmas 3.2 and 3.3 show precise estimates on the perturbations given by the
graph structure and the noise term respectively. The proofs for the long time dynamics
and the finite time behavior are presented in Section 4, respectively in Subsections 4.1 and
4.2; Subsection 4.3 combines these two results and proves Theorem 2.1.
Appendix A gives a few examples of graph sequences that satisfy condition (1.10),
together with remarks on the degrees and connectivity of such sequences. Appendix B
contains information about the H−1 construction and estimates on the operators used in
the previous proofs.
3. The SPDE formulation around the stationary solution
We place ourselves aroud the stationary solution 12pi . The system evolution is captured
by the linear dynamics around 12pi and the corresponding linear operator L2pi is given by
L2piu :=
1
2∂
2
θu− 12pi (∂θJ) ∗ u, for u ∈ C2(T),
∫
T
u(θ) dθ = 0. (3.1)
The adjoint L∗2pi of L2pi in L20 has the following expression
L∗2piu =
1
2∂
2
θu− 12piJ ∗ (∂θu), (3.2)
and domain D(L∗2pi) = D(L2pi). These operators are diagonal in the Fourier basis {el}l > 1,
with eigenvalues denoted by {λl}l > 1. The spectrum is negative and bounded away from
0, let γK = λ1 =
1−K
2 > 0 denote the spectral gap. The operator L2pi (resp. L
∗
2pi) defines
an analytic semigroup etL2pi (resp. etL
∗
2pi ) with the following contractive property:
∥∥etL2pih∥∥−1 6 Dγ,β e−γt/2tβ/2 ‖h‖−1−β , for some Dγ,β > 0, (3.3)
for all γ ∈ [0, γK), any 0 6 β 6 1 and all t > 0, h ∈ H−1. We refer to Appendix B for the
definition of the fractional norm ‖·‖−1−β and the general properties of the semigroups.
3.1. The formulation in H−1. Recall µnt is the empirical measure of (1.1), define νnt :=
µnt − 12pi . We have the following
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Proposition 3.1. The process νnt ∈ H−1 satisfies the following stochastic partial differ-
ential equation in C ([0, T ],H−1):
νnt = e
tL2piνn0 −
∫ t
0
e(t−s)L2pi∂θ [νns (J ∗ νns )] ds− gnt + znt , (3.4)
where
gnt =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]
ds, (3.5)
and znt ∈ H−1 is defined for h ∈ H1 by
〈znt , h〉−1,1 =
1
n
n∑
j=1
∫ t
0
∂θe
(t−s)L∗
2pih(θj,ns ) dB
j
s . (3.6)
Proof. Let F = Ft(θ) ∈ C1, 2 ([0,∞) × T), with
∫
Ft = 0 for all t > 0. For some t > 0, a
straightforward application of Ito formula gives
〈µnt − 12pi , Ft〉 = 〈µn0 − 12pi , F0〉+
∫ t
0
〈µns − 12pi , ∂sFs + L∗2piFs〉ds+
+
∫ t
0
〈(µns − 12pi )(J ∗ (µns − 12pi )), ∂θFs〉ds+Gnt (F ) + Znt (F ),
(3.7)
with
Gnt (F ) =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
J(θi,ns − θj,ns )∂θFs(θi,ns ) ds, (3.8)
Znt (F ) =
1
n
n∑
j=1
∫ t
0
∂θFs(θ
j,n
s ) dB
j
s . (3.9)
The properties of etL
∗
2pi assure that the function
F = Fs(θ) = e
(t−s)L∗
2pih(θ), for some h ∈ C2(T),
∫
h = 0, (3.10)
is C1, 2([0, t] × T). But then ∂sFs = −L∗2piFs and one obtains
〈νnt , Ft〉 = 〈νn0 , etL
∗
2pih〉+
∫ t
0
〈νns (J ∗ νns ), ∂θe(t−s)L
∗
2pih〉ds+ gnt (h) + znt (h), (3.11)
where we have used the definition of νnt and the notations
gnt (h) =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
J(θi,ns − θj,ns )∂θe(t−s)L
∗
2pih(θi,ns ) ds, (3.12)
znt (h) =
1
n
n∑
j=1
∫ t
0
∂θe
(t−s)L∗
2pih(θj,ns ) dB
j
s . (3.13)
We aim at proving that (3.11) is the weak formulation of the mild equation (3.4) in H−1.
Let {νl}l > 1 ⊂ L20 such that νl
l↑∞−−→ νn0 in H−1. Then, for h ∈ C2
〈νl, etL∗2pih〉−1,1 =
(
νl, e
tL∗
2pih
)
=
(
etL2piνl, h
)
= 〈etL2piνl, h〉−1,1. (3.14)
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By continuity of the operators, etL2piνl converges in H−1 to etL2piνn0 as l ↑ ∞. Taking the
limit for l ↑ ∞ in both sides of (3.14), we deduce
〈νn0 , etL
∗
2pih〉−1,1 = 〈etL2piνn0 , h〉−1,1. (3.15)
We now focus on
ωns := ν
n
s (J ∗ νns ). (3.16)
Consider {νs,l}l > 1 ⊂ L20 which converges to νns in H−1 as l ↑ ∞, and define
ωs,l := νs,l(J ∗ νns ). (3.17)
For any l > 1, it holds
〈ωs,l, ∂θe(t−s)L∗2pih〉−1,1 =
(
ωs,l, ∂θe
(t−s)L∗
2pih
)
= (3.18)
= −
(
e(t−s)L2pi∂θ ωs,l, h
)
= −〈e(t−s)L2pi∂θ ωs,l, h〉−1,1. (3.19)
Using the properties of the semigroup, one obtains∣∣∣〈e(t−s)L2pi∂θ(ωs,l − ωns ), h〉−1,1∣∣∣ 6 ‖h‖1 ∥∥∥e(t−s)L2pi∂θ(ωs,l − ωns )∥∥∥−1 6 (3.20)
6 ‖h‖1
D1,1√
t− s ‖∂θ(ωs,l − ω
n
s )‖−2 = ‖h‖1
D1,1√
t− s ‖ωs,l − ω
n
s ‖−1 , (3.21)
which implies ∥∥∥e(t−s)L2pi∂θ(ωs,l − ωns )∥∥∥−1 6 D1,1√t− s ‖ωs,l − ωns ‖−1 . (3.22)
Since h is regular and ωs,l
l↑∞−−→ ωns in H−1, this implies
〈ωns , ∂θe(t−s)L
∗
2pih〉−1,1 = −〈e(t−s)L2pi∂θ ωns , h〉−1,1. (3.23)
We now observe from (3.22) that∥∥∥e(t−s)L2pi∂θωns ∥∥∥−1 6 D1,1√t− s (3.24)
thus the integral in (3.4) ∫ t
0
e(t−s)L2pi∂θ [νns (J ∗ νns )] ds (3.25)
is almost surely finite. Using [27] Theorem 1 p.133, we deduce that (3.25) makes sense
as a Bochner integral in H−1. The continuity is a direct consequence of the continuity of
etL2pi .
Assume that gnt (h) = 〈gnt , h〉−1,1 and znt (h) = 〈znt , h〉−1,1 are well defined and continuous
with respect to t for all h ∈ H1; we have shown that
〈νnt , h〉−1,1 = 〈etL2piνn0 , h〉−1,1+
− 〈
∫ t
0
e(t−s)L2pi∂θ [νns (J ∗ νns )] ds, h〉−1,1 − 〈gnt , h〉−1,1 + 〈znt , h〉−1,1.
(3.26)
Since (3.26) holds for all h ∈ H1, the identity (3.4) follows. All elements in (3.4) take values
in C1([0, T ],H−1) and the proof is then concluded modulo regularity and wellposedness
of gnt and z
n
t . We refer to Lemma 3.2 and Lemma 3.3 which are presented in the next
subsection. 
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3.2. Control on the perturbations. Two kinds of perturbations are present in the
SPDE (3.4): znt given by the stochastic nature of the system and g
n
t given by the presence of
a network structure. In this subsection, we exhibit the control over the two perturbations.
We start with the control on the graph structure, which uses Grothendieck’s Inequality
seen in Theorem 1.2.
Lemma 3.2 (Wellposedness and bounds on gnt ). For n ∈ N and t > 0, let gnt be given by
gnt =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]
ds. (3.27)
Then
(1) gn ∈ C0([0,∞),H−1). In particular, for all h ∈ H1 and t > 0
〈gnt , h〉−1,1 = gnt (h) = −
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
J(θi,ns − θj,ns )∂θe(t−s)L
∗
2pih(θi,ns ) ds. (3.28)
(2) There exists D > 0, independent of t, such that
‖gnt ‖−1 6 D
∥∥P (n) − 1(n)∥∥∞→1
n2
, for all t > 0. (3.29)
Proof. Fix n large. Consider {φl}l > 1 ⊂ C∞ such that φl > 0, φl(θ) = 0 for θ ∈ [1/l, 2π−
1/l],
∫
φl = 1 for every l > 1 and liml→∞
∫
Fφl = F (0) for every F ∈ C0. For i = 1, . . . , n,
define
φis,l := φl ∗ δθi,ns . (3.30)
We start by establishing (3.28). For each h ∈ C2
〈 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
φis,l(J ∗ δθj,ns ), ∂θe
(t−s)L∗
2pih〉−1,1 = (3.31)
=

 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
φis,l(J ∗ δθj,ns ), ∂θe
(t−s)L∗
2pih

 = (3.32)
= −

 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
φis,l(J ∗ δθj,ns )
]
, h

 = (3.33)
= −〈 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
φis,l(J ∗ δθj,ns )
]
, h〉−1,1 (3.34)
But 1
n2
∑n
i,j=1
(
ξij
pn
− 1
)
φis,l(J ∗ δθj,ns ) converges to
1
n2
∑n
i,j=1
(
ξij
pn
− 1
)
δ
θi,ns
(J ∗ δ
θj,ns
) since∥∥∥∥∥∥
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)(
φis,l − δθi,ns
)
(J ∗ δ
θj,ns
)
∥∥∥∥∥∥
−1
6
1
pn
sup
i=1,...,n
∥∥∥φis,l − δθi,ns
∥∥∥
−1
, (3.35)
which tends to zero as l tends to infinity.
Thanks to the properties of the semigroup, the same holds true for
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[(
φis,l − δθi,ns
)
(J ∗ δ
θj,ns
)
]
; (3.36)
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indeed for some 0 < γ < γK :∥∥∥∥∥∥
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[(
φis,l − δθi,ns
)
(J ∗ δ
θj,ns
)
]∥∥∥∥∥∥
−1
6 (3.37)
6 D1,1
e−γ(t−s)
pn
√
t− s supi=1,...,n
∥∥∥φis,l − δθi,ns
∥∥∥
−1
. (3.38)
A similar argument shows that∥∥∥∥∥∥
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]∥∥∥∥∥∥
−1
6 D1,1
e−γ(t−s)
pn
√
t− s , (3.39)
which, in turn, implies that
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]
ds (3.40)
is almost surely finite and continuous with respect to t. We deduce (3.28).
For the second part (3.29), observe that
〈 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
e(t−s)L2pi∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]
, h〉−1,1 = (3.41)
= − 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
〈δ
θi,ns
, (J ∗ δ
θj,ns
)∂θe
(t−s)L∗
2pih〉−1,1. (3.42)
We claim that this last term can be controlled by
∥∥P (n) − 1(n)∥∥∞→1 through Grothendieck’s
inequality. By choosing H = H−1 and
aij =
(
ξij
pn
− 1
)
, (3.43)
Si = δθi,ns , (3.44)
Tj =
√
t− s
D1,1e−γ(t−s)
(
J ∗ δ
θj,ns
)
∂θe
(t−s)L∗
2pi
h
‖h‖1
, (3.45)
Theorem 1.2 allows us to bound the expression in (3.41) by
KR
D1,1e
−γ(t−s)
√
t− s ‖h‖1
∥∥P (n) − 1(n)∥∥∞→1
n2
. (3.46)
This shows that
‖gnt ‖−1 6 KRD1,1
∥∥P (n) − 1(n)∥∥∞→1
n2
∫ t
0
e−γ(t−s)√
t− s ds 6 D
∥∥P (n) − 1(n)∥∥∞→1
n2
, (3.47)
where D := KRD1,1
∫∞
0
e−γs√
s
ds > 0 since the integral converges. The proof is concluded.

We now turn to the stochastic term znt in (3.4). Recall that L2pi is diagonal in the
Fourier basis {el}l > 1 of H−1, with eigenvalues denoted by λl. Then
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Lemma 3.3 (Wellposedness and bounds on znt ). For n ∈ N and t > 0, let znt be defined
by
znt =
∑
l > 1
znt (el) el, (3.48)
where
znt (el) =
i
n
n∑
j=1
∫ t
0
e(t−s)λleilθ
j,n
s dBjs . (3.49)
Then
(1) zn ∈ C0([0,∞),H−1) almost surely.
(2) There exists C > 0 independent of n, such that for all T > 0
E
[
sup
t∈[0,T ]
‖znt ‖2−1
]
6 C
log(1 + 2γKT )
n
. (3.50)
(3) For every positive increasing sequence {Tn}n∈N such that Tn = exp(o(n)) and for
all η > 0, it holds
lim
n→∞P
(
sup
t∈[0,Tn]
‖znt ‖−1 6 η
)
= 1. (3.51)
Proof. It easy to see that with this definition of znt , for all h ∈ H1, znt (h) = 〈znt , h〉−1,1.
We start by proving (2).
For l > 1, let xlt :=
√
2λlne
λlt
∣∣znt (eil·)∣∣. In particular
xlt =
∣∣∣∣∣∣
√
2λl√
n
n∑
j=1
∫ t
0
esλleilθ
j,n
s dBjs
∣∣∣∣∣∣ =
∣∣∣alt + i blt∣∣∣ , (3.52)
where al and bl are two continuous real valued martingales. Let 〈xl〉t = 〈al〉t+ 〈bl〉t where
〈al〉t and 〈bl〉t are the quadratic variations of alt and blt respectively, then
〈xl〉t = 2λl
n
n∑
j=1
∫ t
0
e2sλl(cos2+sin2)(lθj,ns ) ds = e
2λlt − 1. (3.53)
We now use
Lemma 3.4. Let Yt = At+ iBt, where At and Bt are continuous real valued martingales.
Define Xt = |Yt| and 〈X〉t = 〈A〉t+ 〈B〉t, where 〈A〉t and 〈B〉t are the quadratic variations
of A and B respectively. Then, there exists C > 0 such that, for all T > 0,
E
[
sup
t∈[0,T ]
X2t
1 + 〈X〉t
]
6 C log(1 + log(1 + 〈X〉t)). (3.54)
The proof of Lemma 3.4 is presented at the end of the section. By choosing Xt = x
l
t,
At = a
l
t and Bt = b
l
t, one obtains that, for T > 0,
E
[
sup
t∈[0,T ]
|znt (el)|2
]
=
1
2λln
E
[
sup
t∈[0,T ]
(xlt)
2
1 + 〈xl〉t
]
6
C
2λln
log(1 + 2λlT ). (3.55)
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It remains to observe that
E
[
sup
t∈[0,T ]
‖znt ‖2−1
]
6 E

∑
l > 1
sup
t∈[0,T ]
|znt (el)|2

 6 C ∑
l > 1
1
2λln
log(1 + 2λlT ). (3.56)
The conclusion holds by factorizing the first term of the sum and modifying the constant
C accordingly: observe that
∑
l > 1 supT > 1
log(1+2λlT )
λl log(1+2λ1T )
<∞.
Concerning (1), observe that for s, t ∈ [0, T ] and for some k > 2
‖znt − zns ‖2−1 6
k∑
l=1
|znt (el)− zns (el)|2 + 2
∑
l>k
sup
t∈[0,T ]
|znt (el)|2 . (3.57)
The first term can be make small by using the continuity of znt (el); for the second one,
observe that we have just proven that E
[∑
l > 1 supt∈[0,T ] |znt (el)|2
]
<∞. This implies that
there exists a subsequence {km}m∈N such that
∑
l>km
supt∈[0,T ] |znt (el)|2 tends to 0 almost
surely as m tends to infinity. The almost sure continuity in (3.57) is then established by
choosing s and t close enough and k large enough.
Point (3) is an application of Chebycheff inequality to
P
(
sup
t∈[0,Tn]
‖znt ‖−1 > η
)
6
1
η2
E
[
sup
t∈[0,Tn]
‖znt ‖2−1
]
(3.58)
and the bound presented in (2).
The proof is concluded modulo Lemma 3.4, proven hereafter. 
Proof of Lemma 3.4. Recall that At is a martingale, in particular a slight variation of [13,
Corollary 2.8] implies that there exists D > 0 such that
E
[
sup
t∈[0,T ]
A2t
1 + 〈A〉t
]
6 D log(1 + log(1 + 〈A〉t)). (3.59)
Thus, one can develop
E
[
sup
t∈[0,T ]
X2t
1 + 〈X〉t
]
6 E
[
sup
t∈[0,T ]
A2t
1 + 〈A〉t
]
+E
[
sup
t∈[0,T ]
B2t
1 + 〈B〉t
]
6 (3.60)
6 D log(1 + log(1 + 〈A〉t)) +D log(1 + log(1 + 〈B〉t)) 6 (3.61)
6 2D log(1 + log(1 + 〈X〉t)), (3.62)
and the proof is done by taking C = 2D. 
4. Proofs
4.1. Long time behavior around the stable stationary solution. This subsection
is devoted to the proof of the long time behavior around the unique stable stationary
solution of (1.3). The main result is given by
Proposition 4.1. If for all ε0 > 0
lim
n→∞P
(∥∥µn0 − 12pi∥∥−1 6 ε0
)
= 1. (4.1)
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Then, there exists A > 0 such that for every positive increasing sequence {Tn}n∈N such
that Tn = exp(o(n)) and for all 0 < ε < A, it holds
lim
n→∞P
(
sup
t∈[0,Tn]
∥∥µnt − 12pi∥∥−1 6 ε
)
= 1. (4.2)
Proof. Fix ε > 0. From Proposition 3.1 we know that νnt := µ
n
t − 12pi satisfies
νnt = e
tL2piνn0 −
∫ t
0
e(t−s)L2pi∂θ [νns (J ∗ νnt )] ds− gnt + znt . (4.3)
Taking the norm and using the properties of etL2pi , for all 0 < γ < γK one obtains
‖νnt ‖−1 6 ‖νn0 ‖−1 +D1,1
∫ t
0
e−γ(t−s)√
t− s ‖ν
n
s ‖2−1 ds+ ‖gnt ‖−1 + ‖znt ‖−1 . (4.4)
We now use the following result, proven rightafter:
Lemma 4.2. For some T > 0 and γ > 0, let f : [0, T ]→ [0,∞) be a continuous function
and g : [0, T ]→ [0,∞) be such that for all 0 6 t 6 T
f(t) 6 f(0) +
∫ t
0
e−γ(t−s)√
t− s f
2(s) ds+ g(t). (4.5)
There exists A > 0, depending only on γ, such that if 0 < δ < A and if f(0) < δ,
supt∈[0,T ] g(t) < δ, then
sup
t∈[0,T ]
f(t) 6 3δ. (4.6)
Thanks to the contractive properties of L2pi, there exists D > 0 (Lemma 3.2) such that
sup
t > 0
‖gnt ‖−1 < D
∥∥P (n) − 1(n)∥∥∞→1
n2
. (4.7)
Define now Bn1 (ε0) = {‖νn0 ‖ 6 ε0} and Bn2 (η) = {supt∈[0,Tn] ‖znt ‖−1 6 η}. On Bn1 (ε/3) ∩
Bn2 (ε/4) and for n large enough, we can apply Lemma 4.2 with
δ =
ε
3
, T = Tn, (4.8)
f(t) = ‖νnt ‖−1 , (4.9)
g(t) = ‖gnt ‖−1 + ‖znt ‖−1 , (4.10)
and obtain
sup
t∈[0,Tn]
‖νnt ‖−1 6 ε. (4.11)
The proof is concluded with A given by Lemma 4.2, since by hypothesis P(Bn1 ) → 1
and Lemma 3.3 implies that P(Bn2 )→ 1 as n tends to infinity. 
Proof of Lemma 4.2. Consider the set O = {t : f(t) 6 3δ} ⊂ [0, T ]. Since f is continuous
and f(0) 6 δ, O is a non-empty open set in [0, T ]. Suppose that sup(O) = u < T ; we
show that u ∈ O, which implies O = [0, T ].
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Consider
f(u) =f(0) +
∫ u
0
e−γ(u−s)√
u− s f
2(s) ds+ g(u) 6 (4.12)
6 2δ + δ
(
9δ
∫ u
0
e−γ(u−s)√
u− s ds
)
6 (4.13)
6 δ
[
2 + 9δ
∫ ∞
0
e−γs√
s
ds
]
6 3δ, (4.14)
where the last inequality holds for all δ 6 A :=
(
9
∫∞
0
e−γs√
s
)−1
. Thus u ∈ O and the proof
is concluded. 
4.2. Finite time behavior. The first important step is given by
Proposition 4.3. For all ε > 0 and for all T > 0, it holds
lim
n→∞P
(
sup
t∈[0,T ]
‖µnt − µt‖−1 6 ε
)
= 1. (4.15)
Proof. Fix ε > 0 and T > 0 and let F = Ft(θ) ∈ C1, 2 ([0, T ]× T), a straightforward
application of Ito formula gives
〈µnt − µt, Ft〉 = 〈µn0 − µ0, F0〉+
∫ t
0
〈µns − µs, ∂sFs + 12∂2θFs〉ds+
+
1
n2
n∑
i,j=1
∫ t
0
ξij
pn
J(θi,ns − θj,ns )∂θFs(θi,ns ) ds−
∫ t
0
〈µs, (J ∗ µs)∂θFs〉ds+
+
1
n
n∑
j=1
∫ t
0
∂θFs(θ
j,n
s ) dB
j
s .
(4.16)
Using the bilinearity of the integration, the equation becomes
〈µnt − µt, Ft〉 = 〈µn0 − µ0, F0〉+
∫ t
0
〈µns − µs, ∂sFs + 12∂2θFs〉ds+
+
∫ t
0
〈µns (J ∗ µns )− µs(J ∗ µs), ∂θFs〉ds+Gnt (F ) + Znt (F ),
(4.17)
with
Gnt (F ) =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
J(θi,ns − θj,ns )∂θFs(θi,ns ) ds, (4.18)
Znt (F ) =
1
n
n∑
j=1
∫ t
0
∂θFs(θ
j,n
s ) dB
j
s . (4.19)
As already done in Proposition 3.1, one can write theH−1 formulation associated to (4.17),
which now becomes:
µnt − µt = et
∆
2 (µn0 − µ0)−
∫ t
0
e(t−s)
∆
2 ∂θ [µ
n
s (J ∗ µns )− µs(J ∗ µs)] ds− gnt + znt , (4.20)
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where
gnt =
1
n2
n∑
i,j=1
∫ t
0
(
ξij
pn
− 1
)
e(t−s)
∆
2 ∂θ
[
δ
θi,ns
(J ∗ δ
θj,ns
)
]
ds, (4.21)
and znt is denoted for h ∈ H1 by
znt (h) =
1
n
n∑
j=1
∫ t
0
∂θe
(t−s)∆
2 h(θj,ns ) dB
j
s . (4.22)
Taking the H−1 norm in (4.20), one is left with
‖µnt − µt‖−1 6 ‖µn0 − µ0‖−1 +
∫ t
0
C√
t−s ‖µns − µs‖−1 ds+ ‖gnt ‖−1 + ‖znt ‖−1 , (4.23)
where we have used the properties of et
∆
2 : continuity and the fact that for h ∈ H−1 one
has
∥∥∥et∆2 h∥∥∥
−1
6 C√
t−s ‖h‖−2, see Proposition 6.3 for a general result on et
∆
2 .
The term involving the graph gnt can be controlled again by
∥∥P (n) − 1(n)∥∥∞→1: minor
modifications to Lemma 3.2 show that there exists D > 0 such that
sup
t∈[0,T ]
‖gnt ‖−1 6 D
∥∥P (n) − 1(n)∥∥∞→1
n2
. (4.24)
For the initial conditions and the stochastic part znt , define the two sets:
An1 = A
n
1 (ε0) =
{‖µn0 − µ0‖−1 6 ε0} ; (4.25)
An2 = A
n
2 (T, η) =
{
sup
t∈[0,T ]
‖znt ‖−1 6 η
}
. (4.26)
On An1 ∩An2 , one obtains
‖µnt − µt‖−1 6 ε0 +
∫ t
0
C√
t−s ‖µns − µs‖−1 ds+D
∥∥P (n) − 1(n)∥∥∞→1
n2
+ η. (4.27)
Gronwall-Henry’s inequality ([16, Lemma 7.1.1 and Exercice 1]) leads to
sup
t∈[0,T ]
‖µnt − µt‖−1 6 2
(
ε0 +D
∥∥P (n) − 1(n)∥∥∞→1
n2
+ η
)
eaT , (4.28)
where a is independent of n, ε0 and η. Considering ε0 and η small enough and n large
enough, the proof is concluded modulo showing that
lim
n→∞P (A
n
1 ∩An2 ) = 1. (4.29)
From the hypothesis on the intial condition (2.1), it is clear that for all ε0 one has
P (An1 (ε0)) → 1 as n tends to infinity. The same conclusion holds for An2 by slightly
modifying the proof of Lemma 3.3. The proof is concluded. 
The last ingredient of this section comes from the properties of the PDE (1.3): for every
initial condition the solution converges to 12pi , indeed
Proposition 4.4 ([12, Proposition 4.1]). If K 6 1, for any µ0 ∈ P(T), we have
lim
t→∞
∥∥∥∥µt − 12π
∥∥∥∥
−1
= 0. (4.30)
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Proof. See the proof of Proposition 4.1 in [12]: it is in a stronger topology that controls
all the derivatives. Namely, it implies the convergence in H−1. 
4.3. Proof of Theorem 2.1. Propositions 4.3 and 4.4 assure that for every ε0 > 0 there
exists T > 0 such that with high probability as n tends to infinity, one has∥∥∥∥µnT − 12π
∥∥∥∥ ≤ ε0, (4.31)
and obviously ‖µnT − µT ‖ ≤ ε0. But then one can apply Proposition 4.1 to conclude that
there exists A > 0, independent of T and ε0, such that for all 0 < ε < A and for all
sequences {Tn} it holds
sup
t∈[T,Tn]
∥∥∥∥µnt − 12π
∥∥∥∥ 6 ε, (4.32)
with probability going to one as n tends to infinity. Since µt will still be arbitrary close
to 12pi , the proof is concluded.
5. Appendix A: Graphs
5.1. General properties of the graphs under consideration. We observe that con-
dition (1.10) implies a weak form of degree homogeneity (recall (1.4)):
Lemma 5.1. Suppose that (1.10) holds. Let δ > 0, define
Iδn :=

i ∈ {1, . . . , n} : limn→∞
∣∣∣∣∣∣
1
n
n∑
j=1
ξ
(n)
i,j
pn
− 1
∣∣∣∣∣∣ > δ

 . (5.1)
Then |Iδn| = o(n).
Proof. Suppose that limn→∞
|In|
n = c for some c > 0. Then
sup
si,tj∈{±1}
1
n2
n∑
i,j=1
(
ξ
(n)
ij
pn
− 1
)
sitj > sup
si∈{±1}
1
n
n∑
i=1

 1
n
n∑
j=1
(
ξ
(n)
ij
pn
− 1
) si > (5.2)
>
1
n
∑
i∈In
∣∣∣∣∣∣
1
n
n∑
j=1
(
ξ
(n)
ij
pn
− 1
)∣∣∣∣∣∣ >
|In|
n
inf
i∈In
∣∣∣∣∣∣
1
n
n∑
j=1
(
ξ
(n)
ij
pn
− 1
)∣∣∣∣∣∣ . (5.3)
This last term does not go to zero as n tends to infinity, against (1.10). 
It also implies the existence of an unique giant component.
Lemma 5.2. Suppose that (1.10) holds. Then, there exists a unique sequence of connected
components {C(n)} in {ξ(n)}, such that ∣∣C(n)∣∣ = O(n).
Proof. We prove the uniqueness first. Suppose that for every n there exist C(n)1 and C(n)2
distinct connected components of ξ(n) such that
∣∣∣C(n)i ∣∣∣ = ni = O(n) for i = 1, 2. Without
loss of generality, one can suppose C(n)1 consisting in the first n1 vertices of ξ(n) and C(n)2
in the following n2.
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Using the equivalence of ℓ∞ → ℓ1 norm with the cut-norm (e.g. [2]), one obtains
‖Pn − 1n‖∞→1 > sup
xi,yj∈{0,1}
∣∣∣∣∣∣
n∑
i,j=1
(
ξij
pn
− 1
)
xiyj
∣∣∣∣∣∣ >
∑
1 6 i 6 n1
n1 6 j 6 n2−n1
1 = n1n2 = O(n
2).
(5.4)
For the existence, suppose the connected components of ξ(n) are ordered from the biggest
one in size (the first n1 vertices) to the smallest one (the last vertices). Take the first m
components such that |C1 ∪ · · · ∪ Cm| > n/4. One easily sees that |C1 ∪ · · · ∪ Cm| 6 n/2.
Applying the same reasoning of before with 1 6 i 6 n/4 and n/2 6 j 6 n, the proof is
concluded. 
5.2. Examples of graph sequences. We exhibit two classes of graphs, a random and
a deterministic one, that satisfy assumption (1.10). The only hypothesis required on pn
is equivalent to asking that the mean degree per site diverges as n tends to infinity, i.e.
npn ↑ ∞.
Erdo˝s-Re´nyi random graphs. As mentioned in the introduction, ‖·‖∞→1 has been found
very useful for random graph concentration and this is indeed the case of ER graphs (e.g.
[14]). We recall the definition and give the result.
For every n ∈ N, let {ξ(n)ij }1 6 i 6=j 6 n be IID Bernoulli random variables with parameter
pn, P denoting the associated probability. For every i, ξ
(n)
ii is set equal to 0, i.e. self loop
are not admitted.
Lemma 5.3. Assume that
lim
n→∞npn =∞. (5.5)
There exists n0 ∈ N such that
P

sup
si,tj
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
sitj >
2√
npn

 6 e−2n, for all n > n0. (5.6)
Proof. The proof is just an union bound and an application of Bernstein’s inequality.
Indeed,
P

sup
si,tj
1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
sitj >
δ√
npn

 6 ∑
si,tj
P

 1
n2
n∑
i,j=1
(
ξij
pn
− 1
)
sitj >
δ√
npn

 .
(5.7)
Bernstein’s inequality ([4, Corollary 2.11]) says that if X1, . . . ,Xn are independent zero-
mean random variables such that |Xj | ≤M a.s. for all j, then for all t ≥ 0
P

 n∑
j=1
Xj > t

 ≤ exp
{
− t
2
2
∑n
j=1 E[X
2
j ] +
2
3Mt
}
.
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Let Xk(i,j) =
sitj
n2pn
(ξij − pn) with k some bijection from {1, . . . , n}2 to {1, . . . , n2}. Then
|Xk| 6 1n2pn and E
[
X2k
]
6 2
n4
. For n large enough, we thus obtain
P

 n2∑
k=1
Xk >
δ√
npn

 ≤ exp
{
− nδ
2
4pn +
2
3
δ√
npn
}
6 exp
{−nδ2} . (5.8)
The proof is concluded observing that the sum in (5.7) consists in 4n elements and choosing
δ = 2. 
We thus have
Proposition 5.4. Given (5.5), ER graphs satisfy condition (1.10) P-almost surely.
Proof. It suffices to apply Borel-Cantelli lemma to (5.6). 
Ramanujan graphs. Let d = 2, 3, . . . , consider a d-regular graph, i.e. graph where each
vertex has exactly d neighbors. We start recalling a well-known result
Lemma 5.5 (Expander mixing lemma). Let G be a d-regular random graph (G denoting
the adjacency matrix itself), it holds
1
n2
∥∥∥ndG− 1(n)∥∥∥∞→1 6 4 λ(d)d , (5.9)
where λ(d) is the second biggest eigenvalue (in absolute value) associated to G.
Proof. The proof is classical but it is in general formulated in terms of the cut-norm (e.g.
[17]). One easily sees that the cut-norm is equivalent (paying a factor 4, e.g. [2]) to the
ℓ∞ → ℓ1 norm. 
Ramanujan graphs are d-regular graphs such that λ(d) 6 2
√
d− 1, they are very well
known for their expander properties (e.g. [17]). Condition (1.10) holds whenever dn
diverges; indeed
Proposition 5.6. Let dn = npn. Suppose that (5.5) holds, i.e.
lim
n→∞ dn =∞. (5.10)
Then, every sequence of Ramanujan graphs satisfies condition (1.10).
Proof. Rewriting (5.9) in terms of pn, it becomes
1
n2
∥∥∥ Gpn − 1(n)
∥∥∥
∞→1
6
8√
npn
. (5.11)
The proof is concluded taking the limit for n which tends to infinity. 
6. Appendix B: H−1 and Semigroups
6.1. On the Hilbert space H−1. Recall the definition of H1, one has this sequence of
continuous and dense inclusions:
H1 ⊂ L20 = L20∗ ⊂ H∗1 =: H−1, (6.1)
where we have chosen the canonical identification for L20.
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For any given u ∈ H1, consider the duality functional φu : H1 → R in H−1 defined by
φu(v) = (u, v). We can define
T : H1 → H−1 (6.2)
u 7→ φu. (6.3)
It is known [5, pag. 82] that T (H) is dense in H−1 and that T injects H1 into H−1 in a
continuous way. This injection allows considering H1 as a subset of H−1 by identifying u
and Tu.
The space H−1 is again an Hilbert space with inner product given by
〈u, v〉−1 =
∫
UV, (6.4)
where U and V are two primitives of u and v respectively, such that ∫ U = 0 = ∫ V.
Indeed, one can explicit the isometry between H1 and H−1:
U : H1 → H−1 (6.5)
f 7→ −∂2θf. (6.6)
Namely, for f, g ∈ C∞0, it holds
〈Uf,Ug〉−1 =
∫
f ′g′ = 〈f, g〉1. (6.7)
In particular, this implies ‖u‖−1 =
∥∥U−1u∥∥
1
=
√∫ U2, with ∫ U = 0.
6.2. The relationship between H−1 and P(T). As already shown in (1.12), the differ-
ence between probability measures is in H−1. Observe now that H−1 induces a distance
on P(T) which controls the bounded-Lipschitz distance dbL, i.e. for all µ, ν ∈ P(T)
dbL(µ, ν) = sup
‖f‖
bL
=1
∫
f ( dµ− dν) 6 sup
h∈C1
0
,‖h‖
1
=1
∫
h ( dµ− dν) = (6.8)
= sup
h∈C1
0
,‖h‖
1
=1
∫
h′ (U − V) = sup
‖h‖
1
=1
〈µ− ν, h〉−1,1 = (6.9)
= ‖µ− ν‖−1 . (6.10)
Where we have used the density of C10 in H1, and denoted by U and V the primitives of µ
and ν respectively.
6.3. The linear operator L2pi. We make use of the fractional norm ‖·‖−1−β defined for
h ∈ L20 by
‖h‖−1−β =
∥∥∥(−∆)β/2h∥∥∥
−1
=
∑
l > 1
(
h, eil·
)2
l2+2β
. (6.11)
Observe that it is equivalent to
∥∥∥(− L2pi)β/2h∥∥∥−1 =
∑
l > 1
(
h, eil·
)2
λ2+2βl
. (6.12)
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Proposition 6.1. The operator L∗2pi (resp. L2pi) is essentially self-adjoint with compact
resolvent in H1 (resp. H−1), its spectrum is given by {−1−K2 } ∪ {− l
2
2 }l > 2. Moreover,
both L2pi and L
∗
2pi generate a C0-semigroup t 7→ etL2pi (resp. t 7→ etL
∗
2pi) in L20 and etL
∗
2pi =(
etL2pi
)∗
.
Proof. A simple computation shows that the operator L2pi is diagonal in the Fourier basis.
For the continuity and the duality of the semigroups, see for example [16] . 
Denote γK =
1−K
2 . One has the following estimates.
Proposition 6.2. For any γ ∈ [0, γK), any β ∈ [0, 1] and all t > 0, h ∈ H1, there exists
a positive constant Dγ,β such that∥∥∥etL∗2pih∥∥∥
1+β
6 Dγ,β
e−γt/2
tβ/2
‖h‖1 . (6.13)
The semigroup etL2pi is continuous from H−2 to H−1 and for all γ ∈ [0, γK), any β ∈
[0, 1] and all t > 0, u ∈ H−1,∥∥etL2piu∥∥−1 6 Dγ,β e−γt/2tβ/2 ‖u‖−1−β . (6.14)
Proof. Let {λl}l > 1 be the eigenvalues associated to L∗2pi. For h =
∑
l > 1 hlzl, recall the
fractional norm
‖h‖1+β =
∥∥∥(−L∗2pi)β/2h∥∥∥
1
=
√∑
l > 1
λβl h
2
l . (6.15)
Fix γ ∈ [0, γK), β ∈ [0, 1] and t > 0. Then∥∥∥etL∗2pih∥∥∥2
1+β
=
∥∥∥(−L∗2pi)β/2etL∗2pih∥∥∥2
1
=
∑
l > 1
λβl e
−tλlh2l . (6.16)
Namely∑
l > 1
λβl e
−tλlh2l 6 sup
t > 0 l > 1
{
(tλl)
βe−t(λl−γ)
} e−γl
tβ
∑
l > 1
h2l = D
e−γl
tβ
‖h‖21, (6.17)
where D = supt > 0 l > 1
{
(tλl)
βe−t(λl−γ)
}
. Using the fact that γ < γK 6 − λl for l =
1, 2, . . . it easy to see that
D = sup
t > 0 l > 1
tβ(λl − γ)βe−t(λl−γ)
(
λl
λl − γ
)β
<∞. (6.18)
Finally, it suffices to take Dγ,δ =
√
D.
The second inequality follows similarly. 
Very similarly, one can prove some well-known properties of the Laplacian operator
Proposition 6.3. The operator ∆2 is sectorial and self-adjoint in H1; its spectrum is given
by
{−k2/2}
k > 1
. Moreover ∆2 generates a C0-semigroup t→ et
∆
2 in L20 such that:
(1) For all α > β > 0, there exists a constant Cα,β > 0 such that for all h ∈ L20 :∥∥∥et∆2 h∥∥∥
−1
6
Cα,β
tα/2
‖h‖−1−β , for all t > 0. (6.19)
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(2) For all α > β > 0 and for all h ∈ L20 :∥∥∥et∆2 h∥∥∥
1+β
6
Cα,β
tα/2
‖h‖1 , for all t > 0. (6.20)
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