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RESUMEN 
'vIODELO BASADO E"i 'vII"iERÍA DE FLUJOS DE DATOS PARA EL A"iALlSIS DE 
CLlCS E"i U"i SITIO WEB 
por 
ALlX ROJAS HER"iA"iDEZ 
'vISc. en Ingeniería de Sistemas y Computación en Ingeniería de Sistemas 
U"iIVERSIDAD "iACIO"iAL DE COLO'vIBIA 
Director: Ing. Elizabeth León Guzmán PhD 
En cste trabajo 8C propone un modelo de minería enfocado al procesamiento de flujos de datos. Tratar 
con flujos de datos (o data strcams, en ingl(:s) trae retos computttcionalcs debido ti su volumen y su 
ttlsa de generación rápida y variable. Los datos en un flujo no pueden ser almttccnados, ni mucho 
menos, procesados eficientemente utilizando procedimientos que requieran usar un dato varias veces. 
Para csto 8C propone el desarrollo de un modelo llamado seo FI, que por sus siglas en ingl(:s 
traduce S.trefJIlling Qh:csificErtioI1 lX;-Lsed Qn ;Erequent ltemsets. Su diseño general presenta dos módulos 
funcionales: un módulo de &:lccción y t4sociación y un módulo de clasificación. Para el primer módulo se 
propone el algoritmo Apriori """" , que encuentra conjuntos de elementos frecuentes calculando el número 
de candidatos primos, cambiando asÍ, la representación de los datos para obtener un problema más 
sencillo en el dominio de los números naturales. En el módulo de clasificación se usa una modificación 
del algoritmo :0.-'11 para construir el clasificador a partir de reglas de t4sociación. 
Dado que el diseño del modelo de mineria trabaja en fases, combinando t(:cnicas de asociación y 
clasificttción, se pueden generar resultados independientes o combinados. De esta manera, dependiendo 
de la carga del sistema, el modelo podría hacer minería solo con la fase de asociación sin tener que 
llevar a cabo la ejecución completa. 
Finalmente, el modelo se aplica al análisis de clics generados en un sitio vVeb real. Para ello se 
emplea el conjunto de datos ;;Online retailer website clickstream analysis)) de la KDD-Cup 2000 y se 
simula un ambiente en línea, con el fin de validar el modelo. 
ABSTRACT 
A 'vroDEL BASED 0:\ DATA STREA'vIS 'vII:\I:\G TO CLICKSTREA'vI A:\ALYSIS I:\ 
A WEBSITE 
por 
ALIX ROJAS IIER:\A:\DEZ 
'vISc. en Ingeniería de Sistemas y Computación en Ingeniería de Sistemas 
V:\IVERSIDAD :\ACIO:\AL DE COLO'vIBIA 
Advisor: Ing. Elizabeth León Guzmán PhD 
In this documcn( ti data mining modd to prOCCC88 data strcams is proposcd. Dcaling with data 
strcams carric s computational challcngcs sincc thcy caIlIlot be storcd 01' procc88cd cfficicntIy through 
proccdurcs that use data several times bccausc, data alTival rate and spccd is variable and thc volumc 
is high. 
Thc proposcd modd is namcd SCOFI - Strcaming ClasificatioIl bt4Scd OIl Frcqucnt ItCIIlsctS. Its 
general dcsign rdics OIl two fUIlctional modules: SdCCtiOIl and tis80ciatioIl module and clt4SsificatioIl 
module. For thc first module it is proposcd thc algorithm Apriori """" This algorithm finds frcqucnt 
itCIIlscts calculating thc amount of prime candidatcs, 80 that, it changes the data representation in 
order to get a simpler problem in the natural numbers domain. In the classification modd it is used 
a modification of the :0.-'11 algorithm in order to build a classifier based on aS80ciation rules. 
Since the data mining modd works in phases, combining asociation and classification techniques, 
it could generate independent 01' mixed results. Thercfore, depending on the system load, the modd 
could perform the mining process just on the asociation phase without performing the whole process. 
FinalIy, the modd is applied to clickstream analysis from real data. For this, the !!Online re-
tailer website clickstream analysis!! data set from KDD-Gup 2000 is used, and simulated an online 
environment for modd validation. 
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Capítulo 1 
Introd ucción 
l;n gran número de empresas mantienen sus aplicttciOIlCS en la lVeb, lo quc permite 
permanente contacto con clientes, proveedores y socios de negocios alrededor del mundo; 
alta disponibilidad de infonnación; posibilidad de convertir usuarios de Internet en clientes 
potenciales, entre otras ventajas. El uso de csttlS aplicaciones, dependiendo de la funcio-
nalidad para la que están diseñadas, generan grandes volúmenes de datos que pueden ser 
aprovechados para realizar análisis y C"A'trttcción de conocimiento útil en las organizaciones. 
En la actualidad 8C tiene la posibilidad de extraer conocimiento ti partir de herramientas 
de inteligencia de negocios o con software especializado en mincria de datos, pero cstas 
soluciones dependen totalmente de datos almttcenados en bodegas o bases de datos. Los 
datos de aplicaciones que funcionan en tiempo real como ;;la lVeb)) , son generados de manera 
masiva y continua y son conocidos como flujos de datos. El flujo de clies de un sitio lVeb es 
un caso particular de flujo de datos. En el análisis de clies pueden encontrarse perfiles de 
usuario para productos promocionados en sitios lVeb o modelarse patrones de compras que 
originen los cibernautas. Actualmente, aplicar algoritmos de mineria en flujos de datos es 
un reto, ya que los algoritmos tradicionales deben ser diseñados o adaptados para soportar 
el alto cambio y la rapidez con la que los flujos de datos son generados. 
1.1 Visión general de los flujos de datos 
La mineria de datos es el proceso mediante el cual se descubren patrones útiles e interesantes a partir 
de un gran volumen de datos. Dependiendo las características de esos datos, se pueden identificar 
varios tipos de mineria 1: minería de datos espacial, cuando los datos provienen de fuentes geográficas 
145]; minería de datos de texto, cuando la fuente son documentos 150]; minería de datos lVeb, cuando el 
origen de los datos proviene del contenido de sitios lVeb 132] y minería de flujos de datos ó data streams, 
por su nombre en ingl(:s, cuando la fuente son datos en tiempo real que se generan continuamente 
y que presentan ciert;:;ls restricciones en su procesamiento 14]. El enfoque de esta investigttción es la 
minería de flujos de datos, por ello es vital ttdarar la importancia, el origen y los retos implícitos que 
j EI:>1a clal:>ificación no el:> única y el:> muy general) pero K€ hace de el:>1a forma para facili1ar la in1roducción al1ema 
1 
existen para este tipo de datos, y sobre todo, revisar las soluciones propuestas que abordan algunos 
problemas particulares. 
Los flujos de datos se encuentran en transacciones del día a día; por ejemplo, al usar la tarjeta de 
crédito, navegar en la Web o telefonear; o en sistemas meteorológicos como la temperatura registrada 
en una región o datos de sensores, entre otros; por lo que una muy buena fuente para estos datos es 
la Web, de la que pueden extraerse grandes volúmenes de datos que pueden ser minados y utilizados 
en una amplia variedad de aplicaciones [4]. Estos se caracterizan por ser altamente cambiantes, crecer 
a una tasa ilimitada y tener correlaciones temporales; por lo que trabajar con flujos de datos plantea 
desafíos especiales a los algoritmos de minería existentes [10]. 
Minar flujos de datos con las características ya mencionadas es un proceso que ha sido estudiado 
en los últimos años por diferentes investigadores que se han enfocado en una técnica o aplicación en 
particular [23]. Para la agrupación de flujos de datos, Aggarwal desarrolló los algoritmos CluStream y 
Stream [16] y Beringer y Hullermeier, investigaron el agrupamiento en flujos de datos paralelos en línea 
[14]. Agrawal y Srikant fueron los primeros en introducir la problemática de la minería en patrones 
secuenciales de bases de datos comerciales [6]. De manera paralela, se realizaron investigaciones enfo-
cadas a encontrar asociaciones entre los datos, como por ejemplo Betinni específicamente con series 
de tiempo con múltiples granularidades [15]; Mannila con secuencias de eventos [36] y Marketos en el 
mercado de valores utilizando adicionalmente tecnología OLAP [37]. 
En relación con la aplicación que se propone en esta investigación que es el análisis de clics para 
un sitio Web, Nasraoui propone una marco de trabajo para minar flujos de datos en la Web, inspirado 
en sistemas inmunes y enfocado en agrupamiento ruidoso para flujos multidimensionales [38]. 
1.2 Planteamiento y alcance del problema 
En los últimos años, los avances en la tecnología de hardware han hecho posible el almacenamiento 
automático de transacciones, ofreciendo así, la posibilidad de extraer conocimiento a partir de datos 
en línea. No obstante, hacer esto no es una tarea trivial si se tiene en cuenta que los datos se generan 
continuamente y solo pueden ser almacenados temporalmente debido al gran volumen que ocupan [4]. 
Esta clase de datos en línea son justamente flujos de datos, los cuales deben ser minados en el instante 
en que son generados, con una tasa de procesamiento muy cercana a la tasa en la que se van creando 
los datos. Un ejemplo particular de este tipo de datos son los clics que realizan usuarios a un sitio 
Web. 
Minería de flujos de datos 
~M . . Inerlaen 
flujos de clies 
Minería de datos 
Figura 1.1: Relación entre los temas contextuales de la investigación 
2 
El inter(:s particular de esta investigación se centra en el análisis de flujos de datos, específicamente 
en el diseño de un modelo de minería que logre e"A-trtter conocimiento que sirva de base para el análisis 
de flujos de clies. En la figura 1.1 se enmarca el conte"A-to del problema bajo el cual se centra esta 
investigación, considerado desde la minería de datos. 
Se espera que el diseño del modelo a plantear tenga especial considerttción en las restricciones 
propit4s de este tipo de datos, lo que significa que el modelo debe: 
1. E"A-traer patrones a partir de elies de manera continua. 
2. Evolucionar en el tiempo. El modelo debe ir cambiando con respecto a los datos: Debe ser 
dinámico. 
Por esta razón se ha querido realizar el modelo y aplicarlo sobre el conjunto de datos del KDD-Cl;P 
2000, y así validar su funcionalidad. 
1.2.1 Objetivos de investigación 
Objetivo General: 
El objetivo general de la investigación es desarrollar un modelo de minería de flujos de datos aplicado 
al análisis de clies en un sitio lVeb. 
Objetivos específicos: 
1. Analizar, comparar y seleccionar t(:cnicas y algoritmos de mineria de flujos de datos. 
2. Diseñar e implementar un modelo para el análisis de clies con base en las t(:cnicas de minería 
seleccionadas. 
3. Validar d moddo con d conjunto de datos dd KDD-CUP 2000 Onlínc rctaílcr wcb"ítc clícks-
tream analysis. 
1.3 Contribuciones 
• :0.-'Iodelo para el análisis de clies en línea, basado específicamente en la combinación de t(:cnicas 
de asociación y clasificttción. 
• Algoritmo Apriori + que encuentra conjuntos de elementos frecuentes a partir del cálculo de 
números primos candidatos. 
• Prototipo de software del modelo propuesto. 
• Publicaciones: 
Introducción a los flujos de datos con un enfoque a la minería de asociación aplicada al flujo de 
clies en la lVeb. Alix Rojas, Elizabeth León, en la revista Tendencias en Ingeniería de Software 
e Inteligencia Artificial de la l;niversidad l\acional de Colombia. Capítulo 24. ISBl\ - 978-958-
44-5820-9. 
3 
1.4 Contenido general del documento 
Este documento 8C encuentra estructurado por capítulos como 8C describe ti continuación: 
• Capítulo 2. Este capítulo integra el marco teórico y el cstado del arte. Se C"Al)lica qu(: son los flujos 
de datos, 8C describe el contexto bajo el cual cste tipo de datos tiene significado e importancia en 
el campo de la computación) las restricciones quc 8C deben tener en cuenta ti la hora de trabajar 
con cstos datos y aplicttciOIlCS dirccttls en problemas y situaciones del mundo real. Tambi(:Il 8C 
abordan la t(:cnictis de agrupación) clasificación y de asociación de flujos de datos y 8C incluyen 
algunos algoritmos representativos para cada t(:cnicti. Finalmente 8C hace un comparttción entre 
cstos y 8C IIlucstran algunos enfoques de solución para minar flujos de datos. 
• Capítulo 3. Se define el modelo de minería para el análisis de clie" llamado SCOFI, un modelo 
que combina ltlS t{:cnicas de asociación y clasificación, permitiendo realizar varias tareas de 
minería bajo un mismo entorno. Se presenta tambi(:n un algoritmo adaptado para encontrar 
conjuntos de elementos frecuentes llamado Apriori+, que hace parte de los módulos funcionales 
que componen el modelo. Finalmente, se realiza una comparación del algoritmo Apriori + con 
otros algoritmos de asociación. 
• Capítulo 4. Se realiza la validación del modelo con el conjunto de datos del KDD Oup 2000 Online 
retailer web"ite cliek"tream analy"i". En esta sección se httce una descripción del conjunto de 
datos, su procesamiento para simular un ambiente en línea, las configuraciones experimentales 
y finalmente, se IIluestran los resultados del modelo obtenido y el análisis respectivo. 
• Capítulo 5. Se presentan las conclusiones del trabajo de investigación y se sugieren algunas 
funcionalidades adicionales como trabajo futuro del tema. 
Capítulo 2 
Minería de flujos de datos: Marco Teórico y 
Estado del Arte 
El avance tecnológico en la última d(:cada, en cuanto ti equipos de cómputo y alma-
cenamiento 8C refiere, ha sido tan significativo que ha permitido encontrar nuevos medios 
para la recolección de datos generados de manera continua; ejemplos de cstos datos son 
el tráfico de red, subastas en línea, lectura de sensores, cotintciOIlCS de bolsa, entre otros. 
El procesamiento y el análisis de cstos datos no e8 trivial y trae cOIlsigo diversos retos 
computacionales quc abren un campo de investigación llamado: minería de flujos de datos. 
En cste capítulo 8C presenta el marco teórico y el cstado del arte de la minería de flujos 
de datos. Se presenta una definición del tipo de datos, 8C describe el contexto en el campo 
de la computación bajo el cual tiene significado e importancia, las restricciones que se 
deben tener en cuenta a la hora de aplicar minería a estos datos y aplicttciones directas en 
problemas y situttciones del mundo real. Se abordan las t(:cnicas de asociación, clasificación 
y agrupación. Tambi(:n se dedica un numeral a otras t(:cnicas relacionadas con el tema, y 
finalmente, se exponen enfoques de solución para el análisis en flujos de datos. 
2.1 Flujos de datos 
l;n flujo de datos es la traducción literal del t(:rmino en ingl(:s data "tream. Dicho t(:rmino hace 
referencia a datos que tienen ciertas características que los hacen diferentes de los conjuntos de datos 
convencionales, que en la mayoría de los casos sí están almttcenados y pueden ser procesados más 
de una vez. l;n flujo de datos o data "tream es una secuencia de elementos continua, de tiempo 
real y ordenada; esto último, desde el punto de vista temporal ya que cada dato tiene un tiempo de 
llegada específico 133]. De una manera más formal, un flujo de datos F puede ser representado como un 
conjunto de registros multidimensionales XI,X2 , .. , X k , .. que son generados en un tiempo T1 ,T2 , .. ,Tk , 
respectivamente. Si cada registro X k tiene d dimensiones, entonces F podría ser representado t4SÍ: 
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Concluyendo, F se caracteriza por ser altamente cambiante, tener correlaciones temporales y crecer 
a una tasa ilimitada; lo que implica que F tiene un tamaño muy cercano a infinito. 
Los flujos de datos se encuentran en línea en transacciones del día a día; por ejemplo, al usar la 
tarjeta de crédito, navegar en la Web, telefonear, entre otros; por lo que una muy buena fuente para 
estos datos es la Web, de la cual pueden extraerse grandes volúmenes de datos que pueden ser minados 
y utilizados en una amplia variedad de aplicaciones. Ahora bien, la minería de flujos de datos o data 
streams mining, que es su término correspondiente en inglés (streaming mining, también es un término 
alusivo) es el proceso completo de aplicar minería para descubrir conocimiento a partir de flujos de 
datos [22]. A continuación, en la figura 2.1 se presenta un mapa conceptual sobre la minería de los 
flujos de datos en la que se puede apreciar los tópicos más representativos. 
r--------r-----------<I Minería de Flujos de Dat~i'--------' ~ Puede l ex¡Qe 
Jo partir de 
[ FlUjOS de daros J 
-¡son ~ 
Secuencia de elemenros J 
continua, de tiempo real 
y ordenada 
J tienen 
[ Características 
considera demandar I I 
Pre-procesamienro l!:roce::~~~~: ::ntinu~ 
RecuperaciÓ'j 
de 
información 
Predicción en J 
Flujos de clics 
en línea 
Figura 2.1: Diagrama conceptual sobre minería de flujos de datos 
En este mapa conceptual se define la minería en pro de las caracteristicas de la fuente de datos, 
las restricciones que están presentes en un contexto streaming y algunas de las aplicaciones reales 
más representativas en este campo. Adicionalmente, se resalta la exigencia explícita de realizar un 
procesamiento continuo que enmarca dos enfoques: uno, en el que se encuentran de manera individual 
las técnicas convencionales de minería; y el otro, en el que se combinan varias de estas técnicas, con 
el objeto de incrementar la precisión de los modelos obtenidos. 
2.2 Restricciones de la minería de flujos de datos 
Al aplicar minería en flujos de datos existen condiciones que marcan diferencias con los conjuntos 
de datos convencionales, es decir, aquellos que residen en disco y permiten varias lecturas completas 
al conjunto de datos. Como el volumen de los flujos de datos es tan grande y su tasa de generación 
es tan rápida y variable, no es factible pensar en almacenarlos, ni mucho menos, en procesarlos 
eficientemente utilizando procedimientos que requieran usar un dato muchas veces; por lo que los 
algoritmos de minería deben ser diseñados o adaptados para trabajar con los datos en tan solo una 
pasada [23]. Adicionalmente debe ser tenido en cuenta el componente temporal implícito que existe 
entre un dato y otro. Esto último se debe a que los datos tienden a evolucionar en el tiempo; por 
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ello el diseño de los algoritmos debe estar orientado a modelar con el paso del tiempo, cambios en los 
resultados obtenidos del proceso de minería 1411, lo que implica que el modelo debe ser dinámico. 
Esas carttcteristict4S marcan restricciones en los sistemas que trabajan con este tipo de datos, las 
cuales se listan a continuttción 147,46,40]: 
1. Los flujos de datos tienen potencialmente un tamaño ilimitado. 
2. 1\0 es factible almttcenar estos datos. Cuando un dato es procesado, este debe ser descartado. 
3. Los datos llegan en línea y se generan contÍnuamente. 
4. 1\0 hay manera de controlar el orden en el que llegan los datos. 
5. Los datos dentro del flujo tienen una correlación temporal, lo que marca un orden de llegada 
específico para cada uno. 
6. Son datos altamente cambiantes que presuponen una evolución implícita con el paso del tiempo. 
2.2.1 Condiciones de los algoritmos de minería de flujos de datos 
• La naturaleza de la alta velocidad de secuencias de datos: La carttcteristica inherente 
en los flujos de datos es su alta velocidad. Los algoritmos deben ser capaces de adaptarse a 
la naturaleza de alta velocidad de transmisión de la informttción. La tasa de construcción de 
una modelo de clasificttción debe ser superior a la tasa de datos. Por otra parte, no es posible 
escanear los datos más de una vez. Esto se conoce como la restricción de una sola pasada 128]. 
• Requisitos de memoria sin cotas: Las t(:cnicas de clasificación necesitan datos que residan 
en memoria para construir el modelo. Las enormes cantidades de flujos de datos generados 
rápidamente dictan la necesidad de la memoria sin límites. Este reto se ha abordado mediante 
la liberttción de carga, Inuestreo, la agregación, y la creación de sinopsis de datos. El problema 
de memoria es una motivación importante detrás de muchas de las t(:cnicas desarrolladas en este 
campo 1111. 
• Concepto de variabilidad de los datos con el tiempo (Drifting): Este concepto cambia 
los resultados del clasificador con el tiempo. Esto es debido al cambio en los patrones de datos 
subyttcente. Tambi(:n es denominado evolución del flujo de datos, que se traduce en un modelo 
que se vuelve obsoleto y menos relevante en el tiempo. La captura de dichos cambios fomenta 
la renovación del modelo clasificador eficazmente, mientras que la utilización de un modelo 
desactualizado podría conducir a una precisión muy baja en la clasificación 141]. 
• Equilibrio entre precisión y eficiencia: La desventaja principal de los algoritmos de minería 
de flujos de datos está en la exactitud de la salida con respecto a la aplicación, el tiempo y la 
complejidad del espacio. En muchos casos, los algoritmos de aproximttción puede garantizar los 
límites de error, manteniendo al mismo tiempo un alto nivel de eficiencia 126, 21, 19]. 
• Desaños en las aplicaciones distribuidas: l;n número significativo de las fuentes de flujos 
de datos son aplicaciones que deben ejecutarse en entOI1lOS móviles con ancho de banda limitado, 
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tales como redes de sensores y dispositivos de mano. AsÍ, la representación de la estructura del 
conocimiento es una cuestión importante. Despu(:s de extraer modelos y patrones a nivel local 
a partir de los generadores de flujo de datos o receptores, es importante la transferencia de los 
resultados de la minería de datos para el usuario. Esto es a menudo un desafio debido a los 
límites de ancho de banda en la transferencia de datos 146, 27] . 
• Visualización de los resultados de la minería de flujos de datos: La visualintción de 
los datos y resultados de la minería tradicional ha sido un tema de investigación de hace más 
de una (Mcada. Por ejemplo, visualizar datos en una PDA (Personal Digital Assistant), es un 
verdadero desafío y un problema abierto de investigación, debido a los recursos limitados de estos 
dispositivos. Dado un escenario en el que un empresario en movimiento está viendo y analizando 
datos en su PDA, dichos resultados de este análisis deben ser desplegados de manera diciente 
en una fOI1na que le permitan tomar una decisión rápida 13]. 
• Modelado de cambio de los resultados de la minería en el tiempo: En algunos casos, 
el usuario no está interesado en ver los resultados de la minería de datos, sino en cómo estos 
resultados están cambiando en el tiempo. Los cambios durante la clasificación podrían a:Jrudar a 
comprender la transfoI1nación de los flujos de datos en el tiempo 120]. 
2.3 Aplicaciones de la minería de flujos de datos 
Existen diferentes ambientes, en los que se encuentran flujos de datos, por ejemplo los sistemt4S sate-
litales tienen la característica de manejar grandes cantidades de datos que se generan todo el tiempo 
y que deben ser procesados. Para citar algunos ejemplos se encuentran el Centro l\ acional para la 
Investigación Atmosf(:rica (NCAR 1 en ingl(:s) que tiene datos en tiempo real del clima, maneja ima-
genes satelitales de la superficie terrestre, un sistema de predicción del clima, entre otras aplicaciones. 
Yel Centro de Ingeniería y Ciencia Espacial (SSEC'2 en ingl(:s) de la l;niversidad de vVisconsin, tam-
bi(:n mantiene una galería de imágenes en tiempo real de la Antártica, imágenes sobre huracanes y 
tormentas tropicales, un Interferómetro de la Radiación Atmosf(:rica Emitida (AERI en ingl(:s), entre 
otros. 
Para seguir con los ejemplos y a manera de categorías, como se presentó en la figura 2.1 a, se listan 
a continuación ejemplos representativos del mundo real en los que se aplica minería en flujos de datos. 
1. Detección de cambios. l; na aplicttción importante de la mineria de flujos de datos está en el 
análisis de la detección del cambio y el monitoreo. Un ejemplo son los sensores: Generalmente 
este tipo de datos se encuentran en aplicaciones en tiempo real que monitorean la actividad 
del ambiente en el que se encuentran; por ejemplo, sensores de redes que monitorean y captan 
condiciones inusuales para ttctivar una alarma como respuesta a dicha condición 134, 35, 41]. La 
t(:cnica más usada para senson:s de redes es agrupttción. 
j \-7er: http:;/www.mp.uwr.Fdu/wwther/satellite/ 
2ver: http:;/www.ssa~. wisc. Fdu/data/ 
:'1 [magen 10mada de 1 y 2 
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SSEC: 
Sistema de predicción Perfiles AERIPLUS 
Figura 2.2: Ejemplos de ambientes en los que se generan flujos de datos. A la izquierda, se muestra la 
predicción climática en tiempo real con horizontes de 12 y 24 horas. A la derecha, se muestran series 
de tiempo de temperatura y humedad relativa. 
2. Optimización de carga. Un ejemplo de este es el Análisis de tráfico de redes: El tráfico IP tiene 
un interés particular en el monitoreo de direcciones fuentes y de destino para detectar patrones 
de tráfico que consuman el ancho de banda y generen condiciones críticas. Por ejemplo, sistemas 
Ad-hoc que analizan tráfico en Internet en tiempo real son usados para contabilizar estadísticas 
de tráfico y detectar condiciones de congestión o negación de servicio [35]. La técnica más usada 
para esta aplicación es agrupación y generalmente, los ejemplos que se encuentran en la literatura 
son algoritmos de partición [18]. 
3. Recuperación de información (IR). Dentro de esta amplia categoría, se encuentra las búsqueda 
en bases de datos, ya sea a través de internet , intranet , para textos, imágenes, sonido o datos 
de otras características, de manera pertinente y relevante. Un ejemplo, son las aplicaciones de 
comercio electrónico, puesto que los clientes son la principal preocupación de cualquier negocio, 
la mayoría de los análisis de datos de minería están en el nivel del cliente[8]. Es decir, cada registro 
de un conjunto de datos en la etapa final de análisis es la que contiene toda la información sobre 
él. Cada cliente puede tener múltiples filas en estos niveles. Para hacer que esta información 
detallada sea útil en el análisis, la agregación de los atributos son muy importantes, por ejemplo: 
¿ Cuánto es la cantidad media de pedidos de cada cliente por encima del valor promedio de la 
cantidad media de pedidos de clientes femeninos? ¿Cuál es el importe total de cada cliente en 
los cinco meses de compras más recientes $ 30? ¿Cuál es la frecuencia de las compras de cada 
cliente? ¿Cuál es el carácter reciente de las compras de cada cliente (número de días desde la 
última compra)? 
2.3.1 Análisis de flujos de elies 
Transacciones bancarias realizadas por medios electrónicos, registros de llamadas telefónicas o logs 
que registran el uso en la Web son también ejemplos de flujos de datos. El objetivo con esta fuente 
de datos se concentra en captar patrones de comportamiento de los cibernautas, ya sea para detectar 
fraudes bancarios, hacer personalización de usuarios, predecir futuras navegaciones o en el contexto 
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de telefonía celular, optimizar las estttciones base que pueden ser utilizadas durante una llamada 
telefónica 11, 21· 
2.3.1.1 ¿Qué es un clie? 
De manera práctica, un clie es cada pulsttción que hace un usuario con un dispositivo perif(:rico de 
entrada sobre un anuncio publicado en un sitio "Veb, para ir directamente al producto de inter(:s o al 
sitio que se publicita. l;n clie generalmente se registra con número identificador de solicitud (req'ue"t) 
y la dirección dentro o fuera del sitio que fue indicada 11]. 
2.3.1.2 ¿Qué son los flujos de cHes? 
Los flujos de clie" son datos secuenciales que muestran las 'url" que los usuarios eligen, es decir, la 
ttctividad de un usuario en un sitio lVeb en un periodo de tiempo, por ejemplo, durante el día, y 
demás datos almacenados temporalmente en los registros (lag,,) de los servidores lVeb. Ejemplo de 
estadísticas de flujos de clie" de prueba, incluyen sistemas en Internet del reporte del clima, utilidades 
de análisis de lag" de tendencias lVeb, servicios de monitoreo de red, entre otros. 
l;na desventaja de trabajar con estos datos es que estadísticas de pruebt4s sobre flujos de clie", no 
revelan evidencia acerca de la habilidad del usuario para encontrar los sitios lVeb que realmente está 
buscando. Por ejemplo, un buscador pude concentrar un millón de páginas lVeb y la tercera parte de 
esas vistas de página pueden venir con el mensaje «1\0 se encontraron resultados»: Al realizar pruebas 
sobre los flujos de clie" no hay manera de saber cuando un usuario logró su objetivo 142]. 
2.3.1.3 Diferencias entre cHes, visitas, visitantes y vistas de página 
Hay un diferencia significativa entre los clie" (como los que se registran en un sitio como :0.-'Iercado 
Libre) y las visitas (como los que se registran en los motores de búsqueda o llevan la cuenta de los 
visitantes). La columna de clie en lag" indica el número de veces que un anuncio es seleccionado por los 
visitantes de un sitio "Veb, mientras que las visitas indican el número único de sesiones iniciadas por 
sus visitantes. Hay varias razones por las cuales estos no se consideran como un mismo dato 142, 2]: 
1. l;n visitante pueda dar clic a un mismo anuncio varias veces en la misma sesión y cada uno de 
esos clie" son registrados en los lag". Pero los servidores, generalmente reconocen las diferentes 
vistas de página como una sola visita. 
2. Se puede dar un clie en un enlttce específico de un sitio lVeb, y más tarde, en una sesión diferente, 
se puede retornar al sitio con un clie directo (mediante un marcador, por ejemplo). En este caso la 
información de la visita original se conserva, y entonces un clie puede estar presente en múltiples 
visitas. 
3. l;n visitante puede dar clie a un anuncio sin que la página se haya cargado por completo, y 
puede ir a la siguiente vista de página sin que la actual haya teI1ninado de cargar, o puede parar 
la carga del sitio actual con el botón del buscador. En este caso, generalmente se registra el clie, 
pero no se logra registrar la traza de navegttción. 
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l;na visita representa el número de sesiones individuales por todos los visitantes de un sitio lVeb. 
Cualquiera de ltlS futuras sesiones del mismo usuario durante el periodo de tiempo seleccionado son 
contadas como visitas adicionales, pero no como visitantes adicionales. 
Ahora, una vista de página se define como cada uno de los despliegues que se pueden ver en el sitio 
lVeb. Si un visitante decide refrescar (cargar nuevamente la página) despu(:s de haber cargado todos 
los componentes del sitio, se cuenta esa vista dos veces. 
2.4 Técnicas de minería aplicadas a flujos de datos 
La minería de datos involucra diferentes algoritmos para llevar a cabo diferentes tareas. Estos algo-
ritmos procesan los datos para encontrar y ajustar un modelo que representa las características de 
dichos datos. l; na vez se tiene el modelo se pueden describir o predecir los datos. En las siguientes 
secciones se e"Al)lora brevemente algunas t(:cnicas de minería que han sido estudiadas en el conte"A-to 
de la minería de datos 124]. 
La mayoría de los algoritmos usados en mineria tienen procesos iterativos con los datos, lo que 
implica que cada dato se use más de una vez, por lo que muchos algoritmos convencionales aún 
cuando han demostrado ser efectivos, son descartados al aplicar a flujos de datos. Para contrarrestar 
las restricciones del modelo streaming, por un lado se han realizado adaptaciones a los algoritmos 
convencionales y por otro, se han propuesto estructuras que almttcenen la má"Aima infoI1nación de los 
datos y penalicen los datos más antiguos 13]. 
2.4.1 Asociación 
El objetivo de la asocittóón es encontrar relaciones directas o indirectas entre diferentes datos, ya sean 
o no estructurados. La tarea de asociar, básicamente consiste en identificar elementos que con cierta 
frecuencia aparecen juntos, de tal forma que establecen reglas condicionales de implicación entre ellos, 
es decir, si generalmente aparece el elemento A cuando aparece el elemento B, se forma una regla de 
implicación, aSÍ: Si B entonces A 122]. 
Específicamente en los flujos de datos, más que reglas condicionales, la tarea es más básica y 
consiste en encontrar qu(: conjuntos de datos se están repitiendo con más frecuencia en el tiempo, con 
la restricción de encontrar esa ocurrencia, usando los datos una sola vezI29]. Aunque se trabaja con 
conjuntos de elementos, se mantiene una relación de orden, ya que son secuencias de datos; lo que 
significa que d conjunto {A,B} es diferente dd conjunto {B ,A}. 
2.4.1.1 Definición del problema de asociación en flujos de datos 
Se tiene un flujo de datos F que bien puede ser definido como un conjunto de transttcciones, aSÍ: 
F = {h, t 2, .. , tk, .. } donde tk es la k - esima transacción de llegada. Si P es el conjunto de todos 
los posibles patrones que OCUlTen en F y g una función de conteo tal que g : P X T --+ N, donde T 
es el conjunto de todas las transacciones y l\ es el conjunto de los número naturales; entonces dados 
parámetros p y ( la función g(p, t) retorna el número de veces que p OCUlTe en t. El soporte de un 
patrón p en d flujo de datos F está definido así 13, 29, 171: 
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j~1F1 
SOpoTte(p) ~ L I(g(p, tj)) 
j=o 
Donde I es una función indicadora definida así: si g(p, tj) > O entonces I(g(p, tj)) ~ 1 e I(g(p, tj) 
O en caso contrario. 
Ahora, cabe resaltar que está definición e8 tomada textualmente de la t(:cnica tradicional y quc 
puede ser aplicada en cste contc"A-to; no obstante IPI e8 un valor quc no 8C debe suponer pues el 
tamaño del flujo de datos no 8C puede cuantificar: los datos 8C generan continuamente en el tiempo y 
por defecto, ese e8 un valor muy cercano ti infinito. 
2.4.1.2 Algoritmos 
Dentro de la revisión 8C encontraron diferentes algoritmos de t4sociación talcs como Apriori, Apriori 
basado en particióIl, :0.-'Idodo de Crecimiento de Patrón Frecuente (FP-Gro'Wth), CloSet y Charrn, 
dentro de los más conocidos. De cstos algoritmos de minería de asociación convencionales algunos han 
sido adaptados para que funcionen en un una o dos pt4sadas; sin disminuir la dicttcia dd algoritmo y 
sí aumentando, la diciencia. 
El algoritmo 2.1, calcula los conjuntos de dementos frecuentes mediante la generación de conjuntos 
candidatos. Los parámetros de entrada para d algoritmo son d conjunto de transacciones y d mínimo 
soporte e que es un valor real entre cero y uno. En la rutina, la función ;; apriori - gen)) retorna todos 
los conjuntos de tamaño k - 1 a partir de Lk-l (línea 2). Con la función ;;subsef' se generan todos 
los conjuntos de dementos que est(:n contenidos para cada una de las transttcciones dd conjunto T 
(línea 4). El contador de cada conjunto de dementos que pertenece a una transacción se incrementa 
(línea 6). Se sdeccionan los conjuntos de dementos de tamaño k que son mayores o iguales al mínimo 
soporte e (línea 9). Finalmente los conjuntos más frecuentes se almttcenan en una estructura de luttice 
L en cada iteración. 
Algoritmo 2.1: Apriori (Transactions T, ¡loat e). Encuentra los conjuntos frecuentes de 
dementos, dados un conjunto de transttcciones y un valor de soporte 
1, for (k~2;Lk_l f0;k++) do 
2, Ck ~ apTioTi - gen(Lk_l); 
:l, for all (t E T) do 
4, Ct ~ subset(Ck, t); 
5, for all (e E Ct ) do 
G: c.count + +; 
"/: end for 
8: end for 
9, Lk ~ {e E Cklc.count :> e}; 
10, L~LULk; 
11: end for 
12, Output(L); 
Por otra parte, una de las primeras versiones para encontrar items frecuentes en una sola pasada 
fue introducida por KaIJ), Papadimitriou y Shenker 129], se ilustra en d algoritmo 2.2. En esta versión 
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se fija un horizonte como punto de referencia para fijar en qu(: momento se hace la validación y 
determinar asÍ, qu(: dementos son los más frecuentes. La meta dd algoritmo es encontrar dementos 
que tengan una frecuencia mayor que d producto entre la secuencia de items y d horizonte fijado. 
Algoritmo 2.2: FindingFrequentItems (Sequence S, ¡loat e). Encuentra los conjuntos de de-
mentos frecuentes con una sola lectura de los datos, dados una secuencia y un valor de soporte 
1, global Set P; 
2, P ~ 0; 
:l, for all (8 E S) do 
4, if (8 E P) then 
5: S.count"""" 
G: else 
7, P ~ P U {p} 
8: s.count +- 1: 
9, if (IPI :> ['/01) then 
10, for all (p E P) do 
11: p.count --; 
12, if (p.count ~ O) then 
l:l, P~P-{p}; 
14, end if 
15: end for 
lG: end if 
1"7: end if 
18: end for 
19, Output(P); 
El algoritmo 2.2 FindingFrcquentItems (FFI) es la base para ver las adaptaciones que se le pueden 
realizar a los algoritmos tradicionales de minería. FFI es un algoritmo básico que cuenta la frecuecia 
de cada uno de los dementos que están en la secuencia y valida si alguno de esos dementos tiene la 
frecuencia deseada. Se debe considerar que cualquier demento que aparezca n veces en la secuencia 
permanecerá en L; sin embargo esto no garantiza que al final de la rutina queden los dementos con 
frecuencia mayor a n. Por ejemplo, la rutina se comporta bien con los siguientes parámetros: una 
secuencia S = {A, E 1 e, A, A} Y un e = 1j2, es decir, d algoritmo genera como resultado, los dementos 
más frecuentes. En este caso d demento más frecuente es A y se repite m{;lS de 5· (1j2) veces en S; así que 
lo que retorna la rutina es P = A. Pero se utiliza otra secuencia, por ejemplo S' = A, E, A, E, A, E, e 
y e = 1j3 d algoritmo retorna P = {e}. Aunque e no se repita un mínimo de 7· (3/4) veces y A y E 
sÍ. 
Posteriormente Aggarwal, se b;:;lSó en d algoritmo FFI para generar d algoritmo StrcumA:1ining 
que corrige la mayoría de inconvenientes de esa primera versión 13]. En d algoritmo 2.2 los únicos 
parámetros dd procedimiento son la secuencia de Ítems (conjuntos de dementos de tamaño 1) Y d 
factor e. En d propuesto por Aggarwal, se realiza d cálculo de conjuntos de dementos frecuentes de 
tamaño mayor o igual a 2 con una sola lectura dd conjunto de datos. En este, los parámetros son: 
un flujo de transacciones que tienen conjuntos de dementos de diferente tamaño, d factor de soporte 
e y d factor E que mejora la precisión al momento de escoger los más frecuentes. Adicionalmente 
se declara una estructura luttice que tiene la responsabilidad de guardar los conjuntos de dementos 
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potencialmente más frecuentes. En esta rutina se toma cada transacción del flujo de datos y se guarda 
en el luttice o se incrementa el contador de cada conjunto. Para establecer un filtro entre los conjuntos 
posiblemente más frecuentes de los que no lo son, se utiliza la función T'WoltemsetPerTransuction 
que se encarga de actualizar el valor de f para cada nuevo dato y una subrutina que se encarga de 
eliminar los elementos menos frecuentes según el umbral IL21 ¿ il/BEl . f y validando los conjuntos 
de elementos almacenados en el luttice 13]. Aunque este algoritmo reCOITe el flujo de datos en una 
sola pt4sada tiene el inconveniente del algoritmo 2.1, el cual debe generar todos los subconjuntos de 
elementos candidatos para determinar los más frecuentes. 
2.4.2 Clasificación 
l;n problema de mineria de gran relevancia que ha sido estudiado en el conte"A-to de los flujos de datos 
es la clasificttción. Debido a la restricción de una sola pasada, no es factible identificar los cambios 
ocurridos en el modelo desde la construcción del mismo. l;na consecuencia directa de esto es que la 
precisión de un modelo de clasificttción no va a ser mayor a la precisión del modelo para la mejor 
ventana de tiempo sobre el flujo completo de datos. Bajo la problemática mencionttda, se requiere 
que las fases de construcción y validación del modelo se realicen simultáneamente. Visto en t(:rminos 
prácticos, solo una pequeña porción de los datos va tener un etiqueta asociada a una clase (conjunto 
de entrenamiento), el resto de los datos no tendrán etiquetas (conjunto de validación). Cabe resaltar 
que el modelo más efectivo de clasificación no permanece constante en el tiempo sino que varia a 
medida que el flujo de datos progresa 13]. 
En algunos casos el modelo de clasificttción que se construye usando unos pocos datos, presenta 
mayor precisión; pero en otros casos, un gran histórico de datos para la fase de entrenamiento puede 
traer mayor robustez al modelo. Saber qu(: horizonte o ventana de tiempo es más apropiada en los 
datos de entrenamiento para obtener una mayor precisión en la clasificación es algo difícil de estimar, 
de hecho, algunos mdodos de clasificación como los árboles de decisión que funcionan en una sola 
pasada 125] funcionan bien solo con algunos flujos de datos, y de hecho no puede ser usados en un 
ambiente evolutivo donde el clasificador requiere una variación rápida del horizonte y que vaya acorde 
a los cambios temporales de los datos 141]. 
2.4.2.1 Definición del problema de clasificación en flujos de datos 
En t(:rminos generales, el problema de clasificación puede ser definido de la siguiente manera: 
Se tiene un conjunto N de ejemplos de la fOI1na (X, y), donde y es la etiqueta de una clase discreta 
y X, es un vector de d atributos: cada uno de ellos puede ser categórico o num(:rico. El objetivo es 
producir de todos estos ejemplos un modelo y = f (x) que predecirá las clases y de futuros ejemplos x 
con gran precisión. Por ejemplo,x puede ser una descripción de un cliente reciente de compras, y a su 
vez, es la decisión de enviar a ese cliente un producto O no, O x puede ser un registro de un tel(:fono 
celular o y es la decisión de si x es fraudulento o no 124, 31]. 
2.4.2.2 Algoritmos 
Se proporciona una visión general de algunos de los mdodos principales de clasificación, para abordar 
los problemas de investigación discutidos anteriormente. 
• Ensamble de Clasificadores. La idea se basa en usar un conjunto de modelos de clasifica-
ción tales como árboles de decisión, RIPPER, nalve Bayes, entre otros, para votar sobre el 
resultado de la clasificación y así mejorar los valores de predicción. AquÍ se resaltan tres retos 
computacionales específicos 13]: 
1. variabilidad de los datos con el tiempo. La e"Al)resión en ingl(:s que utilizan algunos autores 
es concept drift, que se refiere justamente a la tendencia natural de los flujos de datos de 
evolucionar en el tiempo. En el proceso de clasificación se debe diseñar un mdodo que 
seleccione los datos más adecuados del flujo para construir el clasificador. 
2. Eficiencia. El proceso de construir un clt4sificador tiene un alto costo computacional y aún 
más si se tiene en cuenta que los datos van evolucionando en el tiempo y las fuentes de 
datos son altamente cambiantes. 
3. Robustez. La motivación principal de utilizar un conjunto de clasificadores en lugar de 
uno de manera individual, está en evitar el sobre ajustamiento del modelo, sin embargo la 
efectividad del conjunto se ve afectada por la misma naturaleza de los flujos de datos. 
• Árboles de decisión muy rápidos. Es un sistema de aprendizaje de árboles de decisión 
basado en los árboles Hoeffding. Se divide el árbol usando el mejor atributo ttctual, teniendo 
en consideración que el número de ejemplos utilizados cumple la cota Hoeffding. Esta t(:cnica 
tiene la propiedad de que su salida es (asintóticamente) casi id(:ntica a la de un clasificador 
convencionaL VFDT es una versión ampliada de un mdodo que puede abordar las cuestiones 
de investigación de flujos de datos. 
• Red de información en línea. AquÍ se propone un sistema de clasificación en línea que puede 
adaptarse al concepto de "drifting" (o variabilidad de los datos en el tiempo). El sistema construye 
el modelo de clasificttción basado en los ejemplos más recientes y utiliza la tasa de error como 
una parámetro para controlar la evolución de los datos. La frecuencia de la construcción del 
modelo y el tamaño de la ventana se ajusta con el tiempo. Si el modelo es estable, el tamaño de 
la ventana aumenta. AsÍ, disminuye la frecuencia de la construcción del modelo.131]. 
2.4.3 Agrupación 
:0.-1uchas aplicttciones, como se vio en la sección anterior, generan flujos de datos que tienen un tra-
tamiento diferente a los conjuntos de datos simples. l;na forma común para analizar este tipo de 
aplicttciones implica t(:cnicas de agrupttción, que en t(:rminos generales, separan los datos en grupos O 
cz,usters, tal que los miembros dentro de cada grupo sean muy parecidos, pero que a su vez sean muy 
diferentes a los miembros de otros grupos. Por lo general un clúster se identifica por un elemento que 
representa a todos los elementos que lo componen, llamado ;;centroideJ cuando los datos son num(:ricos 
O ;lnedoicf', cuando los datos son categóricos 112]. 
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Cuando se hace referencia a esta t(:cnica aplicada a flujos de datos, el reto consiste principalmente 
en determinar los centros de los clusters con los datos que van llegando en forma de flujo, teniendo 
en cuenta que un dato no se podrá utilizar m{;lS de una vez, ya que una vez sea contabilizado será 
descartado. Esto da un indicio de que los clusters que se obtengan no sean exactamente los que se 
están buscando, pero sí se espera que se aprm .. imen a los resultados que se obtendrían con un algoritmo 
tradicional que puede hacer varü;ls pasad;:;ls sobre los datos 116]. 
El problema de agrupar es una tarea ardua de resolver en el dominio de los flujos de datos, ya 
que los algoritmos tradicionales se V1Jelven dem;:;lsiado ineficientes bajo este contexto y los algoritmos 
de una sola pasada que han sido desarrollados recientemente para agrupar flujos de datos presentan 
particularmente dos inconvenientes: primero, la calidad de los clusters que se obtienen es pobre cuando 
los datos con los que se trabajan tienden a cambiar continuamente en el tiempo; segundo, los algorit-
mos no incluyen en su funcionalidad la manera de explorar y descubrir nuevos clusters en diferentes 
porciones dd flujo 1121. 
2.4.3.1 Definición del problema de agrupación en flujos de datos 
Existen diferentes definiciones o fonm;ls de expresar el problema de agrupación, según el conte"A-to 
al cual este se remita y el problema que específicamente se quiera solucionar. La gran mayoría de 
algoritmos de agrupación se han enfocado en conjuntos de datos estáticos, por lo que cabe aclarar 
que el acceso aleatorio de los datos, no es conveniente en este conte"A-to; en cambio, se considera la 
agrupación de datos que continuamente están llegando en forma de flujo y cuyo tiempo de llegada no 
es constante 1141. 
Por cuestiones prácticas, aquÍ se e"Al)one la siguiente versión del problema 15]. l;n flujo de datos 
consiste en un conjunto de registros nlultidimensionalesXl, X 2 , ... , X k , . que llegan en un tiempo 
Cada dato X í es un registro multidimensional que contiene d dimensiones, aSÍ: 
Dado lo anterior se puede decir que la manera de solucionar este problema es encontrar el valor que 
optimiza la siguiente función, dado un conjunto de N datos, una función de distancia d : N x N --+ ~+ 
Y un número k de grupos 139]. 
k 
SSQ(N, e) ~ L L d(x, ei) 
í=l xEN, 
Donde, SSQ es la suma de };:;lS distancias al cuadrado (Sum of Squarcd distances) de los puntos 
de datos y el objetivo es encontrar un conjunto de datos que minimice esa función para cualquier 
e = Cl,C!' ... ,CkC N. 
2.4.3.2 Algoritmos 
En cuanto a mdodos para la definición de clusters basados en densidad están OPTICS, DESCAN, 
DENCL UE. Estos mdodos definen clusters separando regiones densas de otn;ls menos dens;:;ls, son 
incrementales y crecen hasta un horizonte dado 118], no son diseñados específicamente para flujos de 
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datos pero son algoritmos escalables que tienen un buen comportamiento en ambientes en donde los 
datos presentan variabilidad temporal (concept drift) 113]. 
Existen algoritmos de agrupación jerárquico como HAC y CURE que fueron diseñados para des-
cubrir posibles clusters en el dominio de los flujos de datos. Estos algoritmos no necesariamente opti-
mizan la distancia al cuadrado entre los centroides y tienen el inconveniente de implantar operttciones 
obligatorias tan costosas como la unión y la separación (merge/.5plit) 13]. 
Algunos ejemplos de mdodos particionales que trabajan con conjuntos de datos categóricos son: 
PAA{ CLARA y CLARANS con el inconveniente de no ser escalables ni fácilmente adaptables al 
contexto de los flujos de datos. Otros mdodos particionales que se han aplicado a flujos de datos de 
tipo numürico son: k-mean" en una sola p'hsada, K-Medían, STREAM y CLUSTREAM 118, 51. A 
continuttción se da una breve descripción de cada uno: 
• K-mean.5: Este es probablemente el más común de los algoritmos de agrupación de partición. 
Primero, se escogen k puntos arbitrarios. Luego se asigna cada dato que llega del flujo al punto 
más cercano de los escogidos inicialmente. Para una ventana de tiempo escogida se repite un 
cierto número de veces permitido el cálculo de la media euclidiana y la reasignación de los puntos 
en el nuevo centroide. 
• STREAA:l: El algoritmo 2.3 ilustra el mttcroalgoritmo que explica cómo funciona STREAA:1. 
Algoritmo 2.3: STREA:0.-'I, encuentra grupos dentro de un flujo de datos, donde los centroides 
son la mediana. 
1: ir (un ejemplo ¿ ~log~ contiene menos de k puntos distintos) then 
2: X í +- Representacion con factor de peso; 
3: Agrupe Xi usando BUSQUEDALOCAL; 
4: X' +- i . k centros obtenidos de ventanas de tiempo 1 por i iteraciones de flujo de datos, 
donde cada centro c obtenido al agrupar X' esta multiplicado por un 
factor de peso igual al numero de puntos en X í asignado a c; 
5: end ir 
(j: Retorne k centros obtenidos al agrupar X' usando BUSQUEDALOCAL; 
• CI'uStream: Este algoritmo está compuesto principalmente por un procesamiento en línea que se 
encarga del mantenimiento de micro-clw;ter.5. Estos son estructuras que almttcenan estadísticas 
de cada dato del flujo antes de ser descartado 15]. El macro-procesamiento es la creación de 
macro-clusters que se hace aparte ( offline), una vez se tenga un buen número de micro-clw;ter.5, 
y se determinan con una modificttción del algoritmo del k-media, que consiste en tratar los micro-
clw;ter.5 como pseudos-puntos, los cuaJes son reagrupados para deteI1ninar grupos de mayor nivel. 
2.4.4 Preprocesarniento en línea 
Entender los datos y transformarlos para que sirvan de entrada a los algoritmos de minería, es una 
parte fundamental en el proceso de descubrimiento de conocimiento (KDD). Antes de aplicar el proceso 
de minería s un conjunto de datos, estos deben ser en primer lugar: organizados y entendidos 122]. 
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Aunque no es prioritario que el modelo considere el preprocesamiento de los datos, ya que el objetivo 
se enmarca específicamente en la minería, se hace una revisión general de los mdodos que han sido 
considerados para reducir la carga de procesamiento y mejorar el rendimiento en los flujos de datos 
131· 
2.4.4.1 Muestreo 
Los mdodos de Illuestro son los más simples entre todos los demás mdodos de construción de sinopsis 
en flujos de datos. Son fáciles y eficientes y tienen una aplicttción directa en minería de datos y 
operttciones de bases de datos, ya que usan la representación original de los registros. Como los 
volúmenes de datos son tan grandes, el muestreo constituye un paso muy importante en el pre-
procesamiento. Sin embargo, estrategias de Illuestreo más complejas constituyen la base de mdodos 
combinados de minería 13]. 
2.4.4.2 Liberación de carga 
El propósito de la liberación de la carga es incrementar el rendimiento del sistema de monitoreo. Se 
espera que la tasa en la que se procesan las tuplas sean al menos igual al de la tasa en la que lluevas 
tupltlS de entrada llegan sobre el flujo de datos. Borra tuplas no procesadas para reducir la carga del 
sistema 151, 481· 
2.4.4.3 Sketching 
De manera práctica, los sketclws son una extensión de la t(:cnica de proyección aleatoria para el 
dominio de las series de tiempo. Se reduce un dato de entrada de dimensionalidad el a un sistema de 
ejes de dimensionalidad k, seleccionando k vectores aleatorios de dimensionalidad d y calculando el 
producto punto para cada uno de los vectores 121]. 
2.4.4.4 Agregación 
En muchos problemas de computación es deseable computar estadísticas agregadas (jerarquizadas) 
sobre flujos de datos. Generalmente se incluyen estimaciones, conteos de frecuencias, cuantiles e his-
togramas. Trabajar sobre las estadísticas de los datos, trtte más provecho que trabajar que con los 
mismos datos 1441. 
2.4.4.5 Ventanas móviles 
Transforma un conjunto de datos dado que contiene series de tiempo en un lluevo conjunto de ejemplos 
simples. Para este propósito, ventanas con un tamaño determinado son movidas a trav(:s de la serie 
y el valor del atributo de horizonte es usado como etiqueta de predicción y se extiende hasta en el 
final de la ventana. En contraste, ehisten otras implementaciones que pueden manejar series de tiempo 
multivariadas 149]. Este concepto aplica a: 
1. Tiempo: Se escogen un cierto número de datos por intervalos de tiempo. 
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2. Cltlses: Se escogen los datos según las caracteristicas propias del conjunto. Por ejemplo, tipos de 
consultas. 
Técnica 
Definición Ventajas Desventajas 
COi a::> de error 
fvl ue::>1 reo garan1 i 7,ada::> Sen::>ible a anomalíM 
Selección de conjun1o::> de 
da1o::> por análi::>i::> 
Liberación de fvl uy Ken::>ible a 
Eficien1e en con::>ul1M 
carga Reducción de 1 upla::> no anomalía::> 
proce::>ada::> para reducir 
carga 
Puede omi1ir 
carac1erí::>1ica::> 
relevan1e::>. 
Dificul1ad en la 
Sketching fvluyeficien1e 
in1erpre1ación in1ui1iva !)e1ennina 1endencia::> 
repreKen1a1 iva::> de loo da1o::> de repreKen1 acione::> 
ba::>ada::> en sketches 
Puede omi1 ir 
Análi::>i::> independien1e 
carac1erí::>1ica::> 
Agregación Remunen e::>1 adí::>1 ico::> de lo::> de 1area::> 
relevan1e::> 
da1o::> 
Ven1anM móvile::> General 
Ignora palie::> del flujo 
Anali7,a lo::> da1o::> má::> 
recien1e::> del flujo 
Tabla 2.1: T(:cnicas aplicadas al preprocesamiento en línea de flujos datos 
La tabla 2.1 IIluestra comparativamente las ventajas y desventajas de las t(:cnicas basadas en el 
preprocesamiento de los datos. 
En la tabla 2.1 se presenta un resumen de las t(:cnicas que se utilizan al principio O durante el 
proceso de minería para contrarrestar las restricciones de volumen y temporalidad, propias de los 
flujos de datos 131. 
2.5 Combinación de técnicas aplicadas a flujos de datos 
En esta sección se presentan soluciones basadas en la combinación de t(:cnicas y algoritmos con el fin 
de mejorar los resultados del proceso de minería que han sido empleados tambi(:n en flujos de datos. 
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2.5.1 Metaclasificación 
En la tarea de clasificar se pueden usar uno o varios algoritmos. El objetivo es encontrar un conjunto 
base de clasificadores que difieran en sus decisiones, de tal manera que al combinarlos todos se com-
plementen [7]. Hay diferentes técnicas que realizan esta combinación de clasificadores. Dentro de este 
enfoque se destacan las siguientes [3]: 
1. Votación: La manera más simple de combinar es seleccionar un conjunto de clasificadores que 
tengan mayor peso, es decir, se toma una combinación lineal de estos clasificadores. Una evolución 
de esta técnica es la mezcla de expertos entrenados, en la que los pesos ya no son constantes en 
el espacio de entrada y se pueden tener diferentes entradas. 
2. Apilamiento: Es un método flexible para sistemas de múltiples clasificadores en el que la salida 
de los clasificadores del nivel base son vistos como puntos de datos en un nuevo espacio de 
características, los cuales son usados para entrenar un clasificador que combina los resultados 
del primer nivel [7]. 
y 
x 
Figura 2.3: Técnica de apilamiento, el combinador es otro clasificador 
3. Boosting: Se intenta generar una base complementaria de clasificadores para entrenar el siguiente 
clasificador a partir de los errores de los primeros [3, 7]. 
2.5.2 Agrupación y clasificación 
En la tarea de clasificación se realiza en primera instancia la agrupación de datos y luego se realiza 
clasificación por demanda. Aquí, la mayor dificultad se encuentra en seleccionar el umbral de tiempo 
más conveniente durante el proceso de clasificación, es decir, un parámetro que permita realizar una 
clasificación cada vez más efectiva conforme transcurre el tiempo [41]. 
U na manera de ver más claro este enfoque es explicando el concepto de clasificadores por demanda. 
En clasificación por demanda el método divide el enfoque de clasificación en dos componentes. Uno de 
los componentes continuamente resume las estadísticas sobre los flujos de datos y el segundo utiliza 
continuamente las estadísticas de resumen para realizar la clasificación. 
El resumen de las estadísticas está representado en forma de clase que etiqueta grupos de micro-
grupos. Esto significa que cada micro-grupo está asociado con una etiqueta específica de la clase que 
define los puntos en ella. El método calcula el número de componentes que se pueden utilizar en línea, 
y por lo tanto el enfoque se conoce como el método de clasificación por demanda. Esto se debe a 
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que d conjunto de instancias de prueba podría llegar en la forma de un flujo de datos y puede ser 
clasificado de manera eficiente en la demanda. Al mismo tiempo, las estadísticas de resumen pueden ser 
eficientemente ttctualizadas cada vez que llega nueva información. En cualquier momento, d conjunto 
actual de micro-grupos se pueden utilizar para realizar la clasificación 15]. 
La motivttción principal detr{;ls de la t{:cnica es que d moddo de clasificación debe ser definido en 
un horizonte de tiempo que depende de la naturaleza de los datos. Cuando hay menor variabilidad, se 
necesita un horizonte de tiempo más amplio, a fin de garantizar la solidez. En d caso de una mayor 
variabilidad, se requiere horizontes de tiempo m{;ls pequeños. 
2.5.3 Asociación y clasificación 
La minería de reglas de clasificación tienen por objeto descubrir un conjunto pequeño de reg};:;ls que 
forman un cl;:;lsificador preciso. La minería de reg};:;ls de asociación encuentra todas las reglas que existen 
en una base de datos que satisfacen las restricciones de mínimo soporte y confianza. La integración 
de estas dos t{:cnicas está enfocada en minar un conjunto especial de reglas llamado: reglas de clase 
de asociación. Al integrar clasificación con reglas de asociación se obtienen las siguientes ventajas 19]: 
• La posibilidad de encontrar reglas valiosas que la clasificación no podría 
• :0.-'Itmejar d conjunto de datos en fOI1na de tabla (clasificación) o de transacciones (Heredado de 
la minería de asociación) 
• 1\0 requiere que todos los datos sean cargados en memoría, porque esto se hereda de la mineria 
de asociación. 
La t{:cnica básicamente puede resumirse en los siguientes pasos: 
1. Generar d conjunto completo de reglas de ;:;lsociación 
a) Generar conjuntos de dementos frecuentes 
b) Generar };:;lS reglas de cl;:;lse de asociación 
2. Generación dd cl;:;lsificador 
2.5.4 Resumen de enfoques de solución 
Se recopilaron diferentes t{:cnicas de minería de datos y algunas combinaciones entre ellas en las 
secciones previas. En la tabla 2.2 se Inuestran algunas ventajas y desventajas de los diferentes enfoques 
descritos anteriormente. 
Aunque los algoritmos diseñados para trabajar con flujos de datos son buenos, un algoritmo por 
sí solo no siempre es lo más preciso. Los moddos compuestos de diferentes algoritmos que se comple-
mentan combinando sus resultados, pueden alcanzar mayor precisión 17]. 
Entre las diferentes combinaciones de t{:cnicas, llama especial atención la de combinar asociación 
con clasificación. Y las principales motivaciones son };:;lS siguientes: 
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Enfoque 
!)efinición VeniajM De::>veni aja::> 
Se adapi a un algorii mo de El proceoo depende de 
TécniCM Exi::>ien clMificadore::> 
cla::>ificación) aoociación un 0010 algorii mo. La 
indi viduale::> de 
agrupación) repreKeni ación de loo débile::> para cieJ10::> 
minería 
para que Ke 
conjunio::> de daio::> 
ejecuie en una oola pMada. daio::> Ke maniiene. 
POienciali"'a el 
fvleia- Se uiili"'a una combinación E::> co::>io::>a en iénnino::> 
Cla::>ificación de algoriimo::> de cla::>ificación 
re::>ul1 ado del 
de proce::>amienio. 
cla::>ificador 
Agrupación y 
Se uiili"'a un algoriimo de POienciali"'a el La repreKeniación de 
agrupación y luego uno de re::>ul1 ado del lo::> daio::> debe Ker 
clMificación 
clMificación cla::>ificador aju::>iada 
Se uiili"'a un algoriimo de POienciali"'a el La repreKeniación de 
Aoociación y 
aoociación y luego uno de re::>ul1 ado del lo::> daio::> debe Ker 
clMificación 
clMificación cla::>ificador aju::>iada 
Tabla 2.2: Comparación entre t{:cnicas de minería combinadas aplicadas a flujos de datos 
1. Aplicación. E"Aisten innumerables casos donde un proceso de minería de asociación de datos 
podría encontrar patrones escondidos que son de gran utilidad para plantear estrategias que 
apunten a los objetivos de un sitio "Veb, por ejemplo: incrementar las ventas, aumentar la 
rentabilidttd, disminuir los costos, mejorar la eficiencia en algunt4s áreas, y todo esto en tiempo 
reaL Con un proceso de asocittción, en un sitio "Veb dedicado al comercio electrónico se podría: 
• Identificar los clientes que se pasarían para la competencia ( clrurning) basado en los patro-
nes de consumo de sus diferentes productos O servicios 
• Predecir qu(: cantidad de X producto comprará un cliente dadas las compras de un grupo 
de usuarios o de d mismo, O su informttción demográfica o el precio del producto, 
• Identificar los problemas más frecuentes en los productos asociados al uso de estos. 
Todas estas estrategias se ven encaminadas efectivamente httcia un proceso de asociación en línea 
que podria potencializarse con la t{:cnica de clasificación para adicionalmente lograr predecir en 
la medida que se generen los datos 134]. 
2. Eficacia. Esta propuesta es una forma de construir un clasificador preciso. Resultados experi-
mentales Inuestran que clasificadores construidos de esta fOHIH1, en general, son más precisos que 
los producidos en el estado del arte del sistema de clasificación C4.5 19]. 
3. Funcionalidad. Al configurar el modelo con estas dos t{:cnicas se pueden obtener resultados en 
sinergia o por separado. El modelo no solo clasificaría sino que tambi(:n podría realizar asociación, 
y dependiendo la carga del sistema, podría encontrar conocimiento útil sin httcer la ejecución 
completa que propone el modelo. l; n modelo con las bondades descriptivas de la t{:cnica de 
asociación, y predictivas, en t{:rminos de los objetivos que la t{:cnica de clasificación plantea. 
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2.5.5 Resumen del capítulo 
El mejor recurso que presenta el capítulo para ilustrar su contenido 8C encuentra en la figura 2.1, quc 
sin duda, e8 el mapa quc 8C sigue para abordar todos los temas que aquí 8C tratan. En cste capítulo 8C 
han resumido un conjunto de condiciones para minar flujos de datos, dCSpU(:8 de haber identificado los 
ambientes en los quc generalmente 8C originan) además de establecer sus restricciones y aplicaciones. 
Se mostraron las t(:cnictis de minería de flujos de datos y algoritmos representativos para cada UIla, con 
el objeto de establecer el cstado del arte del tema de tratado. Tambi(:Il 8C presentan de manera global 
alguIlt4S t(:cnictis de procesamiento en línea quc son usadas para reducir la carga al inicio O durante 
el proceso de minería. Finalmente, se establecen ciertas pautas, mediante la definición de enfoques 
de solución, que guían el desarrollo de un modelo de minería con la posibilidad de procesar flujos de 
datos y presentar resultados que permitan encontrar información valiosa. 
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Capítulo 3 
Modelo de análisis de flujos de datos: SCOFI 
En cste capítulo 8C propone SCOFI, un modelo de minería para flujos de datos, enfo-
cado ti la asociación y la clasificación de datos. Inicialmente, 8C describen en detalle los 
componentes del modelo. Luego, 8C C"Al)lictin los algoritmos empIcados y 8C proponen varia-
ciones ti los algoritmos de asociación y clasificación en una sola pt4sada que 8C utilizan para 
realizar el análisis de ches. Adicionalmente, el algoritmo empIcado en la fase de asociación 
8C compara con otros algoritmos. 
3.1 Premisas generales 
El lntcr(:8 particular de csta invcstigttción 8C centra en el proceso de minería para flujos de datos, 
orientado ti la extracción de conocimiento en tiempo real de registros quc guardan la actividad de 
usuarios en sitios vVeb. Por esta razón en el capítulo anterior se presentó el estado del arte de la 
minería de flujos de datos y se establecieron ciertas premisas que establecen lineamientos para la 
construcción del modelo que son listadas a continuación: 
1. Funcionalmente el modelo de mineria se basa en las t(:cnicas de asociación y clasificación. 
2. Para contrarrestar las restricciones propias de los flujos de datos, el modelo tiene en cuenta en 
su diseño ltlS siguientes consideraciones: 
• Procesamiento continuo y en una sola pasada. 
• Variabilidad de los datos (Concept drijt, en ingl(:s). 
3. Adicionalmente, se espera que el modelo presente las siguientes carttcterísticas: 
• Construcción modular, es decir, diseñar como un conjunto de funcionalidades independien-
tes y autónomas de minería que encajen en una construcción de cualquier tipo. 
• Implemenütción que mantiene los ejemplos de entrenamiento en el lote más reciente. Esta 
estrategia utiliza una ventana de tiempo de longitud fija configurable en el flujo de datos 
para los clasificadores. 
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• Un módulo de preproceso que realice la carga de las transacciones entrantes, que cambie 
la representación de los datos (si se requiere) y filtre las dimensiones que serán utilizadas 
en el proceso de minería. Sin embargo, no se espera que el modelo considere tareas de 
procesamiento, ya que no es el objetivo principal, y sí puede, sobrecargar el modelo. 
3.2 Vista modular del modelo 
Flujo de Datos 
Módulo de 
Selección y Asociación 
Decrementa @ 
Módulo de 
Clasificación 
Aumenta@ 
Figura 3.1: Vista modular del modelo SCOFI 
No 
El modelo propuesto SCOFI, nombrado así por la abreviación en inglés de-.S.treaming Classification 
based On Erequent ltemsets, es un modelo de minería para el procesamiento de flujos de datos 
que combina las técnicas de asociación y clasificación, como se ilustra en la figura 3.1. De manera 
global , este modelo se compone de dos módulos funcionales: (i) selección y asociación de datos, que 
preprocesa los datos e identifica patrones frecuentes; (ii) el módulo de clasificación, que se encarga 
de recibir conjuntos de datos frecuentes y construir un clasificador. La fuente de datos es un flujo de 
datos y cada registro dentro del conjunto es cargado en el modelo. 
Primero, se toma la primera muestra de w registros de la fuente. Cada nuevo registro es procesado 
para reducir atributos y ser separado en conjuntos de elementos de tamaño uno. Entonces, la muestra 
de w conjuntos de elementos es procesada con un algoritmo de asociación para así encontrar los 
conjuntos de elementos más frecuentes. Después, dichos conjuntos de elementos frecuentes se vuelven 
el conjunto de entrenamiento para el constructor del clasificador. Dentro del módulo se escoge una 
clase por defecto en cada iteración. Para la segunda muestra, una parte de w es usada para validar el 
clasificador; de tal manera que si no se satisface un horizonte de precisión dado, el tamaño de w debe 
ser modificado. A continuación se describe cada componente del modelo con mayor detalle. 
3.3 Módulo de selección y asociación 
Este módulo pretende en primera instancia procesar los datos que se van generando desde la fuente 
para luego seleccionar los conjuntos de elementos más frecuentes, y a manera de filtro en cada itera-
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ción, seleccionar los elementos más recientes. Comprende principalmente dos tareas que incluyen el 
preprocesamiento de los datos y la selección de valores para un grupo de atributos determinados. 
3.3.1 Preproceso 
Dentro de las t(:cnicas para realizar el preprocesamiento cabe mencionar 122]: (i) limpieza de datos, 
a fin de remover ruido e inconsistencit4s; (ii) integrttción de datos, para generar un único conjunto 
coherente en casos donde los datos provienen de diferentes fuentes; (iii) transformaciones de datos, 
para normalizarlos; y (iv) reducción de datos, a fin de reducir el tamaño de los datos, por ejemplo, 
eliminando carttcteristicas redundantes. El preprocesamiento dentro de la minería de datos es una 
tarea muy costosa en t(:rminos de tiempo y esfuerzo y teniendo en cuenta que este debe hacerse en 
línea, deben realizarse sólo las operaciones ineludibles. 
La etapa de preproceso dentro del modelo, prepara los registros para que puedan ser sometidos 
a la siguiente fase del módulo. Las tareas básicas que se tienen en cuenta en esta fase se listan a 
continuttción: 
1. Particionamiento de registros: Es una tarea automática. El contenido se separa por elementos. 
2. Reducción dimensional: La reducción dimensional es una parte del proceso muy importante, 
teniendo en cuenta que el proceso de asocittción se ve afectado, computacional mente hablando, 
cuando el número de atributos es grande. En el modelo es una tarea manual. Se suprimen 
atributos que carezcan de importancia en el proceso de minería. Básicamente se seleccionan 
antes de iniciar el proceso las dimensiones que tendrán participttción. 
3. Reducción de la complejidad: Es una tarea automática. Se separa el conjunto de datos de llegada 
en ventanas de tiempo. El tamaño inicial de la ventana debe ser fijado al inicio del proceso. 
4. Tratamiento del ruido: Si un conjunto de datos contiene valores atípicos y poco frecuentes serán 
descartados durante el proceso. El contador para estos valores tiende a descartarse dada su baja 
frecuencia. 
Cabe resaltar que este es preprocesamiento general, que se realizaría para un flujo de datos típico, sin 
embargo, dependiendo del conjunto puede que requiera un procedimiento adicionaL Para el caso de 
los flujos de clie", se tendria que hacer una tarea de agrupación por sesiones (agrupando solicitudes 
de página) para armar las secuencias de clie". El preprocesamiento para un lVeb lag se Inuestra a 
continuttción en la figura 3.2: 
Inicialmente se tiene un conjunto de registros para un tiempo cualquiera que hacen parte del 
flujo de datos a procesar. l; na vez se tienen el conjunto de datos reducido se agrupan los registros 
por sesiones. Finalmente se separan por ventanas de tiempo que son la entrada para el algoritmo de 
asociación. 
3.3.2 Asociación de conjuntos de elementos frecuentes 
La finalidad de este módulo es encontrar elementos que tengan una frecuencia mayor o igual a un 
umbral dado, que para efectos prácticos, es el soporte en t(:rminos de minería de asocittción; para ello 
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Selección de 
Figura 3.2: Flujo de datos del preprocesamiento propuesto a partir de un Web log 
se utiliza un algoritmo que encuentre conjuntos de elemento frecuentes. A continuación, se exponen 
en la tabla ?? dos algoritmos: apriori, un algoritmo voraz que encuentra los conjuntos de elementos 
más frecuentes de una forma sencilla pero que presenta ineficiencias que pueden ser mejoradas; y FFI, 
que encuentra elementos frecuentes en una sola pasada. 
Al aplicar el algoritmo Apriori al conjunto de datos en cuestión que tiene 98 valores diferentes, 
correspondientes a los productos promocionados en el portal Web, el número de candidatos que genera 
el algoritmo tendría que ser al menos: 
9S ¿ (9iS) = 29S - 1 ~ 1030 
i=l 
Fácilmente se puede ver que los cálculos computacionales incrementan de manera exponencial. Y 
el costo de este algoritmo no solo depende del conjunto de elementos más grande, sino de las lecturas 
repetidas que realiza al conjunto de datos. 
En el capítulo anterior se hizo una revisión de los algoritmos Apriori. La funcionalidad que genera 
todos los subconjuntos bajo una estructura de lattice (Apriori), se cambia por el cálculo del máximo 
común divisor (MCD) entre los números primos. El flitro que selecciona solo los conjuntos de elementos 
con el mínimo soporte, se realiza al final; de tal modo que una vez se termine el conteo de los elementos, 
se valida cuales son mayores o iguales al parámetro dado. Estos se tienen en cuenta para lugar de 
generar los conjuntos de elementos de tamaño uno, se genera una nueva representación de los elementos 
y se guardan en un diccionario. La idea general de la asociación de elementos se ilustra en el diagrama 
de flujo de la figura 3.3. 
1. Para cada registro del conjunto de datos cargado, se toma uno a uno los elementos y se les asocia 
un único número primo, que es el proceso "conversión" del diagrama de flujo. La "generación de 
números primos", que solo se ejecuta una única vez al iniciar la ejecución del algoritmo, se toma 
28 
Generación 
números primos 
Clasificación 
Figura 3.3: Diagrama de flujo para encontrar conjuntos de elementos frecuentes 
como un proceso predefinido que se encarga de generar una lista de los n primeros números, 
donde n corresponde a la cantidad de valores a convertir. De este proceso resulta una estructura 
de datos de diccionario que guarda la asociación de un número primo con un dato del conjunto 
de datos, como se muestra en la tabla 3.1. 
LLave (tipo: Entero) Valor (Tipo: Cadena de caracteres) 
2 11 "Shave B1'ush"· 
3 
11 
"No Nix Shave1' fo1' Teens·· 
5 11 "C1'eamy Showe1' Gel"" 
7 
11 
"Dieta1'Y Suplement·· 
Tabla 3.1: Ejemplo de una estructura de diccionario que relaciona un valor de atributo «producto» 
con un único número primo 
2. En el proceso "Producto de números" se multiplican los números primos obtenidos en la conver-
sión. Dicho producto representa la secuencia de valores de un registro. 
3. Finalmente, se calculan los máximos divisores comunes de los números obtenidos en el paso 
anterior y se guardan en un diccionario de números frecuentes, como se muestra en la tabla 
3.2. Los números primos nuevos, que son los divisores hallados en el proceso" MCD (Máximo 
Común Divisor)", se incluyen en el diccionario. Las coincidencias de números primos ya incluidos, 
aumentan en uno el contador de frecuencia del número. 
LLave (tipo: Entero) Valor (tipo: Entero) 
2·5 = 10 6 
107* 109= 11.663 
71·37·11=28.897 5 
83 13 
Tabla 3.2: Estructura de diccionario que almacena os conjuntos de elementos potencialmente frecuen-
tes mediante el producto de números primos (izq.) y su frecuencia en el flujo de datos (der.) 
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3.3.2.1 El algoritmo Apriori+ 
El algoritmo que se propone es una versión adaptada dd algoritmo Apriori, por dIo al algoritmo 3.1 se 
le bautiza como Apriori+. Se toma la misma idea de hacer un conteo sobre los dementos que aparecen 
en d conjunto de datos para determinar cuál es d más frecuente, dado un valor de soporte, pero sin 
generar todos los posibles conjuntos candidatos. Dd algoritmo FFI se retoma la idea de suponer que 
un demento es frecuente cuando aparece al menos n . B veces, donde n es d número de registros a 
procesar, de tal forma que este sirve de filtro para ir descartando dementos poco frecuentes. Pero sin 
duda, la mayor diferencia dd algoritmo 3.1 está en utilizar como parámetro de entrada un arreglo de 
números enteros. 
Algoritmo 3.1: Apriori """" encuentra conjuntos de dementos frecuentes a partir dd cálculo dd 
:0.-'1 CD entre productos de números primos 
1 Apriori (int!] P, jloat el 
1, global D; 
2, for (int i ~ O; i < IPI - 1; i + +) do 
:l, for j ~ i; j < IPI; j + +) do 
4, d* ~ mcd(Pi, Pj); 
5, if (d E D) then 
G: d.value + +; 
"/: else 
8, D ~ D Ud; 
9: d.value = 1; 
10: end if 
11: end for 
12, Lk ~ d E Dld.value:> e 
I:J: end for 
14, Output(D); 
l; na vez se tiene un conjunto de números primos, que son los representantes de los valores de 
cualquier atributo, se procede a trabajar con estos en lugar de cadenas de caracteres que es lo usual. 
La secuencia de estos valores bien puede representarse como d producto de números. La ventaja es 
que se pueden aplicar propiedades matemáticas inherentes a los números primos y diversas opera-
ciones básicas que fttcilitan su manipulación. Sin embargo, tiene una desventaja y es la limitante de 
espacio en memoria para almacenar una secuencia de valores, que es justamente la motivttción para 
trabajar con números primos. El número m{;lS grande que se puede almacenar depende dd lenguaje 
de programación que va de un valor entero igual a 232 = 2,147,483,647 o a un entero grande igual a 
264 = 9,223,372,036,854,775,808. Fácilmente se puede llenar esta cota multiplicando esta secuencia de 
números primos: 
277 * 281 * 283 * 293 * 307 * 311 * 313 * 317 * 331 * 337 * 347 
Este producto de números primos identifica una secuencia de 10 dementos, que no es muy grande. 
Se estaría hablando de una secuencia de dementos que en d diccionario tendrían un orden dd 1\0. 
49 hasta al 59. Para no exceder la capttcidad de un número entero se podria armar una secuencia 
máxima con los primeros 48 números primos, sin superar la capttcidad de una variable entera. Pero 
3D 
48 valores, no es un valor muy alentador, teniendo en cuenta que en el conjunto de la KDD 2.000, se 
compone de atributos como el producto que contiene 98 posibles valores o como el atributo colección 
que tiene 96 valores posibles. Para solventar esta desventaja se propone trabajar con varios grupos de 
números enteros, en lugar de trabajar con una única variable entera, es decir una transacción podría 
representarse como un producto de números primos solo que este producto podría estar almacenado 
en dos variables, como se IIluestra en la tabla 3.3, sin tener mayor impacto en la funcionalidad del 
algoritmo Aprori+. 
LLave (tipo: Entero, Entero) Valor (tipo: 
Entero) 
107·109 7· 11 
71<17·11 
Tabla 3.3: Diccionario que almacena los conjuntos de dementos potencialmente frecuentes mediante 
el producto de números primos almacenados en dos variables enteras (izq.) y su frecuencia en el flujo 
de datos (deL) 
En cuanto a la complejidad del algoritmo 3.1 se podría afirmar que su complejidad es O(n2 ), donde 
n es igual al número de registros del conjunto de datos; no obstante, la operación mcd contiene dentro 
de sí, un ciclo que recorre el arreglo de números primos usados en el proceso de conversión al inicio de 
la ejecución. Sin embargo, este valor se mantiene constante dentro de la ejecución y reduce el dominio 
de búsqueda de los mcd. Luego la complejidad del algoritmo 3.1 es O(n2 . m), donde m es un valor 
constante que indica la cantidad de números primos diferentes empleados. 
3.3.3 Ajuste de parámetros 
En la literatura se encuentran algoritmos de mineria de asociación convencionales que han sido adapta-
dos para que funcionen en un una sola pasada; sin embargo estos ajustes disminuyen considerablemente 
la eficacia del algoritmo. 
Al igual que su algoritmo predecesor, el algoritmo Apriori+ es voraz. E"Al)lora todas las transaccio-
nes cada vez que comprueba los conjuntos de elementos candidatos. Se intenta aumentar la eficiencia 
del algoritmo Apriori (convencional), a partir de los conceptos ya conocidos de: 
1. Itemsets: Conjuntos de Pares atributo---valor generados. 
2. Soporte: % de ejemplos que la regla cubre con sus restricciones atributo --valor. 
3. Confianza: % de ejemplos que una regla cubre completamente. % de aciertos de la regla. 
4. Propiedad de Transacciones: l;na transacción que no contiene k-itemsets frecuentes no va a 
poder contener k----1 itemsets frecuentes. Esas transacciones podrán marcarse como borradas 
para búsquedas de j-itemsets con j -_>k. Se gana eficiencia, se sacrifica precisión. 
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3.4 Módulo de Clasificación 
Este módulo toma las reglas generad;:;",,) en la fase de &:lccción y t4sociación (descrito en la sección 
anterior) y realiza la cOIlstrucción del clasificadorI9]. 
3.4.1 Construcción del clasificador 
l;n sistema de clasificación en línea que puede adaptarse en la medida que los datos van llegando. Este 
sistema 8C basa en un modelo de clasificación de los ejemplos más recientes. La fusión que propone 
el modelo realiza un algoritmo de tisocittción para hallar el conjunto de reglas, y define el resultado 
como una combinación ponderada de ltlS reglas que un registro satisface. Los resultados 8C promedian 
para crear un resultado final m{;lS sólido. 
3.4.1.1 Conceptos básicos 
Retomando las cOIlsidcI'ttciOIlCS que 8C tienen para cOIlstruir un clasificador a partir de reglas 19], se 
e"A-trapolan conceptos básicos para lograr esta combinación: 
1. Para la generación de reglas: 
• Conjunto condición (conjCond): Es d conjunto de dementos frecuentes encontrados en la 
fase de asociación. 
• Elemento regla: Se representa como (conjCond, y), que ilustra la regla: conjCond --+ y 
• Contador de condición de soporte (condSopCont): Es d número de registros en d flujo de 
datos que contienen d conjunto condición. 
• Contador de condición de regla (reglaS opC ond): Es d número de registros en d flujo de 
datos que contienen d conjunto condición y son etiquetados con la clase y. 
• :0.-Hnimo soporte: (reglaSopCont/lwl) * 100 %, donde Iwl es d número de registros cargados en 
un determinado momento. 
• Confianza:(reglaSopCont/condsopCont) * 100 % 
Ejemplo: 
a) Elemento regla: ({(A,e), (B,p)} , (C,y)) 
b) CondSopCont: 3 
c) ReglaSopCont: 2 
d) Soporte: 20 % 
e) Confianza: 66.7% 
2. Para d clasificador: 
• k-Elemento regla: l;n demento regla que contiene en su conjunto condición k dementos. 
• Elementos regla frecuentes: Elementos regla que satisfacen d mínimo soporte 
• Elementos candidatos frecuentes: Posibles dementos regla frecuentes encontrados antes de 
construir d clt4sificador. 
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3.4.1.2 El algoritmo Ml+ 
Algoritmo 3.2: :v'II"""" 8C encarga de cOIlstruir el clasificador ti partir de rcgltls de tisocittción 
1, for all (T E R) do 
2, for all (d E D) do 
:l, if (satisjies(d, T)) then 
4: temp = temp U d; 
5: T.class = true; 
G: end ir 
7, if (T.elass) then 
8, C ~ CUT; 
9: temp = temp - D; 
10, selectDejaultClass(C); 
11: coumputeETTOTS(C); 
12, end if 
1:J: end for 
14: end for 
15, FindRulesLoweTETToTs(C); 
l(j, AddDejaultClass(C); 
El algoritmo 3.2 muestra cómo 8C realiza la cOIlstrucción del clasificador. El algoritmo :v'II"""" 8C 
basa en el algoritmo :0.-U quc requiere de una única fase para cOIlstruir el clasificador 19]. Esta versión 
e8 llamada :0.-U """") ya que no sigue de manera estricta la implementación sugerida quc 8C presentó en el 
cstado del arte, de tal fonna quc :0.-U """" ti diferencia de Apriori """") no presenta una mejora con respecto 
ti la versión en la que 8C basa. El algoritmo propuesto aquí, no requieren de varias lecturas al conjunto 
de reglas para refinar el clasificador. 
3.4.2 Ajuste de parámetros 
Al utilizar la tasa de error como una guía, la frecuencia de la construcción del modelo y el tamaño de 
la ventana se ajustan con el tiempo. El sistema utiliza los parámetros de mínimo soporte y confianza 
de la asociación y un número de regltls en la clasificación para tomar de allí la informttción para 
la retroalimentación que el modelo necesita. Aunque el tamaño de la ventana que se utiliza para 
particionar los datos es un parámetro que se fija manualmente al principio, este puede variar de 
acuerdo a la tasa del error de clasificación. La idea principal detrás del sistema es cambiar el tamaño 
de la ventana aSÍ: Si el modelo es estable, el tamaño de la ventana aumenta para disminuir la frecuencia 
de la construcción del modelo. En caso contrario el tamaño de la ventana disminuye para aumentar 
la frecuencia de la construcción de modelo. 
3.5 Comparación de algoritmos 
Para el módulo de asociación se propuso el algoritmo 3.1 que es el núcleo funcional del módulo. De 
manera paralela a la construcción del modelo se ha querido validar el algoritmo Apriori """" con otros 
algoritmos que encuentran conjuntos de elementos frecuentes, como lo son: FP-Growth, Stream y 
Charm. Para ello se utiliza el conjunto de datos BlvlSlVcb Vic'Wl. 
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3.5.1 Conjuntos de datos 
El conjunto de datos ti utilizar contiene el registro de flujo de clie" de varios meses de un sitio lVeb 
dedicado al comercio electrónico. Cada transacción de cstos conjuntos de datos e8 una sesión lVeb quc 
contiene las solicitudes de página (id. de productos) realizadas en dicha sesión. Este conjunto de datos 
hace parte de los datos usados en la competencia de la KDD- Oup 2000. La idea e8 que los cuatro 
algoritmos encuentren tisociacióncs entre los productos visitados ti partir del conjunto dado. En la 
tabla 3.4 8C resumen ltlS características del conjunto de datos empIcado para csta prueba. 
Conjunto de Total de Elementos Tamaño de Tamaño de Tamaño de la 
datos transaccio- Distintos la la transacción por 
n~ transacción transacción ventana 
máxima mínima promedio 
J3A18Wcb Vicw! 59.(i02 497 207 
" 
07 
Tabla 3.4: Características generales del conjunto de datos empleado en la experimentación del módulo 
de asocittción 
l;n ejemplo del contenido del conjunto se ilustra en la tabla 3.5. Originalmente el archivo de los 
datos contiene dos columnas, en las que se identifican el número de la sesión y el número de la vista 
de página (o anuncio visitado). La tabla Inuestra el contenido del archivo despu(:s de ser procesado, 
es decir, datos agrupados por sesión, para que sean utilizados por cada uno de los algoritmos. 
Id. Sesión Id. Producto 
28 1 01 ~17 
28 1 O~111 Archivo procesado 
28 124tH {1 O~107, 1 O~111, 12487} 
~11 12559 {12559} 
a2 12095 {12095, 1270a, 18715} 
a2 1270a (b) Archi vo proc€::{(tdo 
a2 18715 
(a) ArClivo original 
Tabla 3.5: Ejemplo del contenido de los archivos de los conjuntos de datos empleados, despu(:s de ser 
procesados. Se Inuestran específicamente los tres primeros registros del conjunto de datos BA:lSVVcb-
l/<icwl. 
3.5.1.1 Análisis de Resultados 
l;na vez establecida la etapa experimental, se ejecutan los cuatro algoritmos de asociación escogidos. 
En la figura 3.4 se puede observar que dependiendo del tamaño de la ventana de datos ( de registros 
por iteración), la ejecución de los algoritmos es más O menos rápida. Llama especial atención que 
el algoritmo Apriori"""" con tres de los cuatro tamaño de ventaIHhS se comporta bien para soportes 
máximos. 
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~Apriori+ 
Mínimo soporte 
(a) 1000 registros 
t 30 
! 20 ~Apriori+ 
o 
~ ¡:: 10 
Mínimo soporte 
(b) 5000 registros 
t 100 
! ~Apriori+ 
o 
~ SO ¡:: 
Mínimo soporte 
(e) 10000 registros 
Figura 3.4: Tiempo de ejecución de cuatro diferentes algoritmos de asociación para diferentes números 
de registros 
Para establecer el mejor resultado de los algoritmos se establece un clasificación de eficiencia de 
izquierda a derecha, para rangos de mínimos soportes altos y bajos. A continuación, en la tabla 3.6 se 
establece esta clasificación. 
N úmero de registros Mínimo soporte - Alto Mínimo soporte - Bajo 
1.000 Apriori+ >Fp-Growth> Apriori+>Fp-Growth> 
Stream>Charm Stream>Charm 
5 .000 Fp-Growth>Apriori+ > Apriori+>Fp-Growth> 
Stream>Charm Stream>Charm 
10.000 Fp-Growth>Apriori+ > Fp-Growth>Charm> 
Charm>Stream Stream> A priori + 
Tabla 3.6: Clasificación de eficiencia entre los cuatro algoritmos de asociación 
En la ejecución de los algoritmos se observa que cuando el mínimo soporte es bajo, es decir, valores 
menores a 0.1 con un número de registros creciente, el número de conjuntos de elementos frecuentes 
o potencialmente seleccionables a serlo, incrementa al igual que el tiempo de procesamiento. Por esta 
razón, convienen emplear valores de mínimo soporte altos. Según los resultados, el algoritmo que 
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mejor se comportó con un número de 1000 registros para casi cualquier valor de mínimo soporte fue 
el Apriori """" 
3.6 Complejidad computacional del modelo 
Se considera la complejidad del procesamiento de cada uno de los módulos funcionales para estimar 
la complejidad del modelo propuesto. Suponiendo que el número de registros cargados en un instante 
de tiempo cualquiera es n, se tiene que: 
• Preprocesamiento: O (n) 
• Asociación de conjuntos de elementos frecuentes: 
Encontrar items frecuentes: O (n2 . m) 
Generar reglas: O (n) 
• Clasificación: O(n . r), donde r representa el número de reglas que componen el clasificador. 
La complejidad puede depender de la implementación específica que se realice para cada uno de los 
algoritmos, según las estructuras de datos empleadas y algunos cómputos intermedios, se afecta el 
rendimiento. 
3.7 Resumen del capítulo 
En este capítulo se presenta el modelo de minería de flujos de datos llamado SCOFL Desde una 
perspectiva general, el modelo se compone de dos módulos funcionales: el primero de selección y 
t4sociación y el segundo de clasificación. El modulo de selección y asocittción a su vez se encarga de llevar 
a cabo dos fases primarias del modelo, las cuales son: (1) el preprocesamiento en línea, que consiste 
básicamente en cambiar la representttción de los datos y (2) la búsqueda de datos frecuentes mediante el 
algoritmo Apriori """". Dicho algoritmo es una adaptttción del algoritmo Apriori que encuentra conjuntos 
de elementos frecuentes en flujos de datos. El modulo de clasificttción compuesto por una única fase, 
se encarga de tomar los conjuntos de elementos más frecuentes y asociarlos a uno de los valores de la 
clase. 
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Capítulo 4 
Aplicación del modelo SCOFI 
En cste capítulo 8C aplica el modelo de minería de flujos de datos SCOFI ti datos 
reales de un sitio "Veb, simulando un ambiente en línea. Para dIo 8C utiliza el conjunto 
de datos Online rctailer wcb"ite click"tream analy"is de la KDD-Oup 2000. Se realiza una 
exploración del conjunto de datos y 8C simula la actividad del sitio vVeb para validar el 
modelo. Se presentan los resultados obtenidos para cada una de ltlS pruebas y 8C discuten 
resultados. 
4.1 La competencia del KDD-Cup 2000 
La Copa de Desc'ubrimiento de Conocimiento ;tj lvlinerfa de Datos (KDD Oup, por sus siglas en ingl(:s) 
e8 una competencia anual organizada por el SIGKDD (Special Intere"t Gro'up un Krw'Wledge Disco'Ucr,1J 
and Data lvlining) de la AC:0.-'I quc empezó a funcionar desde 1997. Para la competencia del año 2000 se 
disponían de los datos recolectados por la aplicación Bl'ue A:lartini en el portal gazelle.com. El objetivo 
de la competencia de ese año se centró principalmente en problemas de predicción y entendimiento de 
los datos recolectados en ese sitio vVeb que comprendían las siguientes preguntas: 
1. Dado un conjunto de vistas de páginas, ¿el visitante verá otra página en el sitio o abandonará 
la sesión'? 
2. Dado un conjunto de vistas de páginas, ¿qu(: marca de productos verá el visitante en el resto de 
la sesión'? 
3. Dado un conjunto de compras en un periodo de tiempo, caracterice visitantes que gastaron 12 
dólares en una orden promedio en el sitio. 
4. Dado un conjunto de vistas de págint4s, caracterice las páginas que son consultadas por los 
visitantes justo antes de que abandonen la sesión. 
5. Dado un conjunto de vistas de páginas, caracterice qu(: marca de productos verá el visitante en 
el resto de la sesión 
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Los participantes disponían del conjunto de datos original y el conjunto de datos procesados (agrupados 
por sesiones) y adicionalmente, con los conjuntos de datos de validación, como se puede apreciar en 
la figura 4.1. 
Figura 4.1: Conjuntos disponibles en la competencia del KDD. A la izquierda se indican los archivos 
que no recibieron mayor procesamiento. En verde el archivo más parecido al log original del servidor 
Web. A la derecha se indican los archivos con datos agregados según el objetivo de minería. 
El conjunto de datos original, el de mayor cantidad de datos (resaltado en verde en la figura 4.1), se 
componía por todas las solicitudes (clics) de los usuarios del portal Web. Este es el archivo empleado 
en la validación del modelo. 
4.2 Portal Web Gazelle. com 
El conjunto de datos del KDD Cup 2000 contiene el flujo de clics y datos de compra del portal Web 
Galleze. com, un minorista Web de calcetines y productos relacionados con el cuidado de las piernas, 
fundado con capital privado con sede en Stamford, CT, en una oficina en San Francisco en 1999. Dentro 
de las marcas que fueron ofrecidas en el sitio Web están Hanes, Givenchy, American Essentials, Hot 
Sox, Evan-Picone, Belly Basics, Donna Karan, DKNY, Oroblu, Danskin, Nicole Miller, Levante, 
Berkshire, Round-the-Clock, Falke and Greg Norman. En la figura 4.2 se presenta la página principal 
del portal Web. 
Las transacciones realizadas en el sitio Web fueron recolectadas con la aplicación Blue Martini que 
se encargaba de vender los productos, recolectar los datos ingresados y almacenarlos con el mínimo 
de preprocesamiento. Con el fin de atraer muchos clientes la firma realizó diferentes promociones, 
generando así, tráfico en el sitio. En la tabla 4.1 por ejemplo, se listan algunas de esas promociones. 
Adicionalmente, se conocen las siguientes características propias de este portal: 
• Búsquedas por marca, categoría o estilo de vida, que se a su vez esta última, tenía las subcate-
gorías: trabajo, estilo, deporte y la familia. Trabajo, por ejemplo, se sub clasificaba en América 
corporativa, azafatas y viernes casual. 
• Se disponía de "Boutique exclusiva" de las zonas de trajes de noche, maternidad, danza y 
artículos de temporada, y productos para hombres y niños. 
• Con la opción "paquete abierto", se presentaba una imagen del producto de interés sobre un 
modelo. 
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Figura 4.2: Página principal del portal Web Gazelle.com, empleado en la KDD-Cup 2000. Cada una 
de las imágenes y marcas , son enlaces activos del sitio Web. 
Código de promoción Descripción Tiem-po de validez 
GFLA'l' IS Envío $;>'95. por Jo general (~ostaba $40 Marzo 20 - Abril ;)() 
MARZO! De::wuento de $10 Marzo 1 - Abril 1 
AM!GO De::wuento de $10 Marzo 1. - Abril ;)() 
BOLSOGRA'l'!S Para (~ompradores 'inscritos ant es del lanzamiento Marzo ;)() - Abril ;H) 
Tabla 4.1: Ejemplos de promociones presentadas en el sitio Web Gazelle. com 
• La firma hizo un anuncio publicitario el 28 de febrero del año 2000 en la serie de televisión Ally 
lVIcBeal (comedia con tiempo de máxima audiencia en Norte Am{,rica) . 
• Gazelle.com cambió la forma de registrarse alrededor del 26 de febrero, de tal forma que unos 
attibutos de usuario se recolectaron antes de este periodo de una forma, y despu{'s de este tiempo, 
de otra. 
• El programa "never-T1m-out" entró en funcionamiento a mediados de febrero. Automáticamente 
despachaba los productos a los suscriptores en intervalos regulares de tiempo. Sin embargo, no 
hay suficientes datos acerca de este programa dentro del conjunto de datos original. 
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4.3 El conjunto de datos del KDD-Cup 2000 
El conjunto de datos de la KDD Oup 2000 contiene los flujos de ches y ltlS compras de un sitio vVeb 
reaL El archivo que 8C proporciona en la competencia e8 el compendio de eventos del sitio vVeb desde 
el 30 de enero hasta el 31 de marzo del año 2.000 almacenados en el lag del servidor, para un total 
de 777.480 registros y 234,9¿-A sesiones. A continuación en la tabla 4.2 8C IIlucstran dos ejemplos del 
conjunto de datos. 
281 ,AS S ORTKENT %3C %3EM t _ id:0087 &bnUID=94922940676e&W" bLogi cS<l$ $ ion:O J QHM" 7n2Y oQpBVLb2u&:9Kc-Od iQN j S058E48AKZIHcAW" 
R N JCF sSASZIQAqSCZ 16r.lHhSWQY3 \ 12768516300166124741/ 1747871 7e! 5/7005/7005/7002/ - 7002/ - 1&1$: InSt y 1" , 
e http\:!¡beta\.15=,,11,,\.con!nain!hon,,\.jhtcl,20oo-01-30,02\: 51\: 41 ,8687 ,? ,2 ,nain/lif<lstyl<ls\. jhtnl, Sunday, 2, ?, ? , ? ,? , 
g NULL,? , ? ,? , ? , ?, ? ,NULL ,NULL, ?, ? ,NULL ,NULL ,NULL, ?, ? , ? ,NULL,? , ? ,NULL ,NULL ,NULL, ? , ? ,? ,NULL ,NULL ,NULL ,NULL ,NULL ,NULL ,NULL , 
NULL ,NULL,NULL, ? , ? ,? ,NULL ,NULL ,NULL, ? ,NULL, ? ,NULL, ? ,NULL,? , ? ,? ,NULL ,NULL, ? ,NULL,? ,NULL ,NULL ,NULL ,NULL ,NULL ,NULL, 
K NULL ,NULL, ? , ? ,? , ? , ?, ? , ? ,? ,NULL, ? ,NULL,? ,NULL, ? ,? , ? ,NULL ,NULL ,NULL ,NULL ,2000-01-30 ,02\: 50\ :06,2000-01-30,02\ :50\: 06, ? , 
644,29, ?, Kozilla/4\. O(conpatibl<l ;KSIE5\. O ;Windol/s98;Conpaq;DigExtl ,1,485 ,NULL ,NULL ,nain/hon<l \. jhtnl, 1389, Sunday ,2, ? , 
r NULL ,NULL, ? , ? ,? , ? ,NULL, ?, ? ,NULL, ?, ? , ? ,NULL,NULL,NULL,NULL, ? ,NULL ,NULL ,NULL ,NULL ,NULL,? ,NULL, ? ,NULL ,NULL,? ,NULL ,NULL, ? , 
o NULL ,NULL, ? ,NULL ,NULL, ? ,NULL,NULL,NULL,NULL, ? , ? ,NULL,NULL,NULL ,NULL ,NULL ,NULL ,NULL ,NULL ,NULL, ? ,NULL, ? ,NULL, ?, ? , ? ,? , ? , 
NULL,? ,NULL ,NULL, ? ,NULL ,NULL,NULL,ASSORTKENT ,8687 ,A, 1999-12-09,12\: 20\:45,1999-12-09,12\: 20\: 45,2 ,NULL, 
/ Assortn<lnts/V.ain/ Assortn<lnts/Kain/Uniqu<lBoutiqu<ls ,NULL ,NULL ,NULL ,NULL ,3,1999-12-02,12\: 11\: 47 ,8171,2000-03-29 
31 ,ASSOR'l'KENT %3c %3EMt_id:8687&bnUID"'951946187029 ,http\://I/I/I/\.gazdl<l\.conlnain/fr<l<lgift\.jhtnl? ASSOR'l'KENT %3c %3 
ALsninhnn51UIA3\ 17247032691790114018/ 174787179/5/7005/7005/7002/7002/ 1 ,2000-03-01,13\: 29\ :59 ,0087 , ? ,3, 
R nain/login2\ .jhtnl,W<ldn<lsday, 13,athl<ltic SOCd:S ,TI/<l<lzernan,?,? ,Fals<l ,busin<lss casual,15 or nor<l ,DKNY,?,? ,oth<lr,NULL, 
e Fals<l,onC<l a y<lar,? ,Fr<lnont ,Uni t<ld Stat<ls ,CA, 2000-03-01,13\: 32\: 24, ? ,COK ,0,10752 ,Fals<l ,Fals<l ,Fals<l,? ,30,? ,Karri<ld , 
g Tru<l ,Fals<l, Tru<l, Tru<l, Tru<l ,Fals<l ,Fals<l, Tru<l ,Fals<l, 1, $100 ;000-$124; 999, $250 ;000-$274; 999, Tru<l ,NULL ,NULL, ? ,Fals<l, ? ,Ol/n<lr, 
3 ,Fals<l, 1997 ,199700,1, Tru<l, Tru<l, ? ,Fals<l, ? ,Fals<l ,Fals<l ,Fals<l ,Fals<l ,Fals<l ,Fals<l ,Fals<l ,Fals<l,? , ? ,SINGLE HOUSEHOLD,?,?,?, 
K ?,?,SINGLE FAKILY DWELLING UNIT,?,NAKE APPEARING ON INPUT IS INDIVIDUAL 1,EQUITY $75;000-$99;999,Fals<l,?,?,1973, 
F<lnal<l, SALES/SERVICE ,NULL ,NULL, 2000-03-01,11 \ 46\: 26, 2000-03-01,13\ 29\: 34,1,350666,127428,10752, 
r Kozilla/4\.0 (conpatibl<l; KSIE 4\.01; Windol/s 98l,5,46,NULL, 
O http\://boards1\.ivillag<l\.con/n<lssag<ls/g<lt/shsal<l27 /1 \. htnl ,nain/hon<l \. jhtnl, 1389, W<ldn<lsday, 13, ? ,NULL ,NULL,? , ? , ?, ? , 
NULL,? , ? ,NULL,? , ? , ? ,NULL,NULL ,NULL ,NULL, ? ,NULL ,NULL ,NULL ,NULL,NULL, ? ,NULL, ? ,NULL,NULL, ? ,NULL ,NULL, ? ,NULL,NULL, ? ,NULL, 
2 m¡u, J ,m¡U,m¡U,m¡U,m¡u, J, J ,m¡U,m¡U,WiU,WiU,WiU,WiU,m¡U,m¡U,m¡u, J ,m¡Cé, J ,m¡u, J, J, J, J, J ,m¡u, J ,WiU,WiU, 
? ,NULL ,NULL ,NULL ,ASSORTl'ENT ,8687 ,A, 1999-12-09,12\: 20\: 45,1999-12-09,12\: 20\: 45, 2,NULL, 
/ As sortn<ln t s /V.ain , / As sortn<lnt s /Kain/Uniqu<lBou t iqu<l s ,NULL ,NULL, NULL, NULL, 3 , 2000-03-08 ,09\ 40\: 35 ,47219 , 2000-04-05 
Tabla 4.2: Detalle de registros del archivo proporcionado en la KDD Oup 2000. Los atributos se separan 
por comas. Los registros 1 y 2 presentan la primera y segunda línea del archivo, respectivamente. Cada 
registro es una solicitud de página hecha por un usuario del portal lVeb gazelle. cam. 
4.3.1 Atributos 
El conjunto en total cuenta con 217 atributos, de los cuales no todos son obligatorios, por lo que 
el conjunto tiene un número significativo de valores perdidos o nulos para ciertos atributos. Para 
entender la distribución del conjunto de datos, en la figura 4.3 se presenta la proporción de atributos 
por categoría. 
En la tabla 4.3 se identifican los atributos por categoría, el número de atributos por categoría, la 
descripción general de los datos, algunos ejemplos de los atributos que aparecen en el lag y el conjunto 
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_ Datos Vistas d~ pá¡ina _ Datos d~ vis¡tant~ _ Datos d~ s~sion _ Datos d~ producto _ Datos d~ surtido • Datos d~ cont~n ¡do _ Otros 
Figura 4.3: Distribución del conjunto de datos de la KDD-Cup 2000 por categorías 
de valores que puede tomar cada atributo. 
En la figura 4.4 se pueden visualizar los datos perdidos y nulos por categoría. Los datos de los 
visitantes, por ejemplo, es la categoría que mayor cantidad de datos perdidos presenta. Principalmente 
se debe a que los formularios Web que cargaban esta información en el portal no eran de carácter 
obligatorio y un flujo normal de clies podría no incluir el cargue de dichos formularios. 
La categoría que contiene los datos del producto presenta un número significativo de datos nulos, 
sin embargo, dentro de los valores definidos para la mayoría de los atributos: "Nulo", es un valor que 
está dentro del dominio. En cuanto a los valores perdidos, aparecen solo cuando por ejemplo el usuario 
hacía una solicitud que no direccionaba a un producto específico, es decir, se realizaba una búsqueda, 
o se ingresaba a la revista electrónica, o a la página de autenticación o a la sección de marcas, etc. 
Adicionalmente, existen en la categoría de datos de visitantes, valores que no pasaban por procesos 
de validación lexicográfica ni semántica, así que muchos campos de formularios Web que no estaban 
parametrizados, se diligenciaron con datos basura. Sin embargo, para el proceso de predicción, dichos 
atributos no son relevantes. En términos generales, este conjunto de datos no presenta un porcentaje 
significativo de valores perdidos que afecte el proceso de minería. 
4.3.2 Análisis de clics 
Un flujo de clics es una serie de solicitudes de pagmas y cada una de esas solicitudes genera un 
registro en el Web log del servidor de aplicaciones. El análisis de los flujos de clics es útil para conocer 
la actividad de los usuarios de un sitio Web en particular, hacer pruebas de software, investigación 
de mercado o analizar la actividad de los empleados. Para portales Web como Gazelle.eom que están 
orientados a la comercialización de bienes y servicios, es de gran utilidad conocer el clie que hace un 
usuario sobre un anuncio en particular y así fijar todo un esquema de costos a partir de clics, como lo 
realiza en la actualidad el portal Web MereadoLibre.eom 1 . 
1 http://v,rww.rnercadoli bre .com.co / jrn / rnl.faqs. portaIFaqs.FaqsController? axn=verCateg&categId=M CLI C 
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Categoría 
Dato;,; de .,-i;;ta 
de página 
Dato;,; dd 
.,i;,;itante 
Dato;,; de 
Dato;,; dd 
producto 
Dato;,; dd 
;,;urlido 
Dato;,; de 
contenido 
general 
Otro;,; 
Rango de 
Atributos 
1-12 
1 a-99 
100-117 
118-185 
180-202 
20a-21 a 
214-217 
Descripción 
Dato;,; de control propio;,; 
de la .,-i;,;ta de página 
Dato;,; que d u;,;uario 
llena opcionalmente 
mediante formulario;,; 
\Veh que aparecen 
e.,e¡!tualmente en d ;,;itio 
\Veh 
Dato;,; de control propio;,; 
de la ;,;e;,;ión 
Contiene la,,; categorla,,; 
de lo;,; producto;,; que;,;e 
pueden comprar, la,,; 
marca,,; de lo;,; producto;,;, 
la,,; urb (por ni'«,Ie;,;) dd 
;,;itio 
Dato;,; de la .,ariwlad de 
producto;,; que;,;e 
encuent ran en d ;,;it io 
Dato;,; general e;,; de 
contenido \Veh 
Atrihuto;,; anexado;,; para 
la competencia 
Ejemplos de Atributos 
- Heque;,;t proce;,;;,;ing time: Continuou;,; 
- Heque;,;t Date: Date 
- Heque;,;t A;,;;,;orment ID: Continuou;,; 
- Heque;,;t Suha,,;;,;orlment 11): Continuou;,; 
- Age: Continuou;,; 
- !'\umherOfChildren: O, 1,2, a, 4, more 
- \VhkhDo't'ou\Vear l'vio;,;tFrequent: trou;,;er 
;,;ock;;, ho;,;iery ;,;ock;;, ca,,;ual ;,;ock;;, athdtk 
;,;ock;,;, 
- HowOftenDo't'ou purcha,,;e: once year, e'«,ry O 
month;,;, each week 
- Se;,;;,;ion ID: Continuou;,; 
- Se;,;;,;ion Cu;,;tomer 11): Continuou;,; 
- Se;,;;,;ion lir;,;t reque;,;t hour of day: Continuou;,; 
- Cokie lir,;t .,i;,;it day: Date 
- I)roduct Hierarchy I,e.,d: Continuo;,; 
- I)roductI,e.,dI)ath1: !I)roduct;,;!I)romotion;,;, 
jI)roduct;,;jI,egware, :':CI,l, ' 
- Look: Opaque, Sheer, t Itra Sheer 
- 'l(,xture: Flat, 'l(,xture, !'\ull 
- A;,;;,;orment 11): Continuo;,; 
- A;,;;,;orm('nt 1 y!H' ~uh A;,;;,;ornl('nt, 
A;,;;,;orment, !'\ ull 
- A;,;;,;orment Statu;,;: A, !'\ull 
- A;,;;,;orment I,e.,d 1 I)ath: j A;,;;,;orment;,;( J\-lain, 
!'\ ull 
- Content ID: Continuo;,; 
- Content 'l'ype: Content, !'\ull 
- Content Statu;,;: A, !'\ull 
- Content Le.,d 1 Path: jContent(template;,;, 
!'\ ull 
- Que;,;t ion 1 'lbt Set: True, Fabe 
- Que;,;t ion 2 'lbt Set: True, Fabe 
- Se;,;;,;ion Continue;,;: 'l'rue, Fabe 
- Viewwl Brand: AmerkanE;,;;,;entiab, Ham,;,;, 
DonnaKaran, Other, !'\ull 
Tabla 4.3: Descripción de los atributos por categoría del conjunto de datos de la KDD-Oup 2000 
42 
100% 
r-~_IIIIII!!..-~""....!!!III~ 
• • • • • • • • 
• • 
90% 
80% 
70% 
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10% 
0% ~--------------------------------------------------~ Datos Vistas de 
pagina 
Datos de 
visitante 
Datos de 
sesion 
Datos de 
producto 
Datos de 
surtido 
Datosde 
contenido 
Otros 
Datos .Vi.stas de Datos de visitante Datos de sesion 
pagma 
Datos de 
producto Datos de surtido 
Datos de 
contenido Otros 
o % Datos Perdidos 0.2 38 0.7 29.8 0.3 
. % Datos Nulos 1.2 36.7 0.9 46.9 4.3 
• % Total de datos x categoría 5.1 40.6 7.8 32.7 6.9 5.1 1.8 
Figura 4.4: Porcentaje de valores perdidos y nulos del conjunto de datos de la KDD-Cup 2000 por 
categoría 
4.4 Simulación en línea para el conjunto de datos de la KDD Cup 2000 
4.4.1 Condiciones generales 
En un ambiente de flujos de datos real (streaming) no se cuenta con el conjunto de datos completo, 
ni tampoco se puede controlar la velocidad en la que se generan los datos, ni el número de datos que 
el sistema puede cargar en un momento determinado. De tal manera que en el proceso de validación 
de este modelo se requiere que el ambiente se comporte de acuerdo a las características propias de 
los flujos de datos, mencionadas en capítulos anteriores. Para ello, el ambiente debe cumplir dos 
condiciones básicas [30]: 
1. Una funcionalidad de carga con las siguientes características: 
• Lectura de los datos desde la fuente: una tabla en base de datos, un archivo o múltiples 
archivos en el disco duro . 
• No mantiene el conjunto de datos en la memoria principal, sino que los mantiene en la 
fuente y efectúa la lectura por lotes, de tal manera que se acceda a conjuntos de datos de 
tamaños arbitrarios sin ninguna restricción en la cantidad de registros que serán procesados. 
2. Una funcionalidad para la variabilidad de los datos en el tiempo. Se generan picos y valles con 
los datos (mayores y menores afluencias), para simular comportamientos de navegación Web. 
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4.4.2 Diseño del simulador 
Para dar cumplimiento ti ltlS condiciones mencionadas, 8C utilizó una implementación c"Aistcntc (jar) y 
8C adaptó con el prototipo del modelo. Los componentes funcionales de la implementación 8C describen 
ti continuttción: 
1. Simulador de flujo de datos: Este operador encapsula un experimento bajo el concepto de drifting, 
como 8C describe en 130]. Dentro de la simulación) los ejemplos llegan en lotes, e8 decir, un 
número fijo de ejemplos con un determinado tiempo de llegada. La probabilidad de que un 
ejemplo sea relevante depende del flujo de ejemplos que llega en un punto actual de tiempo. El 
operador requiere como entrada un conjunto de ejemplos y devuelve como salida un vector con 
los resultados de rendimiento obtenidos por el clt4sificador. 
2. Iniciador de Flujo: Este operador preserva el orden original de los ejemplos en el conjunto 
establecido. A diferencia del operador (1), este no simula toda la variación, pero se encarga de la 
tendencia real del ejemplo actuaL Este operador sólo simula el momento de proceder al siguiente 
paso en el flujo de experimentación y crea conjuntos de entrenamiento y de prueba desde el 
conjunto completo de datos para cada intervalo de tiempo. Dentro de la simulación, los ejemplos 
llegan en lotes. El operador requiere como entrada un conjunto de ejemplos. 
3. Adaptador de Flujo: Este operador encapsula el concepto de variabilidad preservando el orden 
original de los ejemplos en el conjunto de casos. Se simula el momento de secuencia de pasos y 
se crean conjuntos de entrenamiento y de prueba desde el conjunto completo de datos para cada 
intervalo de tiempo. 
4.5 Configuración experimental y análisis de resultados 
El modelo SCOFI es un modelo simplificado de minería que está diseñado para describir y predecir 
sobre flujos de datos en tiempo reaL Funcionalmente hablando, el modelo presenta dos posibles confi-
gurttciones de ejecución: la primera, que funciona solo hasta su fase de selección y asociación en la que 
se muestra la relación de los atributos en la medida que se van generando los datos desde su fuente, o 
bien la segunda, que llega hasta la fase de clasificación y construye un clasificador con los resultados 
de la primera fase. De tal manera que para esta experimentación se configuran dos pruebas generales: 
(i) Prueba de fase de selección y asociación y (ii) validación de la fase de clasificttción. 
4.5.1 Ambiente de ejecución 
Cada uno de los experimentos se ejecutaron en un computador con las siguientes especificttciones 
t{:cnicas: 
• Sistema operativo: :0.-'Iicrosoft vVindows XP Professional 
• Capacidad del procesador y :0.-'Iemoria: Dual con: 1.3 GHz 2 GB de memoria 
• :0.-'Iedida de desempeño: Tiempo de ejecución (segundos) de los algoritmos para la generación de 
conjuntos de elementos frecuentes sobre los dos conjuntos de datos para los valores de soporte 
mínimo . 
• Valores mínimos de soporte: 1, [J,8, [J,6, [JA, [J,2, (U, (HJ8, ()'()6, (),(}1, ()'()2 Y (),()!, 
Para tomar medidas de tiempo m{hs precisas, no se permitieron ejecución de aplicaciones simultaneas 
durante la e"Al)erimentttción. 
4.5.2 Módulo de selección y asociación: Relación de productos 
En el preprocesamiento en línea se armaron las sesiones con los registros de dics cargados dentro de 
la ventana de tiempo. 
En la tabla 4.4 se reportan resultados de la primera ejecución y en la tabla 4.5 de una ejecución 
representativa del prototipo. 
En la primera iteración, para valores de mínimo soporte superiores a 0.3 para las ventanas 30 y 60 
minutos, no se registraban productos frecuentes; lo mismo que para las ventanas de 1 y 10 minutos, 
para valores de mínimo soporte superiores a 0.02. 
En la segunda tabla se Inuestran resultados con valores de mínimo soporte de 0.1 y 0.2. En esta 
ejecución ya se obtienen conjuntos de hasta tres productos. Para valores de mínimo soporte mayores 
o iguales a 0.3 el modelo no reporta resultados. 
4.5.2.1 Análisis de Resultados 
En las primeras ejecuciones del modelo (en la tabla 4.4) no se encuentra un número representativo de 
productos relacionados. Principalmente se debe a que en ventanas de tiempo pequeñ;:hs (menores a 30 
minutos) no logra armarse la sesión completa de un usuario, luego el conjunto de transacciones que 
recibe el algoritmo, son sesiones que contienen un solo producto. 
Cuando se amplía el tamaño de la ventana, se encuentran ;:hsociaciónes interesantes en las sesiones. 
Por ejemplo, en ventaIHhS de una hora se observan asociaciónes de más de un producto como el 
conjunto: crema para pies y gel para piernas ó el conjunto: r(hsuradora y tónico para despu(:s de 
afeitar. Aunque no son muchos los resultados, se obtienen relaciones de productos semejantes que 
marcan una tendencia de compra por los usuarios del portal lVeb. 
Despu(:s de varias ejecuciones (para la n-e"ima ventana) se obtuvieron resultados como los que se 
Inuestran en la tabla 4.5. En este punto el portal lVeb tiene un poco más de afluencia de usuarios y 
se encuentran relaciones entre productos mucho más representativas. Se encuentran conjuntos de dos 
y de tres productos, como por ejemplo los conjuntos: 
(i) Crema para pierIuhs, suplemento dietdico y gel para la celulitis ó 
(ii) El conjunto que contiene tres kit". 
Est;:hs relaciones podrían interpretarse como patrones de compra para usuarios interesados tanto en 
el cuidado corporal como en su salud, como indica el conjunto (i), O usuarios que tienden a comprar 
productos que viene acompañados y que pueden representar un ahorrro, como indica el conjunto (ii). 
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Ventana de tiempo Soporte Conjuntos de elementos frecuentes 
1 minuto;; 0.01 {After;;ha .. e Soother} 
10 minuto;; 0.01 {Leg gel} 
{SAM-e} 
{After;;ha .. e Soother} 
ao minuto;; 0.1 {SAM-e} 
{Leg gel} 
{After;;ha .. e Soother} 
{Hazor Sen;;or} 
{Body Firming Cream} 
{Cream Peeling} 
{Sha .. e Stand} 
{After;;ha .. e Soother} 
{Deluxe l'via;;;;aging Foot Spa} 
{Body Silk} 
{Bone &; Joinh} 
{Body Firming Cream} 
{Herbal Cream} 
{Dietary Supkment} 
{Di;;crette Plu;;} 
{Deluxe l'via;;;;aging Foot Spa} 
{Body Silk} 
{ Leg gel, Hazor Sen;;or} 
1 Hora 0.1 {Di;;crette Plu;;} 
{Cream Peeling} 
{Foot Cream} 
{Pedkure Kit - 7 item;;} 
{Kit-Firming CreamjSlimming Cream( Short;;} 
{SAM-e} 
{Bodyli;; Exfoliating Cream} 
{Sok Sur .. i .. or Foot Kit} 
{Leg gel} 
{Sha .. e Stand} 
{After;;ha .. e Soother} 
{Hazor Sen;;or} 
{Dietary Supkment} 
{Body Firming Cream} 
{After;;ha .. e Soother} 
{Deluxe l'via;;;;aging Foot Spa} 
{Body Silk} 
{ Leg gel, Hazor Sen;;or} 
{After;;ha .. e Soother, Hazor Sen;;or} 
{SA1'vi-e, Foot Cream} 
{Foot Cream, Leg gel} 
Tabla 4.4: Conjuntos de elementos frecuentes reportados en la primera ejecución del modelo de la ft4se 
de selección y asocittción. Para reportar resultados, se fijaron valores menores de soporte mínimo en 
las ventanas más pequeñas. 
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Ventana de tiempo Soporte 
Hora o.a 
Hora 0.2 
1 Hora 0.1 
Conjuntos de elementos frecuentes 
{ } 
{Kit-Firmillg Cream( Slimmillg( Shorü} 
{Sok Sur.,i.,or Foot kit} 
{Leg gel} 
{Lady \Vax} 
{Har ... or Sell;;or} 
{kg gel, Kit-Firmillg Cream( Slimmillg CreamjShorü} 
{ Leg gel, Hazor Sell;;or} 
{Har ... or ;;ell;;or} 
{Pwlkure Kit - 7 item;;} 
{l'vIa;;;;age Salldab} 
{SAM-e} 
{Power 'l(Hlail Clipper} 
{Dietary Suplemellt} 
{Body Lotioll} 
{Di;;;;crette Plu;;} 
{Leg Therapy Cream} 
{Kit-Firmillg CreamjSlimmillg( Shor1;;} 
{Sok Sur.,i.,or Foot kit} 
{kg gel} 
{Cellulite Trimmillg Gel} 
{Lady \Vax} 
{Kit-Firmillg CreamjSlimmillg Cream( Shorh, Sur.,i.,or Foot kitl} 
{kg gel, Kit-Firmillg CreamjSlimmillg CreamjShor1;;} 
{Cellulite Trimmillg Gel, Leg Therapy Cream} 
{Pwlkure Kit - 7 item;;, Sur.,i.,or Foot kit} 
{ Leg gel, Hazor Sell;;or} 
{Sok Sur.,i.,or Foot kit, Hazor Sell;;or} 
{SA1'vI-e, l'vIa;;;;age Salldab} 
{Sok Sur.,i.,or Foot kit, Leg gel} 
{Har ... or Sell;;or, Lady \Vax} 
{Sok Sur., i.,or Foot kit, l'vIa;;;;age Salldab} 
{Di;;;;crette Plu;;, Lady \Vax} 
{Leg Therapy Cream, Di;;;;crette Plu;;} 
{Dietary Suplemellt, Cellulite Trimmillg Gel} 
{Leg Therapy Cream, Dietary Supkmellt} 
{Power 'l(Hlail Clipper, Sole Suni.,or Foot kit} 
{Lady \Vax, Pedkure Kit - 7 item;;} 
{Pwlkure Kit - 7 item;;, Kit-Firmillg Cream( Slimmillg Cream( Short;;, 
Sok Sur.,i.,or Foot kit} 
{Har ... or Sell;;or, Leg gel, Lady \Vax} 
{Pwlkure Kit - 7 item;;, Lady \Vax, SA1'vI-e} 
{Sok Sur., i.,or Foot kit, l'vIa;;;;age Salldab, SA1'vI-e} 
{Leg Therapy Cream, Dietary Supkmellt, Cellulite Trimmillg Gel} 
Tabla 4.5: Conjuntos de elementos frecuentes reportados en la primera ejecución del modelo en la 
fase de selección y t4socittción. Se reportan resultados para ventanas de una hora con diferentes valores 
de soporte mínimo. 
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4.5.3 }\t(¡dulo d(, (·.lasifkaó(¡n: Pn,dkó(¡n d(, las JJltlIT.tIS d(, pnHhw.tos visitadas 
y pn,dkó(¡n d(, (',ontinuidad d(, &$i(¡n 
l.:Il ':;0, <)}..1"xim'mUw!.:>t¡ s<) d<)tw 'm <?wnUt h fR"'),]<) dR~lf:k;w!.:>t¡ ,]<)1 m.),]';). ), IA~ pn.WhR~ s<) adapOm 
para "U<) ;;<mn <» )til;~mlhl<:; <;.)t¡ kG n:;ul(.;ld. )s .)ht.)nl,].;; 'm h <»mp';t.'m<;h d<) h Kj)D Cup 2(J(J(J, IA~ 
,].;; dR~lri<~IÓ)tl':; a n;;llizar :'<)tl, 
4.5.3.1 R"sultados d" prtxlicd{m: Continuidad d" la s"si{m 
l.:·r; h<;.)til;~)tqJ<;h,]<)1 KJ)D-Cup 2(J(J(J;;<) n);.)tUo)t¡ h~ ;;"XUd.)lWS,]<) 1.;; Wm;\<].)t,:;,]<) h~ ,].;; prlm'XR~ 
pn)gl..mUl.~ "U<) t'mian P(>t .)1:>j'/.) pn)<]<)<;ir si un visiOmt<) <» )t¡dnu;V~t. ) ;V~md.)t¡;V>a h ;;<:;!.:>t¡ 'm h "U<) 
;;<) <)tw.)t¡tr;V~t, Para ';st<) <)}..1><xlnwnt.) s<) t'mian i,]'mdd<~\<h~ ,].;; dRq:;, 'Crm "u<) ,]<)dnh si h s,:;1,n 
<»)t¡dnu;v~t ln,]kada <»)til.) "V';r,]ad'x./' y ({.m (¡U<) d<)t'Xmlr¡;ú~t si h ;;<;s!.:>t¡ t'xmlrm(~t "ljlls./', l:·n h 
o:p1)f!\<;1,n d<) dat.;; s<) pud.) .X>;;<xvar "U') 1.;; I'O!:I)I-'> Y h~ ;;<:;i.)tl<:; d') ".)n;g;l.~ ;4\'mt./,. (,,)rrilinan h 
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Figum ,1.0, R':;ukad.)~ n);")tUld.;; ;.)r 1;; garmd.)n;s 'm h <»)tilp'/'mda d') h KDD O"p 2,(J(J() ;~Wt h 
dR~iri<~\<;!.:>t¡ d') h <;.)t¡dnuid;\<] d') s,:;1,n, 
l.:n h grAri<~t'j ,1.0 S') rq")ttan 1.;; n:;ulUld.)s d') 1)s dR~lri<;;ld.)n:; d') 1.;; rin;llisUl.~, 1:1 n~d.)t da-
~iri<~\<].)t fu') n;;.)rU\<].) ;.)t A m1lOC_4 1'eum p.:l]. Pam h pn)\l..mUt L <)1 m)d,)1) dR~lfkad.)r "U') gm,,\ 
lW.<;Ía un riltD) ;~mt h~ ~,:;1)tl,:; monodic ,> d,)<;ir, para t')<]R~ ;I(¡U,)llR~ ;;<;si.)tws (¡U') t'mian Um :,<)1) 
una ~.xkkud d') ;~i4na, (¡U,)<];v>ar¡ ,)d(¡U,)u\<h~ <»)til.) "F;Il:,</" SOOP] r,,) hal)) ':;') riltD), pu';st.) "U') r,,) 
hay ninguna <»)t¡dló,n 'm ,;) a4v.rltnh) "U') v;llid') d') matl<)m au t.)tilAt-bt ;;<;si.)tws d') un ;;..x. ) die. Sin 
embargo, la mayoría de sesiones morwclic tienen el valor ;;1\ uldJ del atributo producto, de tal fOI1na 
que cuando los nulos se tienen en cuenta en el proceso, el modelo tambi(:n clasifica de manera correcta, 
en la mayoría de los casos, aquellas sesiones que terminan despu(:s de hacer una única solicitud. 
Regla Q Regla Q 
Regla Q {l)roducto ?\ulo, 0.9 {l)roducto ?\ulo, 0.9 
{l)roducto ?\ulo, 0.9 Continua oo. Fabo} Continua oo. Fabo} 
Continua ... Fabo} {l)roducto SAl'vI-e, o.a {l)roducto SAl'vI-e, (U5 
Clase defecto: l'abo Continua'" Verdadero} Continua oo. Verdadero} 
(a) w ~ 1 LC,-'_l~_e_d_e_r._e_c_to_,_l_·a,-I,-M_, ____ ~I I Clase defecto: l'abo 
(b) w ~ 2 (e) w ~ 3 
Regla Q 
{l)roducto ?\ulo, 0.9 
Regla Q Continua oo. Fabo} 
{l)roducto ?\ulo, 0.9 Regla Q {l)roducto SAl'vI-e, 0.5 
Continua'" Fabo} {l)roducto ?\ulo, 0.9 Continua Verdader(¡} 
{l)roducto SAl'vI-e, 0.5 Continua oo. Fabo} {l)roducto Hazor o.a 
Continua Verdadero} {l)roducto SAl'vI-e, 0..1 Sen;;or, 
{l)roducto Leg gel, o.a Continua'" Verdadero} Continua oo. Verdadero} 
Continua Verdadero} Clase defecto: l· abo {l)roducto Herbal o.a 
Cream, 
Clase defecto: Fabo (e) w ~ 5 Continua Verdader(¡} 
(<1) w ~ 4 
Clase defecto: l'abo 
(1') w ~ 6 
Tabla 4.6: Cltlsificadores para la pregunta 1, obtenidos durante las primeras ventanas de tiempo. 
Desde la tabla (a) hasta la tabla (f) se Inuestran los clasificadores obtenidos desde la ventana 1 hasta 
la ventana 6, respectivamente 
En la tabla 4.6 se presentan los resultados de los primeros clasificadores reportados por el modelo. 
Se puede observar que el valor de la clase por defecto es ;;FalsdJ desde el principio. En la figura 4.6 se 
presentan las curvas R.OC de las primeras clasificaciones. Aunque los cambios entre ventanas no son 
muy significativos, se alcanza a apreciar cómo el modelo varia con respecto a los datos. 
Lo más importante a destacar del modelo es su capacidad para evolucionar con los datos: es un 
modelo dinámico que se va construyendo a medida que los datos alimentan el sistema. En la figura 
4.7 se presenta la curva R.OC para la clasificación de la continuidad de sesión que se obtiene con el 
clasificador generado por el modelo en su última ventana. Esta última curva se asemeja a la reportada 
por el grupo Amdocs Team en la competencia de la KDD-Oup 2000, con la ventaja de que este modelo 
utilizó los datos una sola vez y reportó resultados a medida que se iba simulando la actividad del sitio 
Web. 
4.5.3.2 Resultados de predicción: Marcas de productos visitadas 
Para la marca que el visitante consultaría por el resto de la sesión (La competencia limitaba a solo 
tres marcas: American Essentials, Dorma Karan, Hanes). Se reportó lo siguiente en la competencia: 
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(a) w = 1 (b) w = 2 (e) w = 3 
, 
w 
t ¡ r 
(d) w = 4 (e) w = 5 (f) w = 6 
Figura 4.6: Clasificación para continuidad de sesión: Clasifica a partir del producto si la sesión continua 
o no. Desde la figura (a) hasta la (f) se presentan las curvas ROC de la clasificación de las primeras 
seis ventanas, respectivamente. 
Figura 4.7: Curva ROC de la clasificación de la continuidad de sesión en la última ventana 
1. La clase mayoritaria es American Essentials. 
2. La marca Donna Kamn solo estuvo disponible hasta el 26 de marzo. 
3. Uno de los mejores atributos predictores para esta pregunta fue la url referente (o Req'Uest 
Refener) 
4. Cuando se hace la solicitud por medio de FashionMall o Winnie-Cooper se clasifican Hanes y 
Donna Kamn, para las demás urls el resultado es American Essentials. 
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Figura 4.8: Flujos de clics generados por los visitantes de las marcas AE, DK, H en el sitio Web 
Gazelle.com 
La clase mayoritaria es American Essentials, como se muestra en la figura 4.8. En la tabla 4.7 y 4.8 se 
presentan los resultados de las primeras ventanas, reportados por el modelo en la fase de clasificación, 
tomando como predictor el atributo "ud referente" y "producto", respectivamente. 
El clasificador obtenido con el atributo ud referida no presentó cambios significativos en las pri-
meras iteraciones. De hecho, al terminar de procesar el conjunto de datos el clasificador no logra 
detectar las reglas que identifican alguna de las marcas y la clase por defecto termina con valor nulo. 
La razón es que la ud referida no tienen ningún preprocesamiento en línea y este atributo presenta la 
particularidad de tener cientos de valores diferentes, por lo que son solicitudes de página que varían 
dependiendo del usuario que hace la solicitud. Por ejemplo, para las uds propias del sitio Gazelle.com 
estos son algunos registros: 
• http://beta.gazcllc.com/main/homc.jhtml 
• http://bcta.gazcllc.com/prod ucts! productDctailLcgwcar .jhtml ?PROD U CT3C3Eprd _ id= 12695&FOLDER-
3C3Efoldcr id=29505&ASSORTlv1ENT3C3East id=8687&bmUlD=949256026909 
• http://gazcllc.com/main/lcg_ ncws _lcgkicks.jhtml?FOLDER %3C %3Efoldcr _ id=8703&ASSORTlv1ENT-
3C3East id=868 7& bm UlD=949337692118 
Para este caso en particular se intentó acotar la ud con una expresión regular que tomara solo los 
primeros caracteres de la dirección \Veb, sin embargo, las reglas para cada sitio variaban, lo que exigía 
que debían conocerse con antelación los sitios \Veb y hacer una validación para cada caso: Así que el 
proceso de minería se vuelve impráctico. 
Por otro lado, el clasificador obtenido con el atributo producto clasifica bien los casos en los 
que la clase es la marca American Essentials. La razón es que los productos están bajo la categoría 
legwear, que incluyen calcetines a bajo costo y que adicionalmente presentan cupón de descuento, sin 
embargo, el modelo al final , termina con la clase por defecto "Otros", ya que el número de productos 
correspondientes a la marca American Essentials, no es mayoritario en el proceso. 
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Regla Ct Regla 
{url 0.8 {url 
http ¡ ¡beta.gazdle.com, http:(¡beta.gazdk.com, 
J\brcaVi;;ta ?\ulo} MarcaVi;;ta ?\ulo} 
Clase defecto: ?\ulo I I Clase defecto: ?\ulo L-______________ ~
(a) w ~ 1 (b) w ~ 2 
Regla Ct Regla 
{url 0.0 {url 
http ¡ ¡beta.gazdle.com, http:(¡beta.gazdk.com, 
MarcaVi;;ta 000 ?\ulo} MarcaVi;;ta 000 ?\ulo} 
LC~'~la~~,-,-~d~e~fe~c~t~o~'_~,-",,~I,~, ____ ~I I Clase defecto: ?\ ulo 
(<1) w ~ 4 (e) w ~ 5 
0.8 
0.5 
Regla 
{ url 
http:¡¡beta.gazdk.com, 
MarcaVi;;ta ?\ulo} 
I I Clase defecto: ?\ ulo 
(e) w ~ 3 
Regla 
{ url 
http:¡¡beta.gazdk.com, 
MarcaVi;;ta 000 ?\ulo} 
I I Clase defecto: ?\ ulo 
(1') w ~ 6 
0.8 
0.5 
Tabla 4.7: Clasificadores para la pregunta 2, obtenidos durante las primeras ventanas de tiempo. 
Desde la tabla (a) hasta la tabla (f) se IIluestran los clasificadores obtenidos desde la ventana 1 hasta 
la ventana 6, respectivamente. 
Regla Q Regla Q 
Regla Q {I)rodudo ?\ulo, 0.9 {I)roducto ?\ulo, 0.9 
{I)roducto ?\ulo, 0.9 Marca ?\ulo} Marca ?\ulo} 
Marca 000 ?\ulo} {I)roducto 5AM-e, o.a {I)roducto 5AM-e, (U5 
Clase defecto: ?\ ulo Marca AEl Marca AEl 
(a) w ~ 1 Clase defecto: ?\ ulo I I Clase defecto: ?\ ulo L-______________ ~
(b) w ~ 2 (e) w ~ 3 
Regla Q 
{I)roducto ?\ulo, 0.9 
Regla Q Marca 000 ?\ulo} 
{I)roducto ?\ulo, 0.9 Regla Q {I)roducto 5AM-e, 0.5 
Marca 000 ?\ulo} {I)rodudo ?\ulo, 0.9 Marca 000 AE} 
{I)roducto 5AM-e, 0.5 Marca 000 ?\ulo} {I)roducto Hazor o.a 
Marca 000 AE} {I)roducto 5AM-e, 0..1 5en;;or, 
{I)roducto Leg gd, o.a Marca 000 Ot ro;;} Marca 000 Ot ro;;} 
Marca 000 Ot ro;;} Clase defecto: ?\ ulo {I)roducto 
Cream, 
Herbal o.a 
Clase defecto: ?\ ulo (e) w ~ 5 Marca 000 Ot ro;;} 
(<1) w ~ 4 
Clase defecto: Ot ro;; 
(1') w ~ 6 
Tabla 4.8: Cltlsificadores para la pregunta 2, obtenidos a partir del atributo producto. Desde la tabla 
(a) hasta la tabla (f) se presentan los clasificadores obtenidos desde la primera hasta la se"A"ta ventana, 
respectivamente. 
En la figura 4.9 se presentan la curvas ROC de la clasificación de las marcas visitadas en la 
última ventana que generó el modelo. La curva reportada en (b) presenta un clasificador más preciso 
que el presentado en (a). l\o obstante los resultados para esta clasificttción no son muy buenos. La 
mayor dificultad que presentó esta clasificación para (a) fue el poco preprocesamiento de los datos, 
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en definitiva, el ruido no permitió que se clasificaran las urls referidas de manera apropiada, ya que 
en la fase de asociación no se generaron conjuntos de elementos frecuentes significativos. En (b) la 
clasificación no fue tan buena como se esperaba: principalmente, porque en total hay 25 marcas de 
productos y solo se estaban teniendo en cuenta tres, luego la cantidad de datos para estas tres marcas, 
dependiendo la ventana, pudo no ser suficiente para construir un clasificador más preciso. 
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Figura 4.9: Clasificación de las marcas American Essential, Donna Karan y Hanes. (a) Clasifica a 
partir de la ud referida. (b) Clasifica a partir del producto. 
4.5.4 Tiempos de respuesta 
De manera alterna se realizaron diferentes ejecuciones con el único objetivo de medir el tiempo de 
ejecución del prototipo implementado. Se probó con el conjunto de datos BMSWeb Viewl, utilizado en 
el capítulo 3, con valores de mínimo soporte y confianza de 0.2 y 0.9, respectivamente. Se realizaron 
sobre la misma máquina ejecuciones dedicadas exclusivamente al prototipo. 
Tiempo de ejecución (Segundos) 
Número de registros Asociación Clasificación 
100 0.005 0.025 0.03 0.1 
1.000 0.025 1.5 1.5 3 
2.000 0.05 3 3.5 6 r. .0 
3.000 0.1 7 8 15.1 
5.000 0.3 20 23 43.3 
8.000 0.5 45 52 97.5 
10.000 0.8 105 121 226.8 
Tabla 4.9: TlCmpos de ejecución (medidos en segundos) del prototipo para os diferentes módulos 
funcionales. 
En la tabla 4.9 se indican los tiempos promedios por cada una de las tareas o fases que se proponen 
en el modelo. Aún cuando la fase de selección y asociación están integradas, se mostraron sus tiempos 
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por separado porque el preprocesamiento que debe realizarse varía entre conjuntos de datos. Para esta 
prueba específicamente solo se dejó la transformttción de los datos a su representación numóica como 
fase de selección. Para la ft4se de asociación y clasificttción se Inuestran los tiempos de ejecución del 
algoritmo Apriori+ y!v!l respectivamente. 
Al realizar un promedio de los tiempos de procesamiento, se obtiene que el modelo procesa a tasas 
de 250 registros por segundo. Es un buen número si se tiene en cuenta que el conjunto de validación 
tan solo presentó tasas má"Aimas de afluencia de usuarios de 6 sesiones por segundo. 
Los tiempos de respuesta para más de 8.000 registros generan tiempos de procesamiento mayores a 
un minuto, a pesar de no ser tiempos competitivos para ambientes de flujos de datos, no es recomenda-
ble cargar tal cantidad, lo aconsejable para estos ambientes es trabajar con cargas de datos pequeñas 
que no sobrecarguen el sistema. Para obtener buenos tiempos de respuesta con una implemenütción 
del modelo SCOFI, es deseable trabajar con cargas de 100 a 1000 registros que generan un tiempo 
promedio de procesamiento de 0.1 segundos. 
4.5.5 Resumen del capítulo 
En este capítulo se presentó el modelo de minería de flujos de datos aplicado al análisis de un sitio 
vVeb. El conjunto de datos empleado para la validación del modelo, disponible para la KDD-Oup 
2000, es la recolección de los registros de clics del portal vVeb Galleze.com, un vendedor minorista de 
calcetines y productos relacionados con el cuidado de las piernas. Para aplicar el modelo, se le realiza 
al conjunto de clics un preprocesamiento adicional, que consiste en agrupar los registros en sesiones, 
generando transacciones que el modelo recibe en su fase de asociación. 
En la parte e"Al)erimental se realizan básicamente tres configuraciones. La primera, que prueba la 
fase de asociación; la segunda, que clasifica si hayo no, continuidad en una sesión; y la tercera, que 
clasifica la marca de productos que será vista por el resto de la sesión. Los resultados obtenidos en 
la segunda y la tercera prueba, se comparan con los reportados en la KDD-Gup 2000. Finalmente, se 
discuten los tiempos de respuesta del modelo generados a partir de una prueba separada. 
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Capítulo 5 
Conclusiones y Trabajo Futuro 
5.1 Conclusiones 
El objetivo principal de cste proyecto de investigación fue el desarrollo de un modelo de minería de 
flujos de datos denominado SCOFI, cuya sigla en ingl(:8 significa Strcaming Qla""ification based Qn 
Ercq'uent ltemsets. Su aplicación y validación fueron orientadas ti la extracción de conocimiento ti 
partir de actividad registrada por usuarios en un portal lVeb. 
Se realizó un modelo de mincria de flujos de datos quc rápidamente generara resultados basado en 
la combinación de las t(:cnictis de asociación y clasificación. B{;lsicamcntc la asociación e8 una t(:cnica 
quc comprende algoritmos quc proporcionan resultados de fácil interpretación y quc fácilmente pueden 
ser implementados y adaptados para que empleen los datos una sola vez sin comprometer su eficacia. 
Al combinar la asocittción y la clasificación se potencializan los resultados de minería, adicionando una 
funcionalidad extra, mediante la construcción y validación continua de un clasificador que se adapta 
a la variabilidad de los datos y que mantiene la simpleza del modelo. 
Con el algoritmo Apriori propuesto para la fase de asociación, con el propósito de encontrar 
conjuntos de elementos frecuentes sobre los atributos indicados en la fase de selección, se logró reducir 
la complejidad computacional de su algoritmo predecesor, logrando asÍ, de manera mucho m{;lS eficiente 
pero con la misma eficacia, encontrar los datos más frecuentes. En las pruebas de comparación con otros 
algoritmos de su cl;:;lse, Apriori"""" reportó en promedio, un mejor desempeño con cargas transaccionales 
en el rango de 100 a 1000. 
Los diferentes experimentos realizados confirmaron que el modelo es dinámico, es decir, el modelo 
reportaba un conjunto de reglas y un valor para la clase por defecto que se iban modificando con 
respecto a los datos. El clasificador reestructuraba sus regl;:;ls y el valor de la cl;:;lse por defecto cada 
vez que el umbral de error ;:;lSÍ lo indicaba. 
Teniendo en cuenta que se está realizando un proceso de mineria en línea, se puede afiI1nar que el 
modelo es capaz de procesar flujos de datos ;;rápidos)J, ya que procesa cantidades significativas de datos 
en una sola p;:;lsada y de manera eficaz. En las prueb;:;ls de desempeño se registraron cargas má"Aimas con 
t;:;lsas de procesamiento (en promedio) de 250 transacciones por segundo, para ejecuciones completas 
del modelo. 1\0 obstante, el sitio vVeb empleado en l;:;lS prueb;:;ls presentó afluencias má"Aimas de 6 
transacciones por segundo. 
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En la fase de clasificación del modelo, mediante la ejecución del algoritmo !v!l ,se logró construir 
un clasificador con los resultados de la asociación, es decir, a partir de los conjuntos de elementos 
frecuentes. Esto permitió un modelo simplificado de minería de flujos de datos que funciona de manera 
eficiente al emplear como insumo un subconjunto de datos mucho más pequeño, que contiene solo los 
datos más frecuentes y que usa cada uno de estos una única vez en su procesamiento. 
De acuerdo a la e"Al)erimentación que tenía por objeto que el modelo determinara si una sesión 
continuaba o no, se puede afirmar que los resultados en t{:rminos generales son buenos en comparttción 
con los obtenidos en la competencia del KDD- Oup 2000. Los participantes de la competencia realizan 
un análisis exploratorio del conjunto de datos, lo preprocesan y le aplican diversos algoritmos de 
minería de datos, mientras que en el modelo propuesto se trabaja con subconjuntos de datos en una 
sola pasada. En general, los resultados generados por el modelo clt4sifican en falso las sesiones morwclic 
y para las demás sesiones la clasificación es cercana a las reportadas en la competencia. 
En cuanto a la e"Al)erimenütción en la que el modelo deteI1nina la marca de los productos que sería 
visitada por un usuario del portal lVeb, se puede afirmar que los resultados en t{:rminos generales son 
buenos teniendo en cuenta que se asemejan a los reportados en la competencia del KDD-Oup 2000, en 
la que usa el conjunto de datos completo. La marca de productos más visitada es American E""ential" 
y el modelo logra identificarla como el valor por defecto de la clase. 
A pesar de que el portal lVeb contiene el registro de todos los clic" generados por sus usuarios, no 
es factible realizar predicciones o proveer resultados orientados al análisis de secuencias de clic", ya que 
la estructura de contenidos del sitio está totalmente jerarquizada por niveles, es decir, las secuencias 
de 'url" por las que puede navegar un usuario ya están predefinidas por el diseño propio del sitio lVeb. 
Los resultados de minería no generan conocimiento adicional del se obtendría fácilmente al recorrer 
la estructura de directorios del sitio de manera manual. 
El modelo propuesto demuestra que es posible adaptar algoritmos convencionales de minería para 
aplicarlos en el tratamiento de flujos de datos y ajustar la variabilidad temporal tácita de los mis-
mos durante la ejecución continua del modelo. Dichas adaptaciones se realizan para contrarrestar las 
restricciones propias de este tipo de datos que consisten principalmente en: (1) Limitar a una única 
vez el uso o lectura de cada dato durante el procesamiento, evitando al máximo reducir la eficacia del 
algoritmo empleado. (2) Introducir mediante cotas, parámetros que regulen el error de clasificación y 
promuevan la reconstrucción del modelo. 
5.2 Trabajo futuro 
Para trabajos futuros, complementarios al desarrollado en el presente trabajo, se mencionan algunas 
funcionalidades adicionales con el objeto de proporcionar mejoras al modelo en tres aspectos básicos: 
robustez, eficiencia y e"A'tensión de su funcionalidad. 
Para darle mayor robustez al modelo se puede incluir: (1) Estimttción automática de los parámetros 
de soporte y confianza que hacen parte de la fase de asocittción del modelo. (2) Validación del modelo 
en ambientes reales y de grandes afluencias. 
Para incrementar el desempeño en cuanto a tiempos de procesamiento, se puede ejecutar el modelo 
de manera distrihuida, haciendo procesamiento en paralelo. 
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Para proporcionar mayor usabilidad y funcionalidad al modelo, se puede incluir: (1) l;n módulo 
adicional que implemente uno O varios algoritmos de agrupttción. (2) Asociación multinivel para el 
procesamiento multidimensional en la fase de asociación. 
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