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Abstract
Sparsity of channel in the next generation of wireless communication for massive multiple-input-
multiple-output (MIMO) systems can be exploited to reduce the overhead in the training. The multi-
task (MT)-sparse Bayesian learning (SBL) is applied for learning time-varying sparse channels in the
uplink for multi-user massive MIMO orthogonal frequency division multiplexing systems. In particular,
the dynamic information of the sparse channel is used to initialize the hyperparameters in the MT-
SBL procedure for the next time step. Then, the expectation maximization based updates are applied
to estimate the underlying parameters for different subcarriers. Through the simulation studies, it is
observed that using the dynamic information from the previous time step considerably reduces the
complexity and the required time for the convergence of MT-SBL algorithm with negligible sacrificing
of the estimation accuracy. Finally, the power leakage is reduced due to considering angular refinement
in the proposed algorithm.
Index Terms
Communication channel, massive MIMO, sparse Bayesian multi-task learning, dynamic filtering,
tracking.
I. INTRODUCTION
Massive MIMO systems has become a potential candidate to meet the need for high throughput
for the next generation cellular networks [1], [2]. To this end, the channel state information (CSI)
at the base station (BS) should be available. The estimation of massive MIMO channels without
Arash Shahmansoori is with the Mitsubishi Electric R& D Center Europe, Rennes, France, email:
arash.mansoori65@gmail.com (Corresponding author: Arash Shahmansoori.)
3considering the sparsity results unacceptable overhead in both time division duplex (TDD) and
frequency division duplex (FDD) modes.
Despite several publications regarding the training of the massive MIMO systems for the static
channels, there are a few publications for the case of time-varying massive MIMO systems, e.g.,
[3]–[5]. Real time tracking of the beamformer is proposed in [3], channel tracking under time
and spatial varying scenarios based on the extended Kalman filter (EKF) is proposed in [4]. In
the most recent publication, channel estimation in the uplink (UL)/downlink (DL) is considered
in both TDD and FDD modes by learning the spatial information using the virtual channel
representation [5]. In this approach, the SBL is applied to learn the spatial characteristics of the
sparse channel with the Kalman filter (KF) and Rauch-Tung-Striebel (RTS) to track the posterior
statistics in the expectation step with a searching method in the maximization step. However,
power leakage is not compensated that results reducing the estimation accuracy.
In this letter, we consider a massive MIMO orthogonal frequency division multiplexing (OFDM)
system as the MT-SBL problem and propose a novel dynamic filtering based approach with off-
grid refinement. Our contributions are summarized as follows.
• Inspired by [6], a novel dynamic filtering for multiple measurement modified sparse channel
vector for the dictionary matrix with angular refinement is proposed. Then, it is argued that
the angular refinement acts as a spatial rotation operation with first order Taylor series
approximation for power leakage reduction.
• An efficient initialization for the traditional SBL problem is obtained to reduce the com-
plexity and the required time for convergence. The proposed initialization gains from
the dynamic information of the previous time step. Unlike the KF based tracking in the
literature that requires the estimation of underlying dynamic model [5], it is assumed that
the underlying dynamic model for channel variation is unknown.
• Simulation results demonstrate that the proposed method outperforms the existing methods
from the literature in terms of tracking accuracy and the required number of iterations for
convergence.
II. THE PROPOSED METHOD
In this section, a method for tracking sparse communication channel based on Bayesian
learning with dynamic filtering is proposed. The hierarchical model representation of such a
problem is shown in Fig. 1. First, a system model for multi-user MIMO-OFDM in beamspace is
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Fig. 1. Hierarchical model representation of Bayesian multi-task sparse channel learning with DF and the unknown underlying
dynamic operation ft(.).
presented in the UL. Then, the MT-SBL for training and tracking with the efficient initialization
is proposed with the corresponding algorithm.
A. System Model
The sparse system model for multi-user MIMO-OFDM in beamspace can be approximated
by the sparse model in the UL as
y˜ult [n] = Υ˜BS,ν [n]h
(t)
BS[n] + n˜t[n], (1)
where y˜ult [n] ∈ CNBSLm denotes the received signal with the training sequences of length Lm for
the users, m = 1, . . . ,M , and the NBS received antennas in the BS. The term CN (n˜t[n]|0, α−10 I)
is the independent and identically distributed (i.i.d.) zero-mean Gaussian measurement noise with
unknown precision α0 (i.e., variance 1/α0), and h
(t)
BS[n] ∈ CMNBS denotes the sparse channel
5vector for M users at t-th time step with the same spatial support for subcarriers1 n = 0, . . . , N−
1. The sparse channel vector h
(t)
BS[n] is defined as
h
(t)
BS[n] =
[(
h
(t)
BS,1[n]
)T
. . .
(
h
(t)
BS,M [n]
)T]T
, (2)
where2 h
(t)
BS,m[n] denotes the modified virtual channel representation for the m-th user, over t-th
time step, and subcarrier n [8]. The dictionary Υ˜BS,ν [n] ∈ CNBSLm×NBSM , is given as
Υ˜BS,ν [n] =
[
Υ
(1)
BS,ν [n] . . . Υ
(M)
BS,ν [n]
]
, (3)
where
Υ
(m)
BS,ν [n] = xm[n]⊗ΩBS(ν), (4)
ΩBS(ν) = F¯BS +
˙¯FBSdiag{ν}, (5)
in which xm[n] ∈ CLm . The matrix F¯BS ∈ CNBS×NBS is the normalized discrete Fourier transform
(DFT) matrix. The term ˙¯FBS denotes the first order DFT based differentiation, and ν ∈ RNBS
is the off-grid vector. The expression (5) can be interpreted as spatial rotation operation with
first order Taylor series approximation to mitigate leakage and strengthen channel sparsity [8].
It is assumed that the underlying dynamic function ft(.) is unknown. Consequently, a Gaussian
blurring kernel for the spatial domain on the previous time step t − 1 with the error in the
dynamic model N (wt|0,Q) is used as the dynamic equation3.
B. MT-SBL learning method with DF
Considering the measurement model (1), the likelihood function is obtained as4
p(y˜ul[n]|hBS[n],α, α0,ν) = (pi/α0)−LmNBSexp
(
−α0‖y˜ul[n]− Υ˜BS,ν [n]hBS[n]‖22
)
. (6)
1The elements of angle-delay domain channel response are approximately mutually statistically uncorrelated for sufficiently
large NBS and the transmission can be over one or multiple OFDM symbols [7].
2The extension to the multi-antenna users, and considering the effect of coupling is straightforward.
3It is worth noting that the proposed method can be reformulated based on the estimated values for the Tb > 1 blocks instead
of Tb = 1 block. In other words, the smoothed version of the proposed dynamic filtering method is simply achieved by a chain
of Tb successive time steps and estimation of the corresponding sparse vectors starting from the initial estimation of the sparse
vector for the time step zero obtained by the SBL method. This is essentially similar to the RTS smoother.
4To simplify the notation, the subscript t is dropped in this subsection.
6A zero-mean Gaussian prior is placed on hBS[n]
p(hBS[n]|α) =
MNBS∏
l=1
CN (hl,BS[n]|0, α−1l ) , (7)
with the hyperparameters α = [α1, . . . , αMNBS ]
T shared among all the N tasks. The term
hl,BS[n] denotes the l-th element of hBS[n] for l = 1, . . . ,MNBS. Gamma priors are placed
on the parameters αl and α0 to complete the probability model as p(αl|cl, dl) = G (αl|cl, dl), and
p(α0|a, b) = G (α0|a, b) where {cl}, a and {dl}, b denote the shape and scale parameters in the
Gamma distributions, respectively. Finally, the off-grid parameter is obtained by a uniform prior
distribution as p(νr|δ) = Uνr
([−1
2
δ, 1
2
δ
])
where Uνr([−δ/2, δ/2]) for r = 1, . . . , NBS denotes
a uniform distribution with the grid size δ and probability 1/δ in the interval [−δ/2, δ/2] and
zero elsewhere. The value of δ is set to 2pi/NBS as νr acts as a spatial rotation parameter for
NBS-point DFT. The full posterior distribution is decomposed as
p(hBS[n],α, α0,ν|y˜ul[n]) = p(hBS[n]|y˜ul[n],α, α0,ν)× p(α, α0,ν|y˜ul[n]), (8)
where the posterior on the channel vector is p(hBS[n]|y˜ul[n],α, α0,ν) = CN (hBS[n]|µ[n],Σ[n])
with
µ[n] = α0Σ[n]Υ˜
H
BS,ν [n]y˜
ul[n], (9)
Σ[n] =
(
diag {α}+ α0Υ˜HBS,ν [n]Υ˜BS,ν[n]
)
−1
. (10)
Assuming uninformative prior on the noise precision α0, i.e., a = b = 0, the hyperparameter α
is obtained by the maximum a posteriori probability (MAP) estimation based on the marginal
log likelihood L(α, α0) defined as
L(α, α0) ∝
N−1∑
n=0
log |C[n]|+ (y˜ul[n])HC−1[n]y˜ul[n] + 2N
MNBS∑
l=1
(cl logαl − dlαl) , (11)
where C[n] = α−10 I + Υ˜BS,ν [n] (diag {α})−1 Υ˜HBS,ν [n]. Next, the hyperparameters {cl, dl} are
obtained to minimize the mean square error (MSE) between the dynamic prediction of sparse
channel vector from the previous time step denoted as ~BS[n], and the SBL with DF in (9) as
αopt = argmin
α
N−1∑
n=0
E
[‖µ[n]− ~BS[n]‖22] . (12)
Taking the derivative of (12) with respect to α and setting the result to zero, and assuming
equal transmit power for different subcarriers without loss of generality, ‖xm[n]‖22 = Pm, n =
0, . . . , N − 1, m = 1, . . . ,M , leads to (see Appendix A)
αopt,l =
1
1
N
∑N−1
n=0 |~l,BS[n]|2
, l = 1, . . . ,MNBS, (13)
7where ~l,BS[n] = [~BS[n]]l. Considering the fact that αl = cl/dl minimizes the second term in
(11), and comparing with (13), the parameters cl and dl can be obtained as
5
cl = αopt,l, dl = 1. (14)
Practical note: For the case that the value of αopt,l is large, i.e.,
1
N
∑N−1
n=0 |~l,BS[n]|2 is small,
and consequently Gamma distribution has a large shape value cl, we set cl =
√
αopt,l to avoid
sticking in a local minimum and provide more robust performance and numerical stability.
For the case that cl = dl = 0, there is no dynamic information from the previous time step.
Consequently, the estimation of corresponding parameters is obtained under no prior information.
It is worth noting that user grouping can be performed after this stage such that users in the same
group does not share the same spatial information and orthogonal pilots are applied in different
groups [5]. In this case, the optimal values of α, α0, and ν can be obtained by maximizing
the expectation of the joint probability p(hBS[n],α,ν, α0, y˜
ul[n]) with respect to the posterior
distribution on hBS[n]. The results of this maximization for α and α0 are summarized as follows.
First, the parameters αl and α0 are obtained by expectation maximization (EM) procedure with
iterative updates by treating hBS[n] as the hidden variable as
αl =
cl − 1 +N
dl +
∑N−1
n=0 [Σ[n]]l,l +
∑N−1
n=0 |µl[n]|2
, (15)
α0 =
NBSLmN + a− 1∑N−1
n=0 T
(a)
ν [n] +
∑N−1
n=0 T
(b)
ν [n] + b
, (16)
where
T (a)
ν
[n] = ‖y˜ul[n]− Υ˜BS,ν [n]hBS[n]‖22, (17)
T (b)
ν
[n] = tr
{
Υ˜HBS,ν [n]Υ˜BS,ν [n]Σ[n]
}
. (18)
The off-grid estimation of angle-of-arrival (AOA) is obtained by solving the linear equation for
ν with taking the derivative of the term
N−1∑
n=0
T (a)
ν
[n] + T (b)
ν
[n], (19)
with respect to ν and setting the result to zero.
5It is worth noting that there are other options such that the identity αl = cl/dl is fulfilled. However, we found that using
these values result a robust performance in the tracking phase.
8Algorithm 1: MT-SBL with DF in the UL
Input : Received signal y˜ult [n], dictionary matrix F¯BS and the first order derivative of
dictionary matrix ˙¯FBS, the number of subcarriers N , the number of iterations Iiter,
the number of users M , and stop threshold βth.
Output: Estimated hˆ
(t)
BS[n] for ∀n and ∀t.
1 Initialisation: Set α0 = 1 and the hyperparameters a = b = 0.01, α = 1NBS and the
hyperparameters cl = dl = 0.01 for l = 1, . . . ,MNBS, and ν = 0.
2 for t = 1 to T + 1 do
3 while ρ ≤ βth or iiter ≤ Iiter do
4 Form Υ˜BS,ν [n] based on (3).
5 Compute µ[n] from (9), and Σ[n] from (10).
6 Set α′ = α, and update α from (15) for time step t− 1.
7 Update α0 from (16) for time step t− 1.
8 Update ν based on (19) for time step t− 1.
9 If iiter > 1, then ρ = ‖α−α′‖2/‖α′‖2.
10 end
11 Compute ~BS[n] = hˆ
(t−1)
BS [n].
12 For the time step t, calculate cl and dl from (14).
13 end
C. The Algorithm
Algorithm 1 summarizes the proposed method for MT-SBL learning in the UL with dynamic
filtering. Starting from the input parameters and initialization assuming no dynamic information
at the beginning, i.e., cl = dl = 0.01, the proposed method iterates for T time steps and updates
the underlying parameters using the dynamic information provided by the previous time step
based on (14) with considering the practical note. It will be shown in the simulation results
that using the dynamic information considerably reduces the required number of iterations for
convergence compared to the traditional SBL method.
It is worth noting that the proposed method can be easily adopted for the DL tracking in both
FDD or TDD mode. For the TDD mode, the underlying parameters are exactly the same due to
channel reciprocity, while in the FDD mode the method is adjusted for the array response with
9the new wavelength λ˜c.
III. SIMULATION RESULTS
The performance of the proposed method is numerically evaluated in this section. A massive
MIMO system with NBS = 64 antenna elements with half wavelength spacing in the BS is
considered. The AOA of each user is randomly selected from6 [−80◦, 80◦] with the angular
spread on the order of 2◦ for M = 2, βth = 1e− 3, Iiter = 1e3, N = 40, and SNR [dB] = 10.
The initialization of the hyper-parameters is achieved with the values as in the algorithm 1.
The results are averaged over 100 realizations. Finally, the maximum angular variations between
consecutive time steps for a given environment is on the order of 0.5◦.
Fig. 2 top left plot shows the required number of iterations for the convergence of the proposed
method for different time steps. It is observed that without using the dynamic information at
t = 0 [9], the required number of iterations for convergence of the algorithm 1 is considerably
more than the case with the prior information provided by the dynamic information at t > 0.
More specifically, the required number of iterations for the convergence of the MT-SBL method
is reduced by around 77.81% compared to the method in [9].
Fig. 2 top right plot shows the root-mean-square error (RMSE) of the sparse channel over
time. It is observed that the proposed method is very effective for virtual channel tracking at
0 < t ≤ T with T = 50. Moreover, the proposed method provides comparable accuracy to the
estimated values at t = 0 with reduced complexity and required number of iterations. Using
the proposed approach, estimation and tracking accuracy are improved by updating the off-
grid refinement as a form of spatial rotation operation to mitigate power leakage. This results
improved accuracy compared to the adopted method from the literature by around 65.89% [5].
An example of virtual channel tracking with improved accuracy for 0 < t ≤ T is provided in
Fig. 2 bottom plot. Finally, for t > T the users move to a different environment that requires
re-learning the channel. In other words, using the dynamic information from the previous time
step is not sufficient for efficient channel tracking in the new environment.
IV. CONCLUSION
We have studied the tracking of the sparse multi-user massive MIMO channels through MT-
SBL learning with dynamic filtering. The proposed method gains the dynamic information and
6The performance for the users with different spatial supports in the training and tracking phases is investigated.
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Fig. 2. (top-left) Required number of the iterations for the convergence of the algorithm 1 with respect to the time steps
t averaged over 100 realizations. (top-right) The RMSE of estimated and tracked values of the norm of the virtual channel
averaged over subcarriers with respect to the time steps t. (bottom) An example of virtual channel tracking over 0 < t ≤ T .
significantly reduces the complexity and required number of iterations for the convergence of
estimated parameters. It is worth noting that the proposed method does not assume known
underlying dynamic function as apposed to existing methods in the literature based on KF.
Therefore, the estimation of the underlying dynamic function parameters is not necessary in the
proposed method. Through the simulation studies, we demonstrated that the proposed method
outperforms the existing approaches in terms of required number of iterations and accuracy.
Finally, considering the spatial-wideband effect for time-varying massive MIMO systems is an
interesting topic for future research [10].
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APPENDIX A
OPTIMAL α BASED ON DYNAMIC INFORMATION
Replacing µ[n] and Σ[n] from (9) and (10), respectively, in (12) and the eigenvalue decom-
position UHBSΛUBS = Υ˜
H
BS,ν [n]Υ˜BS,ν[n], results
N−1∑
n=0
E
[‖µ[n]− ~BS[n]‖22] =
N−1∑
n=0
MNBS∑
l=1
α−10 λl(
α−10 αl + λl
)2 +
(
λl
α−10 αl + λl
− 1
)2
~
2
l [n], (20)
where λl is the l-th entry of Λ. Equal transmit power for different subcarriers is assumed that
results frequency independent eigenvalues λl. In computing (20), we used the fact that the inner
product of dictionary matrix can be written as Υ˜HBS,ν [n]Υ˜BS,ν [n] = P⊗
(
ΩHBS(ν)ΩBS(ν)
)
where
P = diag{p} is an M ×M diagonal power matrix with m-th entry of Pm for m = 1, . . . ,M .
Consequently, the eigenvectors of Υ˜HBS,ν [n]Υ˜BS,ν [n] are independent of signal power Pm and
off-grid vector ν . The eigenvectors are obtained as em ⊗ ur where em and ur denote the m-
th and r-th eigenvectors of P and
(
ΩHBS(ν)ΩBS(ν)
)
for m = 1, . . . ,M and r = 1, . . . , NBS,
respectively. Similarly, the eigenvalues of Υ˜HBS,ν [n]Υ˜BS,ν [n] are obtained as λ = p⊗ ς where λ
denotes an MNBS× 1 vector with the l-th entry of λl in which p and ς are M × 1 and NBS× 1
vectors denoting the corresponding eigenvalues of P and
(
ΩHBS(ν)ΩBS(ν)
)
, respectively. Finally,
taking the derivative of (20) with respect to αl and setting the result to zero leads to (13).
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