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1 Abstract
This paper proposes a methodology to extract a low-dimensional integrate-
and-fire model from an arbitrarily detailed conductance-based model. The
method provides a computational bridge between the physiology of a neuro-
modulator at the cellular level and its impact in a possibly large neuronal
network. The approach is illustrated on two well-documented examples of
cellular neuromodulation: the transition between Type I and Type II ex-
citability and the transition between spiking and bursting.
2 Introduction
Integrate-and-fire models have a long history, dating back to the beginning
of the 20th century [22]. Because of their simplicity, they have long served as
phenomenological models for action potential generation in neurons. Over
the last few decades, the original Leaky Integrate-and-Fire model [14, 32, 20]
has gradually been extended and modified to explain more neurological data
and phenomena. Examples are the replacement of the linear function by a
quadratic or exponential nonlinearity [9, 23, 11] and/or adding additional
variables modelling the effects of refractoriness and adaptation [34, 26, 25,
30, 18, 2, 7].
With their increasing sophistication, integrate-and-fire models have be-
come an attractive alternative to conductance-based models, since they are
cheaper to simulate and more conducive to mathematical analysis.
Nevertheless, those advantages come with an important limitation: while
they can reproduce various spiking patterns, they lack the physiological inter-
pretation of a conductance-based model [33]. This is a severe obstacle when
studying the role of cellular neuromodulation in a large network [5]. While
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intrinsic neuromodulation is studied via changes of maximal conductances
in conductance-based models, this is not evident to do in integrate-and-fire
models without a biophysical connection.
The Multi-Quadratic Integrate-and-Fire (MQIF) model, presented in [7]
and further studied in [33], is an example of such a model. Its variables have
the interpretation of the membrane potential filtered in different timescales
and its parameters relate to a local approximation of the balance between
positive and negative conductance in each timescale. This model has been
quite successful at capturing important modulation properties in a robust
and qualitative manner.
The objective of the present paper is to provide a quantitative computa-
tional bridge between a detailed conductance-based model and its compact
representation by a multi-scale integrate-and-fire model. Our motivation is
to allow for a systematic mapping between the physiological parameters of a
conductance-based model and the abstract parameters of its integrate-and-
fire approximation.
We start by generalising the MQIF model to a multi-scale integrate-and-
fire model in Section 3. The parameters of this integrate-and-fire model to
be identified from the conductance-based model can be split into two groups.
Section 4 discusses how to identify the ion current function of the integrate-
and-fire model. The other parameters are treated in Section 5, which also
discusses local optimisation to improve the result. We then apply this method
to model modulation in two conductance-based models from the literature
in Section 6. We end by discussing the limitations of the method and its
connection other methods for the analysis of neural behaviour.
3 A multi-scale integrate-and-fire model struc-
ture
We consider a general multi-scale neuronal model of the form
CV˙ = Iapp − Iion(V, Vs, Vus, . . .) (1)
τsV˙s = V − Vs (2)
τusV˙us = V − Vus (3)
. . .
The voltage equation (1) is the classical Kirchhoff relationship of a conductance-
based model: the current Iion is the total ionic current intrinsic to the cel-
lular membrane composition. Its voltage-dependence is modelled through
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the voltage variable V and lagged variables (Vs, Vus, . . . ) that model the
voltage filtered in distinct timescales (slow, ultraslow, . . . ). Those variables
differ from the gating variables of traditional conductance based models, but
closely relate to the equivalent potentials originally defined in [19]. Note that
the dynamics of those filters is chosen to be linear. The nonlinearity of the
model is entirely concentrated in the scalar function Iion, which we wish to
choose to match the behaviour of a given conductance-based model.
When a reset is added to the multi-scale model, as in (4)–(6), the model
is converted into an integrate-and-fire model. This simple integrate-and-fire
model structure includes many models in the literature: the one-dimensional
leaky, quadratic and exponential integrate-and-fire models, but also the multi-
dimensional Izhikevich [18], AdEx [2], and Multi-Quadratic Integrate-and-
Fire models [7, 33].
if V ≥ Vmax :
CV˙ = Iapp − Iion(V, Vs, Vus, . . .) V ← Vr (4)
τsV˙s = V − Vs Vs ← Vs,r (5)
τusV˙us = V − Vus Vus ← Vus + ∆Vus (6)
. . .
In the remainder of this paper, we concentrate on the integrate-and-fire
version of the model. The reader should however be aware that there is a
direct correspondence between the model (1)–(3) and the model (4)–(6) pro-
vided that the model (1)–(3) generates spikes. Each spike in the continuous-
time model is replaced by a reset mechanism in the model (4)–(6). The
motivation for this substitution is computational: the reset avoids the stiff
integration of a spike, which can be a significant computational gain in the
numerical integration of a large-scale spiking model. In contrast to models in
the literature, we never manipulate the reset to generate solutions that would
not be solutions of the continuous-time model (1)–(3). This constraint is key
to retain a direct correspondence to the physiology of a conductance-based
model.
A main property of the integrate-and-fire model (4)–(6) is that the non-
linear function Iion only needs to be identified in the subthreshold voltage
range V < Vmax.
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4 Identification of the ion current function
from a conductance-based model
We now develop a methodology to approximate a given conductance-based
model by an integrate-and-fire model of the type (4)–(6). We make a distinc-
tion between the “structural” parameters of the model (the time constants
and the reset parameters) and the single scalar nonlinear function Iion. In
this section, we determine Iion for a given set of structural parameters. In
the next section, we address the determination of the structural parameters
and how the design can be optimised by iterating between the identification
of the total ionic current and the identification of the structural parameters.
Given a conductance-based model and choice of structural parameters,
we propose to identify the ionic current Iion such as to optimise the match-
ing between voltage-clamp experiments on the conductance-based model and
on the integrate-and-fire approximation. We choose this criterion because it
combines physiological relevance and computational tractability. It is phys-
iologically relevant because conductance-based models are developed from
voltage-clamp experiments in the first place. It is also computationally
tractable because a voltage-clamp step response can be calculated in closed
form both in a conductance-based model and in the integrate-and-fire model.
In a conductance-based model, each gating variable obeys a differential equa-
tion of the form
τxi(V )x˙i = xi,∞(V )− xi, (7)
which becomes linear for a fixed value of V . The solution after a step from
V0 to Vstep at t = 0 is described by
xi(t) = xi,∞(V0) + [xi,∞(Vstep)− xi,∞(V0)] ·
[
1− e−t/τxi (Vstep)] , (8)
assuming the membrane potential is at equilibrium at t = 0.
The response of the total ionic current Iion in the conductance-based
model to a voltage-clamp step is then obtained by direct substitution of
V (t) = Vstep and xi(t) (given by (8)) in the expression for the total ionic
current. The same calculation holds in the integrate-and-fire model (4)–(6)
to obtain an expression of Iion(V (t), Vs(t), Vus(t), . . . ).
The details of this simple idea are provided in the next sections.
4.1 Two-timescale models
We start by describing the method for conductance-based models that can
be described well by a fast and slow timescale, which are well-separated
(τs  τf ). We consider a simple voltage clamp step experiment as in Figure 1,
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stepping from the initial voltage Vs to the final voltage V . Assuming τf is a
good approximation of the time constants of the fast gating variables, they
will have approximately reached their steady-state value xi,∞(V ) at t = 3τf .
At the same time, because of timescale separation, the slow gating variables
will not have significantly changed from their steady-state value xi,∞(Vs).
0
Vs
V
t
V
3τf
I(3τf )
t
I
Figure 1: Voltage clamp step experiment on a two-timescale model. The
voltage is stepped from Vs to V . The value of I at 3τf will give a good
approximation of Iion(V, Vs) of the multi-scale model.
In the multi-scale integrate-and-fire model, the fast dynamics are approx-
imated as instantaneous, therefore the ion current immediately after a step
from Vs to V is given by Iion(V, Vs). Therefore we can match this value to
the solution of the voltage clamp step experiment on the conductance-based
at t = 3τf . Using (8), this results in the expression
xi = xi,∞(Vs) + [xi,∞(V )− xi,∞(Vs)] · [1− e−3τf/τxi (V )] (9)
for each gating variable in the ion current equation of the conductance-based
model.
This substitution thus makes Iion(V, Vs) of the integrate-and-fire model
a function of the equations for the conductance-based model and the time
constant τf . It is clear that in the limit of infinite timescale separation, the
formula becomes a simple substitution of the fast and slow gating variables
by their steady-state values at V and Vs respectively:
lim
τxi→0
xi = xi,∞(V ) (10)
lim
τxi→+∞
xi = xi,∞(Vs). (11)
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4.2 Three-timescale models
We apply the same idea to three-timescale models to find Iion(V, Vs, Vus) as a
function of the solution of a voltage clamp experiment. The simple procedure
for two-timescale models cannot be used anymore, as it would always couple
the slow and ultraslow voltage, and therefore only evaluate Iion(V, Vs, Vs).
This can be resolved by devising a slightly more complex voltage clamp step
experiment (see Figure 2): starting at Vus, stepping to Vs and finally to V
after 3τs.
0 3τs
Vus
V
Vs
t
V
3τs + 3τf
I(3τs + 3τf )
t
I
Figure 2: Voltage clamp step experiment on a three-timescale model. The
voltage is stepped from Vus to Vs and then to V after 3τs. The value of I at
3τs + 3τf will give a good approximation of Iion(V, Vs, Vus) of the multi-scale
model.
Following the same reasoning as before, after 3τs+3τf the fast gating vari-
ables will be approximately at their steady-state value xi,∞(V ). Similarly will
the slow gating variables approximately be at the steady-state value xi,∞(Vs),
while the ultraslow gating variables will still be close to xi,∞(Vus). The value
of the current at time 3τs + 3τf will therefore be a good approximation of
Iion(V, Vs, Vus) of the multi-scale model.
The necessary substitution for the gating variables in the ion current
equation is given by
xi = x¯i + [xi,∞(V )− x¯i] · [1− e−3τf/τxi (V )] (12)
x¯i = xi,∞(Vus) + [xi,∞(Vs)− xi,∞(Vus)] · [1− e−3τs/τxi (Vs)], (13)
which is simply the solution of the gating variable equations at t = 3τs + 3τf
for the voltage clamp experiment shown in Figure 2. The limits for the
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time constants going to zero and infinity are similar to those in the case of
two-timescales:
lim
τxi→0
xi = xi,∞(V ) (14)
lim
τxi→+∞
xi = xi,∞(Vus), (15)
while xi ≈ xi,∞(Vs) if τxi ≈ τs and τs  τf .
4.3 Pre-compensation of voltages in absence of timescale
separation
The method in the previous sections assumes that each gating variable of the
conductance-based model can be grouped into one of three categories: fast,
slow, or ultraslow. Furthermore, the approximations rely on those timescales
to be well separated from each other.
When the model does not show clear timescale separation, the assumption
that the slower voltages will not significantly change after a step does not
hold anymore. As long as the dynamics of the different gating variables
can still be grouped in two or three timescales, it is possible to modify the
described methods to compensate for the dynamics of the slower variables
during the step experiment. In essence, the voltages used in the voltage
clamp step experiments are modified so that the slower voltage(s) reach the
desired values at the specified times t = 3τf (or t = 3τf + 3τs for three-
timescale models) the slower voltage(s) have reached the desired values. This
is illustrated in Figure 3.
In the case of two timescales, only the initial voltage of the voltage clamp
step needs to be changed. The value of Vs at t = 3τf can be computed given
the initial voltage V0 and the step voltage V :
Vs(3τf ) = V0 + (V − V0)
(
1− e−3τf/τs) . (16)
For this voltage to reach the desired value V ∗s at t = 3τf , the above expression
can be solved for V0:
V0 =
[
V ∗s − V
(
1− e−3τf/τs)] /e−3τf/τs . (17)
The same idea can be applied to three-timescale models, where Vus and
Vs are now replaced by V0 and Vstep respectively. Vstep is calculated in the
same way as V0 in the two-timescale case:
Vstep =
[
V ∗s − V
(
1− e−3τf/τs)] /e−3τf/τs . (18)
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0 3τf
V0
V ∗s
t
0 3τs + 3τf
V0
V ∗us
V ∗s
Vstep
t
V Vs Vus
Figure 3: Illustration of the pre-compensation of step voltages to reach the
desired values of the slow voltages at t = 3τf or t = 3τf + 3τs. Top: the
choice of V0 makes Vs = Vs∗ at t = 3τf for two-timescale models. Bottom:
the choice of V0 and Vstep leads to Vs = V
∗
s and Vus = V
∗
us at t = 3τf + 3τs for
three-timescale models.
This can be done because Vs can be assumed to be at steady state at t = 3τs.
V0 can then be computed using Vstep. For simplicity, it is assumed that
τus  τf , giving:
V0 =
[
V ∗us − Vstep
(
1− e−3τs/τus)] /e−3τs/τus . (19)
If τus  τf does not hold, the expression becomes slightly more complicated:
V0 =
[
V¯ − Vstep
(
1− e−3τs/τus)] /e−3τs/τus (20)
V¯ =
[
V ∗us − V
(
1− e−3τf/τus)] /e−3τf/τus . (21)
4.4 Calcium dynamics
Many conductance-based models also contain calcium-gated ion channels
apart from the more common voltage-gated ion channels. The conductance
of these channels is usually described by a (nonlinear) function of the cal-
cium concentration instead of a product of gating variables. The calcium
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dynamics obey a system of differential equations of the type
τ[Ca2+]
˙[Ca2+] = [Ca2+]∞(V, xCa,i, . . .)− [Ca2+] (22)
τxCa,i(V )x˙Ca,i = xCa,i,∞(V )− xCa,i (23)
. . .
where xCa,i are the gating variables of the calcium channels. This will gen-
erally not result in a simple substitution expression. However, under the
assumption that the calcium concentration changes much slower that the
calcium gating variables, an approximate expression can be obtained. As-
suming the calcium gating variables are at steady state whenever the voltage
is constant during the voltage-clamp experiment, the expressions of the previ-
ous sections can be reused. [Ca2+](Vs) and [Ca
2+](V ) in these expressions are
obtained by substituting the values of the calcium gating variables at t = 3τs
and t = 3τs + 3τf respectively. Because of its simplicity, this approximation
will be used in the rest of this paper.
5 Iterative optimisation of the structural pa-
rameters
The previous section showed how to identify the function Iion for a given set
of structural parameters. In this section we discuss how to initialise those
parameters and how to iteratively optimise them using current clamp data.
5.1 Initialisation of the time constants
To estimate the time constants, we assume that the conductance-based model
can be described by the multi-scale model (1)–(3) in the subthreshold regime.
This is of course an approximation, but allows to find a simple procedure to
find an initialisation of the time constants.
In the integrate-and-fire model (4)–(6), the voltage-clamped relation from
V to Iapp has the classical structure of a parallel Wiener system, as shown
in Figure 4. Note the additional voltage Vf , accounting for the dynamics of
the fast ion channels. While this voltage will be merged with V in the final
multi-scale model, it is necessary in order to find τf for the identification of
Iion.
This structure of parallel linear systems followed by a static nonlinearity
can be exploited to estimate the time constants of the model. Applying a
sufficiently small voltage clamp signal will reveal the dynamics of the linear
9
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1+τf s
1
1
1+τss
s
1
1+τuss
CV˙ + Iion(V, Vf , Vs, Vus)
V Iapp
Figure 4: Block diagram representation of the multi-scale model (1)–(3) (ex-
tended with Vf ) in voltage clamp. This is a parallel Wiener system with the
linear systems on the left feeding into the nonlinearity on the right.
systems, since
Iapp ≈ CV˙ + α0 + α1V + α2Vf + α3Vs + α4Vus
α1 =
∂Iion
∂V
, α2 =
∂Iion
∂Vf
, . . .
where the coefficients αi depend on the membrane potential around which the
experiment is performed. The contribution of CV˙ is easily removed as it only
produces a sharp pulse at the time of the step. Repeating this experiment
at multiple subthreshold voltages gives a more robust estimation, as some of
the coefficients αi might be small around a single voltage.
Classical system identification techniques can then be used to obtain the
parameters of the linear systems from this voltage clamp data. We choose
an extension by [27] of the Ho-Kalman-Kung algorithm [15, 35, 21] for step
responses. The measured voltage clamp step responses are treated as the
different outputs of the system to a single step input. The algorithm allows
to select a model order (number of voltage variables) based on the Hankel
singular values. The poles can also be restricted to be real and stable, to fit
the structure of the multi-scale model. The sought time constants τf , τs, τus
will hence be the negative inverse of the identified poles.
5.2 Initialisation of the other structural parameters
Apart from the time constants and Iion, the only parameters left to identify
in (4)–(6) are the membrane capacitance C, the reset parameters Vr, Vs,r and
∆Vus, and the cutoff voltage Vmax. Those parameters are easily estimated
from current clamp simulations of the conductance-based model.
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Vmax is taken to be just after the onset of the spike, around the maximum
of the first derivative of the membrane potential. As long as Vmax lies suffi-
ciently above threshold, its precise value should not influence the behaviour
of the integrate-and-fire model. It is therefore fixed during the optimisation
step.
The voltage reset Vr is always taken to be equal to Vmax. The reset values
of the slower voltages are parameters to be optimised, but are physiologically
constrained. A reasonable initialisation is to set Vs,r sufficiently (e.g. 20 mV)
above Vr. The parameter ∆Vus is constrained to be positive, since Vus would
only increase after a spike in the model (1)–(3). Therefore it can be initialised
at 0 mV.
Finally, the membrane capacitance C is initially set to 1 µF cm−2, as is
often the case in a conductance based model.
5.3 Local parameter optimisation
The structural parameters of the model can be iteratively optimised to im-
prove the matching of representative current clamp data (see e.g. Figure 5,
top).
We choose to minimise a cost function based on the residual current,
which has been used before for the parameter estimation of conductance-
based models [28, 17, 24]. The residual current for our model is defined
as
Ires = CV˙ − Iapp + Iion(V, Vs, Vus) (24)
and is zero when the membrane current equation is satisfied. The test data
provides V and Iapp, while the derivative V˙ can be obtained by numeric
differentiation. The term Iion depends on the chosen time constants and
to evaluate it, the voltage trace is filtered by the corresponding first-order
linear low-pass filters. The action potentials themselves are eliminated by
removing the data for which V > Vmax, as the model is only optimised
in the subthreshold regime. Instead, the different voltages are reset after
every spike using their respective reset parameters, as shown in Figure 5
(bottom). The voltage traces of Figure 5 (bottom) can then be used to
evaluate Iion(V, Vs, Vus) and thus the residual current.
It was found that simple least-squares minimisation was sufficient for the
purpose of this paper. Apart from the time constants, the free parameters
in the optimisation are C and the reset values Vs,r and ∆Vus. The advantage
of using the residual current over the residual voltage for the cost function is
that the former does not suffer from the extreme sensitivity to tiny variations
in the spike timing. This can be observed in Figure 6: the cost function based
11
V
Iapp
t
V
Vs
Iion
Figure 5: Test data generated using the Connor-Stevens model with g¯A =
0 mS cm−2. Top: Current clamp experiment with a decreasing ramp of the
current Iapp. Bottom: Data used to evaluate the cost function, where points
for which V > Vmax are removed. Vs is obtained by filtering V with a first-
order linear low-pass filter and reset to Vs,r after every spike, and Iion is
evaluated using these V and Vs.
on the residual current is locally convex. In contrast, a cost function based
on the residual voltage has many local minima and is much more irregular.
0.05 0.1 0.15
1
2
3
4
5
τf (ms)
τ s
(m
s)
0.05 0.1 0.15
τf (ms)
Figure 6: Contour plots of two least squares cost functions as a function of
τf and τs for the Connor-Stevens model with g¯A = 0 mS cm
−2. Left: cost
function based on the residual current, as used in this paper. Centre &
right: cost function based on the residual voltage (Vres = V − V ∗, where V
is the voltage of the test data and V ∗ is the voltage of the simulation of the
integrate-and-fire model).
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An important property of the multi-scale integrate-and-fire model is that
its structural parameters have a clear interpretation. This makes it easy to
initialise them at a reasonable value by inspection of a few voltage and current
clamp experiments. The additional optimisation procedure is a straightfor-
ward least-squares local optimisation.
6 Integrate-and-fire modelling and phase por-
trait analysis
The benefit of the proposed integrate-and-fire model is not purely compu-
tational. We now show that it is also amenable to phase portrait analysis,
which provides mathematical insight on the initial conductance-based model,
regardless of its dimension.
For a two-timescale analysis, the phase portrait of the integrate-and-fire
model is entirely characterised by two curves: the V -nullcline Iion(V, Vs) =
Iapp, and the Vs-nullcline Vs = V . In other words, the level curves of the
identified ion current Iion determine the phase portrait of the model.
When the integrate-and-fire model is three-dimensional, we can describe
its dynamics by considering the ultraslow variable Vus as a bifurcation pa-
rameter and by studying the family of phase portraits parameterised by Vus.
In that sense, it can be said that the proposed integrate-and-fire model maps
an arbitrary conductance-based model to a family of phase portraits. This is
very convenient for a qualitative understanding of the dynamical properties
of the model.
The following sections will illustrate the identification procedure and the
phase portrait analysis of the integrate-and-fire model. The model is iden-
tified on two conductance-based models from the literature. The first is the
classical Connor-Stevens model, whose behaviour can be easily modulated by
a change of maximal conductance. The second is the model by [5], exhibiting
a switchable slow negative conductance.
6.1 Modulation of excitability type in the Connor-Stevens
model
The Connor-Stevens model [3, 4] is a six-dimensional conductance-based
model for gastropod neuron somas. It has all the variables of the Hodgkin-
Huxley model in addition to an extra potassium current IA. One of its charac-
teristic features is Type I excitability: the spiking frequency approaches zero
when the applied current approaches the rheobase. This is in contrast to the
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Type II excitability of the Hodgkin-Huxley model, whose spiking frequency
makes a jump as the applied current is increased.
6.1.1 A two-timescale integrate-and-fire approximation of the Connor-
Stevens model
Considering that this model was the example used by [19] for the equivalent
potentials method, the method of this paper is expected to work well on this
model. Similar to the work of Kepler et al., we start by a two-dimensional
reduction of the model using the method of Section 4.1. The time constants
found after the optimisation procedure are τf = 0.022 ms and τs = 6.7 ms.
They reflect the timescale separation of the gating variables, which span a
range of 0.03 ms to 3 ms.
The phase portrait of the two-timescale continuous-time model is dis-
played in Figure 7 (left). For a specific value of the applied current I∗app, the
Vs-nullcline intersects the V -nullcline at the transcritical singularity [12]. As
the current increases from below to above the value I∗app, stability is lost in a
saddle-node on invariant circle (SNIC). This was shown to be the mechanism
of Type I excitability in this model in [8]. The phase portrait of Figure 7
(right) shows the trajectory of spiking in the integrate-and-fire model (4)–
(6) in orange. Since the model has a reset mechanism to replace the action
potential generation, the periodic spiking occurs due to a hybrid limit cycle.
Figure 8 (top centre) illustrates the frequency-current (f-I) curves of the
model. The bifurcation voltage is well predicted by the integrate-and-fire
model. Although the onset of the f-I curve is sharper than for the original
model, both curves eventually converge.
The excitability type of the model can be changed easily by modulating
the maximal conductance g¯A. For g¯A = 0 mS cm
−2, the model is similar to the
Hodgkin-Huxley model, which exhibits Type II excitability. We again obtain
a two-timescale integrate-and-fire approximation of this model by finding Iion
and the structural parameters using the new value for g¯A. Its phase portrait
is shown in Figure 8 (bottom left) and is qualitatively the same as that of
the FitzHugh-Nagumo model [10, 29]. There is a subcritical Hopf bifurcation
resulting in Type II excitability, confirmed by the f-I curve in Figure 8 (top
left). The integrate-and-fire model loses stability at a slightly higher value of
Iapp than the original model, but both f-I curves remain close to each other
afterwards.
On the other hand, increasing g¯A above its nominal value of 47.7 mS cm
−2
to 200 mS cm−2 results in a bistable phase portrait (Figure 8, bottom right):
for a specific range of Iapp a stable hybrid limit cycle on the upper branch
coexists with a stable fixed point on the lower branch of the V -nullcline. The
14
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Figure 7: Phase portraits of the integrate-and-fire model obtained from
the Connor-Stevens model with standard parameters [4]. The V - and Vs-
nullclines are drawn as full and dashed lines respectively. Left: The V -
nullclines are drawn for different values of Iapp: low (light blue), Iapp at the
transcritical bifurcation in fast subsystem (medium blue) and high (dark
blue). Right: The phase portrait for a high value of Iapp, together with the
stable (hybrid) limit cycle in orange.
fixed point loses stability in a saddle-node bifurcation, while the limit cycle
disappears in a fold limit cycle bifurcation. This was called Type II* ex-
citability in [8], which is similar to Type II excitability, but has a hysteretic
f-I curve. Figure 8 (top right) shows that the integrate-and-fire model cap-
tures this hysteresis. Although the model starts spiking at a lower value of
Iapp, the saddle-node bifurcation occurs at the same point. This can be ex-
plained by the fact that the fold limit cycle bifurcation is a global bifurcation,
which is harder to capture than the local saddle-node bifurcation.
6.1.2 A three-timescale integrate-and-fire approximation of the
Connor-Stevens model
The results in the previous section show that the two-timescale reduction
of the Connor-Stevens model neuron model is useful to obtain a qualitative
approximation of the behaviour of the original model. The modulation of
excitability type can be predicted from the phase portraits and it is possi-
ble to construct an integrate-and-fire model that replicates this modulation.
However, the resulting integrate-and-fire model lacks a quantitative approxi-
mation of the voltage trace (not shown) and f-I curve. Kepler et al. improved
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Figure 8: Phase portraits of the integrate-and-fire model (bottom) and f-I
curves (top) of the Connor-Stevens model (blue) and the integrate-and-fire
model (orange) for different values of g¯A. The V - and Vs-nullclines are drawn
as full and dashed lines respectively, the trajectories after losing stability in
orange. Left: g¯A = 0 mS cm
−2, centre: g¯A = 47.7 mS cm−2, right: g¯A =
200 mS cm−2.
the quality of their reduction of the Connor-Stevens model by adding a third
equivalent potential.
In an analogous effort, we approximate the original model by a three-
timescale integrate-and-fire model using the method of Section 4.2. The
three timescales are not strongly separated, however, and the method of
Section 4.3 was used to adjust for this lack of separation. This resulted
in a model with the time constants τf = 0.037 ms, τs = 1.7 ms and τus =
2.8 ms. It is hypothesised that, like in the equivalent potentials method, this
third timescale is necessary to account for the dynamics of the inactivation
variable of the current IA which are different from those of the other gating
variables. Figure 9 (right) shows that the f-I curve for this three-timescale
model almost perfectly match that of the original model. A comparison of a
current clamp simulation with a linearly increasing applied current for both
models (Figure 9, left) reveals very similar voltage traces.
While the f-I curves match well for the three-timescale model with g¯A =
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Figure 9: Left: voltage traces of the original Connor-Stevens model (top)
and the three-timescale integrate-and-fire model (bottom) for Iapp linearly
increasing from 8 to 12 µA cm−2. Right: f-I curves for the original Connor-
Stevens model (blue) and the three-timescale integrate-and-fire model (or-
ange).
47.7 mS cm−2, we did not find a similar improvement for g¯A = 200 mS cm−2
(not shown). More work is necessary to determine whether the method is
able to find a better approximation by using different current clamp data for
the optimisation of the structural parameters.
6.2 Modulation between spiking and bursting due to
a switchable slow negative conductance
Our second illustration uses the eight-dimensional conductance-based model
introduced in [5]. A critical physiological feature of this model is a T-type
calcium channel with low-threshold activation in the slow timescale. T-type
calcium channels endow the model with slow regenerativity by having an
activation which is slower than the sodium channel activation. Furthermore,
the channels are inactivated at a relatively low threshold (on an even slower
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timescale). This results in a slow negative conductance that is switchable
by an external current: it is only switched on by hyperpolarisation. This
current was hypothesised in [5] as a critical mechanism for the neuromodu-
lation of network states. Figure 10 (left) shows how the switchable negative
conductance can be observed from a voltage clamp step experiment. The
slope of the current response in the slow timescale determines the absence or
presence of slow regenerativity [13].
−90mV
−60mV−42mV
0 20 40
t (ms)
I
0 20 40
t (ms)
Figure 10: Comparison of the response to a voltage clamp step from a hyper-
polarised (blue) and depolarised (orange) state for the original model of [5]
(left) and its reduction (right). The voltage is stepped from −90 mV and
−60 mV to −42 mV. The part of the responses highlighted in green shows
the presence of a slow negative conductance in the hyperpolarised state and
its absence in the depolarised state.
A distinctive behaviour of the model in current clamp is hyperpolarisation-
induced bursting (HIB). This means the model can be switched from slow
spiking to bursting by sufficiently lowering the input current, as shown in
Figure 13 (top).
We use the method of Section 4.2 to construct an integrate-and-fire ap-
proximation of the conductance-based model of [5]. The calcium dynamics
are treated as explained in Section 4.4. Its behaviour can be studied using
three timescales. To visualise the obtained reduced model, phase portraits in
the V -Vs space are shown for different values of Vus. Assuming the ultraslow
timescale is much slower than the slow timescale, the behaviour of the model
can be analysed by looking at the fast-slow system in these phase portraits.
For Iapp = 0 µA cm−2, the original model shows regular spiking, with a
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lower spiking frequency than during the bursting (Figure 11, left). As this
is a two-timescale behaviour, Vus can be approximated by a constant value.
Figure 11 (right) shows the phase portrait corresponding to this situation.
There is no bistability between the resting and spiking state, and the phase
portrait is the standard phase portrait of a spiking model.
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Figure 11: Left: Voltage trace of the model of [5] for Iapp = 0 µA cm−2.
Right: Phase portrait of the three-dimensional integrate-and-fire approxima-
tion showing the absence of rest-spike bistability. The V - and Vs-nullclines
are drawn as full and dashed lines respectively, the stable (hybrid) limit cycle
in orange.
When the current is lowered to Iapp = −1.6 µA cm−2, the model bursts
(Figure 12, top). The phase portraits during the different phases of the burst
are shown in Figure 12 (bottom). The burst is initiated by the loss of sta-
bility in a saddle-node bifurcation on the lower branch of the V -nullcline
(Figure 12, bottom left). The subsequent spiking, on the limit cycle on the
upper branch of the V -nullcline, causes Vus to increase. This increase moves
the two branches of the V -nullcline closer, resulting in bistability between
a limit cycle and a stable fixed point (Figure 12, bottom centre). As Vus
increases even further, the limit cycle is lost in a saddle-homoclinic bifurca-
tion, moving the trajectory to the stable fixed point and thus terminating
the burst (Figure 12, bottom right).
Figure 10 (right) shows the voltage clamp response of the reduced model
for steps from two different voltages. Although different from the full conductance-
based model of Figure 10 (left), the integrate-and-fire model retains the
switchable negative conductance responsible for hyperpolarisation-induced
bursting (HIB). Only for the hyperpolarised step, the slow response has a
negative slope (highlighted in green). The fast response is instantaneous
because Vf and V are a single variable in the reduced model.
Again, the obtained reduction can be used to construct an integrate-and-
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Figure 12: Top: Voltage trace of a burst in the model of [5] with Iapp =
−1.6 µA cm−2. Bottom: Phase portraits of the three-dimensional integrate-
and-fire approximation for different values of Vus showing the fast-slow system
during different phases of the burst. The V - and Vs-nullclines are drawn as
full and dashed lines respectively, the trajectories during a burst in orange.
fire model. Figure 13 shows the voltage trace before and after a hyperpolaris-
ing step current for the original model (top) and the reduced model (bottom).
While the result is not a perfect quantitative match, it is quite accurate given
the reduction for a reduction of the number of variables from eight to three.
7 Discussion
7.1 Validity of the method
The method of this paper attempts to match the voltage clamp response of
an integrate-and-fire and conductance-based model. The idea of modelling
the voltage clamp response to obtain a description of the neural dynamics is
exactly what Hodgkin and Huxley did in their seminal work [16].
An important difference, however, is that we only match the response to a
series of steps at a specific time. While this results in an analytical expression
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Figure 13: Voltage trace of the model of [5] (top) and its three-dimensional
integrate-and-fire approximation (bottom) for Iapp stepping from 0 to
−1.6 µA cm−2 at t = 500 ms.
to reduce a conductance-based model, it also means that the voltage clamp
response of both models will not necessarily match for other inputs and at
other times. Nevertheless, under certain assumptions (explained below) the
proposed method can be seen as a reduction method similar to the method
of equivalent potentials of [19].
The notion of equivalent potentials is a way to convert the gating variables
in a conductance-based model into potentials or voltages. Every variable
xi is simply replaced by the associated voltage of the steady-state function:
Vxi = x
−1
i,∞(xi). In doing so, only the description of the system is changed, but
not its input-output dynamics. The new form, however, can make it easier
to discover relationships between different variables, necessary to reduce the
system.
Kepler et al. propose such a reduction method by grouping equivalent
potentials with similar dynamics and replacing them by a weighted average
of their group. The weights are found by optimising the local approximation
of the model. For the method to work, the dynamics of the equivalent po-
tentials should fall into groups with similar dynamics. The method of this
paper provides a simpler alternative based on voltage clamp experiments, by
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making the additional assumption that the dynamics of each group of slower
equivalent potentials can be described sufficiently well by a first-order linear
low-pass filter as in (2)–(3), at least in the subthreshold regime.
This assumption might not always fully hold in practice, but the method
can then still produce an acceptable reduction, although this should be care-
fully validated afterwards.
7.2 Local approximation by Multi-Quadratic Integrate-
and-Fire model
The Multi-Quadratic Integrate-and-Fire (MQIF) model [7, 33] is a special
case of the multi-scale integrate-and-fire model (4)–(6), in which Iion is a
sum of quadratic functions in V , Vs and Vus:
Iion(V, Vs, Vus) = g¯f (V − V 0)2 + g¯s(Vs − V 0s )2 + g¯us(Vus − V 0us)2. (25)
The quadratics in V and Vs provide a normal form of the transcritical sin-
gularity in the fast subsystem, organising the rest-spike bistability. The
quadratic in Vus models the ultraslow feedback necessary for bursting. The
relative positions of the parameters V 0 and V 0s determine whether there is
rest-spike bistability or not, but also influence the excitability type. This
is illustrated in Figure 14, which sketches the phase portraits for the three
possible regimes.
V 0
V 0s
V
Vs
V 0
V 0s
V
Vs
V 0
V 0s
V
Vs
Figure 14: Modulation of the excitability type in the MQIF model. Changing
V 0s in the MQIF model results in different types of excitability: Type II for
V 0s < V
0 (left), Type I for V 0s = V
0 (centre) and Type II* [8] for V 0s > V
0
(right). The phase portraits show the V -nullclines just before (light blue)
and after the bifurcation (dark blue). The Vs-nullclines are drawn as dashed
lines. The stable fixed points are represented by filled circles, the saddle
points by crosses. The possible trajectories are drawn in orange, with the
reset points represented by squares.
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We can regard the MQIF model as a local approximation of the model
in the present paper around a transcritical singularity. This singularity is
identified in the model (4)–(6) by finding the point (V 0, V 0s ) for which
∂Iion(V, Vs)
∂V
=
∂Iion(V, Vs)
∂Vs
= 0, (26)
together with the condition that the determinant of the Hessian at (V 0, V 0s )
should be negative (or zero, requiring further investigation). Iion(V
0, V 0s ) is
then the current offset necessary to have the transcritical bifurcation occur
at the same value of Iapp. The values of g¯f and g¯s are simply the elements
on the diagonal of the Hessian at (V 0, V 0s ).
7.3 Connection to dynamic input conductances
The analysis method of this paper has some similarities with that of the
dynamic input conductances (DICs) introduced in [6]. Both methods group
the contributions of different ion channels into a fast, slow and ultraslow
timescale. Nonetheless, a crucial difference between the methods is that the
DICs are differential properties: they represent the change in current with an
infinitesimal change in voltage. Instead, this paper considers the ion current
itself as a function of voltages in different timescales. This is important
because infinitesimal voltage clamp steps are hard to perform experimentally.
In contrast, the voltage-clamp simulations considered in this paper could in
principle be replaced by actual voltage-clamp experiments.
The other main difference between both methods is that DICs are defined
around a steady state: all variables are at their steady-state value for the
voltage V at which the DIC is calculated. The function Iion(V, Vs, Vus) in
this paper, on the other hand, allows the voltages in each timescale to be
different, thus capturing the transient behaviour of the total ionic current.
This is an important difference, because it allows the method of this paper to
identify an integrate-and-fire neuron model, which is not possible from DICs.
While not identical, because of the way variables are divided over timescales,
a property similar to DICs can be derived from Iion(V, Vs, Vus) as follows:
gf (V ) =
∂Iion(Vf , Vs, Vus)
∂Vf
∣∣∣∣
Vf=Vs=Vus=V
(27)
gs(V ) =
∂Iion(Vf , Vs, Vus)
∂Vs
∣∣∣∣
Vf=Vs=Vus=V
(28)
gus(V ) =
∂Iion(Vf , Vs, Vus)
∂Vus
∣∣∣∣
Vf=Vs=Vus=V
, (29)
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where gf , gs and gus are the equivalent of the fast, slow and ultraslow DICs
respectively. Since all voltages are taken as equal, it is clear that the DICs
only reveal a subset of the information provided by Iion(V, Vs, Vus).
7.4 Connection to I-V curve analysis
[31] propose a similar model of the total ionic current from I-V curves in
different timescales. The main difference between the models is that the
current functions in [31] are univariate. The current Iion is then a sum of
functions of V , Vs and Vus. The I-V curves are defined as the sum of all
functions acting on their specific timescale and those faster, e.g. If (V )+Is(V )
for the slow I-V curve.
8 Conclusion
This paper introduced a method to obtain an integrate-and-fire model from
a conductance-based model, by matching voltage-clamp and current-clamp
responses.
The proposed multi-scale integrate-and-fire model has a simple structure,
but retains a close connection to the physiology of the conductance-based
model.
The proposed method is applicable to arbitrary conductance-based mod-
els under the key assumption that the kinetics of the gating variables can be
grouped in a few distinct timescales.
A Methods
A.1 Software
Simulations were performed in Python with the SciPy library using the equa-
tions stated in the text. Differential equations were solved using SciPy’s back-
ward differentiation formula (BDF) method. All figures were drawn using
the Python packages Matplotlib and Tikzplotlib, and/or the LATEXpackages
PGF/TikZ and PGFPlots.
A.2 Parameters of the conductance-based models
The parameters of the conductance-based models used in this paper take
the original published values, except where a change of parameter is in-
dicated. For the Connor-Stevens model [4] these are the following: C =
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1 µF cm−2, g¯L = 20 mS cm−2, g¯Na = 120 mS cm−2, g¯K = 20 mS cm−2, g¯A =
47.7 mS cm−2, VL = −17 mV, VNa = 55 mV, VK = −72 mV, VA = −75 mV.
The parameters for the model of [5] are the means of the parameters used
in their network simulations: C = 1 µF cm−2, g¯L = 0.055 mS cm−2, g¯Na =
170 mS cm−2, g¯K,D = 40 mS cm−2, g¯Ca,T = 0.55 mS cm−2, g¯K,Ca = 4 mS cm−2,
g¯H = 0.01 mS cm
−2, VL = −55 mV, VNa = 50 mV, VK = −85 mV, VCa =
120 mV, KD = 170, k1 = 0.1, k2 = 0.01.
A.3 Parameters of the integrate-and-fire models
All simulations and phase portraits of the integrate-and-fire models are based
on the published conductance-based model equations and parameters, unless
stated otherwise in the text. The parameters of the integrate-and-fire mod-
els were found using the method described in Section 5, with SciPy’s Trust
Region Reflective algorithm [1] for the least-squares optimisation. The cur-
rent clamp test data was generated using linearly decreasing currents for the
Connor-Stevens model and a hyperpolarising step current for the model of
[5]. The data was sampled at 100 kHz and its transient was removed. The
obtained values are given in Table 1 for each figure. The units of C, the time
constants and the reset voltages are respectively µF cm−2, ms, and mV.
Table 1: Parameters of the integrate-and-fire models.
Figure C τf τs τus Vr Vs,r ∆Vus
7 & 8 (centre) 0.58 0.022 6.7 −40 −25
8 (left) 0.86 0.03 3 −45 −24
8 (right) 0.3 0.027 23 −35 −24
9 1.2 0.037 1.7 2.8 −40 −20 0
10-13 0.82 0.89 4.3 278 −45 7.5 1.7
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