Abstract: Generalized additive models (GAMs) based on the binomial and Poisson distributions can be used to provide flexible semi-parametric modelling of binary and count outcomes. When used with the canonical link function, these GAMs provide semi-parametrically adjusted odds ratios and rate ratios. For adjustment of other effect measures, including rate differences, risk differences and relative risks, non-canonical link functions must be used together with a constrained parameter space. However, the algorithms used to fit these models typically rely on a form of the iteratively reweighted least squares algorithm, which can be numerically unstable when a constrained non-canonical model is used. We describe an application of a combinatorial EM algorithm to fit identity link Poisson, identity link binomial and log link binomial GAMs in order to estimate semi-parametrically adjusted rate differences, risk differences and relative risks. Using smooth regression functions based on B-splines, the method provides stable convergence to the maximum likelihood estimates, and it ensures that the estimates always remain within the parameter space. It is also straightforward to apply a monotonicity constraint to the smooth regression functions. We illustrate the method using data from a clinical trial in heart attack patients.
Introduction
Binary and count response data are commonly encountered in biostatistical settings, and generalized linear models (GLMs) are used to estimate the adjusted effects of several covariates on the risk or rate of these outcomes. The link function in the GLM determines the scale on which the effect measure is expressed. Using the canonical link with a binomial model for binary data gives adjusted odds ratios, and with a Poisson model for count data gives adjusted rate ratios [1] .
In biostatistics, other effect measures such as adjusted rate differences, risk differences or relative risks are often of interest, meaning that a non-canonical link function must be used. Under such models, constraints on the parameter space are required to ensure that fitted rates are non-negative and fitted risks lie within ½0; 1. However, the fitting procedures for GLMs in standard statistical software typically rely on a form of the iteratively reweighted least squares algorithm, which can be numerically unstable and fail to converge when parameter space constraints are present [2] . General step-size optimization approaches can improve stability when estimates are close to the boundary of the parameter space, but these are not guaranteed to converge in all situations.
Marschner [3] , Donoghoe and Marschner [4] and Marschner and Gillett [5] have described stable methods for finding the maximum likelihood estimate (MLE) of Poisson GLMs with an identity link, and binomial GLMs with identity and log links. The methods allow estimation of adjusted rate differences, risk differences and relative risks respectively, avoiding convergence problems. All of these are applications of the combinatorial expectation-maximization (CEM) algorithm presented by Marschner [6] .
With these models, however, the functional form of any continuous covariates must be specified. Generalized additive models (GAMs) are an extension of GLMs that allow for extra flexibility through the inclusion of semi-parametric terms [7, 8] . This can potentially lead to a better model fit, or help to identify a more parsimonious model for the outcome. Model-fitting with GAMs often uses similar algorithms as those used for GLMs, and hence is subject to similar convergence issues, particularly with non-standard link functions. In fact, in some GAM packages such as PROC GAM in SAS [9] , only the canonical link is permitted. In other packages, such as the R packages discussed in Section 6, non-canonical links are permitted but can be numerically unstable.
In this paper, we extend the existing CEM algorithms for GLMs to GAMs, by the addition of smooth semi-parametric functions based on B-splines [10, 11] . We begin by defining the general GAM in Section 2, and in Section 3 we explore the properties of the B-spline basis functions. In Section 4 we explain the method for finding the MLE of each of these models, as well as how to apply an optional monotonicity constraint to the smooth functions. In Section 5, we demonstrate our methods by applying them to data from a clinical trial in heart attack patients. In Section 6, we summarize other popular methods for fitting GAMs and their performance in this dataset.
Model specification
Consider a sample of independent random variables fY 1 ; . . . ; Y n g with either
so that EðY i Þ ¼ N i λ i for some fixed known N i . The quantity λ i is interpreted as a standardized mean which will be a probability (risk) for the binomial model and a rate for the Poisson model. In a GAM, the standardized mean λ i is related to a linear combination of covariates through the link function
Here, u i ¼ ðu i1 ; . . . ; u iA Þ are categorical covariates, where, without loss of generality, each u ia takes a discrete value in f1; . . . ; k a g. Linear continuous covariates are denoted by v i ¼ ðv i1 ; . . . ; v iB Þ, with each v ib allowed to take any value in the range ½v In order to impose a finite dimensional structure on the problem, the MLEf c of the unknown f c is restricted to be in the space defined by a specified set of basis functions B c1 ; . . . ; B cDc . That is, eachf c can be expressed asf c ðwÞ ¼ 
The resultingf c is a step function, and each γ cd represents the change in gðλÞ associated with an increase in the covariate from z c ðd À 1Þ to z c ðdÞ. If we constrain these increments to be strictly non-negative, this is the semi-parametric isotonic model described by Marschner [3] , Donoghoe and Marschner [4] and Marschner and Gillett [5] .
Under the step function model, a large number of degrees of freedom are sacrificed in order to ensure that the semi-parametric function estimate fits closely to the observed data. Here we will instead focus on a smooth semi-parametric regression technique, in which the number of parameters that need to be estimated is reduced andf c is smooth.
This could be achieved with any of a wide range of basis functions [8] . We will use the polynomial Bsplines, as they are highly flexible and their properties allow us to easily integrate them into the existing CEM algorithms, as discussed in the next section.
B-splines

Definition and properties
The B-splines are a series of basis functions for polynomial splines, defined by a grid of q c fixed turning points c1 < Á Á Á < cqc , where c1 ¼ w c are positioned at the extremes of the domain. The grid is expanded to form a sequence τ c of knots that determine the degree and continuity of the resulting curve [12] .
We will restrict our focus to the case of B-splines of order 3, where each basis function is made up of a series of quadratic curves between each pair of turning points, with adjacent curves constrained to have equal gradient at their boundaries. The sequence of q c þ 4 knots is defined such that there are three knots at the lower boundary, three knots at the upper boundary and one at each of the internal turning points. That is,
Given a knot sequence, the D c ¼ q c þ 1 B-splines can be calculated recursively [10] . We use B cd ðwÞ to represent the d th basis function B d ðw; τ c Þ on knot sequence τ c , and b c ¼ bðτ c Þ to denote the associated function space forf c .
The B-splines are normalized such that
for all w, meaning that a constraint must be applied to the parameters for each c to ensure that they are identifiable. We do this by setting γ ct c ¼ 0 for some choice of t c 2 f1; . . . ; D c g. Each basis function B cd ðwÞ is positive for all w 2 ðτ cd ; τ cðdþ3Þ Þ and zero elsewhere, taking its maximum value for some w 2 ðτ cðdþ1Þ ; τ cðdþ2Þ Þ. This means that each parameter γ cd has only local influence on the smooth functionf c .
As an illustration we present a graphical representation in Figure 1 . The four B-spline basis functions of order 3 with a single internal turning point, and hence 7 knots, are shown in Figure 1 Figure 1 (B) and (D) illustrates the use of B-splines to restrictf to be monotonic, and will be discussed in Section 3.3.
Model constraints
The models considered in this paper have constraints on their parameter spaces due to the restricted range of the response variable: rates must be non-negative and risks must lie in ½0; 1. These constraints are often the source of instability in standard fitting algorithms, particularly when the MLE is close to the boundary of the parameter space [2] . The CEM algorithm is ideal for fitting these models, as it applies the parameter space constraints while guaranteeing stable convergence to the MLE. A crucial step in the definition of a CEM algorithm is that the parameter space is partitioned into a sequence of subspaces, each of which corresponds to a particular set of constraints on individual parameters. The properties of the B-splines as discussed in Section 3.1 allow us to extend the existing methods to include these semi-parametric functions.
As an example, we restrict our attention tof c 2 b þ c , the space of strictly non-negative curves in b c . This can be done without loss of generality due to eq. (3), such that the range off c is determined by the intercept α 0 , and its shape by the B-spline coefficients.
The function space b þ c can be partitioned into subspaces defined by the index of the smallest coefficient. That is, if we define
it is easy to see that
For a particular identifiability constraint γ ctc ¼ 0, if the remaining coefficients are restricted to be nonnegative, the resultingf c will be a strictly non-negative curve. Furthermore, γ ct c will be the smallest of the coefficients, that is,f c 2 b þ c ðt c Þ. One characterization of the constrained function space is that any curvef c ðwÞ 2 b þ c ðt c Þ will have a local minimum for w 2 ½τ cðtcþ1Þ ; τ cðtcþ2Þ . The special case of t c ¼ 1 corresponds to the family of non-negative curves that take their minimum at the lower limit of the domain, w An analogous result can be achieved by fixing γ ctc ¼ 0 and restricting the remaining parameters to be non-positive. Thenf c ðwÞ will be a non-positive curve with γ ct c being the largest coefficient, a function space we denote by b À c ðt c Þ. Similarly to the non-negative case discussed above, b À c ðt c Þ can be characterized by its restriction on the location of local maxima.
A useful property of the existing CEM algorithms is that they can easily accommodate non-negativity or non-positivity constraints on individual coefficients. By applying such constraints, we can find the MLE of the GAM under the restriction that eachf c 2 b þ c ðt c Þ or b À c ðt c Þ, and by repeating this process for all possible choices of the identifiability constraint, we can find the overall MLE. This process is explained in more detail for the specific models of interest in Section 4.
Monotonic B-splines
In some contexts, it may be sensible to restrictf c ðwÞ to increase with increasing w. A sufficient condition for f c to be monotonically non-decreasing is that the coefficients of the B-splines are themselves strictly nondecreasing [13] , that is, γ c1 Á Á Á γ cD c .
Assuming non-negative coefficients, the identifiability constraint γ c1 ¼ 0 ensures thatf c ðw ð0Þ c Þ ¼ 0 is the minimum of the smooth function. We can then introduce D c À 1 new parameters that represent the increments between successive B-spline coefficients:
. . . ; D c . Restricting these increments to be non-negative will then ensure that the original coefficients are monotonically non-decreasing, as desired.
This can be achieved in the same manner as the unrestricted case by re-expressing eq. (2) aŝ
cd ðwÞ:
. . . ; D c , denotes a new series of non-negative monotonic basis functions, which we will refer to as monotonic B-splines. In fact, for the order 3 B-splines used here, these new basis functions are equivalent to the piecewise quadratic integrated splines (I-splines) introduced by Ramsay [12] and used by Tutz and Leitenstorfer [14] for generalized smooth monotonic regression.
Continuing with the illustration provided in Section 3.1, the monotonic B-spline basis functions associated with the B-spline bases in Figure 1 For the alternate case in which we wish for the curvef c to be non-positive and monotonically nondecreasing with its maximum value at w and their coefficients δ cd are constrained to be non-positive.
Knot selection
The number and placement of the turning points will influence the shape of the resulting function by determining the space in which our estimatedf c is constrained to lie. Ideally, external information would be used to determine the turning points; however, in many applications this will not be available and we are forced to depend on our data to guide this decision.
In some situations, such as OLS, the positioning of the turning points is crucially important [15] , and a large number of knot selection methods have been derived (e.g. [10], pp. 174-196, [16] ). Many of these methods can be integrated into the approach we describe, but they often lead to a large increase in the computational burden. In a general setting, Ramsay [12] noted that the shape of the resulting estimate is not particularly sensitive to knot placement.
We apply an adaptation of cardinal splines discussed by Hastie and Tibshirani ( [7] , p. 24), placing the q c À 2 internal turning points at evenly spaced quantiles of the observed covariate values w ic . This is often the standard approach used with regression splines (e.g. [17] ). Alternatively, our implementation in R discussed in Section 6 optionally allows the user to specify their own list of knots, so other knot-placement regimes could be used, such as equally spaced knots, nested knot structures or the approach proposed by Yao and Lee [18] , in which knots are placed at the local minima and maxima of an initial estimate of the smooth curve, fitted using a basic knot structure.
Of more importance is the choice of the number of turning points. With too few, we may fail to detect important features of the relationship, but with too many, we are at risk of over-fitting. One common way to resolve this trade-off is to use a sufficiently large number of turning points to broaden the function space for f c , but add a penalty term to the likelihood function such that spurious fluctuations in the smooth function are avoided [19] .
However, with a penalty term, the CEM algorithm central to these stable methods cannot be used directly. We discuss this further, and propose a possible solution in Section 7. In general, we will use the Akaike information criterion AIC ¼ 2K À 2, [20] to choose between models with different numbers of knots, where , is the log-likelihood of the fitted model. This similarly includes a penalty for model complexity, and in the case of unpenalized maximum likelihood estimation, the effective degrees of freedom K is simply the number of estimated parameters in the model [8] . The AIC c is a bias-corrected version of the AIC for small samples [21] , which becomes virtually identical as n increases. Figure 4 illustrates the use of the AIC in determining the optimal number of knots for the example in Section 5.
As a criterion for choosing the optimal smoothing parameter in a wide range of scenarios, the AIC and AIC c have been shown to be generally superior to other classical approaches such as BIC and GCV in the context of general non-parametric regression by Hurvich, Simonoff and Tsai [22] , semi-parametric Cox regression by Malloy, Spiegelman and Eisen [23] and likelihood-based boosting by Leitenstorfer and Tutz [13] . Figure 2 shows the results from a simulation study in which we examined the performance of the AIC value in selecting the optimal number of knots. We simulated 500 datasets of 750 binomial observations, each with true risk functions that were based on B-splines with 1, 2 or 3 internal knots. For each dataset, we found the MLE corresponding to a binomial model in which the continuous variable was included as a linear term or as a B-spline with between 0 and 5 internal knots. Of these, the model with the smallest AIC was selected as the optimal model. This approach selected the correct number of knots in the vast majority of samples, and the mean number of knots selected was close to the true value. As has been observed in other contexts, the BIC was biased towards a low number of knots (oversmoothing), and the GCV criterion tended to undersmooth by choosing a higher number of knots more often (data not shown).
The computational effort required by full cross-validation renders it infeasible in this situation. Nevertheless, the focus of this paper is on providing a method of estimation for a single model, which may be applied within any scheme for determining the optimal number of knots.
Method
CEM algorithm
Each of the methods that we use to fit the models in the subsequent sections is an application of CEM algorithms [6] . A CEM algorithm is a general approach in which we consider a finite family of complete data models, indexed by t 2 t, each of which has a parameter space ΘðtÞ that is a subset of the parameter space Θ for the model of interest, such that [
The complete data models are defined such that an expectation-maximization (EM) algorithm [24] can be used to find the constrained maximum of the likelihoodθðtÞ, within each ΘðtÞ. Then, due to eq. (8), theθðtÞ that attains the highest likelihood is the MLEθ. When the model of interest is a GLM, the complete data models typically impose some constraint on the individual model parameters, such as non-negativity. In the case of GAMs as described below, we use augmented complete data models, where the effect of such constraints on the spline coefficients is to constrain the shape of the smooth curvesf c . The overall MLE will then correspond to one of these constrained maxima. We now describe the details for each of the specific models of interest. 
Adjusted rate differences
Adjusted rate differences can be estimated by fitting an identity link Poisson GAM. Specifically, if N i is the period of time over which Y i events were observed, and we assume Y i , PoissonðN i λ i Þ, then λ i is the event rate for an individual with covariate vector ðu i ; v i ; w i Þ.
With link function gðλÞ ¼ λ, the absolute rate difference is simply the difference between two linear functions. Keeping all other covariates constant, the adjusted rate difference associated with changing the ath categorical covariate from level u ia to u ja is α a ðu ja Þ À α a ðu ia Þ. Likewise, the adjusted rate difference for a 1-unit increase in the bth linear covariate is β b .
The Poisson means must be non-negative, and so the parameter space within which the MLEθ must lie is
where u, v and w denote the covariate spaces defined by the Cartesian products of the observed ranges of covariate values:
c ; w
For C ¼ 0, Marschner [3] has described a stable CEM algorithm to find the MLEθ 2 Θ. This is achieved by partitioning the parameter space into a sequence of distinct constrained parameter spaces Θ 0 ðr; sÞ, in which ðr; sÞ ¼ ðr 1 ; . . . ; r A ; s 1 ; . . . ; s B Þ is the covariate vector associated with the minimum fitted Poisson mean. For a particular choice of r and s, a complete data model is defined, consisting of A þ B þ 1 independent latent random variables underlying each observed random variable Y i . These latent variables have Poisson distributions with means that each depend on just one of the model parameters. Using this separation of parameters, an EM algorithm is then defined to find the constrained MLEθðr; sÞ 2 Θ 0 ðr; sÞ.
By considering all possible reference vectors ðr; sÞ that could result in the minimum fitted mean, and finding the MLE within each corresponding constrained parameter space, we can be sure that one of these constrained MLEs will be the overall MLEθ 2 Θ.
For C > 0, it is straightforward to extend this idea to handle smooth semi-parametric components. The reference vector is expanded to include t ¼ ðt 1 ; . . . ; t C Þ, where each t c 2 f1; . . . ; D c g. , each having an expected value that depends on one of the remaining parameters, that is,
If the basis function values B cd ðw ic Þ are viewed as additional continuous covariates, this augmented complete data model has the same form as that used by Marschner [3] . Thus the EM algorithm can be applied directly to find its MLEθðr; s; tÞ, noting that due to eq. (10), each γ cd is constrained to be non-negative. As discussed in Section 3.2, the non-negativity constraints on the γ cd force each estimatedf c to belong to b Let r denote the set of all possible choices for r, s the set of possible choices for s and t the set of possible choices for t. Then due to eq. (6), we have that
Θðr; s; tÞ:
We have thus defined a CEM algorithm for finding the overall MLEθ 2 Θ, which will be the constrained estimateθðr; s; tÞ associated with the highest likelihood. This approach can be implemented directly using the existing CEM algorithm for identity link Poisson GLMs. Using this algorithm, it is straightforward to apply non-negativity constraints to the coefficients of some continuous covariates by considering only one of the two possible reference levels for that covariate.
For a particular choice of t, if we apply the CEM algorithm to the categorical and linear covariates as usual, and include the basis function values B cd ðw ic Þ (for d Þ t c ) as linear covariates with non-negativity constraints, we will find a constrained MLEθðtÞ 2 ΘðtÞ, where
Repeating this for all t 2 t will result in a collection of constrained MLEsθðtÞ, one of which will be the overall MLEθ 2 Θ. There are a total of Q C c¼1 D c elements in t, so by applying the CEM algorithm for each, the maximum total number of applications of the EM algorithm required to find the MLE is
The process can be halted if one such application converges to a point in the interior of the constrained parameter space, as we can be sure that this is the overall MLE. The process of cycling through the parameter space partition is illustrated in Figure 3 where the usual dependence on c has been suppressed since C ¼ 1. By virtue of the constraint (3), one of the γ d parameters must be set to zero while all others must be non-negative. The specific B-spline used to simulate the data for Figure 3 is
which has γ 3 ¼ 0 and is represented by the red dotted line in each plot. In this example, cycling through the parameter space partition involves computing the constrained MLE for each of the five models corresponding to the constraint
. . . ; 5. Thus, we would expect the constrained MLE with γ 3 ¼ 0 to yield the overall MLE. This is shown in Figure 3 (A), while the constrained MLEs obtained by using the other constraints are shown in Figure 3 (B)-(E). As expected, the log-likelihood for the curve with γ 3 ¼ 0 is higher than that for the other constrained MLEs (−1378 compared to −1437 through −1548) so it is the overall MLE. One point to note is that the non-negativity of the coefficients γ cd is a sufficient, but not necessary, condition for the non-negativity of the estimatedf c . Thus, the parameter space over which we search for the MLE is not guaranteed to include allf c 2 b þ c . However, in practice it would be highly unlikely that the true relationship we are modelling is exactly a quadratic spline on the selected knot sequence τ c , and so if we find a MLE that is restricted by this deficiency, we can modify τ c in order to achieve a better fit. In testing, we found that simply including an additional knot close to the minimum of the curve will generally resolve this issue.
Adjusted relative risks
With binomial data we have Y i , BinðN i ; λ i Þ, where N i is the number of independent trials over which Y i binary events were observed, and λ i is the constant event probability, or risk, at each trial. The adjusted relative risk is the ratio of event probabilities associated with a change in one covariate, keeping the others constant.
With gðλÞ ¼ logðλÞ, the risk is λ i ¼ expfΛðu i ; v i ; w i ; θÞg, and so the relative risk is a ratio of two exponential functions. Keeping the other covariates constant, the adjusted relative risk associated with a change in the ath categorical covariate from u ia to u ja is then expfα a ðu ja Þ À α a ðu ia Þg. Similarly, the adjusted relative risk for a 1-unit increase in the bth linear covariate is expðβ b Þ.
The fitted risks must lie within ½0; 1, and so the fitted linear predictors must be strictly non-positive. That is, the parameter space for this model is Θ ¼ fθ : Λðu; v; w; θÞ 0; ðu; v; wÞ 2 u Â v Â wg; where u, v and w are as defined in eq. (9) .
With C ¼ 0, Marschner and Gillett [5] provide a CEM algorithm for finding the MLE θ 2 Θ. The approach is similar to that used for the identity link Poisson GLM: for a given reference vector ðr; sÞ, the model is reparameterized and a complete data model is defined, which imposes non-positivity constraints on each of the transformed parameters. An EM algorithm is used to find the MLEθðr; sÞ of the complete data model, which is constrained to lie in the parameter space That is, ðr; sÞ is the covariate vector associated with the maximum linear predictor, which is constrained to be non-positive.
The union of these constrained parameter spaces over all possible choices of ðr; sÞ is Θ, and so the constrained MLE with the highest likelihood will be the overall MLE. It is straightforward to apply nonpositivity constraints to individual parameters.
Extension to include smooth terms follows an analogous approach to that used in Section 4.2. For a particular t ¼ ðt 1 ; . . . ; t C Þ, we set γ ctc ¼ 0 and apply the CEM algorithm, including the remaining basis function values B cd ðw ic Þ as continuous covariates with non-positivity constraints. Then eachf c 2 b À c ðt c Þ, the space of non-positive B-splines that have their shape constrained by the choice of γ ct c as the largest coefficient. The resulting estimateθðtÞ is the constrained MLE over the parameter space
By considering each possible t 2 t, and hence all possible locations for the maximum of eachf c , we find a collection of constrained MLEsθðtÞ, and the one with the highest likelihood is then the overall MLEθ 2 Θ. Again, the sequence may stop early if a maximum in the interior of the parameter space is identified. Furthermore, the same caution also applies here as it did for the identity link Poisson model: non-positivity of the coefficients is only a sufficient condition for non-positivity of the linear predictor, so we are not searching the entire parameter space wheref c 2 b 
Adjusted risk differences
Adjusted risk differences can be estimated using a binomial GAM with identity link, that is, Y i , BinðN i ; λ i Þ and gðλÞ ¼ λ. The adjusted risk difference associated with a change in the ath categorical covariate from u ia to u ja is α a ðu ja Þ À α a ðu ia Þ. Similarly, β b represents the adjusted risk difference for a 1-unit increase in the bth linear covariate.
Again we require that the probabilities λ lie within ½0; 1, but now the parameter space Θ simultaneously imposes both lower and upper boundaries on the linear predictors, that is, Θ ¼ fθ : 0 Λðu; v; w; θÞ 1; ðu; v; wÞ 2 u Â v Â wg:
With C ¼ 0, Donoghoe and Marschner [4] have presented an approach for finding the MLEθ 2 Θ. It exploits the multinomial-Poisson transformation [25] to convert the model into an equivalent identity link Poisson fit, and the CEM algorithm of Marschner [3] can then be applied to the transformed data to find the MLE. As with the other CEM algorithms, non-negativity constraints can be applied to some of the parameters, which is achieved by imposing such constraints when employing the identity link Poisson CEM algorithm.
However, the inclusion of the semi-parametric terms cannot proceed in exactly the same way as in Sections 4.2 and 4.3. The covariate space considered for continuous covariates entered into the identity link binomial CEM algorithm is the Cartesian product of the observed ranges of those covariates, that is, v in eq. (9) . So if we include the observed B-spline values B cd ðw ic Þ as continuous covariates, the covariate space will include vectors in which more than three of the basis functions for a given c are non-zero. By definition, this cannot correspond to the B-spline values for any w. Since the parameter space constraints are imposed for all points in the covariate space, using a larger covariate space than is necessary means that the parameter space is overly restrictive, and may not include the overall MLE.
Instead we must use a slightly different approach, based on the ordering of the B-spline coefficients. We begin by choosing t ¼ ðt 1 ; . . . ; t C Þ, where each t c ¼ ðt c1 ; . . . ; t cD c Þ is now a vector containing some permutation of f1; . . . ; D c g.
Recall that if we define new basis functions B mþ cd as described in Section 3.3, non-negativity constraints on the coefficients δ cd will impose monotonicity on the coefficients of the original basis functions, that is, γ c1 Á Á Á γ cDc . Similarly, for a particular permutation t c , we can define cd ðw ic Þ as continuous covariates into the identity link binomial CEM algorithm, and impose non-negativity constraints on their coefficients, the resulting estimateθðtÞ will be the MLE for the parameter space
There are D c ! possible choices for each t c , and hence Q C c¼1 D c ! possible choices for the vector t. In order to find the overall MLEθ 2 Θ, we find the constrained MLEθðtÞ for each possible choice of t, and choose the one with the highest likelihood.
As with the other models, we may stop early if we find a constrained MLE in the interior of the parameter space, and there are various strategies to identify the parameterizations that are more likely to contain this MLE in order to potentially reduce computing time [6] .
Monotonic smooth regression
Imposing a monotonicity restriction on one or more of the smooth curves is straightforward for all of the models examined so far. As discussed in Section 3.3, a sufficient condition forf c to be monotonically non-decreasing is that the B-spline coefficients themselves are monotonically non-decreasing, that is, γ c1 Á Á Á γ cDc . Because only one possible choice for the value t c or the vector t c needs to be considered, adding a smooth monotonic covariate to a model requires no additional applications of the EM algorithm.
For the identity link binomial model in Section 4.4, applying this constraint is trivial. In iterating through the possible choices of t, we need only to consider t c ¼ ð1; . . . ; D c Þ rather than all possible permutations, giving 0 ¼ γ c1 Á Á Á γ cD c .
For the other models, we employ the methods discussed in Section 3.3. In an identity link Poisson model, we replace the B-spline function values B cd ðw ic Þ by their monotonic B-spline equivalents, B mþ cd ðw ic Þ, and enter these into the CEM algorithm as continuous covariates with non-negativity constraints on the associated coefficients δ cd . The resulting estimate will have 0 ¼ γ c1 Á Á Á γ cDc , as desired.
For the log link binomial model we proceed similarly, replacing B cd ðw ic Þ by B mÀ cd ðw ic Þ as defined in eq. (7). These are entered into the CEM algorithm as continuous covariates with non-positivity constraints, ensuring γ c1 Á Á Á γ cD c ¼ 0.
It is important to note that the monotonicity of the coefficients is only a sufficient condition for the monotonicity of the resulting smooth function. Hence the function space over which we search for the MLÊ f c is only a subset of the space of monotonic functions on a B-spline basis. However, when Tutz and Leitenstorfer [14] used boosting techniques to impose constraints on the monotonicity of the function rather than only the coefficients, they found "much higher computational costs without much effect on performance". The ASSENT-2 study [26] was a randomized clinical trial designed to assess the safety and efficacy of tenecteplase versus alteplase in 16,949 patients treated within 6 hours of an acute myocardial infarction (MI). The primary outcome was 30-day mortality after randomization, and the primary analysis of this outcome showed that the two treatments were equivalent.
To demonstrate our method, we undertake a risk factor analysis, in which the risk of death is modelled in terms of a semi-parametric age effect and three categorical covariates: MI severity (Killip class I, II or III/ IV), treatment delay ( < 2, 2-4, > 4 hours) and geographic region (Western countries, Latin America or Eastern Europe). In view of the natural relationship between age and death, the age-specific risk is constrained to be monotonically non-decreasing. Figure 4 shows the AIC for models with different numbers of knots, using both log and identity link functions. Figure 4 shows that the inclusion of a linear age term (1 parameter) improves the AIC considerably for both the log link and identity link models. In the risk difference model, allowing the age term to be quadratic (2 parameters) and semi-parametric with one internal knot (3 parameters) further reduces the AIC substantially, but beyond this, the penalty of additional parameters overrides the small improvements in fit. In the relative risk model, additional flexibility in the age term does not give vastly superior AIC values when compared to the linear age model, although the best in terms of AIC is a model with two internal knots, and hence 4 parameters for the semi-parametric age term. The fitted risks by age for all 27 groups (3 Â 3 Â 3 levels of the categorical covariates) for the best model with each link are shown in Figure 5 . These results show that the identity link model provides a better fit to the data, suggesting that risk differences are a more appropriate measure than relative risks for this dataset.
Although a monotonic dependence on age is natural for mortality, in this particular analysis it has little effect on the fitted model. Figure 6 displays the fitted age-specific regression functions for both models, showing that the fitted function is virtually identical for the identity link model with and without monotonicity, and is identical for the log link model.
Also shown in Figure 6 is a comparison of two approaches for confidence interval estimation. The first approach, shown by the shaded regions, uses asymptotic normality and the information matrix evaluated at the MLE. The information matrix is obtained as the expected second derivative matrix corresponding to the binomial log-likelihood function with probabilities specified by eqs (1) and (2), with either the identity or log link function. The second approach, shown by the dashed lines, uses bootstrapping with pointwise confidence intervals determined using the percentile method. We used 1,000 bootstrap resamples with replacement, and due to the stability of our fitting methods, convergence to the MLE was achieved in every resample. It can be seen that the two methods of confidence interval estimation show very close agreement, which provides some level of support for their use in this analysis. Adjusted rate differences can also be estimated for this data by using our method for an identity link Poisson model, with semi-parametric adjustment for age. Because in this case all of the patients were observed for the same period of time, the parameter estimates are very similar to those from the identity link binomial model; however, they have a different interpretation -they are the absolute change in the rate of death per patient-month. A comparison of the parameter estimates from the two models is shown in Table 1 .
Other methods
The methods described in this paper are fully implemented in R packages addreg [27] and logbin [28] , available from the Comprehensive R Archive Network (CRAN). There are three other notable R packages that provide methods for fitting GAMs: gam, gamlss and mgcv. Each of these allows the models with noncanonical link functions discussed in this paper; however, all employ iterative algorithms involving variants of Fisher scoring or Newton-Raphson, making them subject to instability.
The gam function in the gam package in R [29] fits GAMs using cubic smoothing splines by employing a local scoring algorithm. This consists of a backfitting (Gauss-Seidel) algorithm for fitting the non-parametric parts of the model within a Newton-Raphson step for updating the parametric parts [30] . The inner loop can be shown to always converge, but the outer loop is only guaranteed to do so if some form of stepsize optimization is performed ( [7] , p. 151). However, the implementation in R does not include any option for step-size modification, and additionally there is no check for the validity of the fitted means. This means that convergence is not guaranteed, and when the method does converge, it may be to a value outside the parameter space. For the 1,000 bootstrap samples used to produce the confidence intervals in Figure 6 , the algorithm failed to converge to a valid solution in nearly half (49.1%) of the samples for the identity link model. For the log link model, the algorithm converged in all 1,000 samples, but some of the fitted risks exceeded 1 in every case.
The gamlss package [31] provides a method for non-parametric modelling of various parameters of the distribution, including the mean. Similarly to gam, its fitting algorithm uses backfitting iterations for the non-parametric parts within Newton-Raphson steps that update the parameter estimates. Unlike gam, the user is able to specify the step length for updating parameter estimates, but the function terminates with an error if the update produces invalid fitted values. For the relative risk model fitted on the bootstrap samples from Section 5, gamlss converged in only 57 samples when the default step size was used. Convergence in all 1,000 samples was achieved when the step size was made sufficiently small. For the risk difference model, however, gamlss did not converge in any of the bootstrap samples regardless of the step size chosen, due to the error caused by violation of the parameter space constraint. The mgcv package [32] provides a flexible gam function, allowing for a wide variety of smoothers, as well as methods for automatic selection of the level of smoothing. The fitting method uses a penalized iteratively reweighted least squares algorithm [32] , which is not guaranteed to converge, but step-halving is invoked if the penalized deviance increases markedly between iterations, or the estimates move outside the parameter space. Additionally, the user can specify a ridge regression penalty to assist with convergence issues caused by unidentifiable estimates. In order to directly compare the performance of mgcv's gam function to our method, we fitted identical unpenalized B-spline models to the ASSENT-2 bootstrap data. We found that gam achieved stable convergence whenever the MLE was in the interior of the parameter space, but convergence problems were possible when the MLE was on the parameter space boundary, particularly for the identity link model. The nature of these convergence problems was dependent on the version of mgcv that was used. In particular, when using version 1.7 we found that convergence could occur to a sub-optimal boundary point, while in version 1.8 we found that the algorithm could fail to declare convergence when the estimates reached the MLE. This behaviour occurred in a large proportion of our bootstrap replications and persisted even when a stricter convergence criterion and a greater number of iterations were used.
None of these methods support monotonicity constraints on the smooth curves. The GMBBoost [13] and GMonBoost [14] methods employ likelihood-based boosting techniques to fit GAMs with monotonicity constraints, but in the current implementation only canonical link models are allowed, so we cannot compare them with our approach.
Overall this discussion illustrates that although there are other approaches that could potentially be used for semi-parametric modelling of rate differences, risk differences and relative risks, numerical instability is often an issue. Furthermore, monotonicity constraints for non-canonical models are not available in existing software. The stability and flexibility of our method therefore means that it is a useful addition to existing GAM methodology.
Discussion
We have presented a method for smooth semi-parametric adjustment of rate differences, relative risks and risk differences. In general, this can be achieved by using GAMs; however, these effect measures require non-standard link functions and the usual fitting algorithms can fail to converge to the MLE. Our method avoids this by employing variants of existing stable CEM algorithms for fully parametric versions of these models, using B-spline basis functions for the smooth components.
The method is itself a CEM algorithm, and relies on the fact that the EM algorithm will always converge to the MLE within a constrained parameter space. Each constrained parameter space is defined by placing a restriction on the shape of the smooth curve, and by applying the algorithm for each constrained parameter space we are guaranteed to find the overall MLE.
We applied our method to data from the ASSENT-2 clinical trial, showing that semi-parametric adjustment for age provided a better fit than entering age as a linear term in both risk difference and relative risk models. Furthermore, the stability of our fitting algorithm allowed us to use bootstrap resampling to estimate confidence intervals for the semi-parametric relationship. Adjusted rate differences can also be estimated using an identity link Poisson model.
The calculations required at each iteration of the EM algorithms for each method presented here are very simple, although the EM algorithm may take a large number of iterations to converge. The overall computational time required by these methods depends on the number of parameters that must be estimated in a particular model. The models presented in Figure 5 required approximately 3 and 2 minutes, respectively, to find the MLE on a 3.4 GHz processor. One potential method for reducing the computational time is to exploit the fact that the EM algorithms for each parameterization are independent, and could be conducted in parallel on a multi-core processor. Other techniques for speeding up convergence of CEM algorithms have been discussed by Marschner [6] .
Further adaptations of our approach are possible. For example, Marschner, Gillett and O'Connell [33] have presented an extension of the CEM algorithm for the identity link Poisson model, in which additional categorical stratification factors have a multiplicative effect on the Poisson means. The algorithm is similar to that for the additive model, but each constrained MLE is found by using an expectation-conditional maximization (ECM) algorithm. It is straightforward to impose non-negativity constraints on the additive parameters, so we can extend this method to allow smooth semi-parametric components by using the same approach described in Section 4.2. An alternative approach to incorporating both additive and multiplicative effects in the same model was provided by the LEXPIT model of Kovalchik, Varadhan, Fetterman, Poitras, Wacholder and Katki [34] . We anticipate that our approach may be useful in extending this model semi-parametrically, although we have not yet investigated this.
Most applications of GAMs use penalized likelihood to allow for flexibility while lessening the tendency to overfit. However, any reasonable penalty term will cause the M-step of the EM algorithm to lose its parameter separation and become a multi-dimensional maximization problem. Marschner and Gillett [5] proposed a solution to this for log binomial models by employing the one-step-late algorithm of Green [35] . Here, the M-step is modified such that parameters associated with the penalty term are replaced by their current estimates. However, this is no longer an EM algorithm, and does not guarantee that the parameter estimates will remain in the parameter space, or even that the likelihood will increase at each step. This can be remedied by a process similar to step-halving, whereby if the new estimate has lower likelihood or is outside the parameter space, we replace it with an estimate between the unpenalized and penalized updates, moving closer to the unpenalized estimate until the conditions are met. Nonetheless, while a penalized likelihood version of our method would be possible, the simple spline-based model used here is likely to provide sufficient flexibility in practice.
Rate differences, relative risks and risk differences are useful in biostatistical settings to provide effect size measures in randomized trials and epidemiological studies. However, the GLMs and GAMs used to estimate these effects are also used in other areas. For example, the identity link Poisson model has been recently used in an ecological study [36] , the log link binomial model in a study of socioeconomic status [37] and the identity link binomial model in a study of international politics [38] . This suggests that our method may also have wide applicability outside biostatistics.
