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զʑ͸ Linux 4.4ͱ NVIDIAυϥΠό 375.66ʹमਖ਼Λ
































































































































































































































ΕͧΕͷ CPU࣌ؒ͸ CPU͝ͱʹ Linuxͷ kcpustat cpu
ϚΫϩΛར༻ͯ͠औಘ͠ɼjiffiesͷ஋͸ LinuxΧʔωϧ
಺ͷ jiffiesม਺͔Βऔಘ͢Δɽ













࣌ؒͰ͋Δɽuseriɼsysi ͸ͦΕͧΕ task structߏ଄ମ





























ͭҎ্ͷ CPUͰ sysͷׂ߹͕ 95%ΑΓେ͖͔ͭ͘ɼuser
ͷׂ߹͕ 4%ΑΓখ͍͞ঢ়ଶ͕ 5ඵҎ্ܧଓͨ͠৔߹ʹݕ






























































ϝϞϦɼGeForce GTX 960ͷGPUɼHD Graphics 630ͷ
CPU಺ଁGPUΛ౥ࡌͨ͠ϚγϯΛ༻͍ͨɽ͜ͷϚγϯͰ
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