Abstract. In this paper we study various properties of the double ramification hierarchy, an integrable hierarchy of hamiltonian PDEs introduced in [Bur14] using intersection theory of the double ramification cycle in the moduli space of stable curves. In particular, we prove a recursion formula that recovers the full hierarchy starting from just one of the Hamiltonians, the one associated to the first descendant of the unit of a cohomological field theory. Such recursion is reminiscent of the dilaton equation in Gromov-Witten theory. Moreover, we introduce anologues of the topological recursion relations and the divisor equation both for the hamiltonian densities and for the string solution of the double ramification hierarchy. This machinery is very efficient and we apply it to various computations for the trivial and Hodge cohomological field theories, and for the r-spin Witten's classes. Moreover we prove the Miura equivalence between the double ramification hierarchy and the Dubrovin-Zhang hierarchy for the Gromov-Witten theory of the complex projective line (extended Toda hierarchy).
In a recent paper, [Bur14] , one of the authors, inspired by ideas from symplectic field theory [EGH00] , has introduced a new integrable hierarchy of PDEs associated to a given cohomological field theory. The construction makes use of the intersection numbers of the given cohomological field theory with the double ramification cycle, the top Chern class of the Hodge bundle and psi-classes on the moduli space of stable Riemann surfaces M g,n . Since the top Chern class of the Hodge bundle vanishes outside of the moduli space of stable curves of compact type, one can use Hain's formula [Hai11] to express the double ramification cycle in computations and, in particular, the consequent polynomiality of the double ramification cycle with respect to ramification numbers.
In [Bur14] the author further conjectures, guided by the examples of the trivial and Hodge cohomological field theories (which give the KdV and deformed KdV hierarchies, respectively) that the double ramification hierarchy is Miura equivalent to the Dubrovin-Zhang hierarchy associated to the same cohomological field theory via the construction described, for instance, in [DZ05] .
In this paper, after defining some natural hamiltonian densities for the double ramification hierarchy, usign results from [BSSZ12] we derive a series of equations for such densities, which are reminiscent of the dilaton and the divisor equations and of the topological recursion relations in Gromov-Witten theory [KM94, Get97] , but also of their analogues from symplectic field theory [FR10, Ros12] . The dilaton recursion of Theorem 3.3, in pariticular, is sufficient to recover the full hierarchy of the hamiltonian densities, starting just from one Hamiltonian (the one associated with the first descendant of the unit of the cohomological field theory). We apply this technique to compute explicit formulae for the double ramification hierarchy of the r-spin Witten's classes and, in particular, we conjecture explicit formulae for the Miura transformations that should link such hierarchy to the Dubrovin-Zhang hierarchy.
In the second part we focus instead on the string solution of the double ramification hierarchy (see [Bur14] ) and prove that the divisor equation for the Hamiltonians implies the divisor equation for the string solution. Our main application of this fact is a proof of the Miura equivalence described above in the case of the Gromov-Witten theory of the complex projective line. Consider the GromovWitten theory of CP 1 and the corresponding cohomological field theory. We use u α as the variables of the double ramification hierarchy for CP 1 and w α as the variables of the ancestor Dubrovin-Zhang hierarchy for CP 1 . 
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The double ramification hierarchy
In this section we briefly recall the main definitions in [Bur14] . The double ramification hierarchy is a system of commuting Hamiltonians on an infinite dimensional phase space that can be heuristically thought of as the loop space of a fixed vector space. The entry datum for this construction is a cohomological field theory in the sense of Kontsevich and Manin [KM94] . Denote by c g,n : V ⊗n → H even (M g,n ; C) the system of linear maps defining the cohomological field theory, V its underlying N -dimensional vector space, η its metric tensor and e 1 the unit of the cohomological field theory.
2.1. The formal loop space. The loop space of V will be defined somewhat formally by describing its ring of functions. Following [DZ05] (see also [Ros09] ), let us consider formal variables u α i , i = 1, . . . , N , p = 1, 2, . . ., associated to a basis e 1 , . . . , e N for V . Always just at a heuristic level, the variable u α := u α 0 can be thought of as the component u α (x) along e α of a formal loop u : S 1 → V , where x the coordinate on S 1 , and the variables u α x := u α 1 , u α xx := u α 2 , . . . as its x-derivatives. We then define the ring A of differential polynomials as the ring of polynomials f (u; u x , u xx , . . .) in the variables u α i , i > 0 with coefficients in the ring of formal power series in the variables u α = u α 0 . We can differentiate a differential polynomial with respect to x by applying the operator ∂ x := i≥0 u α i+1 ∂ ∂u α i (in general, we use the convention of sum over repeated greek indices, but not over repeated latin indices). Finally, we consider the quotient Λ of the ring of differential polyomials first by constants and then by the image of ∂ x , and we call its elements local functionals. A local functional which is the equivalence class of f = f (u; u x , u xx , . . .) will be denoted by f = f dx. Strictly speaking, in order to obtain the ring of functions for our formal loop space, we must consider a completion of the symmetric tensor algebra of the space of local functionals whose elements correspond to multiple integrals on multiple copies of the variable x of differential polynomials of multiple copies of the variables u α i , but we will not really use this in the paper.
Differential polynomials and local functionals can also be decribed using another set of formal variables, corresponding heuristically to the Fourier components p α k , k ∈ Z, of the functions u α = u α (x). Let us, hence, define a change of variables
which allows us to express a differential polynomial f as a formal Fourier series in x where the coefficient of e ikx is a power series in the variables p α j (where the sum of the subscripts in each monomial in p α j equals k). Moreover, the local functional f corresponds to the constant term of the Fourier series of f .
Let us describe a natural class of Poisson brackets on the space of local functionals. Given a matrix of differential operators of the form K µν = j≥0 K µν j ∂ j x , where the coefficients K µν j are differential polynomials and the sum is finite, we define
where we have used the variational derivative
. Imposing that such bracket satisfies anti-symmetry and the Jacobi identity will translate, of course, into conditions for the coefficients K µν j . An operator that satisfies such conditions will be called hamiltonian. We will also define a Poisson bracket between a differential polynomial and a local functional as
A standard example of a hamiltonian operator is given by η∂ x . The corresponding Poisson bracket, heavily used in what follows, also has a nice expression in terms of the variables p α k : {p
Finally, we will need to consider an extension of the spaces A and Λ of differential polynomials and local functionals. A hamiltonian system of PDEs is a system of the form
where h i ∈ Λ [0] are local functionals with the compatibility condition {h i , h j } K = 0 for i, j ≥ 1.
2.2. The double ramification hierarchy. Given a cohomological field theory c g,n : V ⊗n → H even (M g,n ; C), we define hamiltonian densities of the double ramification hierarchy as the following generating series:
2) for α = 1, . . . , N and d = 0, 1, 2, . . .. Here DR g (a 1 , . . . , a n ) ∈ H 2g (M g,n ; Q) is the double ramification cycle, λ g is the g-th Chern class of the Hodge bundle and ψ i is the first Chern class of the tautological bundle at the i-th marked point.
The above expression can be uniquely written as a differential polynomial in u µ i in the following way. Let us denote by P α,d,g;α 1 ,...,αn (a 1 , . . . , a n ) = b 1 ,...,bn≥0 P 
The fact that this integral is polynomial in a 1 , . . . , a n follows from Hain's formula [Hai11] for the double ramification cycle restricted to the moduli space M ct g,n of curves of compact type and the fact that λ g vanishes on M g,n \ M ct g,n . Then we have
In particular, g α,d = g α,d dx, expressed in terms of the p-variables, coincides with the definition given in [Bur14] . The system of local functionals g α,d , for α = 1, . . . , N , d = 0, 1, 2, . . ., and the corresponding system of hamiltonian PDEs with respect to the standard Poisson bracket {·, ·} η∂x is called the double ramification hierarchy. The fact that the Hamiltonians g α,d mutually commute with respect to the standard bracket is proved in [Bur14] . Finally, we add by hand N more commuting hamiltonian densities g α,−1 := η αµ u µ for α = 1, . . . , N . The corresponding local functionals g α,−1 are Casimirs of the standard Poisson bracket.
Recursion relations for the Hamiltonian densities
The results of this section are based on the following two splitting formulae from [BSSZ12] for the intersection of a ψ-class with the double ramification cycle. Let I ⊔ J = {1, . . . , n} and let us denote by DR g 1 (a I , −k 1 , . . . , −k p ) ⊠ DR g 2 (a J , k 1 , . . . , k p ) the cycle in M g 1 +g 2 +p−1,n obtained by gluing the two double ramification cycles at the marked points labeled by k 1 , . . . , k p .
Theorem 3.1 ([BSSZ12]
). Let a 1 , . . . , a n be a list of integers with vanishing sum. Assume that a s = 0. Then we have
Here the first sum is taken over all I ⊔ J = {1, . . . , n} such that i∈I a i > 0; the third sum is over all non-negative genera g 1 , g 2 satisfying g 1 + g 2 + p − 1 = g; the fourth sum is over p-uplets of positive integers with total sum i∈I a i = − j∈J a j . The number ρ is defined by
Theorem 3.2 ([BSSZ12]). Let a 1 , . . . , a n be a list of integers with vanishing sum. Assume that a s = 0 and a l = 0. Then we have
Here the first sum is taken over all I ⊔ J = {1, . . . , n} such that i∈I a i > 0; the third sum is over all non-negative genera g 1 , g 2 satisfying g 1 + g 2 + p − 1 = g; the fourth sum is over p-uplets of positive integers with total sum i∈I a i = − j∈J a j . The number ε is defined by
0, otherwise.
3.1. Dilaton recursion. In this section we prove the most powerful of our recursion relations for the hamiltonian densities defined above. It allows to reconstruct the full hierarchy of densities, starting from g 1,1 .
Theorem 3.3. We have the following recursion:
Proof. Given the polynomiality of P α,d,g;α 1 ,...,αn (a 1 , . . . , a n ), it is sufficient to focus on the case where a i > 0, i = 1, . . . , n. Using Theorem 3.1 we obtain (3.2) (2g − 2 + n + 1)
where
Notice that the right-hand side of the above formula is nonzero, only if k = j∈J a j . Let us introduce an auxiliary functional
Then, using the fact that DR g (a 1 , . . . , a n ) | M ct g,n is a polynomial of degree 2g in the variables a i , so that
Using the formula for the push-forward of the class ψ 1 along the map π : M g,n+1 → M g,n , which forgets the first marked point, π * ψ 1 = 2g − 2 + n, it's easy to prove the following version of the divisor equation (compare also with [FR10] 
where t α i is the time associated with the evolution along the hamiltonian flow generated by g α,i . Since we know that {g α,d , g 1,1 } η∂x = 0, we are sure that the above expression is ∂ x -exact and, hence, such is the right-hand side of equation (3.1), so that it makes sense to write
3.2. Topological recursion. In this section we prove some equations for the hamiltonian densities that are reminiscent of the topological recursion relations in rational Gromov-Witten theory.
Theorem 3.5. We have
Proof. The proof is completely analogous to the proof of Theorem 3.3, but uses the second splitting formula, Theorem 3.2. We leave the details to the reader.
Remark 3.6. As for Theorem 3.3, we can express Theorem 3.5 too in a more suggestive form ∂g α,d+1
As a special case, for β = 1, given that ∂ t 1 0 = ∂ x , we get the following string-type equation:
, which was already proved in [Bur14] .
3.3. Divisor equation. In this section we derive another type of recursion that is based on the divisor equation in Gromov-Witten theory. We can recommend the papers [Get98] and [KM94] as a good introduction to Gromov-Witten theory.
Let V be a smooth projective variety and suppose that H odd (V ; C) = 0. Denote by E ⊂ H 2 (V ; Z) the semigroup of effective classes and let N be the Novikov ring of V . Let e 1 , . . . , e N be a basis in H * (V ; C). We assume that the elements e i are homogeneous in the cohomology H * (V ; C). Consider the Gromov-Witten theory of V and the corresponding cohomological field theory. Recall that the metric η = (η αβ ), η αβ = (e α , e β ), is induced by the Poincare pairing in the cohomology H * (V ; C). Denote by c g,n,β (e α 1 ⊗ e α 2 ⊗ . . . ⊗ e αn ) ∈ H even (M g,n ; C) the classes of our cohomological field theory. Note that they depend now on a class β ∈ E. Let We want to consider the double ramification hierarchy associated to our cohomological field theory. Note that our situation is slightly different from [Bur14] because of the presence of the Novikov ring. However, it is easy to see that all the constructions from [Bur14] still work. One should only keep in mind that now the Hamiltonians g α,d are elements of the space Λ [0] ⊗ N and the coefficients of the Hamiltonian operator K belong to the space A ⊗ N .
There is a natural operator q 
Proof. We begin by recalling the divisor equation in Gromov-Witten theory. Suppose that 2g−2+n > 0 and let π n+1 : M g,n+1 → M g,n be the forgetful morphism that forgets the last marked point. The divisor equation says that (see e.g. [KM94] )
Let us formulate the following simple lemma.
Lemma 3.8. For any i = 1, . . . , r, we have
Proof. The proof is a simple consequence of the divisor equation (3.6).
Let us take the variational derivative 
We now express π
is the class of the divisor whose generic point is a reducible curve consisting of a smooth component of genus 0 containing the marked points indexed by {1, n + 2} and a smooth component of genus g with the remaining points, joined at a node. The first summand gives, by Theorem 3.5,
which coincides with the first term on the right-hand side of (3.5). For the second summand, we have (see [BSSZ12] )
. . , a n , − a j , from which we get
This corresponds to the second term on the right-hand side of equation (3.5). The theorem is proved.
Examples and applications
The recursion formulae we proved in the previous section are computationally very efficient and allow us to produce a number of calculations in concrete examples. Beside the case of the complex projective line, which we leave for the next section, we focus here on computing various relevant quantities for one-dimensional cohomological field theories and for the higher-spin Gromov-Witten classes, which are ultimately sufficient to determine the full double ramification hierarchy in these cases.
4.1. KdV hierarchy. The simplest cohomological field theory, V = e 1 , η 1,1 = 1, c g,n (e ⊗n 1 ) = 1 for all stable (g, n), corresponding to the Gromov-Witten theory of a point, gives as the double ramification hierarchy the Korteweg-de Vries hierarchy: the equivalence conjecture between the Dubrovin-Zhang hierarchy and the double ramification hierarchy holds in this case with the trivial Miura transformation, as proved in [Bur14] . However, our recursion formulae give a specific choice of hamiltonian densities g d which was previously unknown and is non-standard. In fact, such hamiltonian densities do not satisfy the tau-symmetry property {h p−1 , h q } ∂x = {h q−1 , h p } ∂x . However, the standard tausymmetric hamiltonian densities h p for the Dubrovin-Zhang hierarchy can be recovered as
δu . We will see in the examples below that this is a quite general fact (see also remark 4.5).
Example 4.1. For the trivial cohomological field theory we have
which determines the following hamiltonian densities for the double ramification hierarchy:
and so on. These hamiltonian densities, as remarked above, integrate to the usual KdV local functionals g p = h p for the Dubrovin-Zhang hierarchy. In particular, if
δu , for k ≥ −1, are the tau-symmetric densities of the Dubrovin-Zhang hierarchy, with h −1 = g −1 = u (see also [DZ05] ). 
Here B 2g are Bernoulli numbers:
, . . .. This Hamiltonian, by our recursion, determines the full double ramification hierarchy. In [Bur13] this hierarchy was called the deformed KdV hierarchy. The Miura transformation
transforms this hierarchy to the Dubrovin-Zhang hierarchy. In particular, the standard hamiltonian operator ∂ x is transformed to the hamiltonian operator
. In [Bur13] it is also explained how the deformed KdV hierarchy is related to the hierarchy of the conserved quantities of the Intermediate Long Wave (ILW) equation (see e.g. [SAK79] ):
The ILW equation can be transformed to the first equation of the deformed KdV hierarchy by setting
f , see [Bur13] for further details). This means that our recursion formula gives a way, alternative to [SAK79] , to determine the symmetries of the ILW equation. △
4.3.
Higher spin / Gelfand-Dickey hierarchies. Recall that, for every r ≥ 2 and an (r − 1)-dimensional vector space V with a basis e 1 , . . . , e r−1 , Witten's r-spin classes W g (e a 1 +1 , . . . , e an+1 ) =
, when a i ∈ {0, . . . , r − 2} are such that this degree is an integer, and vanish otherwise. They form a cohomological field theory and were introduced by Witten [Wi93] in genus 0 and then extended to higher genus by Polishchuck and Vaintrob [PV00] (see also [Ch06] ). As proved in [PPZ13] , this cohomological field theory is completely determined, thanks to semisimplicity, by the initial conditions: W 0 (a 1 , a 2 , a 3 ) = 1, if a 1 + a 2 + a 3 = r − 2 (and zero otherwise), W 0 (1, 1, r − 2, r − 2) = 1 r [point]. In particular, the metric η takes the form η αβ = δ α+β,r Using our recursion formulae together with the selection rules from the degree formula for the r-spin classes, it is possible to completely determine the Hamiltonian g 1,1 and, hence, the full hierarchy. In particular, from dimension counting and the definition (2.2), we obtain that g 1,1 is a homogeneous polynomial of degree 2r + 2 with respect to the following grading:
This gives a finite number of summands involving intersection numbers only up to genus r for g 1,1 , and up to genus r − 1 for g 1,1 , as the top genus term is ∂ x -exact. At this point, one can start applying the recursion of Theorem 3.3 starting from g α,−1 = η αµ u µ and impose, at each step, that the new Hamiltonians thus obtained still commute with all the others. This determines all the coefficients of the Hamiltonian g 1,1 .
Example 4.3. For Witten's 3-spin cohomological field theory we have
which determines the following hamiltonian densities for the double ramification hierarchy: and so on (we have explicit formulae up to g α,7 ). We remark that, by taking the covariant derivative with respect to u 1 of the local functionals associated to the densities we computed here, h α,p :=
δu 1 , one finds precisely the tau-symmetric hamiltonian densities for the Gelfand-Dickey hierarchy [GD76] associated with the A 3 Coxeter group [Dub96] (the so-called Boussinesq hierarchy) which coincide with the densities in the normal coordinates for the Dubrovin-Zhang hierarchy for the 3-spin classes. This gives a strong evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification hierarchy, with the trivial Miura tranformation, for the 3-spin classes. △ Example 4.4. For Witten's 4-spin cohomological field theory we have
which determines the following hamiltonian densities for the double ramification hierarchy: 
;
and so on (we have explicit formulae up to g α,4 ). We want to remark that in this case, as opposed to the 3-spin case, if one defines the tau-symmetric densities h α,p :=
δu 1 , then the coordinates u α are not normal in Dubrovin and Zhang's sense anymore, i.e the starting hamiltonian densities h α,−1 take the non-standard form
One can then perform a Miura transformation w α = η αµ h µ,−1 to pass to the appropriate normal coordinates and in these coordinates the Poisson structure changes to the one associated to the hamiltonian
When expressed in these new coordinates, both the Poisson structure and the hamiltonian densities h α,p coincide with the ones for the Gelfand-Dickey [GD76] hierarchy associated with the A 4 Coxeter group [Dub96] , or the dispersive Poisson structure and the hamiltonian densities in the normal coordinates for the Dubrovin-Zhang hierarchy for the 4-spin classes. As above, this gives a strong evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification hierarchy for the 4-spin classes, with respect to the Miura transformation w α = η αµ h µ,−1 . △ Remark 4.5. The same technique of this section can actually be applied to any polynomial Frobenius manifold (in particular, to all Frobenius manifolds associated to the Coxeter groups) and one obtains similar conjectures about an explicit form of a Miura transformation connecting the double ramification hierarchy to the Dubrovin-Zhang hierarchy. We plan to address the problem of understanding a connection between the tau-symmetric hamiltonian densities for the double ramification hierarchy, the normal coordinates and an equivalence to the Dubrovin-Zhang hierarchy in a forthcoming paper.
Divisor equation for the DR hierarchies
In this section we derive a certain equation for the string solution of the double ramification hierarchy. This equation is very similar to the divisor equation in Gromov-Witten theory.
In Section 5.1 we derive a useful property of the string solution. In Sections 5.2 and 5.3 we consider the cohomological field theory accociated with the Gromov-Witten theory of some target variety V . In Section 5.2 we prove a divisor equation for the Hamiltonians of the double ramification hierarchy. Section 5.3 is devoted to the proof of a divisor equation for the string solution.
5.1. Property of the string solution. Consider an arbitrary cohomological field theory and the corresponding double ramification hierarchy. Recall that the string solution (u str ) α (x, t * * ; ε) is a unique solution of the double ramification hierarchy that satisfies the initial condition (u str ) α t * * =0 = δ α,1 x.
. Consider the following system of evolutionary PDEs:
From the compatibility of the flows of the double ramification hierarchy it easily follows that the system (5.1) is also compatible. It means that it has a unique solution for an arbitrary polynomial initial condition v α | t * * =0 = P α (x). Let (v str ) α (x, t * * ; ε) be a unique solution that satisfies the initial condition (v str ) α t * * =0 = δ α,1 x 2 2 . We claim that we have the following equation:
It can be proved in a way very similar to the proof of Lemma 4.7 in [Bur14] .
We obviously have (u str ) α = ∂(v str ) α ∂t 1
0
. If we set t * ≥1 = 0 in equation (5.2), we get the statement of the lemma.
Divisor equation for the Hamiltonians.
In this section we consider the cohomological field theory associated to the Gromov-Witten theory of some target variety V with vanishing odd cohomology, H odd (V ; C) = 0. Consider the associated double ramification hierarchy. We will use the same notations as in Section 3.3. Recall that we denoted by e γ 1 , . . . , e γr a basis in H 2 (V ; C). 
Projecting the both sides of this equation to the space of local fuctionals we get the statement of the lemma.
Divisor equation for the string solution.
Here we work under the same assumptions, as in the previous section. Consider the string solution (u str ) α of the double ramification hierarchy.
Lemma 5.3. For any i = 1, 2, . . . , r, we have
. From Lemma 5.1 it follows that
The resulting system of equations can be considered as a system of evolutionary partial differential equations for the power series O γ i (u str ) α . Together with the initial condition (5.3), it uniquely determines the power series O γ i (u str ) α . Lemma 5.2 implies that, if we substitute O γ i (u str ) α = δ α,γ i on the right-hand side of (5.4), we get zero. The lemma is proved.
Dubrovin-Zhang hierarchy for CP 1
The main goal of this section is to recall the explicit description of the Dubrovin-Zhang hierarchy for CP 1 obtained in [DZ04] . In Section 6.1 we say a few words about the general theory of the DubrovinZhang hierarchies. We recall the notion of a Miura transformation and also write an explicit formula that relates the descendant and the ancestor Dubrovin-Zhang hierarchies for CP 1 . In Section 6.2 we review the construction of the extended Toda hierarchy and its relation to the descendant DubrovinZhang hierarchy for CP 1 . In Section 6.3 we list some explicit formulae for the ancestor hierarchy that we will use in Section 7.
6.1. Brief recall of the Dubrovin-Zhang theory.
6.1.1. General theory. The main reference for the Dubrovin-Zhang theory is the paper [DZ05] . The theory was later generalized in [BPS12b] . In this section we follow the approach from [BPS12b] (see also [BPS12a] ).
The Dubrovin-Zhang hierarchies form a certain subclass in the class of hamiltonian hierarchies of PDEs (2.1). They are associated to semisimple potentials of Gromov-Witten type. Let us describe the family of these potentials. First of all, there is a family of all cohomological field theories. To any cohomological field theory one can associate the so-called ancestor potential, that is defined as the generating series of the correlators of the cohomological field theory. The semisimplicity condition means that a certain associative commutative algebra, associated to the cohomological field theory, doesn't have nilpotents. Ancestor potentials form a subfamily in the family of all potentials of Gromov-Witten type. Given an ancestor potential, there is so-called Givental's s-action (or the action of the lower triangular Givental group, see e.g. [FSZ10] ) that produces a family of potentials that correspond to this ancestor potential. These potentials are sometimes called the descendant potentials corresponding to the given ancestor potential. The resulting family of potentials is called the family of potentials of Gromov-Witten type.
The Dubrovin-Zhang hierarchy corresponding to an ancestor potential will be called the ancestor hierarchy, while the hierarchy corresponding to a descendant potential will be called the descendant hierarchy. It is not hard to write explicitly a relation between them. This was done in [BPS12b] (see also [BPS12a] ). We will write this relation in the case of CP 1 , see Lemma 6.1 below. 6.1.2. The descendant and the ancestor potentials of CP 1 . Let us describe some details and also fix notations in the case of CP 1 . We use the notations from Section 3.3.
Let V := H * (CP 1 ; C). The semigroup E ⊂ H 2 (CP 1 ; Z) is generated by the fundamental class [CP 1 ], so it is naturally isomorphic to Z ≥0 . The Novikov ring N is isomorphic to C [[q] ]. Consider the Gromov-Witten theory of CP 1 . Let c g,n,d : V ⊗n → H * (M g,n ; C) be the associated cohomological field theory. Let 1, ω ∈ H * (CP 1 ; C) be the unit and the class dual to a point. The matrix of the metric in this basis will be denoted by η = (η αβ ) α,β∈{1,ω} .
The ancestor correlators are defined by
The ancestor potential of CP 1 is defined by F (t; q; ε) := g≥0 ε 2g F g (t; q; ε), where
As we said, there is the family of descendant potentials corresponding to the ancestor potential F . All these potentials are related by Givental's s-action. Among these descendant potentials there is a particular one that also has a simple geometric description. This potential is defined by
(t; q; ε), where
Recall that by
we denote the Gromov-Witten invariants of CP 1 . Let us list several properties of the descendant potential F desc . First of all, we have (see e.g. [Dub96] )
The following two equations are called the string and the divisor equations (see e.g. [Hor95] 
Let us write the relation between the potentials F and F desc in terms of Givental's s-action. The general formula is given in [Giv01] . Here we adapt it for the case of CP 1 . Introduce matrices S k , k ≥ 0 by
Using formulae (6.1), (6.2), (6.3) and the so-called topological recursion relation in genus 0 (see e.g. [Get98] ), one can quickly compute that, for k ≥ 1, we have 
6.1.3. Miura transformations in the theory of hamiltonian hierarchies. Here we want to discuss changes of variables in the theory of hamiltonian hierarchies. We recommend the reader the paper [DZ05] for a more detailed introduction to this subject. First of all, let us modify our notations a little bit. Recall that by A we denoted the ring of differential polynomials in the variables u 1 , . . . , u N . Since we are going to consider rings of differential polynomials in different variables, we want to see the variables in the notation. So for the rest of the paper we denote by A u 1 ,...,u N the ring of differential polynomials in variables u 1 , . . . , u N . The same notation is adopted for the extension A u 1 ,...,u N and for the spaces of local functionals Λ u 1 ,...,u N and Λ u 1 ,...,u N .
Consider changes of variables of the form 
u 1 ,..., u N . Let us describe the action of Miura transformations on hamiltonian hierarchies. Suppose we have a hamiltonian system
defined by a hamiltonian operator K and a sequence of pairwise commuting local functionals
Consider a Miura transformation (6.5). Then in the new variables u i system (6.7) looks as follows (see e.g. [DZ05] ): Lemma 6.1.
Proof. The lemma easily follows from Theorems 9, 16 in [BPS12b] and also from the fact that S(z)S * (−z) = Id (see e.g. [Giv01] ). The reader should also keep in mind that (S 1 ) α 1 = (s 1 ) α 1 = 0.
6.2. Extended Toda hierarchy. In this section we recall the construction of the extended Toda hierarchy and the Miura transformation that relates it to the descendant Dubrovin-Zhang hierarchy for CP 1 . We follow the paper [DZ04] .
6.2.1. Construction. Consider formal variables v 1 , v 2 , the ring of differential polynomials A v 1 ,v 2 and the tensor product
let a + := k≥0 a k e kε∂x and Res(a) := a 0 . Consider the operator
The equations of the extended Toda hierarchy look as follows:
We refer the reader to [DZ04] for the precise definition of the logarithm log L. The hamiltonian structure of the extended Toda hierarchy is given by the operator
and the Hamiltonians
So the equations of the extended Toda hierarchy can be written as follows:
6.2.2. Descendant Dubrovin-Zhang hierarchy for CP 1 . In [DZ04] B. Dubrovin and Y. Zhang proved the following theorem.
Theorem 6.2. The descendant hierarchy for CP 1 is related to the extended Toda hierarchy by the Miura transformation
Remark 6.3. The construction of the Dubrovin-Zhang hierarchy (see [BPS12b] ) immediately implies that the Hamiltonians h desc α,p [w] contain only nonnegative powers of q. The fact that h
easily follows from formula (6.10). The fact that h
is not so trivial, since the coefficients of the logarithm log L contain negative powers of q. We will show how to derive it from (6.9) in Section A.2. 6.3. Several computations for the ancestor hierarchy. The ancestor Dubrovin-Zhang hierarchy for CP 1 comes with a specific solution (see e.g. [BPS12b] ):
It is called the topological solution. Now for the rest of the paper we fix Miura transformation (1.1). Let
6.3.1. The string and the divisor equations for the topological solution. We have the following equations for the ancestor potential F (see e.g.
The second equation is an analog of the divisor equation (6.3) for the descendant potential F desc . In order to derive it, one should use the following formula:
(6.14)
It can be easily checked using (6.1).
From equation (6.12) it immediately follows that
Equations (6.12) and (6.13) also imply that  The following properties will be crucial for the proof of Theorem 1.1:
We will prove these formulae in Appendix A.
Double ramification hierarchy for CP 1
In this section we prove Theorem 1.1. First of all, let us consider the hamiltonian structures. By Lemma 6.1, we have K = K desc . The fact, that Miura transformation (1.1) transforms the operator K desc to η∂ x , was observed in [DZ05] . This is actually an easy computation. By (6.8) and Theorem 6.2, Miura transformation (1.1) transforms the operator K desc to the operator K, where
We conclude that Miura transformation (1.1) transforms the hamiltonian operator of the ancestor hierarchy for CP 1 to the hamiltonian operator of the double ramification hierarchy for CP 1 . It remains to prove that g α,
The proof is splitted in three steps. First, in Section 7.1 we prove this equation in degree zero:
. Finally in Section 7.3 we show that this information, together with the string and the divisor equations, is enough to prove that u top (x, t; ε; q) = u str (x, t; ε; q). After that it is very easy to show that g α,
7.1. Degree 0 parts. In this section we prove that
The degree zero part of our cohomological field theory can be described very explicitly. For any g, a, b ≥ 0, 2g − 2 + a + b > 0, we have (see e.g. [GP98] )
Recall the following fact (see e.g. [Bur14] ).
In Section 7.1.1 we prove equation (7.1) for α = ω and in Section 7.1.2 we prove it for α = 1.
Proof. For any g ≥ 1, we have λ 2 g = 0. Therefore, from (7.2) we can immediately conclude that
by Lemma 7.1 and eq. (6.18)
The goal of this section is to prove that
The proof of this fact is not so direct, as in the previous section. We begin with the following lemma. 
Proof. By Lemma 7.1 and equation (6.19), we have
2) and the fact that, for g ≥ 1, λ 2 g = 0, we obtain
Note that the sum on the right-hand side of this equation contains only monomials with the variables p 1 i . The lemma is now clear.
Proof. By (7.5), we have
, where the computation of the last integral can be found, for example, in [CMW12] . We obtain
The lemma is proved.
After this preparation we are ready for proving equation (7.4). Let
Let us expand the relation {g 1,d
[u], g 1,1
[u]} η∂x = 0 using Lemmas 7.3 and 7.4. We get 
dx. Equation (7.6) can be rewritten as follows: 
We start with the following lemma. 
In order to compute the Hamiltonian g 0,ω , we have to compute the integrals DRg (0,a 1 ,. ..,an)
From (7.8) it follows that this integral can be nonzero, only if
Since deg γ i ≤ 2, we get d ≤ 1. The case d = 0 is described by Lemma 7.2. Suppose d = 1. Then equation (7.9) immediately implies that γ 1 = γ 2 = . . . = γ n = ω. We get
Note that the sum on the right-hand side of this equation contains only monomials with the variables p ω i . The lemma is now clear. Let us prove (7.7). By Lemma 7.5, we have 
Recall that the operator D is defined by D := n (n + 1)u α n ∂ ∂u α n . We have the equation {g ω,0 , g 1,1 } = 0. Let us write the coefficient of q in this equation using formulae (7.10) and (7.11). We get 
Let us apply the variational derivative δ δu 1 to the left-hand side of this expression. We obtain
We need to prove that f (u ω )dx = e S(ε∂x)u ω − u ω dx. It is sufficient to prove that
r. (7.14)
Let us introduce another grading deg ord in A u ω putting deg ord u ω i = 1. Let us decompose the differential polynomial r into the sum of components that are homogeneous with respect to both the differential degree deg and the new degree deg ord :
Let us, by definition, put r 0,g := 0. Then equation (7.14) implies that, for any d ≥ 1 and g ≥ 0, we have
Recall that the operator ∂ x : A u ω → A u ω vanishes only on constants. Then it is easy to see that equation (7.15) allows to reconstruct all differential polynomials r d,g starting from r 1,0 . From (6.14) it follows that r 1,0 = u ω .
We see that, in order to prove (7.13), it remains to check that r = S(ε∂ x )e S(ε∂x)u ω − 1 satisfies equation (7.14). So we have to prove the following identity:
In order to shorten the compuations a little bit, let us make the rescalling x → εx and denote u ω by u. Thus, we have to prove the identity
. Therefore, (7.16) is equivalent to Let us transform the left-hand side of (7.17). Since [D, It is easy to see that (7.19) is equal to (7.20). Equation (7.7) is finally proved. 7.3. Final step. In this section we prove that g α,d
[u] = h α,d [u] . Recall that by (u str ) α (x, t; ε; q) (see Section 5.1) we denote the string solution of the double ramification hierarchy for CP 1 and by (u top ) α (x, t; ε; q) we denote the Miura transform of the topological solution of the ancestor DubrovinZhang hierarchy for CP 1 (see Section 6.3).
Lemma 7.6. We have (u top ) α (x, t, ε; q) = (u str ) α (x, t; ε; q).
Proof. By the definition of the string solution and equation (6.15), the initial conditions agree:
From (6.21) it follows that the power series (u top ) α is a solution of the following system:
The argument, very similar to the one from the paper [Pan00] (see the proof of Proposition 2 there), shows that the string equation (6.16), the divisor equation (6.17) and the system (7.22) uniquely determine the power series (u top ) α starting from the degree 0 part (u top ) α | q=0 . On the other hand, we can apply the same arguments to the string solution (u str ) α of the double ramification hierarchy. The string equation for (u str ) α was derived in [Bur14] and it coincides with (6.16). By Lemma 5.3 and formulae (6.14), we have the divisor equation for (u str ) α :
It coincides with (6.17). Since g ω,0 [u] = h ω,0 [u], the power series (u str ) α is a solution of system (7.22).
In the same way as (u top ) α , we can now uniquely reconstruct (u str ) α from the degree 0 part (u str ) α | q=0 . From (7.21) it follows that (u str ) α = (u top ) α . The lemma is proved.
Consider the ancestor Dubrovin-Zhang hierarchy for CP 1 in the variables u α :
Using the string equation (6.12) it is easy to check that
From this equation it follows that any power series in the variables t ν i , ε and q can be written as a power series in (u top ) α d − δ α,1 δ d,1 , ε and q in a unique way. Since (u top ) α is a solution of (7.23), we conclude that the differential polynomials η αµ ∂ x δh β,d [u] δu µ can be uniquely reconstructed from the power series (u top ) α . Therefore, the variational derivatives
are uniquely determined up to a constant. From the construction of the Dubrovin-Zhang hierarchy (see [BPS12b] ) it is easy to see that
δu µ u * * =0
= 0. We conclude that the local functionals h α,d [u] are uniquely determined by (u top ) α .
We can apply the same arguments to the double ramification hierarchy and the string solution. Since (u str ) α = (u top ) α , the string solution satisfies the same property (7.24). Note that from the construction of the double ramification hierarchy it is easy to see that
= 0. Then we can repeat our arguments and conclude that the local functionals g α,d
[u] are uniquely determined by (u str ) α and, therefore,
From (A.1) it follows that
Equation (6.18) is proved.
A.2. Proof of (6.19). First of all, let us briefly recall the definition of the logarithm log L from [CDZ04] . The dressing operators P and Q:
are defined by the following identities in the ring of Laurent series in e −ε∂x and e ε∂x respectively:
Note that the coefficients p k and q k of the dressing operators do not belong to the ring A v 1 ,v 2 ⊗C[q, q −1 ] but to a certain extension of it. The logarithm log L is defined by log L := 1 2 P • ε∂
Here P x := k≥1 (∂ x p k )e −kε∂x and Q x := k≥0 (∂ x q k )e kε∂x . In [CDZ04] (see Theorem 2.1) it is proved that the coefficients of log L belong to A Proof. We have
Since the coefficients of L p+1 belong to A (1 − x) k dx = 1 k + 1 .
Since C 1 = 1, we obtain C p+1 = H p+1 . We get 
