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A robust subspace classification scheme
based on empirical intersection removal and
sparse approximation
Yinan Yu∗ and Tomas McKelvey
Chalmers University of Technology, Gothenburg, Sweden
Abstract. Subspace models are widely used in many applications. By assuming an individual subspace model for each class,
linear regression is applied and combined with minimum distance criteria for making the final decision. In a generalized subspace
model, the full linear subspace of each class is split into subspaces with lower dimensions, and the unknown basis needs to be
estimated with respect to the testing pattern using adaptively selected training samples. The training data selection is implemented
using either least-squares regression or sparse approximation. In this paper, to further improve the classification performance,
instead of attempting to minimize the regression error for each class, the between class separability is enhanced by a novel
approach called Empirical Subspace Intersection (ESI) Removal technique. Evaluations are performed on (1) standard UCI data
set, and (2) a computer aided system along with the proposed classification technique to determine the quality in wooden logs
using microwave signals. The experimental results are shown and compared with classical methods.
Keywords: Classification, linear subspace, sparse representation, training data selection
1. Introduction
Assuming that the data generation mechanism can
be described using subspace models, the classification
problem is hence the identification of the subspace to
which that the testing patterns belong. When the di-
mensionality of the feature space is much larger com-
pared to the number of available training samples, the
global topological properties and statistical assump-
tions become extremely difficult to verify and the train-
ing phase of the classification algorithm becomes very
challenging. This issue is referred to as a “High Di-
mensionality and Low Sample Size” (HDLSS) [27]
problem, where linear subspace models are usually
chosen to avoid overfitting and enhance robustness.
In this paper, a classifier based on linear subspace
settings has been developed, with the assumption that
a pattern from one class lies on one of several possible
∗Corresponding author: Yinan Yu, Chalmers University of Tech-
nology, 412 96 Gothenburg, Sweden. E-mail: yinan@chalmers.se.
linear subspaces. Hence, we regard each class to be as-
sociated with a set of subspaces. We call it the “gener-
alized subspace model” [37], which explores the data
structure in a localized fashion. More precisely, the
subspaces are estimated in the following way. Given a
testing pattern, there are two steps involved:
(1) The active training data are identified using a
least-squares criterion or a sparse approxima-
tion;
(2) The selected training data are used to estimate
the span of the sub-basis.
These procedures are carried out individually for all
classes and the decision is based on minimum distance
or maximum projection length. To further improve the
robustness, the class separability is enhanced by re-
moving the Empirical Subspace Intersection (ESI). ESI
is a subspace with a given dimensionality, which has
the smallest principal angles to the subpace of the other
class.
The proposed classification approaches are applied
to a wood quality assessment problem based on sig-
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nals from a microwave array sensor. Microwave sig-
nals are widely used for applications in different ar-
eas [10,15,18,25,28,34], based on which, computer
aided systems are developed for assisting in human de-
cisions. Such experimental signals result in a typical
HDLSS data set, and it is empirically verified that our
proposed scheme provides a robust solution.
This paper is organized as follows. A short review
on the subspace model and existing techniques is given
in Section 2.1. The generalized subspace model is in-
troduced in Section 2.2 and the corresponding classi-
fication scheme is proposed in Section 3. Application
and empirical results are presented in Section 4, where
comparison with detailed parameter descriptions are
given and discussed.
2. Signal model and classification hypothesis
Given C the total number of classes, let
{
xic
}
be
the training set of class c ∈ {1, . . . , C}, where xic is
p dimensional complex valued, i ∈ {1, . . . , Nc} is the
sample index and Nc is the number of training sam-
ples from class c. In this paper, let us focus on binary
classification problems, i.e. c ∈ {1, 2}.
2.1. Review of linear subspace model
In a linear subspacemodel, each data pointxc drawn
from class c is assumed to be generated from the fol-
lowing generating function:
xc = Ucαc + e (1)
where the columns of Uc, denoted as {uc,l} represent
the orthonormal basis of the corresponding linear sub-
space with l ∈ {1, . . . , Dc}; αc is the weighting vec-
tor; and e is zero mean random noise.
With a given Uc, we can compute the distance
dc(x) from any signal vector x to the linear subspace
spanned by its orthonormal columns {uc,l}:
dc(x) = ‖x−Pcx‖2+γc =
∥∥x−UcUHc x
∥∥
2
+γc
(2)
where Pc denotes the projection matrix and UHc is the
Hermitian transpose of the matrix Uc. Here γc is a
biasing parameter which, for the binary classification
problem, can be used to control the probability of de-
tection and false alarm rate tradeoff.
If signal x is unlabeled, the class label cˆ can be esti-
mated according to the following criterion:
cˆ = arg min
c
dc(x) (3)
In practice when the basis Uc is unknown, the clas-
sifier associated with the model assumption given in
Eq. (1) and criterion in Eq. (3) can be constructed by
defining the projection matrix P as:
Pc = Xc(X
H
c Xc)
−1XHc (4)
where, data matrix Xc is constructed by placing all
training data from class c as its columns:
Xc =
[
x1c , x
2
c , . . . ,x
Nc
c
]
(5)
In the literature, under the model assumption intro-
duced in Eq. (1), a signal detection technique called
Matched Subspace Detector (MSD) [4,19,29] has been
proposed and analyzed based on the derivation of Gen-
eralized Likelihood Ratio Test (GLRT) [38]. Differ-
ent scenarios are taken into consideration, such as
known/unknown basis Uc, covariance matrix, etc. In
the machine learning community, the corresponding
classification method is the so-called CLAss-Featuring
Information Compression (CLAFIC) [24]. Its nonlin-
ear counterpart is presented in [2]. Another branch
of data driven classification techniques named Lin-
ear Regression Classifier (LRC) [21] have been pre-
sented for face recognition in 2010, which essentially
applies the same criteria as in [24]. Modifications and
extensions of LRC are developed accordingly, such as
Principal Component Regression Classifier (PCRC),
Improved Principal Component Regression Classifier
(IPCRC) [16], Robust LRC [22], Ridge Regression
Classifier (RRC) [1], Unitary Regression Classifiers
(URC) [17], etc. These existing techniques generalize
the idea of LRC. For example, PCRC and IPCRC tend
to improve the performance by manipulating the prin-
cipal components in the PCA space; RRC is developed
to handle degenerated cases using ridge regression and
URC tries to minimize the total within class projection
error.
These techniques are all derived from the model in
Eq. (1), which does not necessarily hold in reality.
In some applications, more than one subspace is in-
volved in the data generating process. However, even
though generated from different subspaces, some sig-
nals might be grouped together into one “super” class
when we create the training data. For example, when
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we try to distinguish “animals” from “cars” in images,
the “animal” could be a cat, a dog or an elephant, and
we assume that each kind of animal corresponds to one
subspace. In this case, we call the class “animal” a “su-
per class”. Therefore, each “super class” contains the
union of several subspace models which need to be es-
timated. Below we introduce a generalized subspace
model which will account for classes where data are
described by a union of subspaces.
2.2. Generalized subspace model
In a generalized subspace model, instead of a lin-
ear subspace spanned by Uc, each xc is considered
to be generated from one out of a set of linear sub-
spaces spanned by the ‘smaller’ basis Ukc , where k ∈
{1, . . . ,Kc}, and Kc is the total number of such sub-
spaces. By ‘smaller’ basis, one can imagine that the
subspace spanned by the basis appeared in Eq. (1) is
now a set ofKc linear subspaces spanned by some low
dimensional bases.
Definition 1 (Generalized subspace model (GSM)).
LetUc = {x : x ∈ class c}. We assume:
Uc =
⋃
k∈{1...Kc}
U kc (6)
with
U kc =
⎧⎨
⎩x : x =
Dkc∑
l=1
βlu
k
c,l
⎫⎬
⎭ , βl ∈ C (7)
where Dkc is the dimension of the subspace U
k
c ={
ukc,l
}
with l ∈ {1, . . . , Dkc }, and βl is the corre-
sponding coefficient.
Hence, each class is defined as a union of Kc sub-
spaces where each subspace is represented by the uni-
tary matrix Ukc . The signal model in Eq. (1) thus be-
comes:
xc = U
kc
c βc + e (8)
By denoting dkc (x) the distance from x to the sub-
space Ukc , we have:
dkc (x) =
∥∥x−Ukc (Ukc )Hx
∥∥
2
+ γc (9)
and cˆ can be estimated in the same way as in Eq. (3)
with a slight modification.
Fig. 1. A three dimensional example is shown. The solid and dash–
dotted lines indicate the linear subspaces from class 1 and 2 respec-
tively (of dimension 1) closest to the data point x.
cˆ = arg min
c
min
k
dkc (x) (10)
A low dimensional example is visualized in Fig. 1.
Data point x represents a high dimensional vec-
tor (here three dimensional for convenience). The
solid and dash-dotted lines represent the two one-
dimensional subspaces contained in class 1 and 2 re-
spectively. In the figure, subscript c of kc indicates the
class number. The symbol dkc (x) indicates the distance
from x to the corresponding subspace Ukc .
The full subspace basis representations for each
class, Ukc , are normally not known and have to esti-
mated from the labeled training data.
3. Proposed method
The basic idea behind the proposed algorithm is that,
given a testing sample x, we try to establish which of
the training vectors from each class should be included
in the training process. The classification algorithm can
be divided into 4 phases:
1) Adaptive training data selection.
2) Subspace basis estimation.
3) Empirical Intersection removal.
4) Classification based on minimum distance.
The classification scheme including steps 1), 2) and 4)
is called Generalized Subspace Regression Classifier
(GSRC) and along with step 3), the method is called
Improved GSRC (IGSRC). The flow chart of the pro-
posed classification scheme is shown in Fig. 2 and each
step is explained and discussed in detail below.
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Fig. 2. The flow chart of improved nearest subspace regression clas-
sifier.
3.1. Step 1: Adaptive training data selection for x
According to Eq. (8), each sample from class c is as-
sumed to be lying in one of the Kc subspaces. There-
fore, before computing the distance by Eq. (9), we need
to select the ‘correct’ training set for x in both classes.
Assuming the subspace dimension Dc is known and
fixed, we can formulate the optimal selection as the
Dc vectors from all training data which give the small-
est projected distance. This can be illustrated in Fig. 1.
As we can see, given an unlabeled data x, although
the lines with the same type represent the same class,
we still need to select one of them to compute the dis-
tance for x. In this case, the selected subspaces are
lines k2 = 1 and k1 = 2.
Given data matrixXc defined in Eq. 5, the task is to
select Dc relevant columns from Xc, such that x can
be approximated by a linear combination of the basis
for the subspace spanned by these data. The selection is
carried out by computing a weighting vectorwc whose
jth element represents the importance of column j in
Xc, (i.e. xjc) with respect to reconstructing the x. The
most significant vectors are then chosen to be the cor-
rect training data of x. Below we present two compu-
tational methods to perform the selection.
– Formulation using least square criterion Here we
simply derive the least-squares solution,
wLS = arg min
wc
‖x−Xcwc‖22 (11)
and select the training data as the vectors in Xc
corresponding to the indices of theDc elements of
wLS with the largest magnitude. Although com-
putationally simple, it is well known that this
method yields a suboptimal solution to the regres-
sor selection problem since all elements inwLS in
general is non-zero.
– Formulation using a sparse approximation To ob-
tain a sparse solution, the approximation criterion
need to include a term which promote a sparse so-
lution [5,11,14,40]. If the least-squares criterion is
augmented with an l1 penalty on the weight vec-
tor
wL1 = arg min
wc
‖x−Xcwc‖22 + λ ‖wc‖1
(12)
the solution will be sparse, and the parameter λ
controls the level of sparseness. Equation (12) is
the Lagrangian formulation of the “least abso-
lute shrinkage and selection operator” (LASSO)
method [31] and can be solved, for a given λ, with
convex optimization algorithms [6]. By perform-
ing a line search over λ, a solution with desired
level of sparseness, i.e. Dc nonzero components
inwL1, can be obtained.
Figures 3 and 4 illustrate an example of the magnitude
of the weight vector resulting from the least-squares
and sparse approach respectively. It is evident that the
sparse approach yields many zero components in the
weight vector. The vectors inXc corresponding to the
significant elements of w are selected to construct the
matrix with columns spanning the subspaceOc. Let J
denote the set of the indices of non-zero elements of
wl1, or theDc elements ofwLS with largest magnitude.
Then
Oc =
[
xjc
]
j∈J . (13)
This sparsity learning model is closely related to the
model presented in Sparse Representation-based Clas-
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Fig. 3. The weighting vector wc estimated with respect to least
squares criterion.
Fig. 4. The weighting vector wc estimated using sparse approxima-
tion.
sification (SRC) technique [35]. However, in [35] the
test pattern is sparsely reconstructed using training pat-
terns from all classes simultaneously, i.e. no individual
sparse subspace for each class is assumed. Improve-
ments are presented in [9], where a block based recon-
struction is developed with a better representation of
the testing pattern. On the other hand, [20,33] and the
corresponding kernel techniques [7,39] provide simi-
lar, but different, selection schemes based on nearest
neighbor criterion in the subspace sense.
3.2. Step 2: Basis estimation for Oc
Let Oc be the matrix constructed by Eq. (13). An
orthonormal basis of the corresponding subspace can
be estimated by the left singular vectors of Oc com-
puted from the singular value decomposition (SVD).
The first steps in Algorithm 1 show the details.
3.3. Step 3: Empirical subspace intersection removal
After obtaining the basis vectors determining the
subspace for each class, a classification criterion can
be applied. However, empirical testing results suggest
that by removing the directions with small principal
angles [12] between the two selected basis, the classi-
fication performance can be improved. To fully under-
stand this concept, first we define the principal angles
as follows:
Definition 2. Principal angles
The principal angles θk between the subspaces U1
and U2 are defined as:
cos(θk) = max
u∈U1,v∈U2
uHv = uHk vk
subject to:
‖u‖ = ‖v‖ = 1
uHui = 0, i = 1, . . . , k − 1 (14)
vHvi = 0, i = 1, . . . , k − 1
where uk and vk are the principal vectors correspond-
ing to the U1 and U2 spaces respectively
The principal angle is a distance metric. More pre-
cisely, the distance between two subspaces is consid-
ered small when the principal angle (s) are small. Par-
ticularly, if p principal angles are zero then the two
spaces U1 and U2 share a p dimensional common
subspace, the intersection. Since each subspace repre-
sents an individual class, this distance thus reflects the
class separability to some extent. We define the space
spanned by the principal vectors of a subspace corre-
sponding to the smallest principal angles as the Em-
pirical Subspace Intersection (ESI) between the two
spaces. It is called empirical due to the fact that we
identify these components from estimated subspaces
which typically do not have non-zero intersection. ESI
is defined as follows:
Definition 3. Empirical Subspace Intersection
The Empirical Subspace IntersectionESI(U1,U2, δ)
ofU1 and U2 is defined as:
ESI(U1,U2, δ) =
{uj : uj ∈ U1, ∀ j, s.t. θj < δ}
(15)
where s θj’s are the principal angles and uj are the
principal vectors and δ is the empirical tolerance. 
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Note that ESI is not symmetrically defined for both
subspaces, since ESI(Ui,Uj , δ) ⊂ Ui holds, but not
necessarily ESI(Ui,Uj , δ) ⊂ Uj . Thus the order of the
subspaces in the bracket reflects which subset we are
selecting from.
The algorithm of removing ESI from pre-computed
bases Q1 and Q2 is summarized in the second part of
Algorithm 1 (see also [12]).
After this step, the basis U1 and U2 are obtained
and minimum distance classification criterion can be
applied according to Eqs (9) and (10).
3.4. Algorithm
The algorithm is presented in Algorithm IGSRC.
In summary, as opposed to the previous techniques,
the classification technique proposed in this paper is
different in the following ways: 1) In [35] a sin-
gle sparse regression is performed using training-data
from all classes and in a second step do the classifica-
tion based on the sparse representation vector. Here we
perform a sparse regression for each class. 2) As sug-
gested by the name, LRC and extensions emphasize on
the ‘goodness of fit’ in a regression sense. However, the
main focus of our method is to enhance the class sep-
arability by removing the subspaces in the basis corre-
sponding to small principal angles.
4. Applications and results
The presented method is evaluated using data from
two different classification applications; wood quality
assessment and cancer detection from mass-spectros-
copy data.
4.1. Application on wood quality assessment
4.1.1. Signal description
The classification problem studied in this example
is to detect rot in wooden logs using data from a mi-
crowave measurement system. An illustration of the
setup is shown in Fig. 5. Each green cross indicates the
position of one antenna which can act both as a trans-
mitter and a receiver. The transmitter and the receiver
number are indicated by q and p respectively, and the
pair is referred as channel {p, q}. The scattering pa-
rameter, for a given excitation frequency, at each chan-
nel (p, q) is the denoted by Spq, and is defined as:
Spq = −
H−0,p
H+0,q
(22)
Algorithm 1 ESI removal between two subspaces de-
fined by the matricesO1 andO2:
Note: in this algorithm, the intermediate basis is
called Qc, c = 1, 2. The notation Uc, c = 1, 2 is
used to denote the final constructed basis for class
c.
– LetO1 andO2 be of sizes p×M1 and p×M2 re-
spectively. Without loss of generality we assume
D1  D2;
– Compute the SVD factorization:
Oc = QcScV
H
c
– Truncate Qc to the predefined dimension Dc if
Mc > Dc:
Qc ← Qc(:, 1 : Dc) (16)
– Construct matrix C:
C = QH1 Q2 (17)
– Compute the full SVD ofC:
Y HCZ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos(θ1) . . . 0
0
. . . 0
0 . . . cos(θD2)
0 0 0
...
. . .
...
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)
where θk’s are the principal angles and 1 
cos(θ1)  · · ·  cos(θs)  cos(θs+1)  · · · 
cos(θD2)  0, where s denotes the dimension of
the subspace to be removed.
– Compute the associated basis {uk} and {vk}:
Q1Y = [uk], k = 1, . . . , D1
Q2Z = [vk], k = 1, . . . , D2 (19)
and
ESI(Q1,Q2, θs+1) =
[
u1,u2, . . .us
]
ESI(Q2,Q1, θs+1) =
[
v1,v2, . . .vs
]
(20)
– Remove the intersection and construct the sub-
spaces:
U1 =
[
us+1,us+2, . . . ,uD1
]
U2 =
[
vs+1,vs+2, . . . ,vD2
]
(21)
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Algorithm IGSRC
– Produce the feature vector x by pre-processing
the data;
– ∀c ∈ {1, 2}, compute the weight vectorwc:
wc = arg min
wc
‖x−Xcwc‖22 + λ ‖wc‖1
where λ should be obtained by line search as men-
tioned before.
– Select the Dc elements of wc with the largest
magnitude and identify the set of corresponding
indices Jc ofXc;
– Construct the matrix:
Oc ←
[
xjc
]
, j ∈ Jc
– Basis estimation and ESI removal according to
Algorithm 1 to deriveUc
– Compute the distance:
dc(x) =
∥∥∥x−Uc(
(
Uc
)H
x)
∥∥∥
2
– Estimate the label of x:
cˆ = arg min
c
dc(x)
Fig. 5. An illustration of the experimental setup. Each cross indicates
the position of one antenna, playing a role both as transmitter and re-
ceiver. The signal is then measured as the S parameters in frequency
domain. The antennas are labeled as 1, 2, . . . , Na in a counterclock-
wise order.
whereH−0,p is the complex amplitude of the fundamen-
tal mode of the outgoing wave at port p andH+0,q is the
system excitation amplitude at port q.
The Spq measured at frequency fn [Hz] can be writ-
ten in the following form:
Spq(fn) = e
η+jφ (23)
where the real part η represents the amplitude and
the imaginary part φ represents the phase information.
Since we assume the system is reciprocal, Spq(fn) =
Sqp(fn) holds.
By considering all the frequency points measured,
the signal for a given channel {p, q} can be expressed
as the row vector:
Spq =
[
Spq(f1), . . . , Spq(fNf )
]
(24)
4.1.2. Experimental results
Combing all channels and frequencies we obtain the
data vector:
x=
[
S11,. . .,S1 Nq ,S22,. . .,S2 Nq ,. . .SNpNq
]T
(25)
Furthermore, according to our setup, we have Np =
Nq = Na, where Na is the number of antennas. The
vectorized signal x is therefore considered as a p di-
mensional vector, where the dimension p is given by
p =
1
2
Nf (N
2
a +Na). (26)
In this work, Nf = 180 frequency points (correspond-
ing to approximately 0.1 ∼ 1.3GHz) are used for clas-
sification. The number of antennas is Na = 12. One
example of the measurements can be found in Fig. 6.
From Eq. (26), we have the dimension of the vector-
ized signal x is 14040. In this experiment, 54 and 108
samples for normal and rotten timbers are measured
respectively.
4.1.3. Pre-processing
Different types of signal pre-processing procedures
can be applied before the signals are used as the input
of the classifier. In this work, the main operations are
1) logarithm transformation; 2) normalization of each
channel.
– Logarithm transform
We take log(x) as the new signal vector instead of
the x defined in Eq. (25) to retrieve the complex
number η + jφ.
– Normalization
The reflection Spq, where p = q, is typically much
stronger than the transmission where p = q. How-
ever, the later one might carry more information
of the object. Therefore, to unify the contribution
of different channels, a channel-wise normaliza-
tion is implemented on the signal Spq in Eq. (24)
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Fig. 6. Left graph (a) The absolute value of the measured S parameters S1,5 using the antennas at the 1st and the 5th positions as input and
output sensors respectively over all the frequency points. Right graph (b) The corresponding time domain signal.
to ensure that they contain the same energy level.
S′pq =
logSpq
‖logSpq‖2
(27)
4.1.4. Results and discussion
A randomized testing procedure has been carried
out, where the samples are randomized, among which
44 are used for training and the rest for testing. The
randomization is repeated 30 times. The results are
evaluated by the rotten wood detection rate at a con-
stant false alarm of 25%, and compared with classical
methods such as Support Vector Machines (SVM) [8,
32], K Nearest Neighbors (KNN) [3], Linear Discrim-
inant Analysis (LDA) [26] and existing subspace clas-
sifiers. To compare these approaches, the detection rate
and their parameters are shown in Table 1. The effect of
different formulations ofwc, discussed in Section 3.1,
on the classification result (referred as LS and L1 in
Table 1) is similarly compared.
As we can see from the evaluation, KNN classifi-
cation scheme does not provide a good detection re-
sult. SVM based classifiers are not very efficient in
our experiment. When the dimensionality of the fea-
ture space is extremely large compared to the sample
size available, the performance of SVMs might be de-
graded [23]. Nevertheless, by applying a RBF kernel
to SVM [30], the performance improves compared to
the linear case. Finally, the results of linear discrimi-
nant analysis in the PCA space does not show any im-
provement compared to linear SVM.
Among the subspace classifiers, IPCRC does not
perform better than PCRC in our experiment. Since
IPCRC discards the subspace spanned by the first prin-
cipal components, the result might be degraded when
these subspaces contain important discriminant infor-
mation. On the other hand, by discarding the direc-
tions corresponding to small eigenvalues in the prin-
cipal component space, PCRC considers eigenvectors
corresponding to small eigenvalues as random direc-
tions and information may be lost as well. Instead,
GSRC improves the results by assuming generalized
subspace model and selects training data under L1 or
LS constraints. By removing empirical subspace inter-
section between the subspaces, the performance is fur-
ther enhanced (IGSRC).
4.1.5. Settings of parameters
The parameters in this experiment are chosen by
cross-validation using 10% of the training data. Pre-
cisely speaking, leave-one-out validation technique is
applied to choose the parameters by maximizing the
performance on this 10% and the rest of the data set is
used for training and testing.
Note that the parameterDc is used in multiple algo-
rithms. We therefore tunedDc with respect to the best
performance of the classical method PCRC to have a
fair comparison.
In this section, we discuss the effects of the parame-
ters to the classification performance.
– Dimension of ESI: s
To further study how the dimensionality of ESI
affects the results, the detection rate at a 25% con-
stant false alarm rate is shown in Fig. 7. As we
can see from the empirical results, there is an opti-
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Table 1
The detection rate of rotten log at a constant false alarm rate (25%) obtained by randomized N-testing (c.f. 4.1.3)
Comparison of results
Method Parameters Parameter value Detection rate
KNN K 10 64.1%
linear SVM C 10 75.5 %
RBF kernel SVM C, σ 10, 0.5 77.2%
PCA + LDA Number of principal components 25 73.4%
LRC – – 78.6%
PCRC Number of principal components 25 79.2%
IPCRC Number of discarded (first) principal components 10 78.5%
GSRC (LS) Subspace dimensionalityDc 25 81.4%
GSRC (L1) Subspace dimensionalityDc 25 85.6%
IGSRC (L1) Subspace dimensionalityDc 25 89.1%
(removed) ESI dimensionality 6
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Fig. 7. The effects of the ESI dimension on the classification perfor-
mance (at a constant false alarm rate of 25%).
mum dimension for the removed ESI. The reason
is that when dim(ESI) is high, it implies a large
tolerance value δ from Eq. (15). The larger δ is,
the more probable that the removed subspace con-
tains discriminant information between the two
subspaces. Therefore, by removing ESI with a too
large δ, the performance can be degraded.
– Dimension of subspace Uc: Dc Another impor-
tant parameter is the dimension of the subspace
Uc for class c. Note that here we have D1 =
D2 = Dc, but in principle they do not have to be
chosen the same. In Fig. 8, the performances of
the classifiers GSRC (LS & L1) and IGSRC (L1)
are plotted as a function of the predefined sub-
space dimensionDc. From the figure, we observe
that:
∗ Dc < 18: IGSRC does not perform as well as
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Fig. 8. The effects of the basis dimension Dc on the detection per-
formance (at a constant false alarm rate of 25%).
GSRC (L1). ESI is considered containing re-
dundant directions from a classification point
of view. Therefore, with a very small dimen-
sional subspace, this redundancy is very diffi-
cult to identify and hence information may be
lost by removing any subspace form the two
classes.
∗ Dc = 26: IGSRC reaches the best perfor-
mance. When the dimension Dc keeps grow-
ing, the advantage of training data selection is
degraded. When Dc = Nc, the whole data set
is used for training and there will be no selec-
tion at all.
∗ Dc < 20: no advantages can be concluded by
using L1 constraints instead of LS for train-
ing data selection. However, by allowing higher
Dc, the performance of GSRC (L1) exceeds
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Fig. 9. The ROC curve achieved using different approaches on UCI
data set ARCENE.
GSRC (LS), since L1 representation is more
advanced for selecting relevant directions.
4.2. Test on UCI data set ARCENE
The algorithm is also applied to a standard UCI data
set “ARCENE” [13], where x ∈ R10000. Here the
problem is to detect cancer based on mass-spectros-
copy measurements. This is a typical HDLSS data set
where only 100 patterns are available for training. The
result shown is based on the testing error of a val-
idation data set with 100 samples. Results in terms
of False Alarm rate versus Probability Detection is
shown in Fig. 9. As we can see that compared to tradi-
tional LRC, Empirical Subspace Intersection Removal
(ESIR) technique provides a better result. Moreover,
the performance is further improved by assuming Gen-
eralized Subspace model, especially with sparse ap-
proximation for training data selection.
5. Conclusion
In this paper, a classification scheme has been pro-
posed, which includes four steps: 1) adaptive training
data selection using sparse approximation, 2) subspace
basis determination, 3) empirical subspace intersection
removal and 4) minimum distance based classification.
By introducing the generalized subspace model, the
signals from one class are assumed to be generated
from one of several subspaces. The technique is then
applied to the following data sets: (a) the wooden log
data for quality assessment using microwave signals;
and (b) the UCI data set ARCENE. In both cases, it
gives promising results when the training set is identi-
fied by a sparse representation.Moreover, by removing
the empirical subspace intersection, the classification
performance can be further improved.
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