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We consider heat transport via systems with broken time-reversal symmetry. We apply magnetic
fields to the one-dimensional charged particle systems with transverse motions. The standard mo-
mentum conservation is not satisfied. To focus on this effect clearly, we introduce a solvable model.
We exactly demonstrate that the anomalous transport with a new exponent can appear. We numer-
ically show the violation of the standard relation between the power-law decay in the equilibrium
correlation and the diverging exponent of the thermal conductivity in the open system.
PACS numbers: 05.40.-a, 02.50.-r,63.22.+m, 44.10.+i
Introduction.— It is generally believed that heat con-
duction in low-dimensional nonlinear systems is anoma-
lous from many theoretical [1–23] and experimental stud-
ies [24–26]. In a one-dimensional system of N particles
connected at the ends to heat baths with a small temper-
ature difference ∆T , the thermal conductivity is defined
as κ = JN/∆T , where J is the steady state current per
site. The anomalous heat transport is given by the di-
vergence of κ with increasing system size:
κ ∼ Nα, 0 < α < 1 . (1)
The anomalous behavior is related to the equilibrium cur-
rent correlation with slow decay in a closed system:
C(t) = N−1〈Jtot(t)Jtot〉eq ∼ t−β , 0 < β < 1 , (2)
where Jtot is the total energy current and 〈...〉eq is the
equilibrium average. A slow decay leads to the diverging
thermal conductivity through the Green-Kubo formula.
Generally, in nonlinear chains, there are several con-
served quantities in the periodic boundary condition, i.e.,
energy, momentum, and the so-called stretch variables
[15, 16]. These conserved quantities are key-ingredients
in understanding the anomalous behavior. Recently,
there has been significant progress in theories on the equi-
librium current correlation by considering the conserved
quantities. This remarkable progress included finding an
exactly solvable model with anomalous behavior, which is
now called the momentum exchange (ME) model [19, 20].
This model contains hybrid dynamics of deterministic dy-
namics and stochastic “conservative” noise, which con-
serves the three variables. Exact analysis of the current
correlation function shows β = 1/2 [19, 20]. The ME
model has so far made fundamental contributions to ex-
plaining many properties, such as the anomalous heat
diffusion [21], temperature profile [22], and steady state
measure under finite heat flow[23].
Another area of progress is the nonlinear fluctuating
hydrodynamic theory (NFHT) applicable to general non-
linear chains [15–18]. The NFHT addresses the hydrody-
namical description for conserved quantities. The dy-
namics of the conserved quantities are transformed into
that of two sound modes (left- and right-going sounds)
and one heat mode. The sound modes significantly affect
the heat mode and play a critical role in the anomalous
behavior. Hence, it is now recognized that the properties
of sound waves are crucial for the in-depth understand-
ing of heat conduction. One intriguing observation of the
sound mode is its deep connection to the Kadar-Parisi-
Zhang dynamics [16, 17]. Based on the mode-coupling
analysis, the universality class of the power-law decay
exponent is classified into β = 2/3 or 1/2 [16, 17].
In this paper, we consider heat transfer via systems
with broken time-reversal symmetry. We apply magnetic
fields to one-dimensional charged systems with transverse
motions (such as polymer [12, 27]). The Lorentz force
bends the directions of particle motions, and hence the
standard momentum conservation is not satisfied. In or-
der to focus on this effect, we consider the simplest situ-
ation where strong magnetic fields are applied to weakly
charged particles such that the dynamics are dominated
only by the Lorentz force and spring forces connecting
the particles. The Hamiltonian is described by
H =
N∑
i=1
|pi − eiA(qi)|2/2 + V (ri), (3)
where we set the masses to unity. The vector qi specifies
the position of the ith particle, ri is the stretch vector de-
fined below in (5), and V is the spring potential between
the nearest neighbor sites. The variables pi and A(qi)
are, respectively, the canonical momentum and the gauge
potential, and ei is the charge of the ith particle. The
actual velocity is given by vi ≡ q˙i = pi − eiA(qi). We
consider the static magnetic field B, and then the dy-
namics are given by the Lorentz force and spring forces
v˙i = eivi ×B − ∂qi [V (ri−1) + V (ri)] . (4)
From these dynamics, one finds that each summation of
the following local variables is conserved:
ri = qi+1 − qi , (5)
i = |vi|2/2 + [V (ri) + V (ri−1)] /2 , (6)
Pi = vi − eiqi ×B = pi − eiA(qi)− eiqi ×B , (7)
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FIG. 1: Schematic picture of the periodic boundary condition.
The x-components of variables are shown.
where ri and i are, respectively, the local stretch and
energy variables. The variable Pi is a pseudomomentum
[28] which is not equivalent to the canonical momentum
pi [29]. Hence, the standard momentum conservation is
replaced by the conservation of this variable. From this
modification, the dynamics should be newly categorized
in the context of heat conduction and careful analysis on
the exponent β is required.
We note here that for nonlinear systems, it is generally
difficult to obtain accurate values of the exponent even in
large-scale numerical calculations. Hence, we introduce
a solvable model by extending the ME model to the case
of finite magnetic fields. Then, we clearly argue that the
magnetic fields can generate a new exponent.
Velocity exchange models.— An exactly solvable model
that we introduce is a harmonic chain with the potential
V (ri) = |ri|2/2, where the time evolution is composed of
the deterministic dynamics (4) and conservative noises
that conserve each summation of (5)-(7). The change of
variables from time t to t+ dt is given by
dria = (vi+1 a − via)dt , (8)
dvix = (rix − ri−1 x + eiBviy)dt
+ dnix(vi+1 x − vix) + dni−1 x(vi−1 x − vix) , (9)
dviy = (riy − ri−1 y − eiBvix)dt
+ dniy(vi+1 y − viy) + dni−1 y(vi−1 y − viy) , (10)
where a = x, y. The magnetic field B is applied in the
z-direction and we consider only motions of particles in
the xy-plane, which are relevant to the magnetic field.
The vector vi = (vix, viy) is the velocity vector of the ith
particle and ri = (rix, riy) is the stretch vector defined
in Eq.(5). We consider the periodic boundary condition
imposing ri+N = ri and vi+N = vi with an even num-
ber N (See Fig.1). The variable dnia takes the value 0
or 1 with the Poisson process satisfying the noise average
〈〈dnia〉〉 = γdt. Hence, the noises stochastically exchange
velocities between the nearest neighbor sites. One can
easily check that each summation of the variables (5)-(7)
is conserved. When we switch off the magnetic field, the
dynamics for variables of x and y components indepen-
dently follow the original ME dynamics.
We consider two cases: case (I) with uniform charge
ei = 1 and case (II) with alternate charge ei = (−1)i.
By employing the deterministic dynamics only, one can
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FIG. 2: Numerical calculation of the space-time correlation
C(i, t) = 〈δi+1(t)1〉eq for the dynamics (8)-(10). The fifth-
order Runge-Kutta algorithm with dt = 0.001 is used for the
deterministic dynamics, and 109 initial states were taken from
the canonical distribution. Parameters: B = 1, N = 512,
T = 1, and γ = 0.1. One can clearly see the absence of sound
waves in case (I), while case (II) has finite ballistic peaks.
derive the dispersion relation for each case [30]
ωI(k) =
√
(2 sin(k/2))2 + (B/2)2 ±B/2 , (11)
ωII(k) =
√
2 +B2/2±
√
(2 +B2/2)2 − (2 sin k)2 , (12)
where the subscripts I and II indicate the two cases
and k is the wave number. From these expressions, the
sound velocities are calculated using dω(k)/dk
∣∣
k→0. Case
(I) has zero sound velocity while case (II) has a finite
value of the velocity. We numerically check this by con-
sidering the space-time correlation of the local energy
C(i, t) := 〈δi+1(t)δ1(0)〉eq where i is defined in Eq.(6)
and δ = −〈〉eq. The symbol 〈...〉eq is the average over
the canonical ensemble
∏
j,a e
−(r2j,a+v2ja)/2T /Z with tem-
perature T and the normalization Z. Here, the Boltz-
mann constant is set to unity. In Fig.2, we present nu-
merical results for the system size N = 512 with T = 1
and B = 1. The figure clearly shows the absence of
sound waves in case (I), while case (II) has finite sound
propagation indicated by ballistic peaks. Thus, cases (I)
and (II) have contrasting differences in the dynamics,
and hence, we discuss heat conduction with broken time-
reversal symmetry, comparing these cases.
Methods and main results of equilibrium correlation.—
For zero magnetic field, the exponent β = 1/2 is rigor-
ously proved in Refs.[19, 20]. We now consider the case
of finite magnetic fields. The continuity equation with
respect to the local energy is expressed as i(t)− i(0) =
−Ii [0, t]+Ii−1 [0, t], where Ii [0, t] is the accumulation up
to time t of the energy current measured between the i
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FIG. 3: Numerical check of the exponent β. Parameters:
N = 2048, T = 1, γ = 0.1 and B = 1 for cases (I) and (II).
Numerical procedure is the same as in Fig.1.
and (i+ 1)th sites:
Ii[0, t] =
∫ t
0
ds
(
Jdi (s) + J
s
i (s)
)
+
∫ t
0
dJmi (s) , (13)
Jdi (s) = −
∑
a=x,y
ria(s) (vi+1 a(s) + via(s))/2 , (14)
Jsi (s) = −
∑
a=x,y
γ(v2i+1 a(s)− v2ia(s))/2 , (15)
dJmi (s) = −
∑
a=x,y
(v2i+1 a(s)/2− v2ia(s)/2) dmia(s) , (16)
where dmia is the Martingale noise defined as dmia =
dnia−γdt [31], Jd and Js are the instantaneous currents
from the deterministic dynamics and average stochastic
noise, respectively. The third current dJm is a current
from the Martingale noise, whose contribution to the
thermal conductivity is constant and the correlations be-
tween dJm and Jd,s vanish [19, 20]. Since dJm does not
generate power law behavior in the current correlation,
we consider only the contribution of Jd and Js as
C(t) ≡ N−1〈〈Jdtot(t)Jdtot〉〉eq = 〈〈Jdtot(t)Jdc 〉〉eq , (17)
where Jdtot =
∑
i J
d
i +J
s
i and J
d
c = (J
d
N +J
d
1 )/2. We used∑
i J
s
i = 0, and the symbol 〈〈...〉〉eq denotes the average
over the canonical ensemble as well as the average over
noises. We follow the technique developed in Refs.[19,
20]. We consider the Laplace transform
C(λ) =
∫ ∞
0
dte−λtC(t) =
∫ ∞
0
dt〈(e−(λ−L)tJdtot)Jdc 〉eq
= 〈[(λ− L)−1Jdtot] Jdc 〉eq , (18)
where the operator L is the time evolution operator given
by L = L0 + γS, where L0 and S respectively correspond
to the deterministic dynamics and conservative noises:
L0 =
∑
i,a
(vi+1 a − via) ∂
∂ria
+ (ria − ri−1 a) ∂
∂via
+
∑
i
eiB
[
viy
∂
∂vix
− vix ∂
∂viy
]
, (19)
Sf(r,v) =
∑
i
∑
a
f(r,vi|i+1,a)− f(r,v) . (20)
Here, the function f is an arbitrary function of r and v
and vi|i+1,a is obtained from v by exchanging the vari-
ables vi a and vi+1 a.
The details to derive the function C(λ) are provided
in the supplementary material [30], and below we discuss
physically crucial results. The Laplace transforms in the
thermodynamic limit are given as follows:
CI(λ) =
T 2
pi
∫ 2pi
0
dk cos2(k/2)
(λ+ 4γ sin2(k/2))(λ2 + 8(λγ + 2) sin2(k/2))
(λ+ 4γ sin2(k/2))2(λ2 + 8(λγ + 2) sin2(k/2)) +B2λ(λ+ 8γ sin2(k/2))
, (21)
CII(λ) =
T 2
pi
∫ 2pi
0
dk cos2(k/2)
µ
(
(B2 + µ2)a1 − 8B2
)
+ 2
(
B2(2µ− γa2)− γµ2a1
)
cos k + a3
(
4µ cos2 k + 8γ cos3 k
)
(B2 + µ2) ((B2 + µ2)a1 − 8B2) + 8 (B2γ2a2 + µ2(a3 − 2)) cos2 k − 16γ2a3 cos4 k ,
(22)
where the subscripts indicate two cases, and µ = λ+ 2γ,
a1 = 8 − 4γ2 + µ2, a2 = −a1 + 4 and a3 = 4 + 4γ4 −
γ2(8 + µ2). The asymptotic real-time representation is
analyzed by the inverse Laplace transform, considering a
small wave number for finite B and γ, and one gets
CI(t) ∼ A1t−3/4 +A2t−1/2 cos(Bt) +A3t−3/2 , (23)
CII(t) ∼ A4t−1/2 , (24)
where A1,2,3,4 are constant values which depend on B.
We now list physically crucial observations for these ex-
act results. In both cases, power-law behavior exists.
Eq.(23) includes the power law term with oscillation in
time which rapidly decays for finite B, and most impor-
tantly the new exponent β = 3/4 appears. The new
power-law decay exponent exists only for case (I), while
case (II) has β = 1/2, which is the same exponent as
for B = 0. This implies that the universality class de-
pends on the charge structure of the system. These exact
4findings are the main results in this paper. A numeri-
cal evaluation of these observations is presented in Fig.3.
Rapid decay with power law behavior are observed for
any case. The numerical calculation accurately repro-
duces the known exponent β = 1/2 for the case of zero
magnetic field. In addition, one can clearly see that case
(II) has the exponent β = 1/2, and case (I) has β = 3/4
with oscillation in time. In the inset, a time-integral of
the equilibrium correlation is used to check the exponent.
Numerical results of the exponent α.— We next con-
sider the exponent α in Eq. (1) that is measured in
the nonequilibrium steady state when the system is con-
nected to thermal reservoirs. We use a numerical ap-
proach here. We attach the Nose-Hoover thermostat to
the end particles [32]. The dynamics for the sites from
i = 2 to N − 1 remains the same as Eqs.(8)-(10), while
the boundary sites obey the following equations for ve-
locities:
dv`a = [r`a − r`−1 a + e`B(δa,xv`y − δa,yv`x)] dt
+ δ`,1dn1a(v2 a − v1a) + δ`,NdnN−1 a(vN−1 a − vNa)
− ξ`av`adt , (25)
dξ`a = γ
′(v2`a/T` − 1)dt , (26)
where ` = 1 or N . T1 and TN are the reservoir’s tem-
peratures at the first and the Nth particles, respectively.
We show the system-size dependence of the thermal con-
ductivity up to N = 8192 in Fig.4. Numerical error was
smaller than the size of the points. The system size is
sufficiently large to obtain the asymptotic behavior of the
power law divergence. In the figure, the case with zero
magnetic field and case (II) show α = 1/2, while the ex-
ponent in case (I) is neither 1/2 nor 1/3. The best fit is
0.375± 0.001. This again supports the fact that case (I)
cannot be classified into a known universality class.
We consider the relationship between α and β. To
our knowledge, a rigorous derivation of the relationship
between α and β has never been made. Thus far, there is
only a phenomenological interpretation of the case when
the system has finite sound velocity. The argument is
based on the modified Green-Kubo formula
κ ∼
∫ τN
0
dtC(t) . (27)
When the system has a finite sound velocity, one phe-
nomenologically uses τN ∼ N/c, where c is the sound
velocity, and obtains the relation α = −β + 1. Although
it is not derived rigorously, thus far, it seems to work
well. In fact, the case of zero magnetic field and case (II)
follow this relation. However, in case (I), where no sound
wave exists, this relation is not applicable anymore. Nu-
merical results indicate τN ∼ Nν with ν ∼ 1.5 ± 0.001.
This is a nontrivial effect resulting from the absence of
the sound wave.
Discussion.— In this paper, we studied the heat trans-
fer in one-dimensional systems with broken time-reversal
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∝ N1/3
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FIG. 4: Numerical calculation of the system-size dependence
of the thermal conductivity. The fifth-order Runge-Kutta al-
gorithm with dt = 0.001 is used and the steady state was
checked from the uniformity of local energy current. Param-
eters: (T1, TN ) = (2, 1), γ = 0.1, γ
′ = 1, and B = 1 for
cases (I) and (II). The exponent α in case (I) is different from
known exponents. The error bar of the exponent for case (I)
is estimated using Gnuplot for the range N = [512, 8192].
symmetry for the first time. We considered systems with
very weak charges under a strong magnetic field so that
the dynamics are dominated by the Lorentz force as well
as the spring forces connecting particles. To clarify the
argument on the exponent, we introduced an exactly
solvable model in the spirit of the ME model. Based
on this model, we found that a new power-law decay ex-
ponent can appear. We will report elsewhere on several
other results including the effects of higher dimensions
[33].
In systems without time-reversal symmetry, the stan-
dard fluctuating hydrodynamic theory is not applicable,
as the Euler equations for conserved quantities are not
closed due to the expression of the pseudomomentum.
Physically, the magnetic field induces cyclotron motion
and hence, the particles tend to be localized. Based on
this, one might think that the conservation of pseudo-
momentum is irrelevant to macroscopic behavior and the
system may exhibit diffusive heat conduction. We note
that a recent non-acoustic model with momentum con-
servation shows diffusive transport [34]. The same con-
clusion had been speculated based on the mode-coupling
argument for nonlinear systems with zero sound velocity
in Ref.[14]. However, our case showed that anomalous
heat conduction robustly exists and the new power-law
decay exponent can appear. In order to understand these
nontrivial results, a precise description of the hydrody-
namics is required.
The present model clearly shows that the absence of
sound waves cause the violation of the usual relationship
α = −β+1 that is satisfied for systems with sound waves.
An analytical derivation of α based on the equilibrium
correlation β = 3/4 is difficult in the present study but
is definitely an important open problem.
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NOTATIONS
We here fix several notations to calculate the equilibrium correlation. Let qia be the a-component of the position
vector of the ith particle qi, and ria be ria = qi+1 a − qia. We impose the periodic boundary condition:
ri+N = ri and vi+N = vi . (S.1)
We note that for a given initial state, the following quantity is conserved.
r¯a := (1/N)
N∑
i=1
ria . (S.2)
This conservation law follows the time-evolution r˙ia = vi+1 a − via. See Fig.5, which schematically depicts this
situation. We define the following new variables
ζia := qia − (i− 1)r¯a . (S.3)
These variables satisfy the following relations:
ζi+N a = ζia (S.4)
ria = qi+1 a − qia = ζi+1 a − ζia + r¯a . (S.5)
DISPERSION RELATION
The dispersion relation is derived only from the deterministic dynamics. For case (I), the dynamics is given by
ζ¨jx − [∆ζ]jx −Bζ˙jy = 0 , (S.6)
ζ¨jy − [∆ζ]jy +Bζ˙jx = 0 , (S.7)
where [∆ζ]ja = ζj+1 a + ζj−1 a − 2ζj a. By the Fourier transform, ζja(t) =
∑
k ζ˜ake
−i(kj−ωt)/N , where k is the wave
number k = 2pi/N, 4pi/N, · · · , 2pi(N − 1)/N, 2pi. Then, we have the equation Aζ˜k = 0, where ζ˜k = (ζxk, ζyk)T , and
the matrix A is given by
A =
( −ω2 + (2 sin(k/2))2, −iBω
iBω, −ω2 + (2 sin(k/2))2
)
. (S.8)
The dispersion relation is given by the condition detA = 0:
ωI(k) =
√
(2 sin(k/2))2 + (B/2)2 ±B/2 . (S.9)
The dispersion relation for case (II) is similarly given. The deterministic part in the dynamics is as follows:
ζ¨jx − [∆ζ]jx − (−1)jBζ˙jy = 0 , (S.10)
ζ¨jy − [∆ζ]jy + (−1)jBζ˙jx = 0 . (S.11)
We define the Fourier transform for even and odd sites as
ζja =
{
(1/N)
∑
k ζ˜ea,ke
−i(kj−ωt) j ≡ 0 mod 2
(1/N)
∑
k ζ˜oa,ke
−i(kj−ωt) j ≡ 1 mod 2 . (S.12)
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FIG. 5: Schematic picture of the system structure with the periodic boundary condition. The x-components of the variables
are shown.
Then, we have Aζ˜k = 0, where ζ˜k = (ζ˜ex,k, ζ˜ey,k, ζ˜ox,k, ζ˜oy,k)
T and
A =

−ω2 + 2, −Biω, −2 cos k, 0
Biω, −ω2 + 2, 0, −2 cos k
−2 cos k, 0, −ω2 + 2, Biω
0, −2 cos k, −Biω, −ω2 + 2
 . (S.13)
From detA = 0, the following dispersion relation is obtained
ωII(k) =
√
2 +B2/2±
√
(2 +B2/2)2 − (2 sin k)2 . (S.14)
CALCULATION OF uλ AND C(λ)
The correlation function C(t) is given by
C(t) = 〈〈Jdtot(t)Jdc 〉〉eq = 〈〈
∑
j,a
(−1/2)(vja(t) + vj+1 a(t))rja(t)Jdc 〉〉eq , (S.15)
where 〈〈...〉〉eq implies the average over canonical measure and noise average. Based on the relation (S.5), we decompose
the correlation function into two terms
C(t) = CA(t) + CB(t) (S.16)
CA(t) =
∑
j,a
〈〈(−1/2)(vja(t) + vj+1 a(t))(ζj+1 a(t)− ζja(t))Jdc 〉〉eq , (S.17)
CB(t) =
∑
j,a
〈〈(−1/2)(vja(t) + vj+1 a(t))r¯aJdc 〉〉eq. (S.18)
The Laplace transform of the correlation function is then given by
C(λ) = CA(λ) + CB(λ) . (S.19)
As we can see below in the detailed calculations for cases (I) and (II), the main contribution is from CA(λ), while
CB(λ) can be neglected. We note that the time evolution of the local current is driven by the systematic part and the
Martingale part. The time evolution operator of the systematic part is denoted by L in the main text. In general, the
detailed expression of the Martingale part depends on the quantity that one considers. From the Martingale property,
the Martingale term contributes only at t = 0 on average over the noises.
We solve the functions uλ,A and uλ,B
(λ− L)uλ,A :=
∑
j,a
(−1/2)(vja + vj+1 a)(ζj+1 a − ζja)
=
∑
i,j
(−1/2)(δi−j,1 − δi−j,−1)(ζixvjx + ζiyvjy) , (S.20)
(λ− L)uλ,B :=
∑
j,a
(−1/2)(vja + vj+1 a)r¯a = −
∑
j,a
r¯avja . (S.21)
8Then, we obtain the Laplace transform
CA(λ) = 〈uλ,AJdc 〉eq and CB(λ) = 〈uλ,BJdc 〉eq . (S.22)
Here 〈...〉eq implies an average over the canonical average. Note that we have already taken the noise average using
the Martingale property.
Case (I)
We first explain case (I) following the method in Ref.[1]. Since the energy current Jtot is a linear function with
respect to v, we can write the operator L in the following form:
L =
∑
i,a
via
∂
∂ζia
+ ([∆ζ]ia + γ [∆v]ia)
∂
∂via
+
∑
i
B
[
viy
∂
∂vix
− vix ∂
∂viy
]
, (S.23)
where [∆f ] := fi+1 a + fi−1 a − 2fia. We search for the solution of uλ,A in the following form:
uλ,A =
∑
i,j
g1(i− j)ζixζjy + g2(i− j)(ζixvjx + ζiyvjy) + g3(i− j)(ζixvjy − ζiyvjx) + g4(i− j)vixvjy , (S.24)
where gj(z) has the following symmetries for an arbitrary integer z
gj(z) = −gj(−z) and gj(z) = gj(z +N) . (S.25)
We substitute (S.24) into Eq.(S.20). Through straightforward calculation, the following equations are obtained:
λg1(z)− 2∆g3(z) = 0 , (S.26)
(λ− γ∆)g2(z) +Bg3(z) = h(z) , (S.27)
g1(z) +Bg2(z)− (λ− γ∆)g3(z) + ∆g4(z) = 0 , (S.28)
−2g3(z) + (λ− 2γ∆)g4(z) = 0 , (S.29)
where h(z) = −(1/2)(δz,1 − δz,−1) and ∆gj(z) = gj(z + 1) + gj(z − 1) − 2gj(z). From these, one can obtain unique
solutions of the functions gj . We consider the discrete Fourier transform to solve the equations
gj(z) =
∑
k
g˜j(k)e
−ikz/N . (S.30)
Then Eqs.(S.26)-(S.29) can be solved in Fourier space:
AI g˜(k) = u (S.31)
where g˜(k) and u are vectors given by g˜(k) = (g˜1(k), g˜2(k), g˜3(k), g˜4(k))
T and u = (0,−i sin k, 0, 0)T , respectively.
The matrix AI is given by
AI =

λ, 0, 2(2 sin(k/2))2, 0
0, λ+ γ(2 sin(k/2))2, B, 0
−1, −B, λ+ γ(2 sin(k/2))2, (2 sin(k/2))2
0, 0, −2, λ+ 2γ(2 sin(k/2))2
 . (S.32)
Note here that only the function g2 has a finite contribution to the Laplace transform CA(λ):
CA(λ) =
∑
i,j
∑
a
g2(i− j)〈ζiavjaJdc 〉eq = (−T/4)
∑
i,a
g2(i) [〈(ζi+1 a + ζia)r0a〉eq + 〈(ζi+2 a + ζi+1 a)r1a〉eq]
= (−T/8)
∑
i,a
g2(i) [〈(ζi+1 a + ζia − ζ−i+1 a − ζ−ia)r0a〉eq + 〈(ζi+2 a + ζi+1 a − ζ−i+2 a − ζ−i+1 a)r1a〉eq]
= (−T/8)
∑
i,a
g2(i)
〈( i∑
j=−i
(rj a − r¯a) +
i−1∑
j=−(i−1)
(rj a − r¯a))r0a〉eq + 〈(
i+1∑
j=−i+1
(rj a − r¯a) +
i∑
j=−i+2
(rj a − r¯a))r1a〉eq

= (−T/4)
∑
i,a
g2(i)〈(
i∑
j=−i
(rj a − r¯a) +
i−1∑
j=−(i−1)
(rj a − r¯a))r0a〉eq , (S.33)
9where we used the symmetry (S.25) to write the expression solely in terms of the stretch variables and the translational
invariance in the equilibrium correlation between stretches. We define the function Fia as
Fia := (T/2)〈(
i∑
j=−i
(rj a − r¯a) +
i−1∑
j=−(i−1)
(rj a − r¯a))r0a〉eq . (S.34)
We note here that the following relation from the simple calculation is satisfied, regardless of a = x, y:
[∆F ]ia = T
2(−δi,1 + δi,−1) . (S.35)
From this, we have the Fourier transform for the function Fia
F˜ (k) = iT 2cos(k/2)/ sin(k/2) . (S.36)
Hence, we arrive at the expression for CA(λ)
CA(λ) = −(1/N)
∑
k
∑
j
g2(j)e
−ikjF˜ (k) = −(1/N)
∑
k
g˜2(−k)F˜ (k)→ (T 2/pi)
∫ 2pi
0
dk cos2(k/2)N (k)/D(k) ,(S.37)
N (k) = (λ+ 4γ sin2(k/2))(λ2 + 8(λγ + 2) sin2(k/2)) , (S.38)
D(k) = (λ+ 4γ sin2(k/2))2(λ2 + 8(λγ + 2) sin2(k/2)) +B2λ(λ+ 8γ sin2(k/2)) . (S.39)
We consider the inverse Laplace transform for CA(λ) to get CA(t).
CA(t) =
∫ c+i∞
c−i∞
dλCA(λ)e
λt/2pii . (S.40)
We note that the poles λ? in the function D are given by
λ?σσ′ = −γ(2 sin(k/2))2 + σ [a1(k) + σ′a2(k)]1/2 /
√
2 , (S.41)
a1(k) = −B2 − 4(2 sin(k/2))2 + γ2(2 sin(k/2))4 , (S.42)
a2(k) =
[−16γ2(2 sin(k/2))6 + (B2 + 4(2 sin(k/2))2 + γ2(2 sin(k/2))4)2]1/2 , (S.43)
where σ, σ′ take values of ±1. For finite B and γ, and for a small wave number k, the expansion for the poles can be
obtained as
λ?++ = −2γk4/B2 + · · · , (S.44)
λ?+− = iB − (−2i/B + γ)k2 + · · · , (S.45)
λ?−+ = −2γk2 + · · · , (S.46)
λ?−− = −iB − (2i/B + γ)k2 + · · · , (S.47)
(S.48)
The poles λ?−− and λ
?
+− provide the oscillation damping t
−1/2 cos(Bt), and the pole λ?−+ provides the decay t
−3/2.
The power law t−3/4 is obtained from the pole λ?++.
We finally consider uλ,B(λ). From the simple calculation for Eq.(S.21), we can check that the following expression
is a solution of uλ,B(λ):
uλ,B = −
∑
j
[
vjx(r¯xλ− r¯yB)/(λ2 +B2) + vjy(r¯xB + r¯yλ)/(λ2 +B2)
]
. (S.49)
From this expression, CB(λ) is proportional to 〈r¯xr1x〉eq or 〈r¯yr1y〉eq, which is O(1/N), and hence it is negligible in
the thermodynamic limit.
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Case (II)
The calculation for case (II) is essentially the same as for case (I). Note here that the operator L is given by
L =
∑
i,a
via
∂
∂ζia
+ ([∆ζ]ia + γ [∆v]ia)
∂
∂via
+
∑
i
(−1)iB
[
viy
∂
∂vix
− vix ∂
∂viy
]
. (S.50)
We formulate an ansatz for uλ,A
uλ,A =
∑
i≡jmod 2
[
g1(i− j)(−1)jζixζjy + g2(i− j)(−1)jvixvjy
]
+
∑
i,j
[
g3(i− j)(ζixvjx + ζiyvjy) + g4(i− j)(−1)j(ζixvjy − ζiyvjx)
]
, (S.51)
where we impose the same symmetry as in Eq.(S.25). By direct calculation, the following equations are obtained
λg1(z) + 2∆¯g4(z) = 0 , for z ≡ 0 mod 2 ,
(λ+ 4γ)g2(z)− 2g4(z) = 0 , for z ≡ 0 mod 2 ,
(λ− γ∆)g3(z) +Bg4(z) = h(z) , for ∀z ,
(λ+ γ∆¯)g4(z)− g1(z) + 2g2(z)−Bg3(z) = 0 , for z ≡ 0 mod 2 ,
(λ+ γ∆¯)g4(z)− g2(z − 1)− g2(z + 1)−Bg3(z) = 0 , for z ≡ 1 mod 2 ,
(S.52)
where ∆¯gj(z) := gj(z+1)+gj(z−1)+2gj(z), ∆gj(z) = gj(z+1)+gj(z−1)−2gj(z) and h(z) = (−1/2)(δz,1−δz,−1).
We define the discrete Fourier transform
gj(z) =
{ ∑
k g˜je(k)e
−ikz/N for z ≡ 0 mod 2∑
k g˜jo(k)e
−ikz/N for z ≡ 1 mod 2 . (S.53)
Eliminating g1 and g2 in Eqs.(S.52), we get the equation AII g˜(k) = u for the vectors g˜ =
(g˜3o(k), g˜3e(k), g˜4o(k), g˜4e(k))
T and u = (−i sin k, 0, 0, 0)T , and the matrix AII is given by
AII =

µ, −2γ cos k, B, 0
−2γ cos k, µ, 0, B
−B, 0, µ, 2(γ − 2/(µ+ 2γ)) cos k
0, −B, 2(γ + 2/(µ− 2γ)) cos k, µ(1 + 8/(µ2 − 4γ2))
 , (S.54)
where µ = λ + 2γ. We note that the Laplace transform CA(λ) is given solely by the function g3 and obtain the
following expression
CA(λ) =
∑
i,j
∑
a
g3(i− j)〈ζiavjaJdc 〉eq
= (−1/2)
∑
i,a
g3(i)Fia = −(1/N)
∑
k
g˜3(−k)F˜ (k)→ (T 2/pi)
∫ 2pi
0
dk cos2(k/2)N (k)/D(k) , (S.55)
N (k) = µ ((B2 + µ2)a1 − 8B2)+ 2 (B2(2µ− γa2)− γµ2a1) cos k + a3 (4µ cos2 k + 8γ cos3 k) , (S.56)
D(k) = (B2 + µ2) ((B2 + µ2)a1 − 8B2)+ 8 (B2γ2a2 + µ2(a3 − 2)) cos2 k − 16γ2a3 cos4 k, (S.57)
where the function Fia is the same as that in case (I) and the Fourier transform F˜ (k) is given by Eq.(S.36). We used
a1 = 8− 4γ2 + µ2, a2 = −a1 + 4 and a3 = 4 + 4γ4 − γ2(8 + µ2). We analyzed the poles in the denominator by using
Mathematica. The expressions for 6 poles for a small wave number and finite B are given as
λ?1 = −8(2 +B2)γk2/(4 +B2)2 + · · · (S.58)
λ?2 = −4γ + 8(2 +B2)γk2/(4 +B2)2 + · · · (S.59)
λ?σσ′ = −2γ + σ
√
−4−B2 + 4γ2 + σ′2ik/
√
4 +B2 + · · · , (S.60)
where σ, σ′ = ±. The power law decay is given by the pole λ?1 which gives t−1/2 in CA(t).
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We finally consider CB(λ). One can directly check that the following expression is the solution of uλ,B
uλ,B = −λ−1/(λ2 + 4γλ+ 4 +B2)
∑
j
{[
r¯x(λ
2 + 4γλ+ 4)− r¯yBλ(−1)j
]
vjx +
[
r¯xBλ(−1)j + r¯y(λ2 + 4γλ+ 4)
]
vjy
+ 2B(−1)j(r¯xrjy − r¯yrjx)
}
. (S.61)
From this expression, CB(λ) is proportional to 〈r¯xr1x〉eq or 〈r¯yr1y〉eq, which is O(1/N), and hence it is negligible in
the thermodynamic limit.
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