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There are two principal technologies for these large-scale combinatorial optimization problems: 1) exact algorithms and 2) metaheuristic algorithms. This project will integrate concepts from these two technologies to develop generic optimization frameworks to find provably good solutions to large-scale discrete optimization problems often encountered in many real applications. The way that these two sets of methods will be used, and in particular the way in which they will be used together so that each complements the strengths of the other, will be novel and pioneering. In particular, this project will begin by exploring and capitalizing on the links between mixed integer programming decomposition approaches, such as Dantzig Wolfe decomposition and Lagrangian relaxation, and metaheuristics such as the Nested Partitions framework. While the relationship between these seemingly disparate approaches has not been exploited before, there is already evidence to suggest that capitalizing on this relationship to integrate these methods could yield solution frameworks that are more powerful than using either approach on its own.
Summary
Large-scale combinatorial optimization problems are difficult to solve. There are two principal technologies for these problems: 1) exact algorithms (such as linear programming based branch-and-bound and branch-and-cut) that are guaranteed to find optimal solutions within an acceptable amount of computation time, and 2) metaheuristic algorithms such as genetic algorithms, tabu search, and the Nested Partitions (NP) method that aim to quickly find good, but not necessarily optimal, solutions. The relationship between these seemingly disparate approaches has seldom been exploited. In this report, we present our research results on the development of hybrid Nested Partitions and Math Programming framework. Computational results suggest that capitalizing on this relationship to integrate these methods could yield solution frameworks that are more powerful than using either approach on its own.
Objectives
The objective of this proposal is to: > Contribute to the state-of-the-art optimization theory and technologies > bring innovative perspectives and insights from two separate optimization technologies-exact method and meta-heuristics-to develop generic optimization frameworks to find provably good solutions to large-scale discrete optimization problems often encountered in many real applications > investigate hybrid approaches that combine Nested Partitions method with math programming techniques for obtaining strong lower bounds > Investigate new effective decomposition techniques for obtain exact solutions
Status of Effort:
In the third year, we investigated hybrid NP-MP approaches for obtaining effective upper bounds. This includes LP-based sampling and other problem depend sampling approaches. In particular, we have developed theoretical results and techniques that can quantify the upper bounds through the proposed hybrid approaches. We also develop effective lower bound for solving difficult scheduling problems. Our research results are summarized in the next section.
Accomplishments/New Findings:
Our research results can be summarized in the following publications:
