Most existing image quality assessment (IQA) methods focus on improving the performance of synthetic distorted images. Although these methods perform well on the synthetic distorted IQA database, once they are applied to the natural distorted database, the performance will severely decrease. In this work, we propose a blind image quality assessment based on generative adversarial network (BIQA-GAN) with its advantages of self-generating samples and self-feedback training to improve network performance. Three different BIQA-GAN models are designed according to the target domain of the generator. Comprehensive experiments on popular benchmarks show that our proposed method significantly outperforms the previous state-of-the-art methods for authentically distorted images, which also has good performances on synthetic distorted benchmarks.
I. INTRODUCTION
With the development of advanced technologies, visual media has shown explosive growth. Thus, image quality assessment (IQA) becomes one of the hot topics in the field of image processing and computer vision, which refers to analyzing the characteristics of images and predicting the perceptual quality of a distorted image.The main purpose of IQA is to use appropriate evaluation criteria to make the evaluation results most consistent with human subjective evaluation. Overall, IQA include subjective IQA and objective IQA, depending on whether or not people are involved. Objective IQA could be classified into full-reference IQA (FR-IQA) [1] - [3] , reduced-reference IQA (RR-IQA) [4] , and no-reference IQA (NR-IQA) [5] - [17] depending on applying the reference image. It is difficult and infeasible in practical applications to obtain an ideal reference image. Therefore, blind image quality assessment (BIQA) is more realistic for
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Various IQA methods recently are data-driven, which depend on the databases. Most of the methods utilized synthetic distorted image databases [18] - [21] , which are obtained through the ideal distortions and digital simulations from the reference image. The degrees and parameters of the synthetic distorted image are set artificially, and each distorted image only has a single type and a single level of distortion, which is an idealized image that does not exist in real life. For example, Live dataset [18] is designed by simulating JP2K compression, JPEG compression, additive White Gaussian Noise, Gaussian blur and simulated Fast Fading to the reference image independently. However, various authentic distortions exist in the natural images. Natural distorted images are different from synthetic distorted images. In terms of the content of the image, as the synthetic distorted images are always obtained by importing distortions to the reference images, the content in these datasets is monotonous. For the natural distorted images, the content is rich and colorful. In terms of distortions of the image, synthetic distorted images contain only a few specific types of distortions and almost all of them are single type distortions. But natural distorted images cover almost all the types and levels of distortions, which are interwoven with each other and could not be separated. Examples include low-light noises, overexposed impairments, compression errors, and new types of distortions resulted from a mixture of different types. In addition, some other types of distortions such as geometric distortion are not often considered. This is a challenging work, so it is necessary to build an IQA model to better evaluate the authentically distorted image quality.
Recently, some efforts have been made to exploit the IQA on natural distorted images [5] , [22] , [23] . Experiments on LIVE Challenge (LIVE In the Wild Image Quality Challenge Database) database show that the correlation coefficient between the predicted score and the subjective score is only about 0.7, which is far from excellent performance. Most of the existing IQA models [6] , [16] , [22] , [24] - [27] are designed based on the synthetic distorted images, which have poor generalization performance when transfer to natural distorted images.
Unlike synthetic distortion images, natural distortion images are directly captured from the actual scene, and there are no reference images, therefore, the quality prediction of natural distorted images can only be achieved in a noreference IQA manner. Generative Adversarial Networks (GAN) [28] consists of a pair of competing network structures called generator (G) and discriminator (D) respectively, which can learn deep features without sufficient labeled training data. The ultimate goal of IQA is to get the mapping from distorted images to quality-related information, and GAN is to get the mapping from the feature vector of latent space to the target domain. Both IQA and GAN have similarities and correlations. Inspired by this, BIQA-GAN is designed and adversarial learning mechanism between G and D is utilized to get mapping from distorted image space to quality-related space. For traditional methods, it is difficult to extract the features of natural images; and for the previous CNN models, it is difficult to generate a high-quality quality-related information which is similar to label. However, the models based on GAN could take advantage of its strong fitting capability through adversarial learning between G and D to learn the features of images, which could better fit natural distorted images.
In this paper, we first design No-reference Quality map generation model based on GAN (NQM-GAN). Similar to GAN [28] , the G in NQM-GAN is to predict the image quality score, and its target domain is the quality map related to the quality score. For the loss function, MAE is added to the loss function of the G, which could penalize the pixel error between the output of the G and its corresponding Ground Truth, besides, it could prevent gradient vanishing due to the influence of D. Through experiments, it was found that the use of the target domain of MOS map with the same pixel value could not make the discriminator converge to the expected distribution, thus affect the prediction performance of G. To solve this problem, we subsequently proposed two improved structures, which are No-reference saliency Weighted Quality score Map generation model based on GAN (NWQM-GAN) and No-reference Quality score generation model based on GAN (NQS-GAN). Finally, to demonstrate the strong competitiveness of our approach, comprehensive experiments are conducted on existing IQA benchmarks including LIVE [18] , TID2013 [20] and LIVE Challenge [29] , [30] . The results show that the proposed NQS-GAN significantly outperforms the previous state-ofthe-art methods on three publicly available benchmarks. It could be proved that through adversarial learning, the mapping from distorted image space to the quality score space can be well realized, thus significantly improves the prediction precision and robustness. Besides, the models have very good generalization performances, which not only has good performance on authentically distorted images, but also on synthetic distorted datasets.
Our main contributions of this work are summarized into three folds:
(1) Natural distorted images are authentically distorted images,this is the first time that GAN related method applied to the natural distorted image quality assessment.
(2) As deep learning is data-driven, shortage of images in IQA datasets is a serious problem. In our proposed BIQA-GAN method, through adversarial learning, D could assist G to fit the distribution of input data, which does not need to rely solely on the generation of high-quality qualityrelated labels. It can better predict the score even if the dataset is small.
(3) According to the different target domain of the generator, pixel-level quality map, weighted saliency quality map and quality score are separately generated by NQM-GAN, NWQM-GAN and NQS-GAN, which are novel structures of BIQA-GAN.
II. RELATED WORK A. IMAGE QUALITY ASSESSMENT
Generally speaking, the research in objective IQA could be carried out in three perspectives, which are research based on Human Vision System (HVS), research based on Natural Scene Statistics (NSS) and research based on the self-learning IQA model by data-driven.
In the early stage of IQA, it is basically based on the first two perspectives.Wang et al. [31] propose SSIM algorithm, considering that HVS is relatively suitable for extracting scene structure information. SSIM can be used to perceive the image quality through the measurement of structural information variation, which realizes the similarity measurement by comparing with the reference image in the pixel brightness, contrast and structure. In the following studies, many IQA models are designed based on SSIM, such as MS-SSIM proposed by combining multi-scale to improve the model performance. Zhang et al. [32] propose FSIM considering that HVS mainly focus on low-level features, such as image edges, colors and contours. FSIM takes phase consistency as the basic feature, as it is proved that HVS could obtain effective information related to phase consistency. Besides, phase consistency is not affected by image contrast, but image local contrast is related to the perceived quality, so FSIM applies image gradient amplitude as the second feature.There are two assumptions for the application of NSS in IQA. One is that high-quality natural images always obey some statistical laws related to perception, the other is the image distortion would disturb these statistical laws. Therefore, image quality can be evaluated through quantitatively analyzing models. Mittal et al. [6] proposed BRISQUE through measurement of spatial domain statistical properties, which extracts a total of 36 spatial domain normalized features through two different scales of the image to realize the distortion type classification and score regression. DIIVINE [24] extracts the statistical correlation features of sub-band distribution, orientation, scale space in the wavelet transform domain.
Both IQA by simulating HVS and NSS rely on hand-design features, which is not easy to achieve satisfactory results. The performance of CNN-based IQA model is often better than that of the models based on analyzing HVS and NSS. With the development of deep learning, learning from distorted images automatically is becoming more and more popular. CORNIA [33] obtain feature codes from image block sets and finally get quality score by max-pooling strategy. The studies in recent years show that deep convolution neural network (CNN) has been applied more and more in synthetic distorted IQA based on its powerful capability of data processing and feature extraction. Kang et al. [7] apply a 6-layers CNN to implement a simple score regression model, which is also modified to a multi-task CNN [8] , where the network learns both distortion type and quality score simultaneously; Bianco et al. [9] replace the last classification layer of AlexNet with the linear regression layer, fine tune the network parameters to obtain the quality score prediction model. Kim and Lee [10] propose an idea that training a CNN to replicate a conventional FR-IQA and design a blind image evaluator based on a convolution neural network (BIECON), which applies a CNN to estimate a patch score map and use one hidden layer to regress the extracted patch-wise features into a subjective score. Kim and Lee [2] also construct a deep IQA (DeepQA) model based on visual perception related features, which first calculate error map through comparing the reference with the distorted image, and then the error map combined with distorted image are forwarded to the network to generate sensitivity map which could reflect the features of the local details of the distorted image, After multiplication with the error map, it is regressed to the subjective score. Pan et al. [16] design a blind predicting similar quality map (BPSQ) for IQA, which applies a FR metric to calculate similar graphs of image patches, and then uses an U-shaped CNN to generate a similar graph, which is used to train a CNN regression model to predict the score of the image patch. Lin and Wang [17] propose a Hallucinated-IQA framework for NR-IQA via adversarial learning, which jointly optimizes quality-aware generative network, hallucination-guided quality regression network, and IQA-discriminator in an endto-end manner. They generate a hallucinated reference, which is forwarded to the regression network with distorted image to learn perceptual discrepancy. The performance is excellent on the synthetic distorted images, but not mentioned on natural distorted images.
CNN has been applied more and more in IQA, but most of these models are utilized in the synthetic distorted IQA database, once applied to the natural distorted IQA database, the performance reduced dramatically. So the research in the field of natural distorted image still has many problems to deal with, which is also the issue we focus on.
B. NATURAL DISTORTED IMAGE QUALITY ASSESSMENT
Similarly, most of the studies on natural distorted IQA are also based on the modeling and analysis of HVS and NSS. To study complex multi-distortions of natural distorted images, Ghadiyaram and Bovik [22] propose FRIQUEE algorithm, which combines with 330 distortions related to NSS features from different transformation domains in the LMS, CIELAB and RGB color space to capture the damage caused by various types of distortions. Yang et al. [5] apply BRISQUE [6] to extract the four orientation parameters of local normalization coefficient distribution, along with blurriness, contrast, dynamic range, and color information, to predict the quality of natural distorted image. Ying et al. [23] propose a joint dictionary NR-IQA method, which first extract the aesthetic features and NSS features from natural distorted images, then acquire the feature dictionary and quality dictionary through joint dictionary learning, and finally calculate the image quality score according to the feature dictionary and quality dictionary.
The IQA based on HVS and NSS is to design corresponding features to predict the quality score, which relates to distortions with human perception and the disturbance with NSS. For the natural distorted image, distortions interact with each other, which are hard to be dealt with separately. Therefore, how to obtain representative complex multidistorted features is the core content for natural distorted images.
C. GENERATIVE ADVERSARIAL NETWORK
Generative Adversarial Networks (GAN) [28] has played an important role in the machine learning field for the capability to learn high-dimensional, complex real data distribution. Besides, GAN and their variants do not depend on any assumptions about the distribution, but could get real-like samples from latent space. This could lead GAN to various applications, such as Pix2pix [34] , PAN [35] , CycleGAN [36] , DiscoGAN [37] in image translation; SRGAN [38] in super resolution; SeGAN [39] , Perceptual GAN [40] for small object detection in object detection; Coupled GAN [41] in joint image generation; VGAN [42] , Pose-GAN [43] , MoCoGAN [44] in video generation; Stack GAN [45] , TAC-GAN [46] in text to image; SD-GAN [47] , SL-GAN [48] , DR-GAN [49] , AGEGAN [50] in changing facial attributes; GAN has shown its excellent fitting capability to target domain distribution.
III. OUR APPROACH A. GENERAL ARCHITECTURE OF BIQA-GAN
In the paper, three BIQA-GAN models are proposed, which are NQM-GAN, NWQM-GAN and NQS-GAN. The general architecture is illustrated in FIGURE 1.
The G of BIQA-GAN is used for generating quality-related information for IQA. ResNet101 [51] is truncated to the previous pool1 of the softmax layer, and utilize it as the prestructure of G, which is called ResNet101-pool1. Different post-structures of G are designed in these independent models according to the different quality-related information to be generated, which are quality map, the weighted saliency quality map and the quality score generated by NQM-GAN, NWQM-GAN and NQS-GAN separately.
The D of BIQA-GAN is used for a binary classifier. Different pre-structures of D are designed to fit for different output of G. The post-structures of D in BIQA-GAN are the same, parallel branch is processed separately and merge into the subsequent single processing branch, whose structure is consistent with AlexNet after the first group of convolution, the last 1000 softmax output is replaced with binary logistic outputs. The output of G and the Ground Truth are alternately forwarded to D for binary classification discrimination. At the same time, the classification error is fed back to G. In the process, an adversarial training between G and D is constituted to guide G to generate better quality-related information. Considering the correlations between the quality score and the distorted image, auxiliary classification discrimination branch is applied with the corresponding distorted image as input.
B. PROPOSED NQM-GAN MODEL
Quality map [16] corresponds to the objective quality score of each pixel in the distorted image, which is the reflection of the objective image quality in pixel-level. In order to get excellent performance, a novel NQM-GAN is first designed to use adversarial strategy to generate good quality map. The general structure of NQM-GAN is shown in FIGURE 2.
G in GAN [28] is to map the feature representation to the natural image spatial domain, while G in NQM-GAN is to map the distorted image to quality score spatial domain. Therefore, the input of G in NQM-GAN is no longer a random vector initialized into Gaussian white noise, but the distorted image itself. The output of G is the quality map corresponding to the objective quality score of each pixel in the distorted image.
The structure of G in NQM-GAN is shown in FIGURE 3. The 3*224*224 distorted patch is forwarded to ResNet101-pool1 to get 2048*14*14 feature map. After a series of deconvolution and convolution layers processing, 1*224*224 quality map is obtained. G does not change the image dimensions, which only realizes the dimension reduction through the convolution layers and the dimension expansion through deconvolution layers. Each value in the quality map corresponds to the objective quality score of each pixel in the distorted image. In the prediction stage, the final quality score is obtained by applying average pooling strategy to the quality map, which is depicted in Eqn.
is the quality map generated by G; H and W are the height and width of the quality map.
D is depicted in the bottom of the FIGURE 2, which is modified based on AlexNet. Considering the correlation between the quality map and the corresponding distorted VOLUME 7, 2019 FIGURE 2. The general structure of NQM-GAN. For G, ResNet101-pool1 is utilized to extract features and deconvolution is used to generate quality map. For D, parallel branch is processed separately and merge into the subsequent single processing branch, whose structure is consistent with AlexNet after the first group of convolution, the last 1000 softmax output is replaced with binary logistic outputs. image, both of them are forwarded to D to realize the binary classification. Therefore, the pre-structure of D has two branches, one is for the distorted image, the other is for the generated quality map or Ground Truth alternately. Each branch is processed separately and merge into one single branch, which is consistent with AlexNet after the first group of convolution. It is worth noting there is no subjective pixellevel quality map as Ground Truth, which only has MOS annotation. In order to obtain the Ground Truth corresponding to the quality map, the MOS value is tiled together to get the equal-pixel-value grayscale MOS map consistent with the dimension of the distorted image.
According to the experiments of NQM-GAN on LIVE Challenge in the following section, applying equal-pixelvalue MOS map as the target domain could not make D converge to the expected distribution, thus affect the prediction of G. To solve this problem, the structure is modified and NWQM-GAN and NQS-GAN are proposed.
C. PROPOSED NWQM-GAN MODEL
Not all the areas of the image have the same amount of quality related information. Flat areas such as the sky may be sensitive to some distortions and insensitive to others. Distortions in some prominent areas may be more detrimental to perceived quality. In order to better conform to the quality perception of humans, different areas with different contents should be treated separately and assigned different weights, so as to obtain the predicted quality score more consistent with the subjective perception. Due to the saliency area on human perception, the weighted strategy is utilized to the quality map to get the weighted saliency quality map, thus NWQM-GAN model is designed. The Ground Truth is also modified to the weighted MOS map which is obtained by the multiplication of the MOS map and the saliency map together. Saliency map is obtained by using the saliency detection method proposed by Margolin [52] . This avoids the problem of using equal-pixel-value MOS map as the target domain.
The structure of NWQM-GAN is depicted in the top of FIGURE 1. NWQM-GAN has similar structures with NQM-GAN depicted in FIGURE 2. However, both the poststructure of G and the pre-structure of D apply the weighted saliency strategy to quality map and MOS map separately. The weighted saliency quality map and weighted MOS map are forwarded to D alternately for binary classification, simultaneously the error information is fed back to G. Besides, the sum pooling is utilized to the weighed quality map to calculate the final quality score instead of the average pooling in NQM-GAN. Eqn.(2) depicts the process, where G θ (I d ) represents the weighted saliency quality map generated by G, H and W are the height and width of the weighted saliency quality map.
D. PROPOSED NQS-GAN MODEL
The datasets such as LIVE Challenge only have MOS annotations as labels. Besides, the goal of IQA is to predict the score. Although most of GAN related models generate multi-dimensional image, there is no relevant theory proving that it could only generate multi-dimensional data. Therefore, G is modified to generate the score instead of pixel-level quality map. NQS-GAN is depicted in the middle of FIGURE 1. For the branch of G, since it is not necessary to generate the pixellevel quality map, deconvolution and convolution layers in NQM-GAN are replaced with the fully connected layers to regress a score. As is shown in FIGURE 4 , the 224*224 distorted patch is forwarded to convolution and pooling layers to obtain a 4*4 feature map, then through a simple score regression network including three fully connected layers to get a score.
For the branch of D, the structure is also consistent with that of D in the NQM-GAN. Before forwarding to D, the deconvolution module is added to expand dimensions of quality score or MOS value to merge with the distorted image processing branch. The output of G is a score, which also avoids the problem of using equal-pixel-value MOS map as the target domain.
E. MODIFICATION OF LOSS FUNCTION
Loss function of BIQA-GAN is composed of the loss of G and the loss of D. In BIQA-GAN, the task of D is a binary classifier, which maps the input to the probability space which belongs to the real sample distribution. However, the real sample is not a natural image, but the gray-scale MOS map (saliency weighted MOS map or MOS value) corresponding to the distorted image. In this section, the NQM-GAN is taken as an example to introduce the loss function. The real sample in the NQM-GAN corresponds to the gray-scale MOS map. For the other two improved models NWQM-GAN and NQS-GAN, it is only necessary to replace the real sample with saliency weighted MOS map or MOS value, the rest are the same.
The optimization goal of D is to minimize the classification loss. The loss function of D is the binary classification cross entropy loss which is shown in Eqn.(3), where I d represents the input distorted image; G θ (I d ) represents the generated quality map;X r represents the Ground Truth corresponding to G θ (I d ); y represents the label of D, if the input is G θ (I d ), y is 0;if the input is the Ground Truth,y is 1.
G aims at generating quality map. To let the quality map close to the corresponding Ground Truth pixel by pixel, the loss function of G not only includes the classification error fed back from D, but also the mean absolute error (MAE) which is used for pixel error penalty. As is shown in Eqn.(4), where α and β is the parameter to balance feedback error from D and MAE loss. The optimization goal of G is to minimize the pixel error between quality map and MOS map, meanwhile maximize correct classification error of D.
Compared with the loss function of GAN [28] , it can be seen that the loss function of D does not change in BIQA-GAN, while the loss function of G adds a MAE loss. The addition of MAE loss can further limit the distance between quality map and MOS map. In addition to penalizing pixel error, MAE ensures that G would not produce severe vanishing gradient when the performance of D reaches saturation. In GAN [28] , the gradient of G is only provided by D, which is easy to be affected by D, thus resulting in vanishing gradient and stopping learning. For our proposed loss function of G, even if D fails to provide the classification error gradient, there still exists MAE loss to ensure its gradient not zero.
F. MODEL TRAINING PROCESS
The BIQA-GAN applies back propagation algorithm for random batches. N is the sample numbers for each input. The training algorithm of NQM-GAN is implemented below as the representative.
G. IMPLEMENTATION DETAILS
All the proposed networks are implemented in MXNet. To evaluate the performances of the proposed models, most experiments are carried out on LIVE Challenge. In the experiment, each database is randomly divided into 80% for training and 20% for testing, which ensures that the images in test sets never exists in training sets. For example, LIVE Challenge contains a total of 1,162 natural distorted images, where 80% of the dataset (nearly 930 images) are utilized as the training set, and the remaining 20% (nearly 232 images) as the test set. In order to augment the numbers of the training samples, each distorted image is split to 224*224 image patches with the stride of 40. For each patch clipped from the same distorted image, the MOS (or DMOS) value is set with the same MOS(or DMOS) value with the original distorted image. For optimization, the adaptive moment estimation optimizer (ADAM) is applied. Considering the local contrast normalization would have influence on the contrast variation distortion, which is common in natural distorted images, the mean subtraction method is utilized for data preprocessing, and ImageNet pretrained initialization is utilized for ResNet101 structure in G. Since all the patches of the distorted image are treated equally, the final predicted score
Algorithm 1 Training Process of NQM-GAN Begin:
Initialize model parameters For number of training epochs do: a)Prepare the corresponding subjective MOS maps { x 1r , x 2r , · · · , x Nr } b)Sample the input distorted patches { I 1 , I 2 , · · · , I N } c)Input image patches to G to generate quality maps{ x 1g , x 2g , · · · , x Ng } d)Update D: 1)Input distorted image patches, MOS maps into D to calculate classification error and stochastic gradient.
2)Input distorted image patches,quality maps into D to calculate classification error and stochastic gradient.
3)Update network parameters according to grad d1 and grad d2 based on gradient descent method. e)Update G: 1)Calculate MAE loss according to quality maps in c) and MOS maps.
2)Input distorted patches and quality maps into D, and calculate the feedback classification error.
3)Calculate the stochastic gradient of G.
4)Update G according to grad g based on gradient descent method.
End for Until End of training epochs
of the image is the mean value of all the predicted scores of patches in the image.
IV. EXPERIMENTS A. DATASETS AND METRICS
Existing classical IQA databases include LIVE [18] , TID2008 [19] , TID2013 [20] , CSIQ [21] and LIVE Challenge [29] , [30] . The first four databases are synthetic distorted image datasets, which contain a small number of high-quality reference images, and the related distorted images. LIVE Challenge is authentically distorted image dataset. Most of our experiments are carried out on LIVE Challenge. Comparison experiments are also implemented on LIVE and TID2013.
1) LIVE DATABASE
The LIVE database [18] contains 779 distorted images distorted by 5 distortion types derived from 29 reference images. The 5 distortion types are JPEG compression (JPEG), Fast-Fading (FF), White Noise (WN), Gaussian blur (GBLUR) and JPEG2000 compression (JP2K). A differential mean opinion score (DMOS) is assigned to each distorted image, approximately in the range from 0 to 100. A higher DMOS indicate lower perceptual quality.
2) TID2013 DATABASE
The TID2013 database [20] contains 25 reference images and 3000 distorted images with 24 distortion types. Each image is associated with an MOS in the range from 0 to 9. The first 17 distortion types in TID2013 are shared with TID2008 database. Owing to more distortion types and images, TID2013 is more challenging.
3) LIVE CHALLENGE DATABASE
LIVE Challenge [29] , [30] contains 1,162 natural distortion images. The database contains a total of over 350000 subjective scores evaluated by a total of 8100 unique observers using Amazon online crowd sourcing marking system. FIGURE 5 show the samples from LIVE Challenge.
To evaluate the performance of our models, three correlation criterions are applied in our experiments, which are Spearman Rank Order Correlation Coefficient (SROCC), Pearson Linear Correlation Coefficient (PLCC), and Root Mean Square Error (RMSE).
SROCC is the index to measure whether the prediction score of the model is consistent with the trend of the subjective score, which is shown in Eqn. (8) , where N is the total number of distorted images, d n represents the sorting difference between the subjective score of the n-th image and the prediction score, larger SROCC value indicates more consistence with the human subjective evaluation.
PLCC is the index to measure the linear correlation between the subjective evaluation and objective evaluation after nonlinear regression, which is depicted in Eqn. (9) , where S p represents the predicted quality score, and S m represents the subjective score of the image, larger PLCC value indicates more consistent with the human subjective evaluation.
RMSE is the index to measure the accuracy of the predictions after the nonlinear regression, which is shown in Eqn. (10) , where S p represents the predicted quality score, and S m represents the subjective score of the image. A smaller RMSE value indicates more consistent with the human subjective evaluation.
B. QUALITY MAP AND WEIGHTED SALIENCY QUALITY MAP 1) QUALITY MAP
The samples of quality maps generated by NQM-GAN are shown in FIGURE 6. It is noted that the pixel value distribution is relatively concentrated in the quality maps. The reason is that the ground truth corresponding to the quality map is set to be the equal-pixel-value grayscale MOS map, so the target domain of NQM-GAN is the equal-pixel-value grayscale MOS map. For the quality map, little difference could be found in pixel level, presenting the equivalent gray distribution.
2) WEIGHTED SALIENCY QUALITY MAP
Saliency maps obtained by saliency detection method [52] and the weighted saliency quality maps generated by NWQM-GAN are shown in FIGURE 7 . The brightness distribution of the weighted saliency quality map generated by NWQM-GAN is basically consistent with its corresponding saliency map obtained by saliency detection method [52] , but in some areas it is not reasonable. For example, the bike in the darkness in FIGURE 7(a), street lights are saliency area in (a1). so it is with (a2). This is clearly not consistent with the strategy of applying saliency.
To judge the performances of NWQM-GAN influenced by undistorted reference image generated weighted saliency map, comparison experiments are carried out on LIVE and TID2013. From FIGURE 8 , the weighted saliency quality map generated by NWQM-GAN could better reflect the degree of the distortion. In subjective perception, the distortion degree in (a4) is inferior to that in (a1), the brightness of the corresponding weighted saliency quality map in (a4) is significantly lower than that in (a1), which is in accordance with the corresponding image.
C. ANALYSIS ON DIFFERENT DATASETS
As can be seen from TABLE 1, the correlation coefficients of NWQM-GAN in LIVE and TID2013 do not have obvious gap with that of NQM-GAN, but in LIVE Challenge, the correlation coefficients of NWQM-GAN is obviously smaller than that of NQM-GAN. The reason is that the weighted saliency quality maps in LIVE and TID2013 are directly obtained based on the undistorted reference image. Weighted saliency quality maps in LIVE Challenge could only be obtained by the distorted images. Thus, using saliency weighted map which has been affected by the distorted image is bound to decline the performance. This is the reason why the performance of NWQM-GAN is worse than that of NQM-GAN on LIVE Challenge. Related literatures [53] - [55] about saliency in IQA have also proved that the weighted saliency quality maps should be obtained from the undistorted reference image directly. More reasonable quality weight combining the content and structure information of the image should be taken into account to get a better weighted saliency quality map.
Extensive experiments based on the proposed models are carried out on LIVE, TID2013, LIVE Challenge. Compared with NQM-GAN on LIVE Challenge, NQS-GAN achieves 7.3% and 6.3% improvement in SROCC and PLCC respectively. The performance of NQS-GAN is proved to be very effective to predict the score not only on synthetic distorted databases, but also on authentically distorted databases.
D. ANALYSIS BASED ON NQS-GAN
As is shown in Eqn.(4), α and β are the parameters of balancing the feedback error of D and MAE loss. To get a better NQS-GAN model, comparison experiments are carried out on LIVE Challenge utilizing different α and β. Different parameters represent different models, which are trained separately. As can be seen from TABLE 2, the best model is achieved when α is 0.05 and β is 1.0. 
E. PERFORMANCE COMPARISON
The implementation details of the proposed models have already illustrated in III(G). The dataset is randomly splited to 80% training set and 20% test set, and the median values of correlation coefficients are chosen from the results. The comparison performances of the proposed models and the existing superior IQA models on LIVE, TID2013 and LIVE Challenge are shown in TABLE 3. The proposed BIQA-GAN models are compared with 6 classical or state-of-theart FR-IQA methods ( DeepQA [2] , SSIM [31] , FSIM [32] , GMSD [56] , MDSI [57] , WaDIQaM-FR [58] ), 2 state-ofthe-art RR-IQA methods ( SDM [59] ,RIQMC [60] ) and 18 classical or state-of-the-art NR-IQA methods ( SDM [59] , QAC [63] ,DIIVINE [24] , BRISQUE [6] , BLIINDS-II [61] , NIQE [25] , S3-index [26] , C-DIIVINE [27] , FRIQUEE [22] , Luping [5] , HFD-BIQA [64] , R 3 [65] , DIQaM-NR [58] , BIECON [10] , BPSQM [16] , Hallucinated-IQA [17] ). The top performances for FR and NR metrics are separately highlighted in bold. From TABLE 3, NQS-GAN has superior performance to state-of-the-art NR-IQA methods, even better than DeepQA [2] on LIVE, which is the state-of-the-art FR model. NQS-GAN also achieves a remarkable improvement against Hallucinated-IQA [17] on TID2013. NQM-GAN and NWQM-GAN also have competitive performance comparing with other models on LIVE Challenge. DIIVINE [24] , BRISQUE [6] , BLIINDS-II [61] , NIQE [25] , S3-index [26] , C-DIIVINE [27] , FRIQUEE [22] , BPSQM [16] are the part of the classical NR-IQA models. Although these models have superior performances in synthetic distorted datasets, when applied to the natural distorted datasets, the performances are greatly reduced. This indicates that the natural distortion is far more complex than the synthetic distortion. When these methods designed on synthetic distorted datasets transfer to natural distorted datasets, generalization performances would get worse. For LIVE Challenge, it can be seen that the performances of the proposed models are significantly better than the models designed on the synthetic distorted images, even better than FRIQUEE [22] and Luping [5] , which are proposed specially for natural distorted datasets. Compared with correlation coefficient of BPSQM [16] on LIVE Challenge, NQS-GAN achieves almost 20% and 24% improvement in SROCC and PLCC respectively, which are up to 0.869 and 0.893, highly consistent with the human subjective perception. It is obvious that adversarial learning is competitive for IQA, especially for natural distorted images.
F. STATISTICAL SIGNIFICANCE TEST
Statistical significance test is the experiment to judge whether the performances among different models are significant. In the experiment, t-test is conducted based on the values of SROCC among different models, which are obtained from 80%train-20%test splits. Each pair of the models is compared on Live Challenge database, the results are listed in Table 4 . NQS-GAN is statistically superior to the other no-reference algorithms we evaluated. Our proposed NQM-GAN and NWQM-GAN are also competitive comparing with other models.
G. SCATTER PLOTS
Comparison of scatter plots of subjective MOS against predicted scores obtained from proposed models on Live Challenge database is shown in FIGURE 9. It can be seen that the predicted image quality scores show a nearly linear relationship with MOS values for the proposed models. However, the scatter plot of NQM-GAN is more compact than that of NWQM-GAN. Objective scores predicted by NQS-GAN is more correlated with subjective ratings than NQM-GAN and NWQM-GAN, where most samples compactly gather around the diagonal line. The scatter plots in FIGURE 9 are consistent with the comparison results of our proposed models in Table. 3.
H. CONVERGENCE PERFORMANCE ANALYSIS
In order to analyze the influences of different target domains, the performances of G and D in proposed BIQA-GAN models are compared on LIVE Challenge. FIGURE 10 illustrates the classification accuracy curves of D in the training and testing stages for different models. The blue dot, red triangle and green square curves represent the classification accuracy for all samples, for real samples and for generated samples respectively. FIGURE 11 and FIGURE 12 depict the MAE of G in the training and testing stage on LIVE Challenge. MAE is the distance between the generated sample and the real sample, which reflects the prediction performance of the model.
From the adversarial learning mechanism in GAN, the goal of G is to generate samples to cheat D, and the final state of D is expected to classify all input samples randomly, thus the classification accuracy should be about 0.5. expected state in both training and testing stages, which further proves the excellent performance in the proposed models. TABLE 3 shows that the correlation coefficients in NQS-GAN are significantly better than the other proposed models, which could be illustrated in FIGURE 10 . The reason is that the convergence distribution of D in NQM-GAN and NWQM-GAN deviates from the expected distribution, which affects the prediction of the G. Further, the consistency between the predicted scores and the subjective scores decreases. As for NQS-GAN, the classification accuracy of D converges to nearly 0.5 for all samples, which is consistent with expected distribution. So validation MAE of G in NQS-GAN is lower than that in NQM-GAN and NWQM-GAN, which could be depicted in FIGURE 11 and FIGURE 12 . Therefore, NQS-GAN could better predict the score.
I. COMPUTATIONAL COMPLEXITY ANALYSIS
The image of size 500*500 in Live Challenge is split to 224*224 image patches with the stride of 40. Therefore, there are altogether 49 patches forwarding to the predicted network. The experiment is conducted on a PC with Intel Core i7-5930K CPU with 6 processor of speed 3.5 GHz*12, 62.8GiB Memory, NVIDIA GeForce GTX TITAN X GPU and Ubuntu14.04 64-bit. All the metrics were implemented with Pycharm. The program is running on only 1 GPU.
IQA-CNN [7] is the first attempt to implement CNN to IQA. BPSQM [16] is an excellent model with the state of the art performance in IQA at the time of publishing. The computational complexity comparison experiments are carried out among them. From Table 5 , it can be seen that the computational time of NQM-GAN and NWQM-GAN are very close. The reason is that the structures of the predicting networks are similar. As NWQM-GAN is a little complex in the multiplication of the MOS map and the saliency map, the time consumption is a litter longer. Comparing with them, NQS-GAN require less computing time, the reason for that is the post-structure of G in NQS-GAN is more simple than the post-structure of G in NQM-GAN and NWQM-GAN whose post-structure is a series of deconvolution and convolution layers stacking together. The structure differences could be seen from FIGURE 3 and FIGURE 4 . NQS-GAN not only has excellent performance, but the computation time is less. Comparing with BPSQM [16] , the proposed models are a little longer because of the different network structure. However, the computational complexity of all proposed models is acceptable.
V. CONCLUSION
In this paper, a natural distorted NR-IQA method was proposed in a new perspective, which is the first time that GAN related method applied to the natural distorted image quality assessment. Three different models were designed based on different target domains. The proposed BIQA-GAN models do not require any extra annotations or prior knowledge for training, only with its advantages of self-generating samples and self-feedback training to improve performances. Extensive comparison experiments on LIVE, TID2013 and LIVE Challenge could demonstrate that NQS-GAN has competitive performance on NR-IQA task, which has been proved to be superior to state-of-the-art models.Optimizing our proposed network to predict complex distorted image quality is a potential direction for future work. 
