The Knowledge graph (KG) uses the triples to describe the facts in the real world. It has been widely used in intelligent analysis and understanding of big data. In constructing a KG, especially in the process of automation building, some noises and errors are inevitably introduced or much knowledges is missed. However, learning tasks based on the KG and its underlying applications both assume that the knowledge in the KG is completely correct and inevitably bring about potential errors. Therefore, in this paper, we establish a unified knowledge graph triple trustworthiness measurement framework to calculate the confidence values for the triples that quantify its semantic correctness and the true degree of the facts expressed. It can be used not only to detect and eliminate errors in the KG but also to identify new triples to improve the KG. The framework is a crisscrossing neural network structure. It synthesizes the internal semantic information in the triples and the global inference information of the KG to achieve the trustworthiness measurement and fusion in the three levels of entity-level, relationship-level, and KG-global-level. We conducted experiments on the common dataset FB15K (from Freebase) and analyzed the validity of the model's output confidence values. We also tested the framework in the knowledge graph error detection or completion tasks. The experimental results showed that compared with other models, our model achieved significant and consistent improvements on the above tasks, further confirming the capabilities of our model.
Introduction
In the era of big data, people face enormous challenges in acquiring information and knowledge. A knowledge graph (KG) lays the foundation for the knowledgebased organization and intelligent application in the Internet age with its powerful semantic processing capabilities and open organization capabilities. In recent years, the research and applications of large-scale knowledge graph libraries have attracted increasing attention in academic and industrial circles. The knowledge graph aims to describe the various entities or concepts and their relationships existing in the objective world, which constitutes a huge semantic network map [1] . It usually stores knowledge in the form of triples (head entity, relationship, tail entity), which can be simplified to (h, r, t).
The construction of the preliminary KG has mainly relied on manual labeling [2] [3] , which required a large amount of human annotation or expert supervision, which is extremely labor-intensive and time-consuming. However, there is significant real-world knowledge and the production speed is very fast. Manual annotation can no longer meet the speed of updating and growth of the KG [3] . Therefore, an increasing number of researchers are committed to automatically extracting structured information directly from unstructured Internet web pages, such as Open information extraction [4] [5] [6] , NELL [7] , and so on. At present, the automated construction of the KG has occupied a large proportion. There have been existing amounts of widely utilized, large-scale knowledge graphs, such as Freebase [8] , DBpedia [9] , and Wikidata 1 .
However, some noises and errors will inevitably be introduced in the process of automation. References [10] and [11] verify the existence and problems of errors in the KG. Existing knowledge-driven learning tasks or applications, such as knowledge representation learning and reasoning [12] [13] , knowledge graph completion [14] , knowledge graph error detection [11] [15] [16] , intelligent question answering [17] and information retrieval [18] , assume knowledge in the existing KG is completely correct and therefore bring about potential errors [19] [20] .
For a piece of knowledge in KG, especially from a professional field, it is difficult to clearly determine whether it is true when it is not tested in practice or is not strictly and mathematically proven. For this reason, we introduce the concept of triple trustworthiness for the KG. The triple trustworthiness indicates the degree of certainty that the knowledge expressed by the triple is true. The triple's confidence value is set to be within the interval [0, 1]. The smaller the value is, the greater the probability of the triple is in error. Based on this, we can find possible errors in the existing KG and improve its quality of the KG. At the same time, for an unseen triple outside the KG, the closer the value is to 1, the greater the probability that the triple will be described as a true fact, by which a new correct triple can be identified and be supplemented for the KG. Therefore, the coverage of the KG can be improved.
The goal of this paper is to study how to use appropriate methods to evaluate the trustworthiness of a knowledge triple. In the KG, the same relationship can occur between different entities, and multiple relationships can associate with the same entity at the same time. There are intricate and complex relationships among the triples. Based on the above characteristics, we propose a unified knowledge graph triple trustworthiness measurement framework (TTMF), which is a crisscrossed neural network-based structure. We measure the trustworthy probability that the knowledge expressed by the triple may actually exist, from multiple levels, including the entity level (correlation strength between an entity pair), the relationship level (translation invariance of relation vectors), and the KG global level (reasoning proof of triple related reachable paths). Corresponding to different levels, we generate three different questions and focus on solving them by designing three kinds of Estimators to form a pool. Next, a comprehensive triple confidence value is output through a Fusioner. The main contributions of this article include:
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• We propose a unified knowledge triple trustworthiness measurement framework for the KG that makes comprehensive use of the triple semantic information to globally infer information. We can achieve three levels of measurement and an integration of confidence value at the entity level, relationship level, and the knowledge graph global level.
• The framework has good scalability, which can flexibly expand more Estimators to further enhance the framework's computing power. The framework can be applied over a wide range of scenarios. The confidence value calculated by the framework is tested by using it for the knowledge graph error detection and knowledge graph completion. Experiments have shown that they have achieved good results.
• We have improved a ResourceRank algorithm that can better measure the potential strength of the relationships between entities. We propose a path selection algorithm based on the semantic distance, which can effectively evaluate the reliability of the path in the KG. These algorithms are beneficial to our framework.
This paper is organized as follows. In Section II, we will provide a review of related work. Section III, describes the model architectures used in this work. Section IV, describes the experiment, results, and discussions. Section V provides with the conclusion.
Related Work
The concept of "Trustworthiness" has been applied to knowledge graph related tasks to some extent. Reference [19] proposed a triple confidence awareness knowledge representation learning framework, which improved the knowledge representation effect. There were three kinds of triple credibility calculation methods using the internal structure information of the KG. This method used only the information provided by the relationship, ignoring the related entities. The NELL [7] constantly iterated the extracting template and kept learning new knowledge. It used heuristics to assign confidence values to candidate relations and continuously updated the values through the process of learning. This method was relatively simple but lacked semantic considerations. Dong et al. [3] constructed a large-scale probabilistic knowledge base known as Knowledge Vault, where the reliable probability of a triple was a fusion. Several extractors provided a reliability value; meanwhile, a probability could be computed by the prior models, which were fitted with existing knowledge repositories in Freebase. This method was tailored for their knowledge base construction and did not have good generalization capabilities. Li et al. [14] used the neural network method to embed the words in ConceptNet and provide confidence scores to unseen tuples to complete the knowledge base. This method considered only the triples themselves, ignoring the global information provided by the knowledge base.
The above models used the triple trustworthiness to solve various specific tasks. It can be seen that the triple trustworthiness measurement is important for applications and research. However, at present, there is a lack of systematic research on the knowledge triple trustworthiness calculation method. Our work is devoted to this basic research and proposes a unified measurement framework that can facilitate a variety of tasks.
In this article, we verify the effect of the triple trustworthiness on the two tasks of knowledge graph error detection and knowledge graph complementation. Next, we introduce the related works of these tasks.
The Knowledge graph error detection (KGED) task is dedicated to identifying whether a triple is in error. The existence of noise and errors in the KG is unavoidable. Therefore, error detection is especially important for KG construction and application. Traditional methods [7] [15] [16] were still based on manual detection, and the cost was considerable. Recently, some people have begun to study automatic KG error detection methods [3] [21] [10] . The error detection can actually be regarded as a special case of the trustworthiness measurement, which is divided into two kinds of Boolean value types: "true (trusted)" and "error (untrusted)".
The Knowledge graph completion (KGC) is aimed at predicting links between entities to find new and unseen relation triples through existing knowledge graphs. During completing, we must not only determine whether there is a relationship between two entities but also predict the specific type of relationship. Previous methods mainly included Path ranking algorithms based [22] [23] or Probabilistic graphical models based [24] [25] . In recent years, embedding-based meth-ods [14] [26] [27] have gained a significant amount of attention. Whether two entities have a potential relationship could be predicted by simple functions of their corresponding embeddings indicating they had good efficiency and prospect.
Finally, we introduce Knowledge representation learning (KRL) technology, which is the preprocessing part of our framework construction. Knowledge triples are formal expressions of facts described in natural language. To be able to input triples into the models, we need to vectorize them. Thus, the KRL comes into being. It aims to project the entities and relations in the KG into a dense, real-valued and low-dimensional semantic embeddings. Based on this, we can efficiently measure the semantic correlations of entities and relations. It not only is the foundation of our model construction but also can be directly applied to the tasks of knowledge graph error detection and knowledge graph complementation. The KRL has been a research hotspot in recent years. The main models include TransE [26] , TransH [28] , TransR [29] , TransD [30] , PTransE [31] , ComplEx [32] and others.
The Triple Trustworthiness Measurement Framework
The unified triple trustworthiness measurement framework for design is presented, as shown in figure 1. It is a crisscrossing neural network-based structure. Longitudinally, it can be divided into two levels. The upper is a pool of multiple trustworthiness estimate cells (Estimator). The output of these Evaluators forms the input of the lower-level fusion device (Fusioner). The Fusioner is a Multi-layer perceptron (MLP) to generate the final confidence value for each triple. Viewed laterally, for a given triplet (h, r, t), we consider the triple trustworthiness from three levels and correspondingly answer three hierarchical questions. 1) Is there a possible relationship between entity pairs (h, t)? 2) Can a certain relationship r occur between entity pairs (h, t)? 3) From a global perspective, can other relevant triples in the KG reason that the triple is trustworthy? For these questions we designed three kinds of Estimators, as described below.
Is there a possible relationship between the entity pairs?
We propose an algorithm named ResourceRank, to measure the likelihood of an undetermined relationship occuring between a given entity pair (h, t). This likelihood is one of the important bits of information for evaluating the trustworthiness of the triple. If a pair of entities has a heavily weak relevance, the trustworthiness of the triples formed by the entity pair will be greatly compromised.
As shown in figure 2, there are dense edges (relationships) between node (entity) A and node E, that is, there is a high association strength between A and E, which shows that the likelihood of a relationship between (A, E) should be great. To characterize the association strength between an entity pair, we use the idea of Resource allocation [19] [31] [33] [34] to design the ResourceRank algorithm. The algorithm assumes that the association between entity pairs will be stronger, and more resources are passed from the head entity h through the graph to the tail entity t. The amount of resources passed ingeniously reflects the association strength between the entities. The ResourceRank algorithm mainly includes three steps: 1) Constructing a directed diagram centered on the head entity h.
2) Iterating the flow of resources in the diagram until it converges and calculates the resource retention value of the tail entity.
3) Synthesizing other features and constructing feature vectors as framework input.
Specific details are described below: Each entity is abstracted into a node. If there is a relationship between the entities e 1 and e 2 , a directed edge will exist between them. Therefore, the KG can be mapped as a directed graph, as shown in figure 2. We start from the head entity h and search the graph deeply along the direction of the edge to obtain a subgraph centered on h. This subgraph will have the following characteristics.
(1) This subgraph is weakly connected, that is, starting from h allows every node in the subgraph to be reached. (2) In the initial state, the resource amount of h is 1, the amount of the other node resource is 0, and the sum of all nodes in the subgraph is always 1. (3) There may be multiple relationships between entity pairs but only one directed edge in the subgraph. Depending on the number of these relationships, each edge will have a different width. The larger the width is, the more resource flows through the edge. (4) To facilitate the subsequent operations, we set the search depth to K to limit the range of the subgraph.
The resource owned by node h will flow through all associated paths to each entity node in the entire subgraph. The total amount of resources aggregated into the tail entity through one or more paths indicates how much information is transferred from h to t. It is more likely that a relationship exists between h and t if the resource value is larger. If a node does not exist in this directed subgraph, then its resource is 0. Next, we simulate the resource flow in the directed subgraph until it is distributed steadily. At this time, the value of the resource on the tail entity is R (t | h). We use the PageRank [35] [36] algorithm to iterate the information flow, and the R (t | h) of a node is calculated as follows:
Where, M t is the set of all nodes that have outgoing links to the node t, L (e i ) is the out-degree of the node e i and N is the total number of nodes, and α is generally taken as 0.85. In addition, each entity has different states in the directed subgraph. These states also provide evidence for the judgment of the relationship between entities. To better measure the probability of a relationship between two entities, we also consider the characteristics shown in table 1.
Considering the above six indicators comprehensively, we can construct a feature vector V . After being activating, the vector is transformed into a probability value as RR (h, t), indicating the likelihood that there may be some relationship between the head entity h and the tail entity t. This transformation is:
Here, α is a nonlinear activation function, W i and b i are parameter matrices that can be trained during model training.
In general, we calculate RR (h, t) using the ResourceRank algorithm based on the principle of information flow, and the RR (h, t) is within the range [0, 1]. The closer it is to 1, the more likely it is that there is a relationship between h and t, which allows the assessment of the trustworthiness of the triple at the entity level to answer the questions shown in the title. 
Can the determined relationship r occur between the entity pair (h, t) ?
When we measure whether there is a relationship between entity pairs, we cannot tell what kind of relationship the entity pairs have. For a given triple (h, r, t), we next calculate the possibility of such a relation r occurring between the entity pair (h, t). Here, we use the Translation-based energy function (TEF) algorithm. Inspired by the translation invariance phenomenon in the word embedding space [37] [38] , the relationship in the KG is regarded as a certain translation vector between entities; that is, the relational vector r is as the translating operations between the head entity embedding h and the tail entity embedding t [26] . As illustrated in figure 3 , in the vector space, the same relational vector can be mapped to the same plane and freely translated in the plane to remain unchanged. The triples (BinLaden, Religion, Islam) and (Obama, Religion, Protestantism) should be all correct. However, according to translational invariance of relation vectors, (BinLaden, Religion, Protestantism) must be wrong.
An ideal true triple (h, r, t), it should satisfy h + r ≈ t. The energy function value E(h, r, t) = h + r − t should be infinitely close to 0. The quality of the tuples in the reality, though, is different. Nevertheless, there is an essential law that is consistent; that is, the higher the degree of fit between h, r, and t, the smaller the value of E(h, r, t) will be. This condition is sufficient and necessary. We believe that the smaller the E(h, r, t) value is, the probability that the relationship r is established between the entity pair (h, t) will be greater, and the trustworthiness of (h, r, t) will be better, and vice versa.
The TEF method specifically operates as follows: First, knowledge representation learning technology is used to implement a low-dimensional distributed representation of entities or relations. Second, we compute E(h, r, t) for each triple. Finally, a deformation of the sigmoid function is used to convert E(h, r, t) into a probability value, which represents the probability that the entity pair (h, t) may constitute the relationship r. The conversion formula is as follows:
Here, δ r is a threshold related to the relationship r. When E(h, r, t) = δ r , the probability value P is 0.5. If E(h, r, t) ¡ δ r , then P ¿ 0.5. The λ is a hyperparameter used for smoothing and can be adjusted dynamically along with the model training. The probability P (E(h, r, t)) indicates the trustworthiness that the relationship r occurs between the entity pair (h, t), which answers the second question. This Estimator focuses on the relations and judges the triple trustworthiness from the relation level.
Can other relevant triples in the KG infer that the triple is trustworthy?
We have evaluated the triple trustworthiness from two aspects above. Next, we will use the relevant triples in the KG to further infer the credibility of the target triple. Inspired by "social identity" theory [39] [40], we make an image metaphor: regarding the knowledge graph as a social group, each triple is an individual in society. The degree of recognition of other individuals in society to the targeted individuals (target triples) reflects whether the target individual can properly integrate into the society (i.e., the KG).
There are many substantial multi-step relation paths from head entities to tail entities, and the reachable paths reflect the complex inference patterns among the triples in the KG and indicate the semantic relevance among the entities. Therefore, the semantic correlation information provided by these reachable paths will be an important evidence for judging the triple trustworthiness. Thus, we construct a Reachable paths inference algorithm.
For example, as shown in figure 4 , there are multiple multi-step reachable paths between entity pairs "Bin Laden" and "Saudi Arabia". According to the path "Bin Laden BornInCity → Riyadh CityOf Country → Saudi Arabia", we can firmly infer the fact triple (Bin Laden, Nationality, Saudi Arabia). In addition, we suppose there is a pseudo-triple (Bin Laden, Religion, Christianity) in the KG. The related paths should be very few and illogical, and we should doubt the credibility of this tuple. In contrast, we can find the correct triple (Bin Laden, Religion, Islam) based on multiple reachable paths to simultaneously implement the error detection and trust knowledge supplementation.
To Exploit the reachable path for inferring triple trustworthiness, we need to address two key challenges:
Reachable Paths Selection
In a large-scale knowledge graph, the number of reachable paths associated with a triple may be enormous. We cannot weigh all the paths by balancing the processing costs. In addition, not all reachable paths are meaningful and reliable. For example, the path "Bin Laden DeathInP lace
→ Pakistan
DiplomaticCountry → Saudi Arabia" provided only scarce evidence to reason about the credibility of the triple (Bin Laden, Nationality, Saudi Arabia). Therefore, it is necessary to examine the reliability of each path from which to choose the most efficient reachable paths to use.
Previous works believed that the paths that led to lots of possible tail entities were mostly unreliable for the entity pair. They proposed a path-constraint resource allocation algorithm to measure the reliability of relation paths [19] [31] . Such a method ignored the semantic information of the paths. However, we find that the reliability of the reachable path is actually a consideration of the semantic relevance of the path with the target triple. Therefore, we propose a Semantic distancebased path selection algorithm. The algorithm is described as follows:
Reachable Paths Representation
After the paths are selected, it is necessary to map each reachable path to the lowdimensional vector for subsequent calculations. The previous methods [19] [31] merely considered the relations in the paths. Here, we consider a triple in the paths as a whole, including not only the relationships but also the head, tail entities, since the entities can also provide significant semantic information. The embeddings of the three elements of each triple are concatenated as a node s in the paths. Therefore, a reachable path is transformed into an ordered sequence S = s 1 , s 2 , ..., s n . The semantic information contained in the path can be analyzed using sequence analysis tools.
Recurrent neural networks (RNNs) are good at capturing temporal semantics of a sequence. Long short-term memory (LSTM) [41] is a variant of RNNs, and it has a wide range of applications with good results.
In this paper, we apply LSTM networks to learn the representation of the reachable paths. The LSTM architecture consists of a set of recurrently connected subnets, known as memory cells, which is used to compute the current hidden vector h t based on the previous hidden vector h t−1 , the previous cell vector c t−1 and the current input embedding s t . Each time-step is a LSTM memory cell. The knowledge graph (KG); A given target triple (h, r, t).
Ensure:
Multiple reachable paths most relevant to target triple in semantics. 1: Search the reachable paths from h to t in the KG and store in P (h,r,t) = p 1 , ..., p n ; 2: For each p i = (h, l 1 , e 1 ), (e 1 , l 2 , e 2 ), ..., (e n−1 , l n , t) , calculate 1) the semantic distance between the target relation r and all relations in p i , As SD(p i (l), r) = 1 n l j ∈p i (l) r·l j r l j ; 2) the semantic distance between the target tail entity t and all head entities in p i , as SD(p i (e), t) = 1 n e j ∈p i (e) t·e j t e j ; 3) the semantic distance between the target head entity h and all tail entities in p i , as SD(p i (e), h) = 1 n e j ∈p i (e) h·e j h e j ; 3: Calculate the average distancē SD(p i ) = 1 3 (SD(p i (e), t) + SD(p i (l), r) + SD(p i (e), h)); 4: Based on theSD(p i ), select first T opK paths with the highest scores. 5: Return p i | 1 i T opK, Sort(SD(p i ), descend) illustrates a single LSTM memory cell [42] , which is implemented as the follows:
where, i, f , o and c are the input gate, forget gate, output gate and cell vectors, respectively, b is the bias, σ is the logistic sigmoid function, and W are the trainable parameter matrixes. The LSTM layer encodes s t by considering forward information from s 1 to s t . We use the output vector h t of the last time to represent the semantic information of each reachable path.
We stitch the output h t of the T opK reachable paths together to form a vector RP ((h, r, t) ), which will be used as the output of the Estimator and the subsequent input to the Fusioner.
After the above two challenges are solved, we can use the reachable paths to infer the trustworthiness of the target triple on the KG global level.
Fusing the Estimators
We designed a Fusioner based on a multi-layer perceptron [43] to output the final confidence values of the triples. We have described three different Estimators above. A simple way to combine them is to splice them into a feature vector f (s) for each triple s = (h, r, t) and, f (s) = RR(h, t), p(E(s)), RP (s)
The vector f (s) will be inputted into the Fusioner and transformed passing multiple hidden layers. The output layer is a binary classifier by assigning a label of y = 1 to true tuples and a label of y = 0 to fake ones. A nonlinear activation function (logistic sigmoid) is used to calculate p(y = 1|f (s)) as,
Where h i is the i th hidden layer, W h i and b h i are the parameter matrices to be learned in the i th hidden layer, and W o and b o are the parameter matrices of the output layer. The model's learning loss function is defined as follows,
4 Experiments
In this paper, we focus on Freebase [44] , which is one of the most popular knowledge graphs, and we perform our experiments on the FB15K [26] , which is a typical benchmark knowledge graph extracted from Freebase.
Training Settings
There are no explicit labelled errors in the FB15K. Considering the experience that most errors in real-world KGs derive from the misunderstanding between similar entities, we consider the methods described in [19] to generate fake triples as negative examples automatically with less human annotation. Three kinds of fake triples may be constructed for each true triple: one by replacing the head entity,
True Triples Fake Triples
Confidence Value We implement the neural network using the Keras library 2 . The dimension of the entity and relation embeddings is 100. The batch size is fixed to 50. We use early stopping [45] based on the performance on the validation set. The number of LSTM units is 100. Parameter optimization is performed with the Adam optimizer [46] , and the initial learning rate is 0.001. In addition, to mitigate over-fitting, we apply the dropout method [47] to regularize our model.
In addition, there are some adjustable parameters during the model training. We set K = 4 and T opK = 3. The relation-specific threshold δ r can be searched via maximizing the classification accuracy on the validation triples, which belong to the relation r.
Interpreting the Validity of Trustworthiness
To verify whether the triple trustworthiness output from our model is valid, we perform the following analysis. First, we display the triple confidence values in a centralized coordinate system, as shown in figure 6 In addition, by dynamically setting the threshold for the triple confidence values (only if the value of a triple is higher than the threshold can it be considered trustworthy.), we can measure the curves of the precision and recall of the output, as shown in figure 7 . As the threshold increases, the precision continues to in- crease, and the recall continues to decrease. When the threshold is adjusted within the interval [0, 0.5], there is no obvious change in the recall, and it remains at a high level. However, if the threshold is adjusted within the interval [0.5, 1] , the recall tends to decline. In particular, the closer the threshold is to 1, the greater the decline rate will be. These show that the positive examples universally have higher confidence values (¿ 0.5). Moreover, the precision has remained at a relatively high level, even when the threshold is set to a small value, which indicates that our model can identify the negative instances well and assign them a small confidence value.
Knowledge Graph Error Detection
The Knowledge graph error detection task is to detect possible errors in the knowledge graph according to their triple trustworthy scores. Exactly, it aims to predict whether a triple is correct or not, which could be viewed as a triple classification task [48] .
We construct a test set following the same protocol as shown in Section 4.1 and give several evaluation results. (1) The accuracy of the classification. The decision strategy for classification is simple; if the confidence value of a testing triple (h, r, t) computed by each method is below the threshold 0.5, it is predicted as negative, otherwise, it is positive. (2) The maximum F1-score. For a given threshold, we can measure the precision, recall and F1-score of the output.
As shown in table 2, our model has better results in terms of accuracy and the F1-score than the other models.
The Bilinear model [14] [49] [50] and Multi layer perceptron (MLP) model [3] [14] have been widely applied to the KG related tasks. They can calculate a score for the validity of triples through operations, such as tensor decomposition and nonlinear transformations. Here we convert the scores to the confidence values using the sigmoid function. Compared with the Bilinear and MLP models, our model shows improvements of more than 10% in the two evaluation indicators. We use the TEF method (as illustrated in Section 3.2) to transform the output of the embedding-based models of TransE, TransH, TransD, TransR, and PTransE into triple confidence values. These embedding-based models are better than the traditional method, but their results are affected by the quality of the embeddings. In comparison, our model does not rely on word embeddings. We introduce different embeddings into our model, as shown by Ours TransE, Ours TransH, and Ours PTransE, which have very subtle effects. Since our model makes full use of the internal semantic information of the triple and the global inference information of the knowledge graph, it is more robust to achieve the three-level measure of trustworthiness. Fig 8 shows that the area under the curve (AUC) of our model (Ours TransE) is much larger than the other approaches. Our model achieves an AUC that is 11% higher than that of the TransE, and is more than 12% greater than that of the traditional method MLP. 
Knowledge Graph Completion
The Knowledge graph completion task aims to complete a triple when any one of the head, tail or relationship is missing. For example, given two parts of a triple (h, r, ?), we consider whether there is sufficient trustworthiness to convince us that it is correct when choosing an entity e from the sets of entities to form the candidate triple (h, r, t).
We use test triples in the FB15K as seeds (assuming they are unknown) and divide them into three categories: all pairs of head and relation (h, r, ?), all pairs of head and tail (h, ?, t), and all pairs of tail and relation (?, r, t). Then, we replace all empty positions with the objects in the entity set or relationship set. We then calculate the confidence value for a given complemented triple (h, r, t). When the value is greater than the threshold (¿ 0.5), we judge it to be correct. We conduct two measures as our evaluation metrics. (1) The recall of true triples in our test set. Since the built test set we built is incomplete, if the candidate triple that we identified as true appears in the seed concentration, then it must be correct. If not, we cannot guarantee that it must be wrong. (2) The average trustworthiness score across each set of true triples (Quality) [14] .
By analyzing the results of table 3, we find that our model has a better effect on the three types of completion problems than the other methods. Our model achieves a higher recall compared to other models, which shows that it can more accurately find the correct triple in the test set. In addition, the average trustworthiness score of our model is higher than that the others, which shows that our model can better identify the correct instances and with high confidence values.
Analyzing the Effects of Single Estimators
To measure the effect of single Estimators, we separate each Estimator as an independent model to calculate the confidence values for triples. The results in the knowledge graph error detection test set are shown in table 4. It can be found that the accuracy obtained by each model is above 0.8, which proves the effectiveness of each Estimator. Among them, the Reachable paths reasoning based method (PathsReasoning) achieves better results than the other two Estimators. After combining all the Estimators, the accuracy obtained by the global framework (TTMF) has been greatly improved, which shows that our framework has good flexibility and scalability. It can well integrate multiple aspects of information to obtain a more reasonable trustworthiness. It is worth emphasizing that our framework is flexible and easy to extend. The newly added estimators can train the parameters together with the framework. In addition, the confidence value generated by a single estimator can be extended to the feature vector f (s) straightly.
Conclusion
In this paper, to eliminate the deviation caused by the errors in the KG to the knowledge-driven learning tasks or applications, we establish a unified knowledge graph triple trustworthiness measurement framework. This framework is a crisscrossing neural network structure to calculate the confidence values for the triples in the KG. This trustworthiness can be used to detect and eliminate errors in the KG and identify new unseen triples to supplement the KG. The framework evaluates the trustworthiness of the triples from three perspectives and synthetically uses the triple semantic information and the global inference information of the knowledge graph. Experiments were conducted on the popular knowledge graph Freebase, and the generated triple confidence values were used for the Knowledge graph error detection and Knowledge graph completion tasks. The experimental results confirmed the capabilities of the framework model. The source code and dataset of this paper can be obtained from https://github.com/TJUNLP/TTMF. In the future, we will explore adding more estimators to the framework to further improve the effectiveness of the trustworthiness. We will also try to apply the trustworthiness to more knowledge-based applications.
