Abstract
Introduction
Motion carries a lot of information about spatiotemporal relationships between image objects. Its reconstruction play a very important role in many areas such as video processing, compression and animation. Usually, in video processing it can be used for general temporal filtering of video. In video compression, it is usefull for the removal of temporal video redundancy; in an ideal situation, only the first image and the subsequent motion need to be transmitted. Also, motion reconstruction provides smooth animations by interpolating keyframes.
Recent works in reconstruction of object motion from a sequence of video images, deal with human and general 3D figure motion [5, 17, 19] .
A fundamental step in motion analysis is the ability to perform object tracking. For the past years, several approaches for tracking have been developed. Common ones are based on features [22] , optical flow [4, 3] , active contours [12, 21] and shape models [18, 15] . Some drawbacks suffered by those methods range from low-level problem characterization to manual initialization and expensiveness.
Usually, techniques to track motion in 3D are based on tracking of 2D data [5, 17] , for example, 2D correspondences that identify the projection of the 3D figure in each frame of a video sequence.
Based on this observation, we propose a method to reconstruct motion of binary objects. It is assumed that the motion is smooth. Our approach is based on image moments. Moment invariants allow us to infer the ellipse of inertia, i.e., the best fitting ellipse for a target 2D object [16, 13] . Since an image is the projection of a 3D scene, we can extend this property to get the best fitting ellipsoid for the target 3D object. In [2] , ellipsoids are used to approximate the surface of a 3D object from volumetric data. We work only with 2D information and use image moments to perform structuring of dynamic objects. In this context, moments deal well with noise and uncertainty.
The algorithm is divided in three main stages. In the first stage, we use moments to construct a bsp-tree [9] for each frame of the sequence. This hierarchical representation approximates the object by 2 k ellipses at each level k of the tree. In the second stage, we use the hierarchical structure of a bsp-tree to track the object from frame to frame. Tracking allow us to compute geometric transformations between the sets of ellipses. Motion is represented by those transformations and, in the last stage, motion reconstruction is done by interpolating them.
This paper is organized in six sections including this introduction. Section 2 defines image moment and discusses some properties of them. Section 3 describes the mathematical theory developed by Alexa in [1] , which let us perform the interpolation of geometric transformations. Section 4 is divided in tree subsections. In 4.1 the approximation of an object by ellipses is explained. In 4.2 we show how the hierarchical structure is used for tracking, and the subsection 4.3 describes the procedure that computes the interpolation between the structures. Results and applications are discussed in Section 5 and finally, Section 6 concludes the paper and give directions of future work.
Moments
Image moments and moment-based invariants have been used in pattern recognition and shape analysis for the past 40 years [11, 6, 25] . That is because the representation of image shape features is an active field of research and image moment functions have been demonstrated to be efficient shape descriptors [7, 8, 14] .
The (p+q)th order two-dimensional geometric moments of a image intensity function f (x, y) are defined as:
p, q = 0, 1, 2 . . . , where ξ is the region of the pixel space in which f (x, y) is defined.
Since the gray-level images can be thresholded to segment the object from the background, we will deal with binary images (silhouette images), in this paper. The pixels on the object region are assigned a value 1, and those on the background region are assigned a value 0. In this case, the region ξ consists of only those pixels which correspond to points on the object and have a value 1. Thus, we will use the Silhouette Moments [16] , which constitute a variation of the geometric moments, and are expressed as:
p, q = 0, 1, 2 . . . .
In our case f (x, y) is a digital image, thus the double integral in (1) and (2) must be replaced by a summation. Then, for silhouette images we have:
where the summation extends over all the elements in ξ, i.e., all the "black" pixels in the image. From Eq. (3) we see that m 00 represents the area of the object, i.e., the number of black pixels. The object centroid c can be calculated combining m 00 with the silhouette moments of first-order m 01 and m 10 :
With this framework we can design shape features or measurements that are invariant to certain affine transformations 1 . The moments computed with respect to the object centroid are called central moments and are defined as:
These moments are invariants to translation. A convenient representation for the overall structure of the object (size, position and orientation) is provided by its ellipse of inertia ( Fig. 1 ). This ellipse is centered at the centroid c of the object. Its axes are the lines passing through the centroid for which the second-order central moments about such lines are maximum and minimum respectively; it can be shown that these lines are perpendicular to each other and correspond to eigenvectors of the covariance matrix of the object (i.e., the matrix whose entries are the secondorder central moments with respect to axis going through the centroid).
The angle θ corresponding to the orientation of the major axis and the lengths (w, l) of the semi-axes can be expressed in terms of the zeroth-, first-and second-order central moments, as follows [16] :
where I 1 , I 2 are defined as:
Therefore, an ellipse of inertia can characterize the fundamental shape features, and also represents the two-dimensional position and orientation on an object. To provide a better visualization, in this paper we employ enclosing elements with dimensions (2w, 2l).
Linear Combination of Transformations
In this section, we will describe briefly the approach developed by Alexa in [1] , regarding geometric transformations. In that work, he derives a definition of scalar product and a commutative addition of transformations, based on their matrix representations. Those operations, together, allow the linear combination of transformations. We will use this mathematical tool to interpolate our hierarchical structure, as we will describe in 4.3.
Geometric transformations are fundamental in computer graphics, and are represented as square real matrices. This representation provides an easy way to manipulate and implement the operations between transformations.
Interpolation of transformations is necessary for the representation and reconstruction of motion, and the common way to accomplish this uses matrix factorization [23, 24] , but this approach has some drawbacks. The main one is that standard matrix product is not commutative.
Alexa solved this problem by defining the operations and ⊕ -scalar product and commutative addition -of transformations, respectively.
Considering a transformation T , its matrix representation M and a scalar α, the scalar product is defined as:
If M has no negative real eigenvalues, α T is well defined and the following properties hold:
Let A, B be two square real matrices of the same dimension. The addition A ⊕ B is defined as:
If A and B have primary roots [10] , the limit above exists, ⊕ is commutative, A ⊕ B is real if A and B are real, and the following properties hold:
• since A commutes with A −1 , the inverse of A with respect to ⊕ is the standard matrix (product) inverse A −1 .
The operations and ⊕ can be computed using the matrix exponential and logarithm [10] . They are expressed as: r A = e r logA (10) and
Using these equations, we are able to perform a linear combination of an arbitrary number of transformations T i with weights w i :
We will use the formulation in Equation 12 to interpolate the hierarchical structure which constains the informations about the object motion.
The Method
We use a hierarchical bsp-tree to approximate the target object by a set of ellipses of inertia in each frame [20] . Each ellipse from the current frame is matched into an ellipse in the consecutive frame. Thus, we are able to track a particular part of the object troughout the frame sequence. We compute a geometric transformation between the correspondent ellipses, and finally achieve the representation and reconstruction of the motion by interpolating from one transformation to another.
Hierarchical Structure
For each frame of the image sequence a bsp-tree is constructed. Each node in the tree represents an ellipse of inertia that approximates a part of the target object. Level k of the tree (k = 0 for the root) has 2 k nodes, corresponding to a set of 2 k ellipses that represent the object at that level. The bsp-tree is assumed to have the same number of levels for all frames of the image sequence. Each node contains the following parameters:
• µ 00 -zeroth-order central moment;
• µ 11 , µ 02 , µ 20 -second-order central moments;
• c = (x c , y c ) -object centroid (ellipse's center);
• w, l -lengths of the ellipse's major and minor semiaxis, respectively;
• θ -orientation angle of ellipse's major axis;
• d -direction of the ellipse's minor axis and bsp's partition line;
• M -matrix representation of the geometric transformation between this ellipse and its correspondent in the previous frame.
The parameters above are computed according to Eq. (4), Eq. (5) and Eq. (6), with exception of direction d, whose definition is:
with θ as in (6) . Given a frame i of the sequence and the number k of levels of the tree, the procedure that constructs the approximating bsp-tree consists of the following steps:
Tracking
Let bsp j be the tree at frame j and d ij the bsp's partition line for each node i of bsp j .
To guarantee the correspondence between ellipses in consecutive frames, it is necessary to maintain the consistency of the successive directions d ij , according to the orientation angle θ calculated in each frame (Eq. 6). 5 -Add two children nodes to the bsp 1 root node, and for each one, apply recursively the algorithm (steps 2, 3 and 4) until reaching level k.
For each pair of consecutive frames apply the algorithm above.
Interpolation
Object motion is represented hierarchically in the bsp-tree structures that were computed and matched for all frames. To reconstruct this motion, we interpolate the transformations contained in those structures and compute new ones containing the interpolated parameters.
Given bsp j and bsp j+1 bsp-trees of two consecutive frames in the sequence, and a real number 0 < exp < 1, the pseudo-code of the procedure that constructs a new tree between the consecutive ones is:
The procedure InterpNode interpolates the parameters stored at two correspondent nodes, and it is given by:
A, B ⇐ extremities of ellipse major axis in bspj a, b ⇐ extremities of ellipse minor axis in bspj
To get all the benefits of this motion interpolation, it is necessary that the object motion have been well represented at the ellipses set.
Results and Applications
In this section we show some results in order to demonstrate the structuring and tracking algorithms. In addition, we discuss how to apply the algorithm to perform object reconstruction. Figure 3 shows the structuring algorithm for a "S" shape. More examples can be seen at [20] . Figure 4 , all ellipses at level 3 for a deforming object are shown. One can observe that the ellipses capture the overall movement of the object. In Figure 5 we show only the ellipse for a level 2 decomposition, in order to demonstrate that the algorithm is capable of maintaining an appropriate correspondence between the set of ellipses for each frame.
Ellipse Fitting and Tracking
(a) (b) (c) (d)
Object Reconstruction
Assuming that input images in the sequence are binary, that they contain just one target object, and the motion is smooth, as in our algorithm, we are interested in reconstructing a image I * between two consecutive images I i and I i+1 of the input sequence.
The first step is to construct the bsp-tree for each image and match them. For this, we need to choose the best number k of fitting ellipses to represent the target object. (Re- member that all bsp-trees have the same quantity of levels, and level k contains 2 k nodes). Next, the geometric transformations between I i and I i+1 are calculated and stored at the bsp-tree of I i+1 .
Supppose that we want to interpolate exactly one frame between I i and I i+1 . This means, for example, that we want to apply to the scene in I i "half" the transformations that takes I i into I i+1 . In this case, we use exp=0.5 at the interpolation algorithm.
For each leaf node of the interpolated tree we identify its correspondent sub-image. For each pixel location in the sub-image, the inverse of the transformation stored at the correspondent leaf node is applied, leading to a pixel location in I i . The pixel at the destination receives the same color as the pixel in the origin.
To reconstruct rigid motion, just the bsp-tree root node (level k = 0) is required, since motion in each object's piece is the same. This means that the object is represented by only one ellipse. Figure 6 shows two consecutive frames and a intermediate one, which was interpolated with exp = 0.5. The ellipses representing the object in each frame are shown, as well. In addition to rotation and translation, this example contains a slight scale.
We need to pay more attention to non-rigid motion, since image discontinuity may occur (Fig. 7) . This happens when we use information stored at level k of the bsp-tree, with k > 0, to perform the reconstruction. The reason is that, at this time, the algorithm handles with motion in each subimage individually.
Even thus, using level k, k > 0, provides a better reconstruction for non-rigid motion (Fig. 8) . Although discontinuity appears, it decreases when k increases (Fig. 9 ).
Conclusion and Future Works
In this paper we have proposed a method for reconstruction of motion in an image sequence. In addition, the presented technique performs structure and tracking of moving objects. The algorithm uses image moments to build a hierarchical bsp-tree structure, which approximates the object by a set of ellipses at different levels. Tracking is performed by exploiting structural and temporal coherence of the representation. Geometric transformations between those ellipsoidal structures are computed and motion reconstruction is achieved by interpolating them.
Some problems that we did not address in this paper are occlusion, tracking of multiple objects and motion discontinuities. Future work will go in these directions. Also, we intend to handle images discontinuities in non-rigid motion and to apply the algorithm to track real objects in video sequences.
Another possible application consists of transferring the captured movement of a given object to another. For instance, this could be used to produce new character animation based on the behavior of an existing animation.
We also would like to extend our approach to 3D space. We intend to use ellipsoids instead ellipses, getting the 3D approximation of the object. 
