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Abstract
We study a variant of the multi-armed bandit problem where side information in the form
of bounds on the mean of each arm is provided. We describe how these bounds on the means
can be used efficiently for warm starting bandits. Specifically, we propose the novel UCB-SI
algorithm, and illustrate improvements in cumulative regret over the standard UCB algorithm,
both theoretically and empirically, in the presence of non-trivial side information. As noted in
(Zhang & Bareinboim, 2017), such information arises, for instance, when we have prior logged
data on the arms, but this data has been collected under a policy whose choice of arms is based
on latent variables to which access is no longer available. We further provide a novel approach
for obtaining such bounds from prior partially confounded data under some mild assumptions.
We validate our findings through semi-synthetic experiments on data derived from real datasets.
1 Introduction
We study the problem of adaptively learning the best interventions (arms) by an agent that is given
access to a partially recorded (confounded) log of interventions and their corresponding effects. We
draw inspiration from several real-world problems, for example, with medical records, sensitive
information such as conversations between doctors and patients, and some test results might either
not have been recorded or be otherwise unavailable due to privacy concerns. We seek to address the
question: Can we use such logged data to perform a non-trivial transfer of knowledge, despite the
confounding?
One might immediately answer this question positively by hypothesizing that direct methods
such as choosing the intervention that was chosen most often in the log may work well. However, the
presence of confounding factors can alter the best intervention for the agent, making such methods
infeasible in general. As a concrete example, it is well known that treatment of acute ischemic
strokes with intravenous tissue plasminogen activators (tPA) is remarkably effective if started within
3 hours of the onset of symptoms. However, if more than 3 hours have passed, a less-effective
medical therapy is recommended, as tPA can have adverse side effects and increased chances of
hemorrhage [26]. Thus, if the time since the onset of symptoms was unrecorded, the log would
suggest the use of tPA in all cases: this is because the doctor generating the logs (who had access
to time-since-onset; the confounder) would not have prescribed tPA in deprecated situations. Thus
most logs that had tPA as an intervention would show only positive effects. Using such a log (with
time to onset unrecorded) and (wrongly) inferring that tPA is always the best intervention can now
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lead to unfavourable outcomes in situations where patients take a longer time to reach the hospital
after the onset of symptoms (e.g. areas with poor access to healthcare).
We develop a two-step approach to address this problem. In the first step, we need to extract
upper and lower bounds on the average effects of each interventions from the data. This problem has
been addressed in the non-confounded setting in [38] and in the no-context setting in [32]. However,
these methods do not extend when certain contexts are missing in the log. We present a novel
method to extract bounds on the average effects of each interventions under confounding contexts.
In the second step, we apply the knowledge of these bounds on the average effect to select
interventions online to maximize effect (reward). When the reward is Bernoulli (e.g. intervention
succeeded/failed), the authors in [39] develop the Bounded KL Upper Confidence Bound (B-kl-UCB)
algorithm with pruning, that modifies kl-UCB in [10] by clipping arm-indices at the upper bound
on mean reward. However, with general reward distributions, B-kl-UCB may not fully exploit the
bounds efficiently (as we see later, it can over-explore suboptimal arms).
More generally, when the type of distribution of the reward is known, a long line work in
the stochastic bandit literature culminate in the general framework of structured bandits in [11].
However, assuming knowledge of the reward distribution may not always be feasible in practice.
For example, in case of a stroke, the outcome of an intervention can lie anywhere in a spectrum of
damage (e.g. quantified by the amount of time that the patient is in hospital). In these situations,
the framework of structured bandits that uses knowledge of reward distributions [11] cannot be
applied readily. In such settings where bounds on mean reward are known but the type of reward
distribution is unknown, we present a novel UCB-type algorithm which provides improvements over
state-of-the-art by using the extracted information.
Our main contributions are as follows.
Bandits with Side Information: We develop UCB-SI, which prunes the arms that are determin-
istically suboptimal given the mean bounds (as in [39]), and then at each time chooses the arm with
the largest modified upper confidence bound (UCB) index among the remaining arms. For each
arm, the exploration constant in the UCB index is set as a function of all the mean bounds, and
then truncated at the upper bound of that particular arm (see, Equations (1) and (2)).
We reduce exploration of suboptimal arms in a principled manner. Suppose, for all arms the
reward samples are supported over [a, b], and the k-th arm has mean reward µk ∈ [lk, uk]. We use
these bounds on means to derive an improved concentration bound (Theorem 2), which enables
us to decrease the exploration bonus in the standard UCB algorithm. Further, we show that
when the maximum lower bound across arms lmax = maxk lk ≥ a+b/2, the best arm rewards are√
(lmax − a)(b− lmax)-subgaussian. Despite that fact that other arms do not share this property, we
show that it suffices to explore all arms using this subgaussian parameter. More generally, UCB-SI
is not an optimistic algorithm – unlike standard UCB, it is optimistic only for the best arm. While
this could result in under-exploring suboptimal arms, we show formally that this, in fact, improves
regret scaling (even asymptotically) over standard UCB (Theorem 1).
Transferring knowledge from confounded data: We develop techniques to extract upper and
lower bounds on the means of arm rewards from partially confounded logged data. Specifically, we
consider a dataset that has been collected by an oracle that observes the full context, takes the
optimal action and receives the corresponding rewards. However, the log only contains some parts
of the context along with the corresponding (action, reward) pair. Using bounds on the gap between
the means of the best and second best arms as observed by the oracle, as well as the corresponding
gap between best and worst arms, we derive upper and lower bounds on the mean rewards of arms
to be used by an agent that acts only based only on the recorded parts of the context. These bounds,
we show, are tight in the sense that there are instances that meet both the upper and lower bounds.
Synthetic and Real-data Experiments: We compare UCB-SI with 3 baselines: Standard UCB,
Clipped UCB and B-kl-UCB [39]. We present synthetic examples for UCB-SI and experiments based
on the Movielens 1M dataset [14] to validate our theoretical results on transferring from confounded
logs, and show empirical improvements in regret. We highlight that the quality of side information
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imposes two extreme behaviors in the transient regimes of the algorithms that can use the side
information (Clipped UCB, B-kl-UCB and UCB-SI) namely– those of zero regret or linear regret.
1.1 Related Work
Bandit problems have seen a lot of interest over the past few decades (see [6, 20] for comprehensive
surveys). A vein of generalization for the same has seen numerous advances in incorporating several
forms of side information to induce further structure into this setting. Notable among them are
graph-structures information [9, 35], latent models [21, 4, 19, 31], expert models [3, 23], smoothness
of the search space [17, 33, 7], among several others. Our work introduces side information through
logged data, that has been the focus of recent studies [39, 38]. The former assumes that the log
contains no information of the variables that affect reward generation, while the latter assumes
that all such variables are present. Our model seeks to find the middle ground, by assuming that a
fraction of these variables are included in the logs.
Our learning setting fits the general regime of Structured Bandits in [11], and the Bernoulli
setting was studied in [39]. These works assume that the rewards are sampled from a parametric
family of distributions and develop algorithms that rely on these distributions (essentially using
KL-divergence of these distributions). Further, the OSSB algorithm in [11] is designed to match lower
bounds. However, both these works involve solving multiple semi-infinite optimization problems
(often not having closed form solutions) at each time. In contrast, we only assume that rewards are
supported on a finite interval [a, b] (no distribution assumptions); further, UCB-SI is a linear time
algorithm that does not involve any optimizations at each time-step. Along another thread, the
non-contextual setting in [8] provides algorithms with bounded regret if the mean of the best arm
and a lower bound on the minimum suboptimality gap is known. These techniques, however, do not
apply in our setting as the side information we consider does not allow us to extract such quantities
for visible contexts.
The extraction of mean bounds from confounded logs has been studied in the context of estimating
treatment effects in the presence of confounders. Here, actions are treatments, and the rewards
capture the effects of this choice. A line of existing work performs sensitivity analysis by varying
a model on the latents, measured variables, treatments and outcomes in a way that is consistent
with the observed data [28, 5, 27]. Recently in [36, 40], a universal bound on the ratio of selection
bias due to the unobserved confounder is assumed. This means that the treatment choice has
a bounded sensitivity on the unknown context (i.e. mostly irrelevant). We deal with the other
extreme, where we assume that the outcomes in the log are recorded using an unknown optimal
policy (under complete information), and that the knowledge of worst case sub-optimality gaps
for the given latent context space is known. Our assumption allows for strong dependence on the
unknown context.
2 Bandits with Side information
Problem Setting: We consider a multi-armed bandit instance with K0 arms. Each arm is
associated with a fixed bounded distribution with support [a, b], common across all arms, from
which rewards are drawn independently at each time. Arms are labeled as {1, 2, ...,K0} and the
mean of arm k ∈ [K0] is denoted as µk. Let µ∗ be the reward of arm i∗ = arg maxk∈[K0] µk. At each
time t ≥ 1, an agent plays an arm At ∈ [K0] and observes the reward Yt associated with the chosen
arm. The agent is allowed to use the accumulated rewards to inform future choices.
Additionally, for each arm k ∈ [K0], the agent is provided with quantities lk, uk such that
lk ≤ µk ≤ uk. For each k, lk, uk ∈ [a, b] serve as lower and upper bounds (respectively) on the mean
reward of arm k. The upper and lower bounds can be different for different arms. We note that the
observed reward samples can lie outside [lk, uk] (but supported over [a, b]).
A policy is considered optimal if it plays an the arm i∗ at each time. The goal of the agent is to
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Algorithm 1 UCB with Side Information (UCB-SI).
1: Inputs: Upper and lower bounds for each arm k ∈ [K0] : uk, lk.
2: Pruning Phase:
3: Define lmax = maxk∈K0 lk and eliminate all arms i ∈ [K0] with ui < lmax.
4: Rename the remaining arms to be in {1, 2, ...,K}.
5: Learning Phase:
6: Set UCB index scaling parameters ck for each arm as in Equation (1).
7: for t = 1, 2, 3, ... do
8: Play arm At = arg maxk∈[K] Uk(t− 1) and observe reward Yt.
9: Increment TAt(t) and update µˆAt(t).
10: Update Uk(t) as in Equation (2).
11: end for
minimize its average cumulative regret at time T , defined as RT =
∑T
t=1 E[µ∗−Yt]. The cumulative
regret is the expected difference in rewards accumulated by its policy from that of an optimal one.
2.1 UCB with Side Information
We now present a novel bandit algorithm, the Upper Confidence Bound Algorithm with Side
Information (UCB-SI), designed to accommodate the mean bounds for each arm into the multi-armed
bandit setting. UCB-SI is summarized in Algorithm 1 and consists of two phases discussed below.
1. Pruning Phase: In this phase, the mean bounds are used to discard deterministically
suboptimal arms. In particular, let lmax = maxk∈[K0] lk. Then, all arms i such that ui < lk are
discarded. Such a strategy can also be seen in [39].
2. Learning Phase: Let {1, 2, ..,K} be the remaining number of arms after the pruning stage
(K ≤ K0). Firstly, we set for each arm k ∈ [K],
σ2k =

(lk − a)(b− lk) if lk ≥ a+b2
3
2 (uk − a)(b− uk) if uk ≤ 3a+b4
(b−a)2
4 otherwise
, ck =
{
(lmax − a)(b− lmax) if lmax ≥ a+b2
σ2k otherwise
. (1)
Let Tk(n) =
∑n
t=1 1{At = k} be the number of times arm k is played up to time n, and let
µˆk(n) =
1
Tk(n)
∑n
t=1 Yt1{At = k} be its empirical mean at time n. Then, for each arm, we set
Uk(t) = min
{
uk, µˆk(t) +
√
2ck log(f(t+ 1))
Tk(t)
}
, for f(t) = 1 + t log2(t). (2)
Under-exploring suboptimal arms: We note that the variance parameter for each arm k in
UCB is replaced by ck that depends on lmax in the exploration bonus term when lmax ≥ (a+b)/2.
Thus, all arms are potentially explored using the highest lower bound instead of an arm-specific
variance bound. The intuition is: We can show that lmax is a lower bound for the best arm’s
mean, and thus, (lmax − a)(b− lmax) is an upper bound on the variance for the best arm’s reward.
However, all other arms also use this same value of ck. We show that setting exploration parameters
as above ensures that the best arm is not under-explored. On the other hand, suboptimal arms
might be under-explored, but this only improves the cumulative regret (as sub-optimal arms are
played less frequently). Thus UCB-SI is not an optimistic bandit algorithm – the estimates are
optimistic only for the (unknown) best arm. We will see that this results in a strict improvement in
the dominant regret term (even asymptotically) with respect to the standard UCB algorithm when
lmax > (a+ b)/2.
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2.2 Regret Upper Bounds for UCB-SI
1. Pruning: In the first step of the algorithm, arms that can be identified as suboptimal are
discarded.
Claim 1. An arm i ∈ [K0] with µi = µ∗ is never pruned.
Proof: Suppose not. Let k = arg maxk∈[K0] lk. Then, Then, ∃i ∈ [K0] such that µ∗ = µi < lmax ≤ µk,
a contradiction.
Thus, it is sufficient to prove regret guarantees for the set of arms that remain after pruning.
We assume without loss of generality that after pruning the arms are indexed in non-decreasing
order of mean, i.e., µ∗ = µ1 > µ2 ≥ ... ≥ µK , where K ≤ K0. We also define the suboptimality gap
of an arm k as ∆k = µ∗ − µk. The following theorem bounds the regret of UCB-SI.
Theorem 1. For all n ≥ 1, the expected cumulative regret of Algorithm 1 satisfies
Rn≤
∑
k:∆k>0,
µ∗≥uk+ ∆k2
min
{
5∆kc1
(µ∗−uk)2 ,
20c1
∆k
}
+
∑
k:∆k>0,
µ∗<uk+
∆k
2
∆k+
20c1
∆k
+
8ck
∆k
(
log(f(n))+
√
pi log(f(n))+1
)
Relation to UCB: When lmax > (a+ b)/2, the multiplicative constant for the log(·) term is a
strict improvement over the bound for standard UCB [20]. More concretely, with [0, 1] bounded
rewards, the regret bound for standard UCB [20], Section 8.1 has a multiplicative constant 2/∆k,
for the log(·) term whereas UCB-SI has the corresponding constant of 8lmax(1− lmax)/∆k , which is
a strict improvement when lmax > 1/2. Further, as also in [39], we incur only a constant regret for
those arms where uk + ∆k/2 ≤ µ∗ (we call such arms as meta-pruned).
Relation to kl-UCB: With Bernoulli rewards, kl-UCB has the multiplicative constant for the
log(·) term as ∆k/d(µk,µ∗), where d(·, ·) is the Bernoulli KL-divergence [10]. On the other-hand,
UCB-SI has the corresponding constant of 8ck/∆k = 8lmax(1− lmax)/∆k when lmax ≥ a+b/2. Now
if µk is small enough, and lmax > (1− ) for some small enough , the additional side information
in UCB-SI provides a strict benefit over kl-UCB (e.g. µ∗ = 0.98, µk ≤ 0.18, lmax = 0.97.). Further,
with this setting, if only non-trivial lower bounds on means are available (i.e. the upper bounds
uk = 1), then B-kl-UCB has the same asymptotic performance as kl-UCB. More generally beyond the
Bernoulli case, with other distributions on rewards, we empirically observe that UCB-SI outperforms
B-kl-UCB in several settings (see Section 4). These gains over B-kl-UCB arise primarily because it
does not globally under-explore suboptimal arms using lmax.
Our regret result relies on an improved concentration bound that uses the side-information to
sharpen the the standard Chernoff-Hoeffding Bounds in [15].
Theorem 2 (Chernoff-Hoeffding Bound with Side Information). Let {Xi}ni=1 be a sequence of i.i.d
random variables with support [a, b] and mean µ such that l ≤ µ ≤ u. Let µˆn = 1n
∑n
i=1Xi. Then,
for all  ∈ [0, u− l],
P(µˆn − µ ≥ ) ≤

exp
(
− n22(l−a)(b−l)
)
, l ≥ b+a2
exp
(
− n23(u−a)(b−u)
)
, u ≤ b+3a4
exp
(
− 2n2(b−a)2
)
, always
.
The proofs of Theorems 1 and 2 can be found in the appendix. A similar result as Theorem 2
holds for P(µˆ− µ ≤ −) (see, appendix). We next provide a proof sketch for our main result.
Key Ideas and Proof Sketch of Theorem 1. Beyond pruning of arms, the main benefits in UCB-SI
stem from a decreased exploration bonus with respect to standard UCB, detailed below.
Arm-specific reduction of exploration: We show the k-th arm is σk-sub-Gaussian, where σk is
defined in (1). This follows readily from the modified Chernoff-Hoeffding bounds in Theorem 2.
Global under-exploration of sub-optimal arms: As a thought experiment, suppose that we
were told that only the best-arm has σopt-sub-Gaussian rewards, with other arm rewards having
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higher variance. We show that treating the k-th arm (incorrectly) as min(σk, σopt)-sub-Gaussian
suffices. Indeed, for the optimal arm we use the correct exploration constant ensuring the UCB
index for the optimal arm rarely falls below its mean. Furthermore, as the exploration constant
(and thus the UCB index) is decreased for a sub-optimal arm, this arm is under-explored because
it has a lower probability of crossing the optimal mean µ∗. Thus, setting parameters as above is
optimistic only for the best arm, but not so for any other arm; despite that, this modification results
in logarithmic regret with asymptotic improvements over standard UCB.
Coming back to our setting, we show that lmax > (a+b)/2 (and some other cases) results in
non-trivial σopt (i.e. σ2opt < (b−a)
2/4). Indeed, in this case we know that the optimal arm has mean
µ∗ > lmax. Hence, by the use of the modified Chernoff-Hoeffding bound we know the optimal arm is
σopt-sub-Gaussian for σopt =
√
(lmax − a)(b− lmax), whenever lmax ≥ a+b2 . This results in a strict
improvement over the standard UCB regret (that uses (b−a)2/4 as the exploration constant, following
the universal variance bound for a random variable supported over [a, b]).
3 Knowledge Transfer
In this section, we consider the task of extracting non-trivial bounds on mean from partially
confounded data from an optimal oracle. We provide guarantees on the obtained mean bounds
under a mild assumption (formalized shortly). These mean bounds can then be used to warm start
an agent by initializing instances of UCB-SI in Algorithm 1.
The Oracle Environment: We consider a contextual environment, where nature samples a context
vector (z, u) ∈ C = Z ×U from an unknown but fixed distribution P. We assume that sets Z and U
are both discrete. At each time any of the K0 actions from the set A = {1, 2, ...,K0} can be taken.
The reward of each arm k ∈ A for a context (z, u) ∈ C has mean µk,z,u and support [0, 1]1. For each
context (z, u) ∈ C, let there be a unique best arm k∗z,u and let µ∗z,u be the mean of this arm.
Confounded Logs: The oracle observes the complete context (zt, ut) ∈ C at each time t and also
knows the optimal arm k∗zt,ut for this context. She picks this arm and observes an independently
sampled reward yt with mean value µk∗zt,ut ,zt,ut = µ
∗
zt,ut . She logs the information in a dataset while
omitting the partial context ut. In particular, she creates the dataset D = {(zt, kt, yt) : t ∈ N}.
The Agent Environment: A new agent is provided with the oracle’s log. In this paper, we
consider the infinite data setting. The agent makes sequential decisions about the choice of arms
having observed the context zt ∈ Z at each time t = {1, 2, ...}, while the part of the context u ∈ U
is hidden from this agent. Let at be the arm that is chosen, zt be the context, and Yt be the
reward at time t. Define the average reward of arm k ∈ A under the observed context z ∈ Z as
µk,z =
∑
u∈U µk,z,uP(u|z).
The optimal reward of the agent under context z ∈ Z is defined as µ∗z = maxk∈A µk,z. The agent
aims to minimize her cumulative regret for each context separately. The cumulative reward for each
z ∈ Z at time T is defined as: Rz(T ) = E [
∑
t I(zt = z)(µ∗z − Yt)]
3.1 Transferring Knowledge through Bounds
The agent is interested in the quantities µk,z, the mean reward of arm k under the partial context z,
for all arms k ∈ A and contexts z ∈ Z, to minimize her cumulative regret. As the oracle only plays
an optimal arm after seeing the hidden context u, the log provided by the oracle is biased and thus
µk,z can not be recovered from the log in general. However, it is possible to extract non-trivial upper
and lower bounds on the average µk,z. In a binary reward and action setting, similar observations
have been made in [39]. Alternative approaches to this problem, that include assuming bounds on
the inverse probability weighting among others, are discussed in Section 1.1.
Our assumption below is different, and in a setting where there are more than two arms. We
specify that the logs have been collected using a policy that plays an optimal arm for each (z, u) ∈ C,
1By appropriate shifting and scaling, this can be generalized for any finite interval [a, b].
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but do not explicitly impose conditions on the distributions. Instead, in Assumption 1, we impose a
separation condition on the means of the arms conditioned on the full context. We define:
Definition 3. Let us define δz, δz for each z ∈ Z as follows:
δz ≤ min
u∈U
[
µ∗z,u − max
k∈A,k 6=k∗z,u
µk,z,u
]
, δz ≥ max
u∈U
[
µ∗z,u − min
k∈A,k 6=k∗z,u
µk,z,u
]
.
Thus, for each observed context z, these quantities specify the sub-optimality gaps between the
best and second best arms, as well as the best and the worst arms, respectively and which hold
uniformly over the hidden contexts u ∈ U .
Assumption 1 (Separation Assumption). The vectors {δz, δz : z ∈ Z} are provided as a part of
the log. Additionally, for each z ∈ Z, we have that δz > 0.
Remarks on Model and Assumption 1.
• Relation to Gap in Agent Space: We note that these gaps in the latent space and do not
allow us to infer the gap in the agent space. However, due to optimal play by oracle, these gaps
help in obtaining mean bounds for all arms, even those which have not been recorded in the log
(Theorem 4).
• Interpretation: The gap δz gives us information about the hardest arm to differentiate in the
latent space when the full context was observed (δz analogously is for the easiest arm to discredit).
We also note that our approach can still be applied when the trivial bound δz = 1, or universal
bounds not depending on context δ ≥ δz, δ ≤ δz are used, leading to bounds that are not as tight.
• Motivating Healthcare Example: Often, hospital medical records contain information zt
about the patient, the treatment given kt, and the corresponding reward yt that is obtained (in
terms of patient’s health outcome). However, a good doctor looks at some other information ut
(that is not recorded) during consultation and prescribes the best action kt under the full context
(zt, ut). If one is now tasked with developing a machine learning algorithm (an agent) to automate
prescriptions given the medical record z, this agent algorithm needs to find the best treatment k(z)
on average over P(u|z). Furthermore, the gaps on treatments effects can potentially be inferred
from other datasets like placebo-controlled trials.
• Existing alternate assumptions: Studies in [36, 40] impose conditions on bounded sensi-
tivity of the effects with respect to the hidden/unrecorded context (effectively, that this context
does not significantly alter the effect). In our work, we explore the other alternative where the
treatment has been chosen optimally with respect to the hidden/unrecorded context, and allows
strong dependence on this hidden context.
Quantities computed from log data: The following quantities can now be computed by the
agent from the observed log for each arm k ∈ [K0] and each visible context z ∈ Z:
1. pz(k) : The probability of picking arm k under each context z is denoted as pz(k). Mathematically,
pz(k) =
∑
u∈U :k=k∗z,u P(u|z).
2. µz : The average reward observed under each context z is defined as µz. It can be computed
by averaging observed rewards for all the entries with context z. This can be written as µz =∑
u∈U µ
∗
z,uP(u|z).
3. µz(k): The contribution from arm k to the average reward µz. Therefore, we have µz(k) =∑
u∈U :k=k∗z,u µ
∗
z.uP(u|z).
Precise mathematical definitions of these quantities can be found in the appendix.
Bounds in terms of computed quantities: Using the quantities defined above, the following
theorem describes how one can compute lower and upper bounds on the arm rewards in the agent
space.
Theorem 4. The following statements are true for each k ∈ [K0] and z ∈ Z:
1. Upper Bound: µk,z ≤ uk,z := µz − δz(1− pz(k)).
2. Lower Bound: µk,z ≥ lk,z := max{µz(k), µz − δz(1− pz(k))}.
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Note that these bounds can be provided for all arms k ∈ [K0] and contexts z ∈ Z. Specifically,
bounds can also be extracted for the arms that are never played in the log. This comes as a result
of the gaps defined in Definition 3. Next, we show the existence of instances for which our bounds
are tight.
We say an instance is admissible if and only if it satisfies all the statistics generated by the log
data. The following proposition shows all the bounds that are defined in Theorem 4 are partially
tight.
Proposition 5. For any log with uk,z, lk,z as defined in Theorem 4 the following hold.
1. There exists an admissible instance where upper bounds µk,z = uk,z, for all k ∈ [K0] and
z ∈ Z.
2. For each k ∈ [K0] and z ∈ Z, if lk,z = µz(k), there exists an admissible instance where
µk,z = lk,z.
The proofs of Theorem 4 and Proposition 5 are provided in the appendix and use conditioning
on the latent context u ∈ U and along with the definitions of the computed quantities above in order
to establish the results. The bounds obtained in Theorem 4 can thus be used to warm-start the
UCB-SI (Algorithm 1), which satisfies the regret bounds in Theorem 1, for uk = uk,z and lk = lk,z
for each partial context z ∈ Z.
4 Experiments
In this section, we compare the performance of UCB-SI with three algorithms summarized below:
1. Standard UCB [2]: The arm indices are U (1)k (t) = µˆk(t) +
√
2c log((f(t))/Tk(t) where c = (b−a)2/4.
2. B-UCB: The arm indices of standard UCB are clipped at their respective upper bounds, i.e.,
U
(2)
k (t) = min(uk, U
(1)
k (t)).
3. B-kl-UCB: Here, the arm indices suggested by kl-UCB (Algorithm 2 in [10], with f(t) = 1+t log2(t)
as in [20], Section 10.2) are clipped at the respective upper bounds. For Bernoulli rewards, it is
identical to the algorithm in [39].
Each algorithm chooses the arm with the highest arm index at each time.
(a) Global UE, favorable SI (b) Global UE, adversarial SI (c) Meta-pruning only
(d) Local UE, favorable SI (e) Local UE, adversarial SI (f) Uninformative SI
Figure 1: Synthetic Experiments: Best arm is Arm 1 in all cases. The captions show the type of instance.
UE = Under-Exploration, SI= Side Information. Favorable SI = best arm has largest upper bound,
Adversarial SI = suboptimal arm has largest upper bound. Observations: Global UE allows UCB-SI to
outperform B-kl-UCB, while for local UE, they perform comparably. All algorithms with clipping display
the meta-pruning feature. Standard UCB never outperforms UCB-SI.
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Synthetic Experiments: To illustrate the various dynamics that the side information imposes on
the algorithms, we provide synthetic experiments on a 3-armed bandit instance. The rewards are
in [0, 1] and are drawn independently from a clipped normal distribution with variance 0.1. This
information is not provided to any of the algorithms to maintain fairness. All plots are averaged
over 100 independent runs. These can be found in Figure 1.
Movielens 1M: The Movielens 1M dataset [14] consists of over 1 million ratings of over 3900
movies by 6000 users. Each user is associated with attributes of age, gender and occupation. We
complete the reward matrix using the SoftImpute algorithm [24] using the fancyimpute package [30].
Users are clustered based on attributes. Confounded logs are generated with one attribute being
visible and upper and lower bounds are computed using Theorem 4. All plots are averaged over 100
independent runs. The results are shown in Figure 2.
(a) Age: 0-17 (b) Age: 18-24
(c) Age: 25-49 (d) Age: 50+
Figure 2: Experiments on Movielens 1M: Arm rewards are in [0,5]. True means and bounds are shown to
the left and regret plots on the right. The captions show the range of Age (visible context). The top 13
movies(arms) were sub-sampled from over 3900 movies based on ratings, lmax ∈ [3, 3.5] > 2.5 for all the plots.
Additional information on experiments and plots are provided in the appendix.
Discussions: We classify side information into two categories based on the arm that possesses the
largest upper bound: favorable if it is the best arm, and adversarial otherwise. Depending on the type,
the transient performance of the algorithms that can use the side information (B-UCB, UCB-SI, B-kl-
UCB) show either zero regret (Figures 1f and 1d) or linear regret (prominent in Figure 1e) over finite
intervals. We also observe that improvements due to meta-pruning is seen in algorithm that use the
upper bounds in order to clip the arm indices. Further discussion on these observations are deferred
to the appendix. We empirically observe that (a) Global under-exploration (lmax ≥ (a+ b)/2) causes
UCB-SI to (potentially) outperform, (b) In case of local under-exploration(uk ≤ (3a+ b)/4), UCB-SI
performs comparably to B-kl-UCB, even with significantly lesser computation and (c) UCB-SI is
never worse than standard UCB asymptotically (as proven theoretically).
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Appendix A Bandits with Side Information
In this section, we provide regret upper bounds for Algorithm 1. We will first prove Theorem 2,
which will play a key role in establishing the necessary lemmas in order to prove the main result in
Theorem 1
A.1 Improved Chernoff-Hoeffding Bounds
This modification of the standard Chernoff-Hoeffding bounds in [16] utilizes the side information
in order to tighten the Taylor series expansions that are used to bound the moment generating
functions of the random variable in the standard approach. We recall that by doing so, improvements
can be had in certain regimes where the side information is highly informative.
Proof of Theorem 2. The proof is organized in three steps:
1. Hoeffding Inequality with Side Information: Let for all i, Yi = Xi − µ, then E[Yi] = 0.
Define g = u− l and θ = µ−ab−a . For any s ≥ 0, let r = s(b− a). Then s(a− µ) = −sθ(b− a). Also,
θ ∈ [θl, θu] ⊆ [0, 1] for θl = l−ab−a and θu = u−ab−a . Thus, we have
exp(sY1) ≤ (b−µ)−Y1b−a exp(s(a− µ)) + Y1−(a−µ)b−a exp(s(b− µ))
E[exp(sY1)] ≤ b−µb−a exp(s(a− µ)) + µ−ab−a exp(s(b− µ))
E[exp(sY1)] ≤ exp(s(a− µ))
(
b−µ
b−a +
µ−a
b−a exp(s(b− a))
)
E[exp(sY1)] ≤ exp(−θr) (1− θ + θ exp(r))
E[exp(sY1)] ≤ exp (−θr + log (1− θ + θ exp(r))) .
Where the first inequality uses the convexity of exp(·).
Consider φθ(r) = −θr + log (1− θ + θ exp(r)). We have the following,
φ′θ(r) = −θ + θ exp(r)1−θ+θ exp(r) , φ′′θ(r) = θ exp(r)1−θ+θ exp(r)
(
1− θ exp(r)1−θ+θ exp(r)
)
By the Taylor series expansion of φθ(r) around r = 0, we obtain φθ(r) ≤ maxv∈[0,r] 12r2φ′′θ(v).
The inequality φ′′θ(v) ≤ 1/4 holds, and is tight without side information (for example, at θ = 1/2
and v = 0). All the above steps and observations are standard and can be traced back to [16].
We now start incorporating the side information. Analyzing the expression in more detail, we
observe that
max
v∈[0,r]
φ′′θ(v) = φ
′′
θ(0) = θ(1− θ), ∀θ ≥ 12 ,
max
v∈[0,r]
φ′′θ(v) = φ
′′
θ(log(1/θ − 1)) = 1/4, ∀θ ∈ [ 11+er , 12),
max
v∈[0,r]
φ′′θ(v) = φ
′′
θ(r), ∀θ ≤ 11+er .
In the first case, the function φ′′θ(v) is shown to be non-increasing in the interval [0, r]. In the second
case, the optimal is obtained for v = log(1/θ − 1). In the third case, the optimal is obtained for
v = r, as the function φ′′θ(v) can be shown to be non-decreasing in the interval [0, r].
Using these bounds, we can write,
E[exp(sY1)] ≤

exp
(
1
2s
2(b− a)2θ(1− θ)) , θ ≥ 12
exp
(
1
8s
2(b− a)2) , θ ∈ [ 11+exp(s(b−a)) , 12)
exp
(
1
2s
2(b− a)2φ′′θ(s(b− a))
)
, θ ≤ 11+exp(s(b−a))
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Using the fact that θ ∈ [θl, θu], we get E[esY1 ] ≤ e
cµ,s
2 s
2(b−a)2 , where
cµ,s :=

θl(1− θl), θl ≥ 12
φ′′θu(s(b− a)), θu ≤ 11+exp(s(b−a))
1
4 , always
(3)
2. Upper Tail Bound: Focusing our attention to the upper tail inequality we have for appropriate
values of cµ,s as defined earlier,
P(µˆn − µ ≥ ) ≤ min
s≥0
exp(−n) (E[exp(sY1)])n
≤ min
s≥0
exp(−n+ n cµ,s2 s2(b− a)2)
= exp
(
− n2
2cµ,s∗ (b−a)2
) [
where s∗ = 
cµ,s∗ (b−a)2
]
Now, since  ∈ [0, g], we have s∗(b − a) ≤ 4 gb−a ≤ 4u−ab−a = 4θu. But θu ≤ 11+exp(4θu) for all
θu ≤ 0.26. Also, exp(4θu)/(1− θu + θu exp(4θu))2 ≤ 1.453 for all θu.
Therefore, we have for all θu ≤ 0.26, cµ,s∗ ≤ 1.453. To complete the proof of the upper
concentration bound, we plug in the values of cµ,s∗ to give
P(µˆn − µ ≥ ) ≤

exp
(
− n2
2θl(1−θl)(b−a)2
)
, θl ≥ 1/2
exp
(
− n2
2.91θu(1−θu)(b−a)2
)
, θu ≤ 0.26,  ∈ [0, g]
exp
(
− 2n2
(b−a)2
)
, always
3. Lower Tail Bound: For the lower tail we use Y˜i = µ − Xi for all i ∈ [n], and θ˜ = b−µb−a ,
r = s(b− a) which yields
E[exp(sY˜1)] ≤ b−µb−a exp(s(µ− a)) + µ−ab−a exp(s(µ− b))
≤ exp(s(µ− b))
(
µ−a
b−a +
b−µ
b−a exp(s(µ− b))
)
= exp
(
−rθ˜ + log(1− θ˜ + θ˜ exp(r))
)
Therefore, by using θ˜l = b−ub−a and θ˜u =
b−l
b−a , an analogous argument give the lower concentration
bound as,
P(µˆ− µ ≤ −) ≤

exp
(
− n2
2θ˜l(1−θ˜l)(b−a)2
)
, θ˜l ≥ 1/2
exp
(
− n2
2.91θ˜u(1−θ˜u)(b−a)2
)
, θ˜u ≤ 0.26,  ∈ [0, g]
exp
(
− 2n2
(b−a)2
)
, always
A.2 Regret Upper bound for UCB-SI
We now turn our attention to the proof of the regret guarantee of UCB-SI (Algorithm 1) in Theorem
1. As we have seen that the optimal arm is never pruned out (Claim 1), it is enough to study
the regret performance of the algorithm on the remaining set of arms: {1, 2, ...,K}. We will first
establish a series of Lemmas that will then imply the theorem readily. As previously stated, we
assume without loss of generality that after pruning, the arms are arranged in non-increasing order
of means, i.e., µ∗ = µ1 > µ2 ≥ ... ≥ µK .
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The approach that we follow to prove our results matches the general framework for UCB-type
algorithms as in Chapter 8 of [20]. However, the key differences are in Lemmas 6 and 7, where we
incorporate the ideas of global exploration and meta-pruning respectively.
We recall that a random variable X with µ = E[X] is said to be σ-subgaussian if E[es(X−µ)] ≤
exp
(
− sσ22
)
.
Our first lemma establishes that each arm is appropriately subgaussian.
Lemma 6. The following statements are true:
1. Samples from any arm k ∈ [K] are always σk-subgaussian.
2. Samples from the best arm are always
√
ck-subgaussian.
Proof. The first statement follows directly as a consequence of Equation (3) in the proof of Theorem
2.
To prove the second statement, consider that lmax ≥ (a+b)/2. Since µ∗ ≥ lmax, we must have
that µ∗ ∈ [lmax, u1]. Thus, applying Equation (3) and using the condition for lmax, we conclude the
result.
The next lemma proves that meta-pruned arms are only played a constant number of times
asymptotically.
Lemma 7. Let arm k ∈ [K] be such that ∆k > 0 and µ∗ ≥ uk + ∆k/2. Then, for all n ≥ 1,
E[Tk(n)] ≤ min
{
5c1
(µ∗ − uk)2 ,
20c1
∆2k
}
.
Proof. Since µ∗ ≥ uk + ∆k/2, we have that {At = k} ⊆ {U1(t) ≤ uk}. Thus,
E[Tk(n)] = E
[
n∑
t=1
1{At = k}
]
≤ E
[
n∑
t=1
1{U1(t− 1) ≤ uk}
]
≤ E
[
n∑
t=1
1
{
µˆ1(t)− µ∗ ≤ uk − µ∗ −
√
2c1 log(f(t))
T1(t− 1
}]
≤
n∑
t=1
n∑
r=1
exp
− r
2c1
(√
2c1 log(f(t))
r
+ µ∗ − uk
)2
(Using Union Bound, Lemma 6 and Theorem 2)
≤
n∑
t=1
1
f(t)
n∑
r=1
exp
(
−r(µ
∗ − uk)2
2c1
)
≤ 2c1
(µ∗ − uk)2
n∑
t=1
1
f(t)
≤ 5c1
(µ∗ − uk)2
≤ min
{
5c1
(µ∗ − uk)2 ,
20c1
∆2k
}
where the last inequality follows from the assumption on uk.
Beyond this point, our results follow using arguments congruent to the proof of Theorem 8.1
in [20], however, we present them here for completeness.
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Lemma 8 (Lemma 8.2 in [20]). Let {Xi} be a sequence of zero mean, independent σ-subgaussian
random variables. Let µˆt = 1t
∑t
r=1Xr,  > 0, a > 0, u = 2a
−2 and
κ =
n∑
t=1
1
{
µˆt +
√
2a
t
≥ 
}
κ′ = u+
n∑
t=due
1
{
µˆt +
√
2a
t
≥ 
}
Then, E[κ] ≤ E[κ′] ≤ 1 + 2−2
(
a+
√
σ2pia+ σ2
)
for each n ≥ 1.
We refer the reader to the proof of [20] for the proof, as it follows readily.
Lemma 9. For the best arm, E [
∑n
t=1 1{U1(t− 1) ≤ µ∗ − }] ≤ 5c12 .
Proof. We have
E
[
n∑
t=1
1{U1(t− 1) ≤ µ∗ − }
]
= E
[
n∑
t=1
1{U1(t− 1) ≤ µ∗ − }
]
= E
[
n∑
t=1
1
{
µˆ1(t)− µ∗ ≤ −−
√
2c1 log(f(t))
T1(t− 1)
}]
≤ 5c1
2
This follows by using the union bound and Lemma 6 for Arm 1 (See Theorem 8.1 in [20] for more
details on the inequality).
Lemma 10. If k ∈ [K] is such that ∆k > 0, µ∗ < uk + ∆k/2, then,
E[Tk(n)] ≤ 1 + 20c1
∆2k
+
8ck
∆2k
(
log(f(n)) +
√
pi log(f(n)) + 1
)
.
Proof. Since uk ≥ µ∗ − ∆k/2, {At = k} ⊆ {Uk(t − 1) ≤ µ∗ − } ∪ {Uk(t) > µ∗ − , At = k} for
 ∈ (0,∆k).
Thus, we have that
E[Tk(n)] ≤ E
[
n∑
t=1
1{U1(t− 1) ≤ µ∗ − }
]
+ E
[
n∑
t=1
1{Uk(t− 1) > µ∗ − , At = k}
]
≤ 5c1
2
+ E[
n∑
t=1
1{Uk(t− 1) > µ∗ − , At = k}]
(Using Lemma 9)
For the second term, following the steps in the Proof of Theorem 8.1 in [20] and using Lemma 8
above, we get
E[
n∑
t=1
1{Uk(t− 1) > µ∗ − , At = k}]
= E
[
n∑
t=1
1
{
µˆk(t− 1) +
√
2ck log(f(t))
Tk(t− 1) > µ
∗ − , At = k
}]
≤ 1 + 2
(∆k − )2
(
ck log(f(n)) +
√
c2kpi log(f(n)) + ck
)
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Substituting, we get
E[Tk(n)] ≤ 5c1
2
+ 1 +
2ck
(∆k − )2
(
log(f(n)) +
√
pi log(f(n)) + 1
)
≤ inf
∈(0,∆k)
5c1
2
+ 1 +
2ck
(∆k − )2
(
log(f(n)) +
√
pi log(f(n)) + 1
)
The result follows by setting  = ∆k/2.
We are now ready to prove the theorem.
Proof of Theorem 1. The theorem now follows immediately using Lemmas 7 and 10. This is because
we can decompose regret as
Rn =
n∑
t=1
E[µ∗ − Yt] =
∑
k:∆k>0,
µ∗>uk+∆k/2
∆kE[Tk(n)] +
∑
k:∆k>0,
µ∗≤uk+∆k/2
∆kE[Tk(n)]
Appendix B Knowledge Transfer
Now, we present the proof of the main result in Section 3.1. We recall the notation and the definitions
of the quantities that can be computed given the confounded logs. For all z ∈ Z, u ∈ U , k ∈ A, we
have
1. The mean of any arm k under the full context (z, u) ∈ C = Z × U is denoted by µk,z,u, while
that under the partial context z is µk,z =
∑
u∈U µk,z,uP(u|z).
2. The mean reward of the best arm under the full context (z, u) is µ∗z,u = maxk′∈A µk′,z,u, which
is unique and the mean of the best arm under the partial context z is µ∗z = maxk′∈A µk′,z .
The best arm under the full context (z, u) is unique and is denoted by k∗z,u.
3. The mean reward observed under the context z in the log is defined as
µz =
∑
U∈U
µ∗z,uP(u|z).
4. The probability of arm k being optimal under the context z in the log is given by
pz(k) =
∑
u∈U :k=k∗z,u
P(u|z).
5. The contribution towards µz by arm k is given by
µz(k) =
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z).
6. Splitting pz(k) based on best arm reward greater or lesser than or equal to the maximum gap
δz, we have
p>z (k) =
∑
u∈U :k=k∗z,u,µ∗z,u>δ¯z
P(u|z), p≤z (k) =
∑
u∈U :k=k∗z,u,µ∗z,u≤δ¯z
P(u|z).
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7. Splitting µz(k) based on best arm reward greater or lesser than or equal to the maximum gap
δz, we have
µ>z (k) =
∑
u∈U :k=k∗z,u,
µ∗z,u>δz
µz,u(k)P(u|z), µ≤z (k) =
∑
u∈U :k=k∗z,u,
µ∗z,u≤δz
µz,u(k)P(u|z).
We refer the reader to Definition 3 for the interpretations of δz and δz for each z ∈ Z.
Proof of Theorem 4. For the upper bound, we split the expectation into two parts: (z, u) where k
is optimal, and (z, u) where k is not optimal. We have
µk,z =
∑
u∈U
µk,z,uP(u|z)
=
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
µk,z,uP(u|z)
(Splitting the sum into parts based on the optimality of k)
≤
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
(
µ∗z,u − δz
)
P(u|z)
(If k 6= k∗z,u, then its reward is at most µ∗z,u − δz)
=
∑
u∈U
µ∗z,uP(u|z)− δZ
 ∑
u∈U :k 6=k∗z,u
P(u|z)

= µz − δZ(1− pz(k)) (Using the definitions of µz and pz(k))
The inequality follows since the logs are assumed to be collected under an optimal policy. This
completes the proof of the upper bound.
We prove the lower bound in two parts. First,
µk,z =
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
µk,z,uP(u|z) ≥ µz(k) (4)
The above inequality hold easily from the definition of µz(k) and the non-negativity of the rewards
µk,z,u for all k ∈ [K], (z, u) ∈ C.
Secondly,
µk,z + δz(1− pz(k)) =
∑
u∈U
µk,z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
δzP(u|z)
(using definitions of µk,z and pz(k))
=
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
(
µk,z,u + δz
)
P(u|z)
≥
∑
u∈U :k=k∗z,u
µ∗z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
µ∗z,uP(u|z)
(k suboptimal =⇒ µ∗z,u − µk,z,u ≤ δz)
= µz (5)
where the inequality uses the definition of δz. From the above two inequalities, Eq. (4) and (5), we
can infer the lower bound easily.
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Next, we prove our result on tightness.
Proof of Proporsition 5. Upper Bound Tightness: For the tightness of the upper bound, notice
that
uk,z =
∑
u∈U
µ∗z,uP(u|z)− δz
∑
u∈U :k 6=k∗z,u
P(u|z)
=
∑
u∈U :k=k∗z,u
µk,z,uP(u|z) +
∑
u∈U :k 6=k∗z,u
(µ∗z,u − δz)P(u|z).
Which is the same as the quantity µk,z =
∑
u∈U µk,z,uP(u|z) when
µk,z,u = µ
∗
z,u − δz ∀u ∈ U : k 6= k∗z,u
If the above equality holds for all k ∈ [K0] and all z ∈ Z, we have that µk,z = uk,z. This instance
is admissible since it maintains the means of the best arms are unchanged, and thus do not affect
the quantities µz and pz(k) for any k. Thus, there exists an admissible instance where the upper
bounds for each arm is tight.
Lower Bound Partial Tightness: Fix an arm k, and a partial context z. For the tightness
of the lower bound for this particular arm k and partial context z, we make the inequality in the
derivation equations (4) tight.
If we are in the first case when µz(k) ≥ µz − δz(1− pz(k)) (i.e. Eq. (4) decides the lower bound),
we can set µk,z,u = 0 for all hidden contexts in Ukz := {u : k∗z,u 6= k}, where k is not the optimal
arm. This does not alter the log statistics, as for these contexts (z, u) for u ∈ Ukz we never observe
arm k. Furthermore, we have
µz(k) ≥ µz − δz(1− pz(k)) =⇒
∑
u:k∗z,u 6=k
(µ∗z,u − δz)P(u|z) ≤ 0.
This implies that for all u ∈ Ukz, we have that µ∗z,u ≤ δz.
Now, we only need to prove that δz, δz remain consistent with the modifications made to the
µk,z,uforu ∈ Ukz. For this, let
uz = arg max
u∈U
[
µ∗z,u − min
k 6=k∗z,u
µk,z,u
]
uz = arg min
u∈U
[
µ∗z,u − max
k 6=k∗z,u
µk,z,u
]
Suppose u ∈ Ukz. Then, δz remains unaffected since µ∗z,u ≤ δz fro all u ∈ Ukz. Now, if u 6∈ Ukz, δz
does not change since no rewards were affected outside of Ukz. Therefore, δz is consistent with the
modified instance.
Now, suppose u ∈ Ukz. Then, δz remains a valid lower bound to the minimum gap, since
changing µk,z,u to 0 for u ∈ Ukz can only increase the minimum gap. On the other hand, if u 6∈ Ukz,
then δz remains unchanged. Therefore, δz remains consistent with the modified instance.
Therefore, this instance is admissible and lk,z = µk,z for this instance.
Appendix C Quality of Side information and effects on performance
In this section, we expand on the observations made in Section 4. Let us consider an instance of
UCB-SI with two arms 1,2 with upper bounds u1, u2 respectively such that u1 > u2. Since the
indices of each arm is initialized to be its upper bound, at time t = 1, arm 1 is picked, and its
indices of all of the arms are recomputed. Since arm 2 has not been played, its index remains fixed
at the upper bound u2. Since arm 1’s index is updated, one of the following is true:
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1. U1(1) > u2; thus, arm 1 is picked once more at time t = 1.
2. U1(1) > u2; in which case, arm 2 will be chosen at time t = 1.
Thus, we see that until a time t1 where the index of arm 1 is such that U1(t1) < u2, we only
play arm 1. After time t1, arm 2 will be explored aggressively until a time t′ where it has gained
log t′ samples (this is similar to the behavior of the standard UCB algorithm). Arm 1 is picked
intermittently when its index exceeds that of arm 2. After which, the algorithm behaves similarly
to standard UCB and matches its performance, but with the exploration bonuses set appropriately.
Thus, if Arm 1 was indeed the best arm, until the time t1, UCB-SI (and more generally any other
algorithm with a clipping step) would incur no regret. This is the case in the so called favorable
instances. However, if Arm 1 was suboptimal, a regret of ∆1t1 would be incurred, which is the case
in the adversarial instances. The arguments above can be extended easily to fit settings with more
than 2 arms as well. This shows the close interplay between the type of the side information with
the performance of algorithms that can use the same.
Appendix D More on Experiments
D.1 Synthetic Experiments
The presented synthetic experiments were chosen to display specific regimes of operation. Each of
the experiments used three arms with rewards that were drawn from a clipped Gaussian distribution
in [0, 1]. Each plot was averaged over 100 independent runs and presented with 25% confidence
intervals. The cases presented and the observations are summarized below:
1. Global Under-Exploration: In this case, the largest lower bound was greater than 0.5.
Thus, ck, set according to Equation (1) used the value of lmax to set the exploration parameters
for each of the arms. In this regime, we observe that UCB-SI can outperform B-kl-UCB, even
with significantly reduced computation.
2. Meta-Pruning Only: In this case, the side information was chosen to be unhelpful for
pruning or for explicit setting of ck for each arm. However, one of the arms were meta-pruned,
i.e., its upper bound lay below the true mean of the best arm. This arm was thus plays only a
constant number of times asymptotically. This phenomenon is a result of clipping arm indices
at the respective upper bounds and thus affected the performance of all but the standard
UCB algorithm.
3. Local Under-Exploration: Here, the upper bounds of the arms were sufficiently small,
such that they could be used to set ck for each arm k as 3uk(1−uk)/2. In this case, we see that
UCB-SI is outperformed by B-kl-UCB. However, the difference in their performances is not
significant.
4. Uninformative Side Information: In this case, the side information provided did not allow
for non-trivial settings for ck, and did not allow for the presence of meta-pruned arms since
all arms had the same upper bound of 1. In such a case, we see that UCB-SI matches the
performance of the standard UCB algorithm.
D.2 Movielens 1M Dataset
This dataset consists of 6040 users, from whom over 1 million ratings of 3952 movies are collected.
Each user is associated with a gender, age, occupation and zip code. In this work, we ignore the
zip-code. The ratings (or rewards) lie in the interval [0, 5]. The reward matrix of size 6040× 3952
is then completed using the SoftImpute algorithm from [24]. All plots are averaged over 100
independent runs and are presented with the corresponding 10% confidence intervals.
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With gender visible: A meta-user is created for each (gender, age, occupation) combination by
averaging out all the users that share those attributes. The list of movies is reduced to the set that
these meta users rate the best. Then, the age and occupation attributes are hidden, and the upper
and lower bounds for each movie is computed using the confounded log for each arm under each
of the two genders. This is used as side information for the UCB-SI algorithm. Experiments on
each gender are then carried out separately. At each time, meta-user is uniformly sampled with the
gender being fixed and the reward for any movie bootstrapped from the meta-user. The results are
averaged over 300 sample paths.
With age visible: This dataset groups users into 7 different age groups of 0− 17,18− 24,25−
34,35− 44,45− 49,50− 54,55+. We create meta-users with the age groups 0− 17, 18− 25, 25− 49
and 50+. After this, we follow the same procedure as described above.
With occupation visible: We create meta-users by grouping users into 8 clusters namely;
Student, Academic, Scientific, Office, Arts, Law, Retired and Others. Then, the experiments are
carried out in the same way as above.
The results of these experiments are presented in Figures 3 and 4.
(a) Male (b) Female
Figure 3: Experiments on Movielens 1M with gender being the visible context
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(a) Student (b) Academic
(c) Scientific (d) Law
(e) Office (f) Arts
(g) Retired (h) Others
Figure 4: Experiments on Movielens 1M with occupation being the visible context
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