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Abstract—Situation AWareness (SAW) is essential for many
mission critical applications. However, SAW is very challenging
when trying to immediately identify objects of interest or zoom
in on suspicious activities from thousands of video frames. This
work aims at developing a queryable system to instantly select
interesting content. While face recognition technology is mature,
in many scenarios like public safety monitoring, the features of
objects of interest may be much more complicated than face
features. In addition, human operators may not be always able
to provide a descriptive, simple, and accurate query. Actually,
it is more often that there are only rough, general descriptions
of certain suspicious objects or accidents. This paper proposes
an Interactive Video Surveillance as an Edge service (I-ViSE)
based on unsupervised feature queries. Adopting unsupervised
methods that do not reveal any private information, the I-ViSE
scheme utilizes general features of a human body and color
of clothes. An I-ViSE prototype is built following the edge-fog
computing paradigm and the experimental results verified the
I-ViSE scheme meets the design goal of scene recognition in less
than two seconds.
Keywords-Online Query, Smart Surveillance, Privacy Preserv-
ing, Video Feature Extraction, Decentralization.
I. INTRODUCTION
Smart Cities pervasively deploy video cameras for informa-
tion collection [28] and Situation Awareness (SAW). While
cameras enable 24-7 continuous collection of city footprints,
the huge amount of video data brings new challenges, among
which the top two are the scalability [22] and the privacy
[9]. As streaming video increases, it becomes infeasible to
have human operators sitting in front of hundreds of screens
to catch suspicious activities or identify objects of interests
in real-time. Actually, with millions of surveillance cameras
deployed, video search is more vital than ever. For example, it
is very time consuming for the operator to find a specific scene
where a certain action took place among hundreds of hours
of video streams. As from the experimental collection, when
a security officer is looking for a suspicious person on the
run, the cameras are not adequately responsive. In collection
scenarios, a method that allows real-time video querying and
facilitates thousands of frames and performs instant object
identification is desperately needed, which is able to look
through thousands of frames and identify the object of interest
instantly. Meanwhile, many people are very much concerned,
some are even paranoid about the invasion of their privacy by
the cameras from streets, stores, and in the community [5].
This work aims at enhancing security surveillance through
efficient design of queryable operations. The query responses
selectively highlights meaningful content and instantly pro-
vides interactive knowledge of mission-critical tasks. The
paper tries to answer an interesting but challenging question
that is very meaningful to highly interactive operations: can we
make surveillance systems queryable and privacy-preserving?
An ideal security surveillance algorithm is expected to fulfill
the following functions without violating people’s privacy: (1)
identify the object of interest, (2) match the video frames with
the description query, and (3) report the camera ID or geo-
location. Although face recognition based approaches are very
mature today, it brings up deep concerns on privacy violation.
In many practical application scenarios like public safety
monitoring, features of objects of interest may be much more
complicated than facial feature recognition. In addition, the
operators may not be always able to provide simple, concise,
and accurate queries. Actually, it is more often that operators
merely provide rough, general, and uncertain descriptions of
certain suspicious objects or accidents.
Because of the tight constraints on time delays and com-
munication network bandwidth, it is not practical to outsource
the huge amount of raw video streams to a cloud center
to instantly process the queries. Instead, edge computing is
a promising solution. Edge computing allows computational
tasks conducted by smart Internet of Things (IoT) devices on-
site or near-site, which enables instant information procession
and decision-making [20]. In addition, the novel microservices
architecture, a variant of the service-oriented architecture
(SOA) structural style, supports development of lightweight
applications for the edge environment as a collection of loosely
coupled, fine-grained applications [31].
This paper proposes an Interactive Video Surveillance as
an Edge service (I-ViSE) based on unsupervised queries,
which allows the operator to search by keywords and feature
descriptions. The I-ViSE system matches query searches with
captured video frames where the objects of interest appear.
The I-ViSE search platform gives the option to utilize a
set of microservices to look for features in a mathematical
model such as objects, people, color, and behaviors. Adopting
unsupervised classification methods, the I-ViSE scheme works
with the general features such as a human body and color of
clothes, while not violating the privacy of residents being mon-
itored. The I-ViSE prototype is built following the edge-fog
computing paradigm and the experimental results verify the
I-ViSE scheme meets the real-time requirements. In summary,
the contributions of I-ViSE can be itemized as follows:
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21) To the best of our knowledge, this is the first real-time
video querying algorithm that searches objects of interest
using an unsupervised method, which does not violate
people’s privacy;
2) A microservices architecture design within the edge hi-
erarchy platform is introduced, which makes the query
management algorithm lightweight and robust;
3) An unsupervised training method is proposed that accu-
rately matches the query to the pixel blob; and
4) A prototype is implemented using Raspberry Pi verifying
the effectiveness of the decentralized query method in
terms of delay, resource consumption, and the detection
accuracy.
The rest of this paper is structured as follows. Section II pro-
vides a brief overview of the related work and the background
knowledge. Section III introduces the I-ViSE system design.
Section IV presents the query processing scheme and delivery
of results. Section V discusses the online query working flow
details. The experimental results are analyzed in Section VI
and finally conclusions are presented in Section VII.
II. BACKGROUND KNOWLEDGE
A. Microservices
The traditional service-oriented architecture (SOA) is mono-
lithic, constituting different software features in a single inter-
connected database and interdependent applications. While the
tightly coupled dependence among functions and components
enables a single package, such a monolithic architecture lacks
the flexibility to support continuous development and stream-
ing data delivery, which is critical in todays quickly changing
and highly heterogeneous environment.
Microservices architecture has been adopted to revital-
ize the monolithic architecture based applications, including
the modern commercial web application. The flexibility of
microservices enables continuous, efficient, and independent
deployment of application function units. Significant features
of microservices include fine granularity, which means each
of the microservices can be developed in different frameworks
like programming languages or resources, and loose coupling
where the components are independent of function deployment
and development [31].
A microservices architecture has been investigated in smart
solutions to enhance the scalability and security of applica-
tions. It was used to implement an intelligent transportation
system that incorporates and combines IoT to help planning for
rapid bus systems [11]. In another application, the microser-
vices architecture was used to develop a smart city IoT plat-
form where each microservice is regarded as an engineering
department. The independent behavior of each microservice
allows flexibility of selecting the development platform, and
the communication protocols are simplified without requiring
a middleware [17].
B. Human Keypoint Detection
Human pose estimation, which refers to the keypoint detec-
tion on the body of the subject, is a long standing research area.
Using manually selected features [30], [24] is insufficient in
locating the body parts effectively. More recent convolutional
approaches, in which the machine extracts the features, dras-
tically improved performance. There are two main methods
of human recognition including a single person pipeline or
the multi-person pipeline [7]. The single person category is
further divided to heat-map generation where each pixel shows
the probability of a likely keypoint. The heat map examples
derive from Generative Adversarial Networks (GAN) [10],
“Stacked Hourgalss” model [19], or Convolutional Pose Ma-
chines (CPM) [26]. Another approach is regression on the
feature map to the keypoint locations [4], [23].
The multi-person detection pipeline can be divided into
Top-down approaches and Bottom-up approaches. Top-down
methods detect each person and then recognize each persons
keypoints [6], [8], [14]. Bottom-up methods have reversed
order of steps: the first step is to locate all the keypoints in
an image and then to group these keypoints according to the
person they belong to [3] and [32]. Recently, researchers also
tried to find the whole body estimation using only a single
network [12], which improves the performance drastically
compared to the well-known OpenPose [2]. The model uses
VGG19 architecture for convolution filter layers.
C. Video Query
There are many efforts that use the Deep Neural Networks
(DNNs) to make sense of video and present the labels for
query purposes. Labels can be searched for in semi-real-
time or they may be indexed for future references. A model
discussed in [1] can be used for video analysis to track
objects using an edge system for a better understanding of
urban intersections on how the cars and pedestrians behave.
Similar approaches are suggested using DNN to summarize
the video [29] such as the street extraction, car detection, and
path determination. Another example uses Natural Language
Processing (NLP) techniques adopted with a CNN to give
sentences of actions in video segments [25]. Researchers also
introduced a method to compare video segments, available in
a public data set MVS1K, where images searched by a query
on the web are used as preferences for query intent [15].
More recently, the research community has turned its focus
to deploy detection models to better search in the videos
using query engines. After parsing an image, the engine
looks at tables that are filled with the detection results from
the video processing algorithms [16]. In 2018, a position
paper introduced a distributed network that is capable of
accepting queries in both real-time and an indexed version
for video analysis [18]. Following these works, we investigate
a distributed version of a query language for video search and
index the features for faster off-line analytical searches.
III. I-VISE SCHEME OVERVIEW
I-ViSE uses video query for smart urban surveillance. The
first step toward understanding of the video data begins with
object detection and classification of pictures. Visual data
querying uses the deep learning models to classify specific
objects in frames with bounding boxes. The I-ViSE enables
3Fig. 1. Layered smart surveillance system hierarchy using the edge-fog-cloud
computing paradigm.
the security officers to conduct real-time search in a large
scale smart surveillance system based on high-level, not-so-
accurate descriptions on the object of interest. For instance,
the phrases like red hat, blue jeans are normally applicable
as the keys and the I-ViSE system returns the matches with
geolocation associated with the cameras.
A. Hierarchical Platform
Figure 1 presents the layered architecture of the proposed
I-ViSE system that follows the edge-fog-cloud computing
paradigm [22] and [27]. At the edge, smart cameras are
deployed to collect video streams and conduct pre-processing
for object detection and feature extraction. Due to its limited
computing capability, more complex tasks are deployed on
the fog layer. Each fog node communicates and manages
several edge devices. Normally, fog nodes are allocated that
are close to the geolocation of the associated edge nodes.
Meanwhile, fog nodes communicate with the cloud node,
accepting dispatched queries.
Due to the attractive features of low cost, small energy con-
sumption, and reasonable computing power; the edge nodes
of the I-ViSE system are smart cameras built with the Single
Board Computers (SBC), such as Raspberry Pi Model 3 or
Model 4. With a good tradeoff between the computing power
and energy utility, the edge nodes accommodate microservices
that execute video pre-processing and feature extracting tasks.
Meanwhile, the fog nodes are expected to be capable of
maintaining the throughput required as a middle node. The
Fog node may be a tablet or a laptop that is deployed close
to the locations of the smart cameras. For instance, the laptop
carried on the patrolling vehicle driven by a security officer.
The cloud center has connection to all of the edge and fog
nodes in the network and can access any device when needed.
Human operators can issue queries to all the fog nodes from
the cloud center.
In this work, the microservices architecture is realized
through docker image implementation, which is selected be-
cause of many advantages. The docker system is easy to use
Fig. 2. Data Flow Flowchart of the proposed decentralized video query.
and it’s availability through the cloud connection supports
convenient interaction, efficient fetching, and pre-built image
processing. Two docker container images are built for the I-
ViSE platform, one for the edge nodes and the other for the
fog nodes, each running a webservice through the Pythons
Flask web-framework.
Security is derived from protection from attack over hard-
ware, software, and data. While current study assumed ro-
bustness from security, future work with leverage our work
in (1) software security: authentication and access control,
(2) hardware security: temper evident platforms based on the
blockchain ledger, and (3) data security: from our work on the
context-driven situation awareness in which context features
are checked to determine the pragmatic results for consistency.
B. Working Flow
As illustrated in Fig 1, the edge hierarchy is adopted to
connect a huge number of cameras into a tree-based graph to
fog nodes, which are in charge of the request handling. The
model has several advantages such as good scalability and easy
updates and management when needed. This flexible platform
architecture can easily handle more cameras when more edge
and fog nodes are added in future deployments.
Figure 2 shows the workflow of proposed I-ViSE scheme.
Once a video frame is captured by the camera, it is streamed
to the SBC on-site in the edge node. The SBC accepts every
frame from the camera and marks it for either omitting or
processing. On receiving a query from the fog or cloud layer,
the edge device starts processing the current video frames.
According to the keywords provided in the query, the edge
node will detect whether or not there is an object of interest
in the frames. If the object is detected, the keypoints of the
4human body and the corresponding colors in the key regions
are extracted and sent to the fog node. The query-matching is
conducted at the fog node as the edge device cannot handle
the computing-intensive task. If there is a match, the fog node
reports the results to the operator, including the frame time,
the camera ID and the location.
IV. FRAME PREPROCESSING AT THE EDGE
On-site processing at the edge is the most ideal solution.
The video frames are processed immediately once they are col-
lected by the camera, minimizing the communication overhead
incurred by the raw video transmission through the network.
Although the query is initialized from the operator through
the cloud and fog nodes, most of the raw footage data is not
relevant. Actually, the useful information can be delivered back
to the node that initiated the query using a small amount of
bytes, which results from the deep model feature extraction
and object of interest cropped frame sections.
The fog node handles the query matching and video re-
trieval. The results are then reported back to the operator
along with the ID of the camera with the detected objects.
An unsupervised classification model will give the center of
the pixel values containing the sections of interest and the
center is translated to human readable color names before
report generation at the fog. This process is a computing
intensive task accomplished by the fog node reducing the
communication traffic and removing the dependence on the
remote cloud node.
In this work, a real-time human pose estimation model
proposed by researchers from IBM [3] is adopted, which is
based on the OpenPose in the TensorFlow framework (for
more information on the accuracy measurements of OpenPose
deep model, please see [2]). As illustrated by Fig. 2, the edge
node feeds the video frames to the Open Pose model to get the
human key points. The DNN model is trained on COCO data
set with more than 64,000 images for 2D pose estimation. This
model is available by IBM, deployed in a docker container.
The container removes the need for environment preparations
and may receive the frame through the open port. By the
implementation of the post-processing, the results are in the
format of a string for each frame. On the output of the model,
there are two branches; one to give the confidence score in the
body-joint being predicted and the part affinity fields for parts
association. Each branch has multiple stages of convolutional
layers providing a feature map. At the end of each stage
the results in the feature map produced in confidence branch
is summed up with the resulting feature map from the part
affinity fields.
The part affinity fields present a gradient for each pixel on
the human body along and close to the line connecting two
body points. The ground truth for L∗c,k(p), which is a unit
vector that points from one body part to the other along a
limb, is described as Eq. (1):
L∗c,k(p) =
{
v, if p on limb c, k
0 Otherwise
(1)
where v is the unit vector as defined by Eq. (2):
v =
(xj2,k − xj1,k)
||xj2,k − xj1,k||2 (2)
where the points xj2,k and xj1,k represent the limb c of the
person k. Each point p is a pixel that may be along the limb
or not represented by L∗c,k(p). The threshold showing if the
designated point p is placed on a certain limb c is given as:
0 ≤ v.(p− xj1,k) ≤ lc,k
0 ≤ v⊥.(p− xj1,k) ≤ δc,k
(3)
here the limb width is δc,k and the limb length is lc,k.
In this button-up approach, post processing is required after
the model gives the results so that the points are grouped for
each human. This task is done through grouping the points
based on connection between them and the direction of the
connection link between each pair of keypoints. The model
has 75.6 mean-Average Precision on the COCO test data
improving the accuracy of the human gesture estimation in
comparison with other models. The approach demonstrates
moderate, but manageable, resource consumption on a Rasp-
berry PI board.
Figure 3 shows a sample image that is processed using the
DNN model. In Fig. 3, after the frame is captured, the service
at the edge node implements frame resizing since 160 × 160
is the accepted image size which can be fed to this DNN
model. Also some other filters smooth the image and reduce
noise. These steps improve the accuracy of the DNN model
for human keypoint detection. The image in the middle of Fig.
3 shows the frame after initial pre-processing. The frame is
then processed using another docker container with the DNN
implementation. The text results can be shown on the image
in form of lines and keypoints as the green lines on the far
right section of that figure. The position of the keypoints are of
importance to conduct highlighted portions of body for color
detection purposes.
One down side to using docker is that the operating system
limits the docker containers to prevent system crash, which in
return in a smaller device such as our edge node, the execution
takes even longer [21]. However, the modular capability that
the docker containers provide is aligned with the Microservices
architecture making scaling easier.
The last step conducted by the edge device is to crop the
areas of interest. If Hf,c,l shows the point of left hip of the
person c in frame sequence f , and Hf,c,r shows the right
hip, connecting them to the lower part of the neck, Nf,c, a
triangle is shaped, which shows the majority of the upper
body of the object and can be used for the color of shirt. The
next two important keypoints are the ones of knees named
Kf,c,l and Kf,c,r. Connecting them to the corresponding left
and right hip points results in two lines along the legs of
the object in an array of pixels along the path, which can
be used for detection of the color of the pants. The Open
Pose model similarly gives Ef,c,l and Ef,c,r, which are the
left and right ears. Ears connected to the neck point, gives
another triangle. This triangle provides the pixels which are
mostly in the face area. Considering the human head to
fit in a square, the distance between the ears will create
5Fig. 3. The image resize and keypoint detection. These keypoints are used for part extraction and color detection.
that square. Thus the points of interest in each human are
W = (Hf,c,l, Hf,c,r,Kf,c,l,Kf,c,r, Ef,c,l, Ef,c,r, Nf,c).
These sections for each human body in the video frame
are fed to the query matching algorithm conducted at the fog
nodes. Through an unsupervised K-Nearest-Neighbors (KNN)
classification algorithm, the color names presented by the pixel
values are extracted and the center of the pixels is accurately
obtained. Through classifying the pixel density values for each
RGB channel, the expected number of the colors are estimated.
The output from each batch of edge devices are sent to a
fog node along with the areas of interest, where the query-
matching procedure will be completed and the results will be
reported to the operator.
V. UNSUPERVISED QUERY MATCHING
Figure 4 shows the steps and working flow of the unsuper-
vised query matching algorithm of the I-ViSE scheme. Before
the search starts, the algorithm receives a string query with
a unique structure from the user. The user submits the query
through a cloud node or a fog node, which will communicate
with the corresponding edge nodes. The user needs to enter
the information they are looking for, such as the number of the
colors they are after in each section of the body. For example,
the input from the user can be “blue jeans”, “red hat”, “grey T-
shirt”, etc. This prevents the user to have access to the public
information before having specific description of the person
of interest. Grouping pixel values helps with the unsupervised
pixel classification, given the number of colors to be expected
in each body section.
The fog node then sends a request to all of the edge nodes
that it connects to in order to process the most recent frame
that is captured by the camera in an area. On receiving the
request from the fog node, the edge nodes feed this frame to
its pre-trained DNN, which gives a string showing each of
the identifiable people in the frame as well as all of the body
joints and their connections. These connections are useful for
human pose detection along with the body skeleton. In this
paper, these points are leveraged to capture parts of the body
and face to allocate the colors the query is interested in.
Each of the edge nodes sends the body part sections back
to the fog node, where all received sections are analyzed.
The pixels are translated into a color that can be used to
match with the description given by the query. This function
is accomplished through a combination of a KNN algorithm
and a hash-map data structure.
Each part of the detected human body, as shown in the green
rectangle in Fig. 4, is fed to a KNN to identify the color they
present. Pixel values are the KNN features. The number of
neighborhoods is given by the user for the shirt and pants
color implemented with one neighborhood for the face color
and one for the hair color. Figure 4 shows the pixel values
for the grey shirt the person in the sample image is wearing.
The kNN clustering representation clearly shows the pixels
scattering in the body blob of the sample image. Estimating the
number of neighborhoods also helps with the noise reduction
such as removing a shadow line across the body from which
those pixels are considered as outliers and may not change the
neighborhood center.
The center of each neighborhood is the mean of data
distribution corresponding to the body section reported in the
RGB format. In order for the fog node to compare the results
with the query, the last step is to translate the center values to
a color name. The colors of the shirt and pants are translated
through a 24 hash-map color dictionary where the pixel ranges
are mapped to a color names. More detailed names are rarely
used in police reports and general colors such as “red” or
“blue” covers a variety of colors. This generalization also
reduces the error due to the noise or other light elements that
may present a color slightly different. The results are then
presented to the operator who can make a final decision. The
color map for the face and hair are simple such as “white”
and “black” to present the skin color and “black”, “brown”,
“blond”, “red” and “other” to represent the hair colors.
Finally, the fog node compares the descriptions in the query
from the operator to the results of the colors. In case of a
match, the frame sequence and the camera ID along with the
frame are sent back to the operator.
The search uncertainty comes from the fact that the DNN
model may fail to detect every human and every keypoint in
the frame. In case of a missing keypoint, the suspected contour
could not be defined and consequently the color of the part
could not be retrieved. The model is trained to predict the
position of the keypoints. However, this may not be the output
if the object of interest (human) has a sharp angle towards the
camera. Figure 5 shows some scenarios where the detection
failed. In Fig. 5 four people are sitting next to each other. The
algorithm is confused about the right hand side male’s left leg
and classified it as the far right lady’s right leg. Moreover,
the algorithm failed to classify the ears which are not visible
from this camera angle. Readers interested in more detailed
information are referred to [3].
6Fig. 4. The steps and the working flow of the unsupervised query matching algorithm of I-ViSE.
Fig. 5. Sample image where the detection CNN misses some parts of some
objects of interest.
VI. EXPERIMENTAL RESULTS
The accuracy of the I-ViSE scheme is determined by
the accuracy of the CNN adopted for object detection. Our
experimental study has verified there is not any degrada-
tion introduced in the query processing flow. Therefore, the
experimental results reported in this section focus on the
performance matrix in terms of frame processing speed and
utility of computing and communication resources. Table I
compares the accuracy of our CNN model with two other state
of the art models on the MPII human keypoint detection test.
A. Experimental setup
As mentioned earlier, Raspberry PI model 4B is adopted
as the edge node running Raspbian (Buster) operating sys-
tem. It is with 4GB LPDDR4-3200 SDRAM and Broadcom
BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit SoC @
1.5GHz chip. The cameras are Logitech 1080p with 60 frames
per second connected to the USB port of the Raspberry Pi
boards. The fog node is a laptop PC running Ubuntu 16.04
operating system. The PC has a 7th generation Intel core
i7 processor @3.1GHz and 32 GB of RAM. The wireless
connection between the fog and edge is through wireless local
area network (WLAN) with 100 Mbps. The operator can send
query through the TCP/IP protocol and is considered to be
using the same fog node. Each edge module is handled with
a CPU core on the fog (single threaded execution), so that
more edge boards can be connected at the same time. Other
resource managing software also may be used on top of the
platform for better resource management.
Architecture Head Sho Elb Wri Hip mAP
DeeperCut [13] 78.4 72.5 60.2 51.0 57.2 59.5%
Iqbal et al. [14] 58.4 53.9 44.5 35.0 42.2 43.1%
Our implementation 91.2 87.6 77.7 66.8 75.4 75.6%
TABLE I
IMPLEMENTED MODEL FOR HUMAN KEYPOINT EXTRACTION ACCURACY
COMPARED TO OTHER DL MODELS [3].
B. Performance Evaluation
1) Preprocessing at the Edge: To support real-time, online
queries, the most critical link in the information processing
chain is the delay incurred at the edge nodes where the frames
are processed for key points of the objects. Figure 6 shows the
delays measured at the edge nodes. Figure 6 presents a sce-
nario in which there are four people in the frame. Considering
the frame-drop rate of 50% and the average presence of one
objects in each frame, the edge nodes can process 1.4 frames
per seconds with frames of 1080p resolution.
Figure 7 presents the CPU and memory utility for process-
ing about 400 seconds long section of a video by an edge node,
a Raspberry Pi 4B device, which shows a burst usage pattern
in the memory and CPU when the CNN is being executed.
The use of 175 MB of the memory and the 80% CPU gives
us the confidence to use a resource constrained Raspberry PI
as the edge device to fulfill the needs of the I-ViSE scheme.
Meanwhile, 80% also validates the design that allocates the
Fig. 6. Frame processing delays at the edge.
7Fig. 7. Memory and CPU usage of the edge node (Raspberry PI 4B).
query matching procedure on the fog side.
2) Load on the Communication Network: Instead of out-
sourcing the raw video to the fog node, the I-ViSE edge
devices only send the string along with image blobs that can be
used by the classifier. If the frame does not include any object
of interest, there is no need to transfer any information. This
strategy is beneficiary to the communication network. Figure
8 shows the gain in workload. It compares the transmission of
the whole frame versus the transmission of the data extracted
in a hundred frames period. It shows the instances where there
is at least one person visible in the frame, which suggests
an even lower average in the overall communication traffic.
Figure 8 shows that the traffic is reduced from an average
of about 100KB to about 45KB with a 55% reduction in the
network traffic resulting from the edge computation.
3) Query Processing at the Fog: The experimental results
verified that the fog nodes have sufficient capability to handle
the query after the results are taken from the edge. Figure 9
shows the memory and CPU usage in query processing for
a period of almost a thousand seconds. Figure 9 is generated
using the data available through the top application in Unix for
system monitoring purposes and recorded through PSrecord
(same as the edge node). Moreover, the time needed in the fog
node to process a single frame for a period of run-time is given
in Fig. 10. Notice that the data shown in Fig. 10 are after the
edge has finished the frame preprocessing, so there is no delay
related to the fog waiting for the new information to work on.
Fig. 8. Bytes sent in raw video versus sending the features and frame blobs
after processing at the edge.
Fig. 9. CPU and memory usage of the fog node while processing the feed
from one camera on a single thread (Overclocking from the based CPU speed
is shown to be higher than 100%).
There are several spikes in the processing time corresponding
to the number of people in the frame. Such that as the number
increases the algorithm requires more time to search and match
for each object. The pixel evaluation algorithm takes about 0.9
seconds to classify and translate the pixel values to human
readable names and stack it up for a given object on the fog
node utilized in this study on a single thread.
C. Discussions
As illustrated by the data flow in Fig. 2, the query and search
processes in the I-ViSE model does not aim at any specific
human object in the video frames. Even in a case that an officer
searches for a specific target, the model does not reveal any
data about the face or clothing type of the object. The data in
categorized is based on the color of the shirt, hat, or/and hair.
There is not a video frame or image to be outsourced to the
data center. Therefore, by design the I-ViSE scheme protects
the privacy of the pedestrians who are walking in front of the
cameras while provides law enforcement agents the capability
to effectively search for a suspect. The I-ViSE scheme does
not introduce bias towards any group or ethnicity, as the KNN
model is not given a knowledge of the person of interest.
The CNN is pre-trained to extract feature artifacts related
to the human body and does not provide further information
regarding the identification of the subject.
Fig. 10. Time required to process each frame at the fog node on single
thread.
8VII. CONCLUSIONS
In this paper, we presented a unique searching algorithm for
video querying using a DNN that has the potential of being
deployed on the edge architecture. Using the microservices
scheme, the proposed I-ViSE platform is divided to simple
tasks to reduce communications, improve accuracy, and pro-
vide real-time performance. The I-ViSE system is capable of
reading real-time video frames and performing the search for
a query entry in average of two seconds. I-ViSE also has the
capability to create an index table on the fog device for future
searches. The platform allows the operator to search through
the large scale smart surveillance system video archive with
high-level, subjective descriptions, such as the color of clothes
or the hair of a human. Through a proof-of-concept prototype
utilizing a Raspberry Pi as the edge device, the I-ViSE scheme
is validated that achieves the design goals. We hope this effort
may inspire more discussions and research in the security
surveillance community.
The I-ViSE is highlighted for man-machine surveillance
based on an assumption that the imagery being processed has
undergone “interpretability” scores to ensure that the images
processed contain meaningful content and image quality. The
sensor (noise), environment (illumination, weather), and tar-
get (movements) influence the performance while the image
quality is related to the processing, geometry, and effects.
These conditions were held constant in the collections to
focus on timeliness. Future studies will show the variations
in performance relative to these variations.
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