traffic from the terrestrial networks, especially video traffic which is the largest contributor to the spectrum demands. This can be achieved by traffic classification and intelligent routing to reduce the demands on the terrestrial spectrum [2] . Still, as explained in [3] , due to the problem of large propagation delays, a significantly larger focus has been given to the scheduling problem, at the MAC layer, in GEO satellite networks, than to call admission control. Most of the existing work in the field has not considered bursty video traffic, which calls for a very efficient CAC in order to guarantee high network throughput and the user Quality of Service and Quality of Experience (QoE) .
Towards this goal, we have proposed FPRRA [3] , a MAC and CAC framework for a digital video broadcasting return channel satellite (DVB-RCS) system, which makes decisions after taking into account the provider revenue. The work in [3] considered an on-board processing (OBP) system [4] , where the Network Control Center (NCC) is located onboard the satellite so that it takes the requesting earth station only one roundtrip time (RTT) plus the processor/queuing processing time to receive the reply for its reservation request. The reason that in most current broadband satellite access systems the scheduler is on the ground has to do with the computational requirements being less restrictive [5] , but in [3] it was shown that the proposed framework added low computational complexity, therefore the "ideal" choice of having the scheduler on-board can be implemented.
The work in [3] used the Discrete Autoregressive Model of order one that was shown in [6] to be highly accurate. However, this accurate prediction is not possible for all types of video sequences, and even when it is, it often involves a higher degree of complexity which would incur additional computational requirements for an OBP system. For this reason, in [7] we studied the efficiency of our scheme in the absence of accurate multimedia traffic prediction, by implementing our DAR(1) modeling approach on video (not videoconference) traces, and studying the effect that the lack of high modeling accuracy had on our framework, in terms of bandwidth utilization and provider revenue. The notion of user satisfaction was also introduced in [7] . It was formulated as user irritation, similarly to the work in [8] for cellular networks. Two different definitions than the ones in [8] were proposed in [7] for the short-term user irritation factor (SUIF) in GEO satellite networks. The respective results were compared and their relation to the proposed resource pricing approach was discussed. The results in [7] showed that, in spite of the much lower traffic modeling accuracy for video sources in comparison to videoconference sources, the proposed scheme was still able to outperform other schemes from the literature.
This paper is organized as follows. In "Related work", related work on video traffic modeling and on modeling oriented to scene detection in particular is presented. The section also briefly presents recent work of ours [9] on a new hybrid video traffic model for MPEG-4 video traces, which significantly improves for video sources the accuracy of the DAR(1) model originally used in FPRRA. A vast number of traces has been used and modeled in [9] , most of them different and burstier than the ones used in [7] , therefore leading to more strenuous traffic scenarios for the system to handle. For the traces studied, the DAR(1) model does not provide satisfactory results, and hence a new modeling approach of low complexity is needed.
"The proposed scheme" presents and discusses the main contribution of this work, which is the introduction of the notion of long-term user satisfaction (Irritation) into the decisions of the call admission control scheme of FPRRA. The basic idea of the proposed scheme is that the decision of whether to accept or not a new user in the network must rely on a combination of factors, including the available bandwidth, the network users' long-term Quality of Experience and the revenue that the provider may gain. We take advantage of the new model's ability to distinguish between high and low activity scenes, in order to change the definition of the Sigmoid function used in [7, 8] for representing user satisfaction.
In "Simulation results and discussion" the results of the proposed scheme are compared against a number of schemes from the literature ( [10] [11] [12] ) and against the work in [7] , both in terms of results and conceptually. The new scheme is shown to provide significantly better QoS and QoE to video users over GEO satellite networks. "Conclusions" presents our conclusions and goals for future work.
Related work
The problem of video traffic modeling has been extensively studied in the literature, with tens of models focusing on each video-encoding standard. The first autoregressive (AR) model was introduced in [13] and it was followed by other variations such as [14, 15] . A Discrete Autoregressive Model for MPEG-4 videoconference traffic was presented in [6] . In [16] the authors classify video shots in different classes based on their texture and motion complexity, and then each shot class is described with a different autoregressive model. In [17] an MRP transform-expand-sample (TES) is evaluated, which is characterized by higher computational complexity. In [18] a finite-state Markov chain is used to model one-and two-layer scalable video traffic based on the assumption that I frames follow a Gaussian distribution, and an AR model of order 1 is used to model the P-frames. In [19] , a Gamma-beta-auto-regressive (GBAR) model is introduced for H.261 videoconference traffic, where each video sequence has Gamma marginal distribution and geometric autocorrelation. In [20] , a variation of the GBAR model is proposed that takes into account the group-of-pictures (GoP) cyclicity. In [21] , wavelet modeling is used to model the distribution of I frames and a time-domain model for P/B frame sizes, for MPEG-4 and H.264 videos. In [22] , a neural network approach is utilized for modeling the I, P, and B frames of MPEG-1 and MPEG-4 video separately.
The problem of video scene detection has also attracted significant attention from the research community for two reasons: (a) it can be used for pure video segmentation [23, 24] which has applications in storing, processing or analyzing the semantics of videos, and (b) it can be used in video traffic modeling in order to improve the model's efficiency [25, 26] . The interested reader can refer to [27] for a more complete treatment of the scene detection literature.
In [9] we proposed a scene change detection-based Discrete Autoregressive Model, which was tested on more than sixty different long sequences of MPEG-4 encoded videos, from a publicly available library [28] . Indicative results for some of the 10 traces which we will proceed to use in our satellite CAC/MAC framework study are presented below. The first three columns of Table 1 present the statistics for each trace. The acronyms {HQ, LQ} stand for high quality and low quality, respectively.
Initially, we attempted to model the traces with the use of the DAR(1) model, similarly to [3, 7] . DAR(1) provides an easy and practical model based only on four physically meaningful parameters (mean, peak, variance and the lag-1 autocorrelation coefficient), therefore it uses parameters which are either known at call set-up time or can be measured without introducing much complexity in the network. We built a separate model for each video frame type (I, P, B); then, these models were used to generate I, P and B frame sizes according to the GoP pattern of each original trace, hence creating a synthetic model for a single trace, and a number of the generated traces were superposed in order to assess the modeling results. We used Q-Q plots [29] for assessing the results, and plotted the 0.01-, 0.02-, 0.03-,… quantiles of the actual video frames' sizes versus the respective quantiles of the respective DAR(1) model, for a superposition of traces. Indicative results are presented in Figs. 1, 2. The modeling accuracy varied from bad ( Fig. 1) to good (Fig. 2) , with the vast majority of the studied cases leading to mediocre results, i.e., the points of the Q-Q plot failed to fall along the 45° reference line.
Because of the largely unsatisfactory results of the DAR(1) model, we were led to the creation of a hybrid model combining the DAR(1) model with a scene-based Markov chain model, similar to the one presented in [25] (which was chosen due to its simplicity, since it operates at the frame-size level only, similarly to the DAR(1) model, without analyzing the blocks, color histograms, or other information of the video frames). The main concept of that work is the idea of dividing each video trace into scenes, and then classifying the detected scenes into low or high-activity ones. For each movie used in this study, a 2-state (high, low scene activity) Markov chain model was implemented in order to determine the number of low and high scenes of the modeled source. For every scene in both categories, the number of I, P and B frames in it was determined and finally the DAR(1) model was ran, for every case. Details on the steps followed can be found in [9] . The next step, after scene identification, is scene classification. If a scene has an average bit rate that is greater than the average bit rate of the whole movie, then it is classified as a high-activity scene, else it is classified as a low-activity scene. The average bit rate of every scene was calculated as the number of bits transmitted during the scene divided by the scene duration. Each low and high activity trace was divided into their respective I, P and B frames; hence, every movie was "split" into six subtraces: the low-and high-activity I frames, the low-and high-activity P frames and the low-and high-activity B frames. After calculating the mean and variance of the frame sizes of each of the 10 × 6 = 60 subtraces under study and determining all the distribution parameters, we ran Kullback-Leibler [30] and Kolmogorov-Smirnov [29] tests and generated Q-Q plots, in order to determine the best fit for all cases and use it to separately model each subtrace via DAR (1) . Then, the separate models were used to create new synthetic traces. Again, more details can be found in [9] .
An indicative result of the hybrid model is shown in Fig. 3 , where it is clear that the modeling accuracy improves very significantly with our approach, when compared with Fig. 1 . Based on these results, we proceeded to use the model in order to precompute various traffic scenarios. The precomputation, along with the online simulation, is made based on the traffic parameters declared by the video sources at call setup. These parameters are used for the "identification" of the source as a user adopting a specific "mode", i.e., a set of traffic parameters. Hence, the sets of traffic parameters presented in Table 1 are denoted as "modes" for the satellite video users, therefore ten "modes" are used. Each "mode" represents a specific Quality of Service that a user wishes to get. Users choose one of the ten "modes" with equal probability (10%). Also, the "modes" are divided in three groups (of 3, 4 and 3 "modes", respectively) as shown in Table 1 . In each group the order of the "modes" represents their quality within the group, which is a result of their trace statistics. The placing of each "mode" in a specific group is necessary for our CAC mechanism, discussed in "CAC based on long term user irritation".
In the context of CAC, it should be noted that the decision of admitting or rejecting a new call in the network should be made by the provider not only based on the capacity needed to accommodate the call, but also on both: (a) the satisfaction/irritation that the admission/rejection of the new call will cause to the user, and (b) the revenue that the admission of the new call will provide. For this reason, the idea of dedicating bandwidth to higher-paying users who may often not need it in its entirety, can easily lead the network to bandwidth starvation and cause irritation to lower-paying users, hence leading to customer attrition.
In [8] , the authors presented a two-level resource management scheme for cellular networks, which had both a CAC and a MAC component. Both components used the user irritation factor (UIF) in order to make decisions on the resource allocation in the network, however pricing was not considered in that work. Two irritation factors, the short term user irritation factor (SUIF) and the long term user irritation factor (LUIF), were defined. SUIF measures the delay that the user is ready to suffer prior to which the user decides to cancel a particular request, and LUIF determines the grade of irritation of the user resulting from repeated violation of SUIF thresholds. The work in [8] uses a Sigmoid function which it correlates with the SUIF and LUIF metrics. For a random variable x representing a service parameter like delay, the corresponding satisfaction, U(x) decreases with increasing x and can be modeled as:
In their definition of LUIF, the authors explain that the QoS received in the distant past has less significant impact on the users' overall long time irritation then the QoS received recently. They use an exponentially weighted moving average (EWMA) to maintain continuous measure of the SUIFs for each user. By letting the stored LUIF be U(κ n − 1 ), the LUIF to be computed be U(κ n ), and the current SUIF U(x i ) be computed proportionally to the time hysteresis outage probability, they used where ρ is the weight assigned to the cumulative SUIF and κ n denotes the random variable used to measure the LUIF at the nth request using Eq. (1). We use Eq. (2) in our own work, and we define the variable x in "The proposed MAC scheme".
The related work in regards to resource allocation in satellite networks will be discussed in "Simulation results and discussion", in relation to the proposed scheme's results.
The proposed scheme

CAC based on long term user irritation
As mentioned above, the authors use both SUIF and LUIF in [8] . We argue that CAC decisions should not be based on SUIF, especially when taking pricing into account (which [8] does not). As it will be explained in the rest of this section in more detail, our view is that unnecessary degradation of users should not be implemented if there is no revenue gain; however, the provider cannot ignore a profitable policy to avoid an increase in the user's SUIF. This argument is supported by the well-known fact that in wireless networks call dropping creates significantly larger user annoyance than call blocking, i.e., users are more irritated when their ongoing call ends or has a very poor quality than they are when they do not manage to initiate a call. For this reason, and especially in the case that call blocking can lead to a revenue increase, a provider should not take SUIF into account for call admission control decisions, whereas SUIF should be taken into account for medium access control decisions (associated with call dropping). We incorporate SUIF in our MAC scheme presented in "The proposed MAC scheme".
On the other hand, LUIF is of significantly larger importance; a large LUIF could lead a user to drop its contract with a provider. Therefore, LUIF needs to be incorporated into the CAC decisions. This, however, cannot be done for GEO satellites in the manner utilized in [8] for cellular networks, i.e., to use LUIF to make preemption decisions, because this is practically impossible due to propagation delays that would significantly delay the notifications to all users involved in the preemption.
After explaining how our CAC scheme takes provider profit into account, our new proposal on how LUIF can be incorporated into the scheme will be discussed.
(1)
Regarding the revenue consideration: in the case that the admission of a new call (and the subsequent increase in bandwidth utilization) can only be made with the degradation of a higher-paying customer who enjoys higher QoS, the CAC module should compute whether this is a profitable decision. The term "degradation" refers to a "mode" being downgraded to the immediate next "mode" within one of the three groups noted in "Related work" and Table 1 . The specific division in groups is only used as an example; any division which takes into account the trace statistics can be used without any qualitative change in our results, as it was shown from our simulations.
For the computation of the profit of a possible degradation, "revenue weights" are computed and assigned for each one of the ten "modes", thereby differentiating them into different service classes. To define what the revenue weights should be, based on network congestion and the type of users present in the network at any given time, we use dynamic pricing. Based on the formula for the demand function from [31] , which is implemented for different priority users and fits our system's assumptions with HQ and LQ users, we derive:
where p o is the price for a low quality user, p h is the price charged to high quality users and q is the percentage of high quality users who accept dynamic pricing (i.e., they do not accept degradation and are willing to pay more for their calls during network congestion periods). Without loss of generality, the revenue weight has been set equal to 1 for the mode with the lowest bandwidth requirements. With these p o values, the values of p h for all the other modes, using Eq. (3), are dynamically calculated. The dynamic calculation is based on the value of q in every time interval of T = 0.5 s, equal to the frame duration. The initial revenue weights, shown in Table 1 , are calculated based on the q values for each mode; these values have been selected indicatively, based on the rationale that the modes with the highest bandwidth requirements will be the ones with the least "loyal" users (users who are willing to pay more in order to keep transmitting at a high rate). Hence, for example, Table 1 shows that of the 10% of MPEG-4 users who initially choose, on average, the "mode" Tonight Show with Commercials LQ, 40% are willing to pay more in case of network congestion, in order to keep transmitting at this "mode's" rate. Users who accept degradation are degraded once. Still, q varies at any given time, depending on the traffic mix of the moment. This creates the need of the dynamic calculation of p h with Eq. (3). Simulations have also been conducted for other values of q and other percentages of "mode" selection (i.e., not 10% for each "mode"). The change in the values had no qualitative influence on our results.
Our CAC scheme uses the traffic model presented in "Related work" to precompute or compute online (if a non-precomputed scenario occurs) a number of traffic scenarios. To the best of our knowledge, video traffic prediction for guaranteeing user QoE has not been proposed in the satellite literature.
The current revenue R is computed as:
where N i is the total number of video users of "mode" i, and W i is the revenue from each user of "mode" i.
The logic of the CAC algorithm is that, when a new video user arrives, the system first checks, with the use of our hybrid video traffic model, whether it can be accommodated in terms of the total bandwidth which will be needed when the user is multiplexed with the existing users in the system.
If this is not possible, the algorithm retrieves the new user's LUIF, which has already been computed from the user's last session in the network (on the contrary, in such a case in [7] the algorithm attempted immediately to degrade the user, without considering user satisfaction). If the LUIF of the new user is larger than the mean LUIF of all users currently in the system, the CAC algorithm will degrade as many users as needed, from those users with LUIF smaller than the mean, in order to ensure that there is enough bandwidth for the new user to be accepted. Of course, only users who accept degradation, based on their contracts with the provider, can be degraded (i.e., users belonging in the 1-q percentage of their "mode"). The new user is rejected only if the CAC computes that, even if all possible users are degraded, there will not be enough bandwidth to accommodate the new user.
If, however, the LUIF of the new user is smaller than (or equal to) the mean LUIF of all users currently in the system, then the CAC algorithm attempts to degrade the new user. The rationale behind this decision is that the arrival of a non-irritated new user should cause the minimum possible number of degradations to users who are already in the system, therefore it is preferable that the new user is accepted with degradation.
If after the degradation of the new user the acceptance of the call is still not possible, the CAC scheme will not degrade a higher priority user, but it will check all possibilities of degrading users of the same or lesser priority of the new call in order to accommodate it. However, the new call will be accommodated only if its acceptance will lead to higher revenue; otherwise, even if the total bandwidth that will be used with the acceptance of the new call is larger than the bandwidth previous used, there is no reason to degrade a significant number of users and cause their irritation if the provider will receive no extra revenue. In the case that the new call does not accept any degradation, the attempt to degrade lesser or equal priority users who are already in the system is still made, and the new call is again accepted only if it leads to higher revenue.
Additionally to the incorporation of LUIF into our scheme, we make one more change to our work in [7] , regarding Eq. (1). It needs to be pointed out that β determines when the utility decreases, while α determines the user's sensitivity to the increase/decrease of its irritation. In this study, common QoS requirements for all video users are considered: the two QoS metrics set in this work are that the video packet dropping probability should not surpass the 0.1% upper bound and that the mean video packet delay should not surpass the 0.6 s upper bound. A packet is dropped by the terminal if it is not transmitted within 0.6 s.
The upper bound on the mean video packet delay has been selected to be especially strict considering that, for each possible failure of our prediction due to underassignment, the respective packets which would have to wait for a new assignment will have a minimum video packet delay of 0.54 s. The upper bound on the video packet dropping has been selected not only to be strict (in [32] the upper bound is defined as 1%) but also to account for the fact that if a video packet loss corresponds to an I frame, then the "glitch" in the video will propagate to the rest of the video frames in the GoP. Therefore, we chose a much lower upper bound to ensure that the achieved QoS will definitely translate to acceptable video quality.
Given that the QoS requirements are common for all video users, we allow β to be equal to zero, as in [7, 8] . However, contrary to [7, 8] where α is considered to be a constant, in this work we exploit our video traffic model's ability to distinguish between high and low activity scenes. More specifically, different values of a are used for high activity scenes (smaller α, i.e., larger irritation) than for lower activity scenes. Also, an even smaller value of a is used for the scenes that immediately follow a change in activity (i.e., the first high activity scene after a low→high transition, and the first low activity scene after a high→low transition); the reason is that after such a transition, the change in video content is the largest, therefore video packet losses are the most costly in terms of user irritation.
The mean value of α is set to {0.1, 0.3 and 0.9} for the groups which have three "modes" and {0.1, 0.3, 0.6, 0.9} for the group which has four "modes". For each mean value of α, a HAS for high activity scenes is set to be 20% smaller than the mean, a LAS for low activity scenes to be 20% larger than the mean and a SC for the first scene after a change in activity to be half the mean value. Our results have shown that the use of other values of α did not alter the nature of our conclusions.
The proposed MAC scheme
The proposed MAC scheme is identical to that of [7] . It is presented here in order to facilitate the readers' understanding of the proposed framework. Both SUIF and LUIF are used in the decisions of the MAC protocol.
As in [33] our proposed satellite MAC scheme is based on a multi-frequency time division multiple access (MF-TDMA) approach, according to which a carrier is divided in timeslots (grouped in frames and superframes). MF-TDMA was chosen since it is an attractive framing scheme for satellite uplinks with low power terminals and MF-TDMA schemes are capable of providing efficient bandwidth utilization [10, 33] .
The NCC allocates to each active terminal a set of timeslots, each characterized by a frequency, bandwidth, start time and duration time. Using the highly accurate modeling of multiplexed video traffic, the NCC must run a real-time simulation, to predict the traffic volume from video sources. Hence, based on the "mode" declared by the terminals at call establishment, the NCC does not need to wait for a request from the terminals every channel frame (which would arrive with a delay of more than ten channel frames, due to the propagation delay). Instead, it can start allocating resources to the video terminals, and subtracting the estimated used slots from the total number of slots in the system to find the number of free slots. Free slots are allocated based on the user irritation factor, in a manner that will be explained below. The free capacity distribution performed by the protocol brings the end-to-end delay performance at low loads close to that obtained with random access protocols, while the demand-based bandwidth allocation at the beginning of each frame guarantees the protocol's stability, robustness and efficient utilization of transmission bandwidth at high loads.
Active terminals send a "corrective" request every superframe (defined in our work as equal to 11 channel frames, to account for the propagation delay) to correct any mistakes (due to either overassignment or underassignment of slots) of the models produced at the NCC via online simulation. Terminals send their capacity requests embedded in the header of their packets.
The cross-layer cooperation between the MAC and CAC module is envisaged similarly to [34] ; the admission control is performed for a new connection and it may either result on the creation of a new MAC connection, or to the modification of an existent one (call degradation).
Two definitions of SUIF are used in our scheme: First SUIF definition Video packet transmission delay leads to packet dropping, which in turn leads to user irritation. For this reason, if x 1,J denotes the random variable representing the SUIF, normalized with the best possible value being 0 (representing zero delay and jitter) and the worst being 1, then where P drop is the mean packet dropping probability and τ < 1 is the quantitative factor associated with irritation suffered due to a new or handoff call.
Second SUIF definition Typical video encoders use a fixed group-of-pictures (GOP) pattern when compressing a video sequence. The decoding of an I frame in a typical MPEG-4 trace is independent of other video frames. The decoding of P frames depends on the successful decoding of the I frame. The decoding of B frames depends on the successful decoding of I and P frames. Therefore, the successful transmission of an I frame is of paramount importance, while the transmission of P and B frames is important but not as crucial as that of the I frame. Hence, we set where The above definition denotes that, if the video packet dropping for the I frame within a GOP exceeds the 0.1% threshold, the transmission of P and B frames is of minor importance, since the basic information from the I frame is missing. If, on the other hand, the basic information from the I frame has been transmitted, then we need to quantify the additional information that manages to be transmitted and without which GOP distortion and user irritation will increase. This is implemented via the calculation, in Eq. (6), of the ratio of the transmitted versus the total generated packets of P and B frames within a GOP.
The rest of the bandwidth is distributed by comparing the high quality users of each group in terms of their LUIF, and then continuing with a comparison among the medium and low quality "modes", respectively. The remaining bandwidth is, each time, allocated to the user with the highest LUIF, in each quality. The bandwidth distribution continues to the remaining users until no more bandwidth is available.
, if P drop I_FRAME ≤ 0.1% 1, if P drop I_FRAME 0.1%
In order to quantify the above description of our protocol, we denote by N the number of information slots in the system, L the number of active video stations, Di(s) the amount of bandwidth that the NCC estimates as needed by the ith active terminal at the start of frame s, and Ai(s) the amount of bandwidth that the NCC assigns to the ith active terminal at the start of frame s. If N − L i Di(s) < 0, i.e., if the NCC estimates that there will be no amount of bandwidth left after all video terminals are granted bandwidth equal to their predicted demands, then the use of the following equation ensures the fair sharing of the available bandwidth resources to all active video terminals:
It should be noted here that, although generally Di(s) refers to the estimation made by the NCC of each video terminal's upcoming bandwidth requirements, it also refers, every 11 frames, to the "corrective" request sent by the video terminals every superframe. With the use of Eq. (7) for bandwidth allocation, our protocol also guarantees that, in the case of traffic overload, all users experience equal video packet dropping probability.
If N − L i Di(s) > 0, i.e., if the NCC estimates that there will be an amount of bandwidth left after all video terminals are granted bandwidth equal to their predicted demands, then the allocation based on user irritation takes place. The major reason behind this policy is fairness: we want to alleviate any mistakes caused by underassignment to a terminal due to a mistaken estimation of its actual larger bandwidth demands. This policy also serves in the case where the NCC has made slight overestimations for all users, as it helps to maximize the number of satisfied users.
Simulation results and discussion
We use computer simulations (the code is written in C) to study the performance of FPRRA with the use of both SUIF definitions. Each simulation point is the result of an average of 100 independent runs (Monte-Carlo simulation), each simulating three hours of network operation. All our results have been derived for 95% t-confidence intervals (constructed in the usual way [29] ). Connection lifetimes are exponentially distributed with mean value equal to 180 s. This value has been chosen based on the video marketing survey and business trend report presented in [35] , according to which videos under one minute enjoy 80% viewer retention up to the 30-s mark, videos 2-3 min in length enjoy about 65% retention until their 50% mark and 5-10 min videos enjoy close to 50% viewer retention until their 50% mark. By averaging (length × retention)/2, we get an average video viewing time of about 180 s.
The system parameters are taken from [33] : frame duration equal to 26.5 ms, 4 carriers, 128 slots/frame/carrier, 53 bytes/slot, 8 Mbps system global rate. These parameters comply with the relevant ITU-R recommendation [36] and ETSI standard [37, 38] .
In EWMA mechanisms, values of ρ between 0.7 and 0.8 are generally chosen [39] (the value λ, defined there as being between 0.2 and 0.3 is equal to 1 − ρ for our scheme) although these values are arbitrary and depend on the problem that is being analyzed and, respectively, on the weight that needs to be placed upon current values in We compare FPRRA with four other efficient schemes, from [10] [11] [12] and from an "ideal" framework, in which the NCC would "magically" know, without any information exchange exactly what the video terminals' bandwidth demands for the next video frame would be. Therefore, no contention is necessary among video terminals. These schemes do not take into account either pricing or user irritation, therefore they have the advantage over FPRRA that their only goal is the maximization of resource utilization. Still, as it will be shown from our results, FPRRA outperforms all schemes except the "ideal" framework. Figure 4 presents our simulation results for the average video packet dropping metric versus the system utilization. Utilization indicates the traffic load normalized to the uplink capacity, e.g., a traffic load equal to 20% represents 20% of the 8 Mbps uplink capacity, i.e., 1.6 Mbps system throughput. As shown in the Figure, FPRRA clearly outperforms the other three protocols from the literature, and is outperformed only by the "ideal" framework. FPRRA can handle up to 59% system load (for the 1st SUIF definition) while at the same time satisfying the strict QoS requirement of maximum video packet dropping equal to 0.1%; the respective maximum system load which the "ideal" framework can handle is 73%, while SRMA-DF [12] achieves only a 23% maximum Fig. 4 Average video packet dropping vs. system utilization throughput, [10] achieves a 32% maximum throughput and PRDAMA [11] a 42% maximum throughput for the same QoS requirement.
The reason for the significantly better performance of FPRRA is the use of the new accurate video traffic model for both CAC and MAC purposes, as explained in "CAC based on long term user irritation" and "The proposed MAC scheme". The individual weaknesses of the other three protocols in comparison to a protocol using accurate video traffic prediction have been outlined in [3] . What needs to be emphasized, however, is that the results of FPRRA in this work are worse than the respective ones in [3] . There are two reasons for this.
The first reason that FPRRA cannot achieve a higher throughput is the very high burstiness of video traffic (much higher than the burstiness of videoconference traffic, used in our prior work).
The second reason for FPRRA's inability to achieve a higher throughput is the use of LUIF, both in its CAC component and in its MAC scheme. The use of LUIF in the CAC scheme can lead to the degradation of more than one user with low LUIF, in order to accommodate the new video call. If LUIF wasn't considered, it is possible that the new call would have had to be the only one to be degraded or it would have been rejected, if it could not lead to an increase in provider profit. Both of these outcomes (degradation/ rejection of the new call) would in most cases lead the system to achieve higher throughput than the case when the new user is accepted but more than one existing users are degraded. Also, the use of LUIF in the MAC scheme can lead to prioritizing for transmission users which have a higher LUIF but their transmission deadline is not approaching, whereas other users with lower LUIF and imminent deadlines will have to wait. This leads to suboptimal channel utilization in order to preserve fairness in terms of user satisfaction. Hence, despite its importance, the use of LUIF comes with a "user satisfaction vs. throughput" tradeoff.
In [7] it was found that the use of the 2nd SUIF definition leads to a fluctuation, in comparison to the results with the use of the 1st SUIF definition; in other cases the results were marginally lower with the 1st definition, and in other cases they were lower when the 2nd is used. In the present study the results with the use of the 2nd SUIF definition are constantly worse. The reason is that the 2nd SUIF definition increases user "sensitivity" (i.e., irritation) in the cases where the loss of information is concentrated in specific GoPs, whereas the 1st SUIF definition "triggers" user irritation when packet dropping occurs anywhere in the video frames' transmission. Due to the use of much smaller α values in high activity scenes and in scene activity changes, the different behavior of the system with the use of the 2nd SUIF is accentuated.
The results achieved with FPRRA for the 1st SUIF (handling up to 59% system load) also clearly excel against the contention-based protocol CRDSA [40] which achieves a peak throughput of 52%. Still, a full comparison cannot be made, since CRDSA only contains a MAC component. Also, in comparison with the efficient CAC scheme presented in [41] , FPRRA achieves much better results (lower packet loss percentage for much burstier sources than the ones used in that paper), and additionally takes into account user satisfaction and provider revenue, whereas the scheme in [41] only bases its decisions on the capacity needed to accommodate the call. Also, [41] assumes that each video source's rate is divided into a fixed number of discrete bandwidth levels, which for multiple sources, possibly generating context on-the-fly, is impractical. The work in [42] supported the use of active measurements to allow bandwidth adaptation and consequent tracking of the chosen performance metrics. However, in the case of bursty multimedia traffic, this approach is inefficient due to the significant fluctuations in the sources' rate. In the case of such fluctuations, the use of active measurements can lead to considerable bandwidth overallocation or underallocation before the next round of measurements gives the system the opportunity to react. Figure 5 presents our simulation results for the average video packet delay versus the system utilization. The results are generally similar in nature with those of Fig. 4 , including those concerning the comparison of the two SUIF definitions. Also, in Fig. 5 , the confidence intervals for FPRRA for both SUIF definitions are presented. The graphs connecting all the low confidence interval (LCI) and high confidence interval (HCI) values, respectively, show that the qualitative differences between all the compared schemes remain unaltered even for the lowest and highest values of LCI and HCI. In this Figure, FPRRA1 stands for FPRRA-1st SUIF.
In the results presented in Fig. 6 we use Jain's fairness index [43] in order to evaluate the system behavior under each of the two SUIF definitions. Fairness is studied in terms of the video packet dropping encountered by individual video streams when using each SUIF definition. From the results it is clear once again that the 2nd SUIF definition leads to a larger LUIF and hence to decreased fairness; on the other hand, the 2nd SUIF definition is of higher practical value, because it takes into account the interdependence among video frames.
Finally, we compared FPRRA against our prior work in [7] in terms of LUIF. The incorporation of LUIF into FPRRA's CAC decisions, combined with our new model's accuracy, was shown to decrease the average Long Term User Irritation by 27%, over all of our experiments. 
Conclusions
In this paper we have proposed, for the first time in the relevant literature to the best of our knowledge, the use of video scene identification and classification to improve user QoE over GEO satellite links. We introduced the notion of long-term user satisfaction into the call admission control scheme, and mapped our model's ability to distinguish between high and low activity scenes into QoE. This led our scheme, which makes decisions based on available bandwidth, user satisfaction and the possible revenue for the provider, to be able to handle the very bursty video traffic and to outperform other schemes from the literature in all of the QoS and QoE metrics used in our study.
The proposed scheme, additionally to its superior results, has the advantages of: (a) using a relatively simple video model towards video scene identification and classification, (b) adhering to the general directions set in the ETSI standard [44] , according to which the streaming class needs to be supported for video admission control and the scheduling process needs to be driven primarily by the connection Quality of Service parameters.
In future work we intend to study the possible extension/combination of our scheme with recent proposals to exploit successive interference cancellation schemes, in order to solve packet collision issues [45] . We also intend, in line with our view towards crosslayer extensions of our work, to study how our scheme can be combined with the DVB-S2X extension of the DVB-S2 specification that provides additional technologies and features for the core applications of DVB-S2. As noted in [46] , the DVB-S2X has been introduced at the same time as the new high efficiency video coding (HEVC) scheme and it is expected that new satellite DTH receivers will combine these two technologies to make the delivery of ultra high definition services more efficient. For this reason we also intend to evaluate our scheme with HEVC/H.265 video traces, as HEVC is fast becoming widely adopted. We believe that the combination of our scheme with DVB-S2X will be a significant step towards enabling its practical implementation.
