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SYNTACTIC COMPLEXITY OF CIRCULAR SEMI-FLOWER
AUTOMATA
SHUBH NARAYAN SINGH AND K. V. KRISHNA
Abstract. We investigate the syntactic complexity of certain types of finitely
generated submonoids of a free monoid. In fact, we consider those submonoids
which are accepted by circular semi-flower automata (CSFA). Here, we show
that the syntactic complexity of CSFA with at most one ‘branch point going
in’ (bpi) is linear. Further, we prove that the syntactic complexity of n-state
CSFA with two bpis over a binary alphabet is 2n(n+ 1).
Introduction
The syntactic complexity of a recognizable language is the cardinality of its syn-
tactic monoid. Further, the syntactic complexity of a class of recognizable languages
is the maximal syntactic complexity of languages in that class, taken as a function
of the state complexity of these languages. The syntactic complexity of a class
of automata is considered to be the syntactic complexity of the class of languages
accepted by the automata. The syntactic complexity of recognizable languages has
received more attention in recent years.
In [15], Maslov observed that nn is a tight upper bound on the size of the monoid
of n-state complete and deterministic automata. Holzer and Ko¨nig studied the
syntactic complexity of unary and binary recognizable languages [11]. For instance,
they showed that the syntactic complexity of unary recognizable languages is linear.
Also, they proved that if the size of alphabet is at least three, then the syntactic
complexity is reached to the maximal size nn. It turns out that the most crucial case
is to determine the syntactic complexity of recognizable languages over a binary
alphabet. In the binary alphabet case, Holzer and Ko¨nig have investigated on the
maximal size among all monoids generated by two transformations, where one is a
permutation with a single cycle and the other is a non-bijective transformation.
Brzozowski et al. investigated the syntactic complexity of various classes of
recognizable languages (e.g. [3, 4, 5, 6]). Beaudry and Holzer studied the syntactic
complexity of reversible deterministic automata [1]. The syntactic complexity is
also studied in [13, 17].
In this work, we restrict the work of Holzer and Ko¨nig in [11] to the case of
monoids generated by two transformations in which one is a circular permutation
and the other is a special type of non-bijective transformation. In particular, we
focus on the syntactic complexity of a class of submonoids generated by finite
prefix sets of words over a binary alphabet. In this connection, we consider those
submonoids which are accepted by circular semi-flower automata.
1991 Mathematics Subject Classification. 68Q70, 68Q45, 20M35.
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Semi-flower automata (SFA) have been introduced to study the finitely generated
submonoids of a free monoid [9, 18]. Using SFA, the rank and intersection problem
of certain submonids of a free monoid have been investigated [10, 19, 21]. The
circular automata have been studied in various contexts. For instance, the Cˇerny´
conjecture has been verified for circular automata [7, 16]. Recently, Singh and
Krishna have studied the holonomy decomposition of circular SFA [20].
In this paper, we consider circular SFA classified by their bpi(s) – branch point(s)
going in – and obtain the syntactic complexity of circular SFA. Other than this
introduction, the paper has been organized into five sections. In Section 1, we
present some preliminary concepts and results that are used in this work. We
obtain some necessary properties of circular SFA in Section 2. Our investigations
on the syntactic complexity of circular SFA have been presented in sections 3 and
4. Finally, Section 5 concludes the paper.
1. Preliminaries
In this section, we provide the necessary background material which shall be
useful in this work from [2, 14, 18].
We fix our notation regarding functions. We write the argument of a function
α : P −→ P on its left so that pα is the value of the function α at the argument
p. The composition of functions is designated by concatenation, with the leftmost
function understood to apply first so that p(αβ) = (pα)β. The function α is said
to be idempotent if α2 = α. The rank of α, denoted by rank(α), is the cardinality
of the image set Pα.
Let A be a finite set called an alphabet with its elements as letters. The free
monoid over A is denoted by A∗ whose elements are called words, and ε denotes
the empty word – the identity element of A∗. A language over A is a subset of A∗.
An automaton A over an alphabet A is a quadruple A = (Q, I, T,F), where Q
is a finite set called the set of states, I and T are subsets of Q called the sets of
initial and final states, respectively, and F ⊆ Q×A×Q called the set of transitions.
Clearly, by denoting the states as vertices/nodes and the transitions as labeled arcs,
an automaton can be represented by a digraph in which initial and final states shall
be distinguished appropriately.
A path in A is a finite sequence (p0, a1, p1), (p1, a2, p2), . . . , (pk−1, ak, pk) of con-
secutive arcs in its digraph. The word a1 · · · ak ∈ A
∗ is the label of the path. A
null path is a path from a state to itself labeled by ε. A path that starts and ends
at the same state is called as a cycle, if it is not a null path. The language accepted
by A, denoted by L(A), is the set of words in A∗ that are the labels of the paths
from an initial state to a final state. A language is recognizable if it is accepted by
an automaton.
A state q of A is called a branch point going in, in short bpi, if the number of
transitions coming into q (i.e. the indegree of q – the number of arcs coming into q
– in the digraph of A) is at least two. We write BPI(A) to denote the set of all bpis
of A. A state q of A is accessible (respectively, coaccessible) if there is a path from
an initial state to q (respectively, a path from q to a final state). An automaton is
said to be trim if all the states of the automaton are accessible and coaccessible.
An automaton is said to be deterministic if it has a unique initial state and there
is at most one transition defined for a state and an input letter. If there is at least
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one transition defined for a state and an input letter in an automaton, then we say
that the automaton is complete.
An automaton is called a semi-flower automaton (in short, SFA) if it is a trim
automaton with a unique initial state that is equal to a unique final state such that
all the cycles visit the unique initial-final state. If an automaton A = (Q, I, T,F) is
an SFA, we denote the initial-final state by q0. In which case, we simply write A =
(Q, q0, q0,F). An SFA accepts a finitely generated submonoid of the free monoid
over the underlying alphabet, and vice versa. Moreover, if an SFA is deterministic,
it accepts the submonoid generated by a finite prefix set.
Let A = (Q, q0, T,F) be a complete and deterministic automaton over A. As
there is a unique transition defined over a state and a letter in A, each a ∈ A
induces a function
a : Q −→ Q
defined by qa = p, where (q, a, p) ∈ F . This phenomenon can be naturally extended
to the words in A∗. For x ∈ A∗, the function induced by x, written x : Q −→ Q
is defined inductively as follows. For q ∈ Q, we define qε = q and, for u ∈ A∗ and
a ∈ A, q(au) = (qa)u. The set of functions M(A) = {x | x ∈ A∗} forms a monoid
under the composition of functions, called the monoid of A. Note that M(A) is
finite and generated by the functions induced by the letters of A. Now, we recall
that the automaton A is minimal if and only if A is accessible and the equivalence
relation ∼A on the state set Q defined by
p ∼A q if and only if ∀x ∈ A
∗ (px ∈ T ⇐⇒ qx ∈ T )
is the diagonal relation. A minimal automaton for a recognizable language is unique
up to isomorphism. The number of states in the minimal automaton of a recogniz-
able language L is called the state complexity of L.
Let L be a language over an alphabet A. The syntactic congruence of L is the
congruence ∼L over A
∗ defined by
u ∼L v if and only if ∀x, y ∈ A
∗(xuy ∈ L⇐⇒ xvy ∈ L).
The quotient monoid A∗/∼L is called the syntactic monoid of L. It is well known
that L is recognizable if and only if the syntactic monoid of L is finite. Let L be a
recognizable language. The syntactic complexity of L is defined as the size of the
syntactic monoid of L. Further, the syntactic complexity of a class of recognizable
languages is the maximal syntactic complexity of languages in that class, taken
as a function of the state complexity of these languages. It is also known that the
syntactic monoid of L is isomorphic to the monoid of its minimal automaton. Thus,
in order to compute the syntactic complexity of L, it is convenient to consider the
monoid of its minimal automaton.
We now present the notion of group actions and its related concepts which are
useful in this work. For more details, one may refer to any book on basic abstract
algebra (e.g. [8]). Let (H, ◦) be a group with identity e and X a nonempty set.
A group action of H on X is a function · : X ×H −→ X satisfying the following
axioms. For x ∈ X and h, h′ ∈ H ,
x · e = x and x · (h ◦ h′) = (x · h) · h′.
For x ∈ X , the orbit of x, denoted by O(x), is the equivalence class of x with
respect to the equivalence relation ∼ on X defined by
x ∼ y ⇐⇒ x · h = y for some h ∈ H.
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Clearly, O(x) = {x · h | h ∈ H}. Further, for x ∈ X , the stabilizer of x, denoted by
Hx, is the subgroup of H defined by
Hx = {h ∈ H | x · h = x}.
It can be observed that, for x ∈ X , |O(x)| = [H,Hx], the index of Hx in H .
2. Circular Semi-Flower Automata
In this section, we recall some necessary properties of circular semi-flower au-
tomata (CSFA) from [20] and prove further properties which are useful in determin-
ing the syntactic complexity of CSFA. In this paper, all the automata are complete
and deterministic.
Let X = {p1, . . . , pm} be a nonempty finite set. A function α on X is said to be
a circular permutation on X if there is a cyclic ordering, say pi1 , . . . , pim , on the
elements of X , i.e.
pijα = pij+1 , for 1 ≤ j < m, and pimα = pi1 .
An automaton A over A is said to be a circular automaton if there exists a ∈ A
such that the function a is a circular permutation on the state set of A. Now we
recall the following result.
Theorem 2.1 ([20]). Let A be an SFA over A.
(i) For a ∈ A, if a is a permutation on Q, then a is a circular permutation.
(ii) For a, b ∈ A, if a and b are permutations on Q, then a = b.
(iii) BPI(A) = ∅ if and only if |A| = 1.
Unless otherwise stated, in what follows, A always denotes a CSFA (Q, q0, q0,F)
over A such that |Q| = n. In view of Theorem 2.1, A has a unique circular
permutation on Q, induced by its input letters. For the rest of the paper, we fix
the following regarding A. Assume a ∈ A induces a circular permutation a and
accordingly
q0, q1, . . . , qn−1
is the cyclic ordering on Q with respect to a. And let G be the submonoid generated
by a in the monoid M(A).
Proposition 2.2. The submonoid G is a cyclic subgroup of order n in M(A).
Further, G contains all the permutations of M(A).
Proof. It is straightforward to observe that G is a cyclic group of order n, because
G is the submonoid generated by the circular permutation a. Now, let x ∈ M(A)
be a permutation on Q for x = a1a2 · · · am with ai ∈ A (1 ≤ i ≤ m). Then
x = a1a2 · · ·am = a1a2 · · · am.
Clearly, each function ai is a permutation onQ. By Theorem 2.1(ii), we have a = ai,
for all i (1 ≤ i ≤ m). This implies that x = am and consequently x ∈ G. 
Remark 2.3. For p, q ∈ Q, there exists x ∈ G such that px = q. Indeed, if p = qi
and q = qj , for some i, j (with 0 ≤ i ≤ j < n), then x = aj−i will serve the purpose.
Proposition 2.4. A is a minimal automaton.
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Proof. Since A is accessible, it is sufficient to prove that the relation ∼A is diagonal.
Let p and q be two distinct states. By Remark 2.3, there exists x ∈ G such that
px = q0. Now, we claim that qx 6= q0. For, if qx = q0, then px = qx. Since
x ∈ G, we have p = q; a contradiction. Hence, the relation ∼A is diagonal and
consequently, A is minimal. 
Let us consider the group action of G on M(A) with respect to the monoid
operation, the composition of functions. Note that
M(A) =
⋃
x∈A∗
O(x).
Proposition 2.5. For x ∈ A∗, we have |O(x)| = n.
Proof. For x ∈ A∗, we have |O(x)| = [G,Gx]. Since |G| = n, it is sufficient to
prove that Gx = {ε}. Let y ∈ Gx, we have x y = x. This implies that, for q ∈ Q,
q(x y) = qx, i.e. (qx)y = qx. Write qx = q′, then q′y = q′.
We claim that y = ε. Let p ∈ Q be an arbitrary state. By Remark 2.3, there
exists z ∈ G such that p = q′z. Consider
py = (q′z)y = (q′y)z = q′z = p.
Hence, y = ε and consequently Gx = {ε}. 
Thus, to compute the syntactic complexity, it is sufficient to count the number
of orbits. In the rest of the paper, we investigate the syntactic complexity of CSFA
classified by the number of bpis. The following result from [20] is useful in the
sequel.
Theorem 2.6. For k ≥ 1, if |BPI(A)| = k, then
(i) q0 ∈ BPI(A) and
(ii) any non-permutation in M(A) has rank at most k.
Hence, if k = 1, then Qb = {q0}, for all b ∈ A \ {a}.
3. CSFA with at most one bpi
In this section, we investigate the syntactic complexity of CSFA with at most one
bpi. We first observe that the syntactic complexity of SFA with no bpis follows from
the general case of permutation SFA. An automaton is a permutation automaton if
the function induced by each input letter is a permutation on the state set [22]. By
Theorem 2.1(i) and Proposition 2.4, any permutation SFA is a minimal automaton.
Now, by Theorem 2.1(ii), we have the following proposition which also provides the
syntactic complexity of permutation SFA.
Proposition 3.1. If A is a permutation SFA, then M(A) is a cyclic group of order
n. Hence, the syntactic complexity of A is n.
Let A be an SFA with no bpis, then by Theorem 2.1(iii), we have |A| = 1,
say A = {a}. Note that the function a is a circular permutation on Q. Thus, A
is a circular as well as permutation SFA. Hence, by Proposition 3.1, we have the
following theorem.
Theorem 3.2. The syntactic complexity of SFA with no bpis is n.
6 S. N. SINGH AND K. V. KRISHNA
Now, we determine the syntactic complexity of CSFA with a unique bpi. If the
size of state set |Q| = 1, then the CSFA with a unique bpi is a permutation SFA
so that its syntactic complexity is n = 1. Now, we consider the CSFA with |Q| > 1
in the following theorem.
Theorem 3.3. The syntactic complexity of CSFA with a unique bpi is 2n.
Proof. Let A be a CSFA with a unique bpi. By Theorem 2.6, we have Qb = {q0},
for all b ∈ A \ {a}. This implies that for b, c ∈ A \ {a}, we have b = c. Now, we
take a letter b ∈ A \ {a}. The orbit of b is
O(b) = {bai | 1 ≤ i ≤ n}.
Let x be a non-permutation in M(A). By Theorem 2.6(ii), x is a constant
function. This implies that Qx = {qk}, for some k (with 0 ≤ k < n). Note that
Qbak = {qk}. Therefore, x = bak ∈ O(b) and consequently the orbit O(b) contains
all non-permutations in M(A).
Thus, there are exactly two distinct orbits, one with all permutations (i.e. G)
and other with all non-permutations. By Proposition 2.5, we have |M(A)| = 2n.
Since A is arbitrary, we have the syntactic complexity of the submonoids accepted
by CSFA with a unique bpi is 2n. 
4. CSFA with two bpis
In this section, we investigate the syntactic complexity of CSFA with two bpis.
In the previous section, we have observed that the syntactic complexity of CSFA
with at most one bpi is independent of the size of the input alphabet. In contrast,
the syntactic complexity of CSFA with two bpis varies with respect to the size of
input alphabet (cf. Example 4.17). Hence, in this section, we restrict ourselves to
investigate the syntactic complexity of CSFA with two bpis over a binary alpha-
bet. First observe that, if |Q| = 2, then the CSFA under consideration are indeed
permutation SFA so that their syntactic complexity is n = 2. In this section, we
consider the CSFA with |Q| > 2 and prove the following main theorem.
Theorem 4.1. The syntactic complexity of CSFA with two bpis over a binary
alphabet is 2n(n+ 1).
We fix the following notation for rest of the section. Let A be a CSFA with two
bpis over the binary alphabet A = {a, b}. As earlier, a is the circular permutation.
Note that, for the non-permutation b, we have Qb = BPI(A). By Theorem 2.6(i),
the initial-final state q0 is a bpi. Let qm, for some m (with 1 ≤ m < n), be the other
bpi of A so that BPI(A) = {q0, qm}. We need to establish some results for proving
Theorem 4.1. In the following, these results are presented in various subsections.
4.1. Idempotents. In this subsection, we obtain the idempotents of M(A) which
will be useful to give a representation of the elements ofM(A). In view of Theorem
2.6(ii), for x ∈ A∗, we have rank(x) ∈ {1, 2, n}. Clearly, the identity element ε in
M(A) is only idempotent of rank n. All the elements of rank one in M(A) are
idempotent, provided that they exist. We now estimate idempotents of rank two
in M(A). For that, we first prove the following results.
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Remark 4.2. For 1 ≤ i ≤ n and x ∈ A∗, if x is an idempotent in M(A), then
aixan−i is also an idempotent in M(A). For instance,
(aixan−i)2 = (aixan−i)(aixan−i) = aix2an−i = aixan−i.
Remark 4.3. Let x be an element in M(A) such that Qx = {q0, qm}. If q0x = q0
and qmx = qm, then x is an idempotent.
Proposition 4.4. Let t be a natural number such that t < m < n; there exists a
natural number k such that m ≤ t+ k(n−m) < n.
Proof. Since n−m > 0, note that the sequence {t+i(n−m)}i=0,1,2,... is an increasing
sequence. Let k be the least number such that m ≤ t+ k(n−m). We prove that
t+ k(n−m) < n. Since k is least, we have t+ (k − 1)(n−m) < m. This implies
that
t+ (k − 1)n− km < 0.
Now, we have t+ k(n−m) = t+ (k − 1)n− km+ n < n. 
Lemma 4.5. There exists a natural number r (with 1 ≤ r < n) such that the
function arb is an idempotent of rank two in M(A).
Proof. Since qm is the bpi of A, there exists j (with 0 ≤ j < m) such that qjb = qm.
Let t (with 0 ≤ t < m) be the least number such that qtb = qm so that q0atb = qm.
Consequently, as qman−m = q0, we have
qman−m+tb = qm.
If q0an−m+tb = q0, then choose r = n − m + t and by Remark 4.3, the function
arb is an idempotent of rank two in M(A). Otherwise, since the letter b is suffix of
word an−m+tb, we have q0an−m+tb = qm. Then
qma2(n−m)+tb = qm.
If q0a2(n−m)+tb = q0, then choose r = 2(n−m) + t and again by Remark 4.3, the
function arb is an idempotent of rank two in M(A). Otherwise, since the letter b
is suffix of word a2(n−m)+tb, we have q0a2(n−m)+tb = qm. Then
qma3(n−m)+tb = qm.
As long as we continue this process, in each ith step, we have qmai(n−m)+tb =
qm. Note that, by Proposition 4.4, there exists a natural number k such that
m ≤ k(n−m) + t < n. If the above process terminates with a number r before kth
step, then we are through. Otherwise, in the kth step, we have qmak(n−m)+tb = qm.
Moreover, since m ≤ k(n−m) + t < n,
q0at+k(n−m)b = qk(n−m)+tb = q0.
Thus, choose r = k(n −m) + t, and hence by Remark 4.3, the function arb is an
idempotent of rank two in M(A). 
Notation 4.6. The number k(n−m)+ t obtained in Lemma 4.5 is always denoted
by κ so that aκb is an idempotent of rank two in M(A).
Lemma 4.7.
(i) If q0b 6= q0, then b
2
is an idempotent of rank two in M(A).
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(ii) If q0b = q0, then there exists t (with 1 ≤ t < m) such that the function
(atb)2 is an idempotent of rank two in M(A).
Proof. We know that qmb = q0.
(i) Since q0b 6= q0, we have q0b = qm. Consider Qb
2
= (Qb)b = {q0, qm}b =
{q0, qm}. Also, since q0b
2
= q0 and qmb
2
= qm, by Remark 4.3, the function b
2
is
an idempotent of rank two in M(A).
(ii) Since q0b = q0, the state q1 is not a bpi. Therefore, 1 < m < n. Further,
there exists j (with 0 < j < m) such that qjb = qm. Let t (with 1 ≤ t < m) be the
least number such that qtb = qm so that q0atb = qm. We claim that qmatb = q0.
On the contrary, assume that qmatb 6= q0. Then, qmatb = qm so that there is
a cycle from qm to qm labeled by a
tb. Since A is an SFA, the cycle should pass
through q0. Since q0b = q0, there exist t1 and t2 (1 ≤ t1, t2 < t) with t1 + t2 = t
such that
qmat1 = q0 and q0at2b = qm.
Note that q0at2b = qt2b = qm. This contradicts the choice of t, as t2 < t. Thus,
qmatb = q0.
Now, observe that Q(atb)2 = (Qatb)atb = {q0, qm}atb = {q0, qm}. Further,
q0(atb)
2 = q0 and qm(atb)
2 = qm. By Remark 4.3, the function (atb)
2 is an idem-
potent of rank two in M(A). 
Notation 4.8. In this section, τ always denotes the number obtained in Lemma
4.7(ii). That is, if q0b = q0, τ is the least number such that qτb = qm, so that (aτb)
2
is an idempotent of rank two in M(A).
In view of Remark 4.2, we have the following corollary of Lemma 4.5 and Lemma
4.7.
Corollary 4.9. For 1 ≤ i ≤ n,
(i) ai(aκb)an−i is an idempotent of rank two in M(A).
(ii) If q0b 6= q0, then aib2an−i is an idempotent of rank two in M(A).
(iii) If q0b = q0, then ai(aτb)2an−i is an idempotent of rank two in M(A).
Definition 4.10. We call the following list of 2n+2 idempotents, if they exist, in
M(A) as the basic idempotents. The set of all the basic idempotents in M(A) is
denoted by B.
(i) The idempotent ε.
(ii) The idempotent whose image set is {q0}, denoted by ν.
(iii) For 1 ≤ i ≤ n, the idempotent ai(aκb)an−i.
(iv) For 1 ≤ i ≤ n, if q0b 6= q0, then the idempotent aib2an−i; else, the idempo-
tent ai(aτb)2an−i.
Remark 4.11. Clearly, |B| ≤ 2(n+ 1).
The following example shows that the cardinality of the set of basic idempotents
is not necessarily 2(n+ 1).
Example 4.12. Note that the automaton given in Figure 1 is a CSFA in which
q0 and q2 are the bpis. For this CSFA, it can be observed that b
2
= aκb, where
κ = 2. Hence, |B| < 2(n+ 1)
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Figure 1. A CSFA with two bpis
4.2. Elements of rank two. In this subsection, we obtain a representation of the
elements of rank two in M(A). Here, we recall the definition of the complement of
a function of rank two from [12].
Definition 4.13. Let X be a nonempty finite set and α a function on X such that
Xα = {i, j}. The complement of α is the function α# defined by, for k ∈ X ,
kα# =
{
i if kα = j;
j if kα = i.
The following lemma is useful in the sequel.
Lemma 4.14.
(i) If q0b 6= q0, then b
#
= b
2
.
(ii) If q0b = q0, then b
#
= baτb.
Proof. We recall that qmb = q0 and Qb = {q0, qm}. Note that, for q ∈ Q, either
qb = q0 or qb = qm.
(i) Since q0b 6= q0, we have q0b = qm. Let q ∈ Q. If qb = q0, then
qb
2
= (qb)b = q0b = qm.
Else,
qb
2
= (qb)b = qmb = q0.
Hence, b
#
= b
2
.
(ii) Given q0b = q0. Let q ∈ Q. If qb = q0, then
qbaτb = (qb)aτb = q0aτb = qm
(cf. Lemma 4.7(ii)). Else,
qbaτb = (qb)aτ b = qmaτ b = q0.
Hence, b
#
= baτb.

Theorem 4.15. Any element of rank two in M(A) has one of the following forms.
(β) aibaj
(γ) aib2aj
(δ) aibaτbaj
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Here, i, j ∈ {1, . . . , n}.
Proof. Note that every element of rank two in M(A) should have at least one
b. Let w = ai1bai2b . . . baik−1baik ∈ A∗, for it ≥ 0 (t ∈ {1, . . . , k}), such that
w be an arbitrary element of rank two in M(A). Write w = ai1bubaik , where
u = ai2b . . . baik−1 . Clearly, the function bub has rank two with the image set
{q0, qm}.
Case-1 (bub = b): Clearly, w = ai1bubaik = ai1baik , which is in the form (β).
Case-2 (bub 6= b): First we claim that bub = b
#
. Since bub 6= b, there exist
p ∈ Q such that pbub 6= pb. Now, we consider two subcases according to
the state pb.
Subcase-1 (pb = q0): Since bub 6= b, we have pbub = qm. Consequently,
q0ub = qm.
Let q ∈ Q be an arbitrary element. Then, either qb = q0 or qb = qm.
If qb = q0, then
qbub = (qb)ub = q0ub = qm.
Else (qb = qm), qbub = (qb)ub = qmub. To show the last term is equal
to q0, let us assume the contrary. That is, assume qmub 6= q0. Then,
qmub = qm. Consequently,
Qbub = (Qb)ub = {q0, qm}ub = {qm}.
This is a contradiction to bub is of rank two. Thus, if qb = qm, then
qbub = q0. Hence, bub = b
#
.
Subcase-2 (pb 6= q0): One can proceed in the similar lines as in Subcase-
1 and obtain that bub = b
#
.
If q0b 6= q0, then by Lemma 4.14(i), we have b
#
= b
2
. Consequently,
w = ai1bubaik = ai1b2aik ,
which is in the form (γ).
If q0b = q0, then by Lemma 4.14(ii), we have b
#
= baτb. Consequently,
w = ai1bubaik = ai1baτbaik ,
which is in the form (δ).

4.3. Representation of M(A). In this subsection, we give a canonical represen-
tation of the elements of M(A) in terms of basic idempotents and circular permu-
tation.
Theorem 4.16. Every element of M(A) can be written as a composition of a basic
idempotent and a permutation, i.e.
M(A) = BG =
{
e g
∣∣∣ e ∈ B and g ∈ G}.
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Proof. For x ∈ A∗, by Theorem 2.6(ii), we have rank(x) ∈ {1, 2, n}. If rank(x) = 1,
then the function x is an idempotent (being a constant function). Therefore, there
exists i (with 1 ≤ i ≤ n) such that
x = ν ai ∈ BG.
If rank(x) = n, then the function x is a permutation of the form x = ai, for some i
(with 1 ≤ i ≤ n). Clearly, x ∈ G so that
x = ε x ∈ BG.
If rank(x) = 2, then, by Theorem 4.15, x = aibaj or x = aib2aj or x = aibaτbaj,
for some i, j ∈ {1, . . . , n}.
If x = aibaj, then
x = ai−κ(aκb)aj = ai−κ(aκb)an−(i−κ) aj+(i−κ) = ai′(aκb)an−i′ aj′ ,
where i′ and j′ are, respectively, the residues of (i − κ) and (j + i − κ)
mod n. Consequently, x ∈ BG.
If x = aib2aj , then
x = aib2an−i aj−(n−i) = aib2an−i aj′ ,
where j′ is the residue of (j + i− n) mod n. Consequently, x ∈ BG.
If x = aibaτbaj, then
x = ai−τ (aτ b)2aj = ai−τ (aτb)2an−(i−τ) aj−n+(i−τ) = ai′(aτ b)2an−i′ aj′ ,
where i′ and j′ are, respectively, the residues of (i− τ) and (j + i− τ − n)
mod n. Consequently, x ∈ BG.
Thus, in all the cases the function x ∈M(A) can be written as a composition of a
basic idempotent and a permutation in G. Hence, M(A) = BG. 
4.4. An example. Consider the CSFA A′ = (Q, 1, 1,F) over A = {a, b} with
Q = {1, 2, . . . , n}, and the transitions are given in the following table.
F 1 2 3 · · · n− 1 n
a 2 3 4 · · · n 1
b 2 1 1 · · · 1 1
Clearly, the input letters a and b induces the functions a and b on Q, respectively,
given as
a =
(
1 2 3 · · · n− 1 n
2 3 4 · · · n 1
)
and b =
(
1 2 3 · · · n− 1 n
2 1 1 · · · 1 1
)
.
One can observe that Qbab = {1}. Therefore, the function bab is the constant
function ν in M(A′). Further, we observe that κ = n− 1 and the functions
b
2
=
(
1 2 3 · · · n− 1 n
1 2 2 · · · 2 2
)
and aκb =
(
1 2 3 · · · n− 1 n
1 2 1 · · · 1 1
)
are idempotents of rank two in M(A′). By Remark 4.2, the functions aib2an−i and
ai(an−1b)an−i are basic idempotents of rank two in M(A′), where i ∈ {1, 2, . . . , n}.
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Now, we pursue on the orbits of basic idempotents of rank two. In this connection,
first note that, for 1 ≤ r ≤ n,
arb =
(
1 2 · · · n− r n− r + 1 n− r + 2 · · · n− 1 n
1 1 · · · 1 2 1 · · · 1 1
)
,
arb2 =
(
1 2 · · · n− r n− r + 1 n− r + 2 · · · n− 1 n
2 2 · · · 2 1 2 · · · 2 2
)
.
For 1 ≤ j < i ≤ n, let us assume that O(aib2an−i) ∩ O(ajb2an−j) 6= ∅. Then, for
some t (with 1 ≤ t ≤ n),
aib2an−i = ajb2an−j at =⇒ ai−jb2 = b2ai−j+t.
If i − j + t 6= 0(mod n), then Qb2ai−j+t 6= {1, 2} = Qai−jb2; a contradiction.
Otherwise, we have ai−jb2 = b2. But, from the above shown b
2
and arb2, we can
observe that ai−jb2 6= b2. Hence, for 1 ≤ j < i ≤ n, we have
O(aib2an−i) ∩ O(ajb2an−j) = ∅.
Similarly, we can prove that, for 1 ≤ j < i ≤ n, we have
O(ai(an−1b)an−i) ∩ O(aj(an−1b)an−j) = ∅.
Note that b
2
6= an−1b. Now, for 1 ≤ j < i ≤ n, let us assume that
O(aib2an−i) ∩ O(aj(an−1b)an−j) 6= ∅.
Then, for some t (with 1 ≤ t ≤ n), we have
aib2an−i = aj(an−1b)an−j at =⇒ ai−jb2 = (an−1b)ai−j+t.
If i − j + t 6= 0(mod n), then Qb2ai−j+t 6= {1, 2} = Qai−jb2; a contradiction.
Otherwise, we have ai−jb2 = an−1b. But, from the above shown an−1b and arb2,
we can observe that ai−jb2 6= an−1b. Hence, for 1 ≤ j < i ≤ n, we have
O(aib2an−i) ∩ O(aj(an−1b)an−j) = ∅.
Thus, all the orbits of the basic idempotents of rank two are disjoint and so all the
basic idempotents of rank two are distinct. Thus, |B| = 2(n + 1). Consequently,
M(A′) = BG = 2n(n + 1). Hence, the syntactic complexity of the CSFA A′ is
2n(n+ 1).
4.5. Proof of Theorem 4.1. Now, we prove the main Theorem 4.1. We know
that
M(A) =
⋃
x∈M(A)
O(x)
=
⋃
x∈BG
O(x) by using Theorem 4.16
=
⋃
x∈B
O(x).
This implies that
|M(A)| ≤ |B||O(x)|
≤ 2n(n+ 1) by using Proposition 2.5 and Remark 4.11.
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Thus, the sizes of syntactic monoids of the submonoids accepted by CSFA with
two bpis over a binary alphabet is bounded by 2n(n + 1), where n is the state
complexity of the CSFA. For the class of automata displayed in Subsection 4.3.4,
the syntactic monoid size is exactly 2n(n+ 1). Hence, the syntactic complexity of
CSFA with two bpis over a binary alphabet is 2n(n+ 1).
As shown in the following example, the syntactic complexity of CSFA with two
bpis over an alphabet of size more than two is not 2n(n+ 1).
Example 4.17. Consider the CSFA A over the ternary alphabet {a, b, c} given
in Figure 2. Here, BPI(A) = {q0, q3}. One can compute that the syntactic
complexity of A is 110.
?>=<89:;76540123q0
a
  ❆
❆❆
❆❆
❆❆
❆❆
b, c
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
?>=<89:;q4
a, b, c
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥ ?>=<89:;q1
a

b
ww♥♥
♥♥
♥♥
♥♥
♥♥♥
♥♥
♥♥
♥
c
oo
?>=<89:;q3
a
OO
b, c
//
?>=<89:;q2
a, b, c
oo
Figure 2. A CSFA over ternary alphabet
5. Conclusion
This work investigates the syntactic complexity of various classes of the sub-
monoids accepted by CSFA, classified by their number of bpis. In fact, we showed
that the syntactic complexity of CSFA with at most one bpi is linear. Further, we
proved that the syntactic complexity of CSFA with two bpis over a binary alphabet
is 2n(n+ 1). In that connection, we obtained a representation for the functions of
rank two in the monoid of CSFA with two bpis over a binary alphabet. However,
there is a lot more to investigate the syntactic complexity concerning the finitely
generated submonoids of a free monoid. For instance, one can target to address the
syntactic complexity of CSFA with two bpis over an arbitrary alphabet. In general,
one can study the syntactic complexity of CSFA and SFA with more than two bpis.
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