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Abstract
This paper examines the movement of building prices over time and the ability
of three forecasting techniques to predict future price change. The analysis
was undertaken using two time-series methods and a Delphic method in order
to predict prices on an ex-post basis.
Owing to the long lead times required to procure buildings, forecasting for at
least one year in advance is considered essential for cost planning purposes.
This study analyses the ability of three independent methods to forecast
change in the Building Price Index one year in advance for the period 1987 to
1994.
The results show that the time-series methods have difficulties in detecting
turning points in the series, and Delphic methods, although quite accurate,
produce relatively optimistic forecasts. The outcomes of the forecasting
methods were combined, producing a more accurate prediction of the Building
Price Index.
The results seem to suggest that an average of the forecasts produced by a
time-series and an opinion survey seem to be a very accurate approach for the
prediction of the Building Price Index.
Introduction
One of the aims of building economics is to forecast accurately the tender price of
some structure that has not yet been constructed. The lead time (or horizon) refers
to the length of time into the future for which the forecast is required. Owing to the
long lead time required to design and construct buildings, forecasting of prices for
at least one year in advance is considered important for cost planning purposes.
The actual duration of the design and construction phase will vary according to the
size and type of the building. However, the forecasting lead time was selected
because it seemed to be reasonable for cost planners to have some level of
certainty of price movements for periods of one year in advance.
-
The Building Price Index (BPI)produced quarterly by Australian Construction
Services (ACS)has been selected as the basis of forecasting. The BPI for the period
1970 to 1986 was used to develop a forecasting model. This was used to predict
/ the BPI for one year in advance over the period of 1987 to 1994.
Forecasts were analysed by comparing two time series methods and a Delphic
method with the BPIon an ex-post basis. Forecasts were then compared with the
actual BPI for the period in order to assess their accuracy.
Building prices vary between states and industries, so for this reason all price
information relates to non-residential construction in Victoria.
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All forecasting procedures involve extending the experiences of the past into the
future. According to Hanke (1989),they involve the assumption that conditions that
generated the past data are indistinguishable from the conditions of the future,
except for those variables explicitly recognised by the forecasting model.
According to O'Donovan (1983).forecasting can be divided into two basic types ie,
quantitative and qualitative. The qualitative methods generally use opinions to
forecast future events subjectively. Quantitative forecasting methods involve the
analysis of historical data in order to produce an objective prediction of the future.
All quantitative forecasting makes use of past data in order to identify a pattern
that can be used to describe them. This pattern is extrapolated, or extended into
the future to make forecasts.
The Building Price Index
Building prices will vary owing to the fluctuation in the supply and demand for
buildings and other external factors. Although no explanation of why prices move
is given in this paper, the Building Price Index (BPI)ACS(1993) has been used as
the measure of price change in the industry. This index is widely used by cost
planners in the production of cost estimates in Victoria for non-residential
construction.
The BPI is published monthly by Australian Construction Services, the
Commonwealth government construction agency. The index is based on repricing
standard selection of building items in each state. The index used in this paper is
the 'All Works' index, which represents a cross-section of building types
constructed by the ACS.The BPI is obtained by expressing the total of all items as
a percentage of the total obtained in the base period.
For ease of understanding. building price movements are represented as the
change per annum. This is calculated by comparing two building price indices
between the same period over a year, ie. the percentage change in the index per
annum.
Nature of Building Prices
The period from 1982 to 1994was characterised by a very large building boom in
the late 1980s, a stock market crash in 1987and a recession during the early 1990s.
Building prices analysed were those applying to non-residential construction in the
state of Victoria.
Building Price Change 1983-1993
PriceMovements1983-1993.Victoria
Buildingpriceindex
Consumerpriceindex
,
Implicitpricedeflator/ ' ....- ...
Quarter
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Figure 1 shows the movement of the BPIand the Australian Bureau of Statistics
Implicit Price Deflator for non-residential construction in Victoria. The period
chosen for analysis of the three forecasting methods extended from 1987 to 1993.
As previously stated this was a time when initially there were large volumes of
building activity during the late 1980s, followed by a significant contraction in
activity levels during the early 1990s. It should be noted that significant negative
price movement occurred between 1990to 1993.
Past Research
Past research by many authors has demonstrated the ability of times-series
techniques to accurately predict building prices. Time-series models are based on
what Taylor (1987)describe as 'black box' methods. Forecasts are produced on a
closed system without any attempt to understand the factors which influence the
behaviour of the system, which is done by attempting to unlock a pattern in the
data that has occurred in the past.
An important study was undertaken by Taylor (1987).which concentrated on a
hierarchy of time-series analytical techniques. Each technique was used to analyse
the behaviour of the BERbuilding cost index (Bureau of Economic Research,
University of Stellenbosch, South Africa)
Results obtained from the application of the Box-Jenkins modelling system were
encouraging. The most appropriate model was of the Combined Auto Regressive
Integrated Moving Average type (ARIMA)of order 2 and 1, respectively. This
method seem to produce the most accurate results.
In a study by Fellows (1991),the Box-Jenkins ARIMA approach was also used. This
was applied to the prediction of building price indices for cost adjustment
provisions of construction contracts. It was concluded that forecasts of cost
escalation based upon time-series techniques offer considerable potential in
predicting cost movements.
Another important study was undertaken by Akintoye (1994),where two existing
tender price forecasts were compared with a reduced-form equation model
generated by the authors. A series of accuracy measures was used to compare
forecasts published the Building Cost Information Service, Davis Langdon &
Everest and simulation out-sample forecasts made by the Akintoye and Skitmore
system.
The study concluded that predicted values published by these organisations
become more variable with increasing forecasting horizons. In other words, the
predictive value of forecasts of more than a few quarters into the future diminishes
rapidly. Visual observation of the BCISforecasts in the study shows quite clearly
that forecasts track the actual indices for up to two quarters. The forecasts for
more than two quarters, horizons were considerably less accurate and generally
did not predict the actual turning points in price levels.
Research by Winkler (1984) in combining forecasting methods produced some very
important results. Winkler studies involved combining the forecasts generated by
six time-series methods. Winkler showed that the when six time-series methods
were combined, the results were more accurate than any of the individual
forecasting methods. The author concluded that combining forecasts provides a
more informative forecast which tends to yield smaller forecast errors.
All forecasting methods display different characteristics, but the best forecasting
approach is likely to contain elements of both quantitative and qualitative inputs.
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Forecasting Methods
The above studies by Taylor (1987) and Fellows (1991) demonstrated that time-
series methods of forecasting provide encouraging results. Thus, two time-series
methods, namely Box-Jenkins ARIMA and Holt's Exponential Smoothing, have been
employed to generate quantitative ex-post forecasts of the BPI for the period
March 1987 to March 1994..
In addition, results of work by Akintoye (1994), Seitz (1984) and Hanke (1989),
indicate that qualitative judgement may be necessary for medium- to long-term
forecasting. Thus, the AIOS Delphic survey has been used to analyse the ability of
experts to predict building price movements.
Box-Jenkins ARIMA Forecasting
The Box-Jenkins ARIMA method is suitable for short- to medium-range leads, but
is considered to be relatively complex. However, results of earlier studies have
shown that its forecasting is of low error and may produce accurate quantitative
forecasting. ARIMA forecasts are shown in table 1.
The ARIMA Box-Jenkins methods are used to determine a model that best fits the
data under observation. This approach is a 'black box' type which does not attempt
to determine the causes of movement of the indices being forecast. In fact the
method does not assume any underlying pattern in the data, and is ideal for use in
situqtions where no regularity of movement is discernible.
Development of the models is complex and beyond the scope of this paper, suffice
to say that three classes of model are possible: namely Auto-Regressive (AR)type,
Moving Average (MA) type and Combined Auto-Regressive Integrated Moving
Average (ARIMA).
The key to understanding ARIMA rests upon the comparison of correlations
between successive values of the data set (ie, auto-correlations) at various time
lags. For example the auto-correlation for the BPI for a lag of one quarter would be
calculated by moving the index in that lag period back by one quarter. In other
words, auto-correlation is simply the correlation between the index at period Yo
with index in period Y,. Hence, if correlation gives an indication of the strength of
relationship between two variables, then it can be said that auto-correlation shows
the relationship between subsequent values of the same data set.
ARIMA models are of the form:
Yt = B1Yt-1+ B2Yt-2 + ... BpYt-p + et - W1et-1- W2 et-2- ... - Wq et-q
Where:
Yt = independent variables that are dependent variables lagged specific time
periods
B1, B2, Bp = regression coefficients
W1, W2, Wq = weights
et = error
et-1'et-2' et-q= previous values of error
The use of ARIMA requires a stationary series, and data must not contain
seasonality or trend. If such a situation occurs it is common to use the first or
second difference of tl:le series for forecasting. The general approach to
forecasting is to start by using the simplest form of the model and progressively
increase the complexity until a satisfactory fit of the data is achieved Hanke (1989).
The following notation is frequently used with the Box-Jenkins technique. A model
is identified as ARIMA (p, d, q), where p is the order for the auto-regressive term,
d is the level of differencing, and q is the order for the moving average term.
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Various ARIMA models were tested on the BPIdata for the period 1975 to 1987 in
order to determine the best fit. The selection of the model was determined by the
Akaie Information Criterion (AIC)and the most accurate forecasts were generated
by a model of the (0,2,1) type. In other words, the model that best fits the actual
BPIwas a moving average of the second difference of the data. Hence the model
can be expressed as:
Yt = Yt-1+ et - W1et-1
Where the forecast for the next period tis:
Yt = et - (0.56354) et-1
Holt's Two Parameter Exponential Smoothing
Exponential smoothing is a forecasting procedure that continually revises the
prediction in the light of more recent experiences. The method is based on
averaging (smoothing) past values of a series in a decreasing (exponential) manner.
The observations are weighted, with more weight given to the more recent
observations. In other words, exponential smoothing is a weighted average, where
the immediate past index is heavily weighted and has a large influence on the
forecast. but the further back an index occurs the smaller the weighting becomes
for the next forecast.
A rising trend was evident in the raw BPI figures and it should be noted that
exponential smoothed forecasts will always lag behind a steadily rising or falling
linear trend. Therefore, the trend must be estimated and the series adjusted
accordingly. One approach is two parameter exponential smoothing method (Holt).
This is a combination of a simple exponential smoothing forecast which is
increased or decreased for the effect of a consistent trend.
The three equations used in the model are
Exponentially smoothed series:
FH1 = AXt + (1-A)(Ft + Tt )
2 The trend estimate:
TH1 = B(FH1 - Ft ) + (1-B)Tt
3 Forecast for P periods into the future:
FHP = FH1+ PTH1
Where:
FH1 = exponentially smoothed value in period T
A = smoothing constant
Xt = actual value of series
Ft = average experience of series smoothed to period T-1
B = smoothing constant for trend estimate
TH1 = trend estimate
Tt = average experience of trend estimate smoothed to period T
P = periods to be forecast into the future
FHP = forecast for P periods into the future
Tentative models were tested and then refined by comparing forecasts with the
actual values of the BPI.Weightings were selected by minimising the mean
squared error (MSE).The weighting chosen to best fit the data were A=1 and
B=0.3. Forecasts are shown in table 1.
AIQS Delphic Forecasting
Delphic methods are based on an organised system of questioning individuals to
elicit subjective information. The Australian Institute of Quantity Surveyors
forecasts (AIOS)is based on opinions of practising quantity surveyors, and can
therefore be considered to be of the Delphic type.
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The survey is conducted quarterly and respondents are asked to predict the level
of building price movement for the next year. Three months later the information is
reported to the AIOS respondents, at which time they are asked to make a further
prediction for one year ahead. The figures used in this index represent the average
firm's prediction for a 12-month period.
The collection of 12-month forecasts can therefore be compared with the annual
difference between the BPI.Alternatively, the predictions can be multiplied by the
Actual BPI in order to produce a one-year forecast of the BPI. Forecasts are shown
in table 1.
Combined Forecasts
Past research by Winkler (1984)shows that combining forecast predictions has
many advantage. Therefore combined forecasts were generated by calculating the
mean of predictions produced by other forecasting methods. Two combinations
were developed, Combination A (CA)which is the average for the forecast by the
AIOS and Holt method, and Combination B (CB)which was the average of the AIOS
and ARIMA method. Combined forecasts are shown in table 1.
Table 1 Forecast of BPI for Four Quarter Horizons Compared to Actual BPI
Quarter BPI AIOS HOLT ARIMA Combined A Combined B
(Actual) Opinion (1) Forecast (2) Forecast (3) Average (1&2) Average (1&3)
Mar-87 778 791 808.6 816 800 804
Jun-87 793 821 831.9 835 826 828
Sep-87 809 836 844.8 843 840 840
Dec-87 824 847 853.1 848 850 847
Mar-88 839 887 855.3 848 871 867
Jun-88 862 982 865.1 858 879 875
Sep-88 862 898 878.7 874 888 886
Dec-88 886 912 890.8 887 901 899
Mar-89 901 930 903.7 900 917 915
Jun-89 924 961 934.9 937 948 949
Sep-89 932 962 913.0 904 938 933
955 982 950.5 952 966 967
Mar-90 955 995 964.2 964 980 980
Jun-90 955 1012 995.8 100 1004 1006
Sep-90 955 1014 991.9 989 1003 1001
Dec-90 955 997 7024.5 7027 1071 7012
Mar-91 955 987 1003.7 996 995 991
Jun-91 955 955 989.1 978 972 966
Sep-97 932 926 978.8 968 953 947
Dec-91 847 945 971.7 962 959 954
Mar-92 809 953 966.7 959 960 956
Jun-92 809 955 963.2 957 959 956
Sep-92 793 915 910.1 893 973 904
Dec-92 770 835 729.7 677 782 756
Mar-93 770 781 681.3 647 731 714
Jun-93 755 797 719.6 717 758 757
Sep-93 755 796 711.2 713 754 755
Dec-93 755 780 685.2 685 733 732
Mar-94 755 792 710.6 722 751 757
MSE 3408 4205.0 4098 3153 3005
MAPE 0.054 0.057 0.058 0.046 0.045
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Table 2 Annual Change of BPI Forecast for Four Quarter Horizons Compared to Actual
BPI Annual Change (% change pal
Ouatter BPI % AIOS% HOLT % ARIMA % Combined A % Combined B %
(Actual) Opinion (1) Forecast (2) Forecast (3) Average (1&2) Average (1&3)
Mar-87 11 13 21 21 17 17
Jun-87 9 13 17 16 15 14
Sep-87 8 12 13 12 12 12
Dec-87 8 11 9 6 10 9
Mar-88 8 14 5 4 10 9
Jun-88 9 13 4 3 8 8
Sep-88 7 11 4 3 7 7
Dec-88 8 11 4 4 7 7
Mar-89 7 11 5 6 8 8
Jun-89 7 12 7 8 9 70
Sep-89 8 12 4 3 8 7
Dec-89 8 77 6 7 9 9
Mar-90 6 70 6 7 8 9
Jun-90 3 10 6 6 8 8
Sep-90 2 9 8 9 8 9
Dec-90 0 4 7 7 6 6
Mar-91 0 3 4 3 4 3
Jun-97 0 0 -7 -2 0 -1
Sep-97 -2 -3 -7 -2 -2 -3
Dec-97 -71 -7 -5 -7 -3 -4
Mar-92 -15 0 -4 -4 -2 -2
Jun-92 -15 0 -3 -2 -7 -7
Sep-92 -75 -2 -8 -8 -5 -5
Dec-92 -9 -7 -33 -42 -17 -22
Mar-93 -5 -3 -42 -48 -23 -26
Jun-93 -7 -2 -34 -33 -78 -17
Sep-93 -5 0 -28 -25 -14 -12
Dec-93 -2 1 -6 1 -3 1
Mar-94 -2 3 4 70 3 7
Results
The forecasts produced by the three methods, and combinations CA and CB are
shown in figure 1 and tables 1, 2. The accuracy of forecasts has been evaluated
using a non-parametric methods. Accuracy is measured in terms of bias (the
difference between the mean level of the actual and the forecast values) and
consistency (the dispersion of actual and forecast values around the mean). The
measures used were consistent with studies done by Akintoye (1994) and incfude
the following:
The average difference (ie, error) between the forecast value and the actual value
at each period is termed the Mean Error (ME). This provides an indication of the
bias of the forecast.
The Mean Square Error (MSE) measures the average squared difference between
the forecast value and the actual value. The MSE is an indicator of consistency of
the forecasts. However, because the MSE is squared it places relatively more
emphasis on the larger errors, and will therefore place greater importance on the
magnitude of the error.
The Standard Error (SE)is the square root of the MSE, and is used as a
complementary measure of consistency.
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Graph of Annual Change of BPI Forecast for Four Quarter Horizons Compared to
Actual BPIAnnual Change (% change pa)
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The Mean Absolute Percentage Error (MAPE) calculates the error as a proportion of
the variable being forecast. The MAPE considers only the absolute magnitude. This
method provides a measure of errors in relative terms without weighting.
The Coefficient of Variation (CV) is a relative measure of the dispersion of data
between groups. It is calculated by dividing the standard deviation of the data by
its average. The CV is used to provide a consistent measure of relative dispersion
between groups of data which have different averages, the higher the CV the
greater is the variability of the data set.
Consistency
Consistency measures the average error or difference between the forecast and
the BPI. The most common method of accuracy consistency is the MSE, SE and
MAPE and in this case each produces complementary results.
The AlaS forecasting was a consistently more accurate method than either the Holt
or ARIMA forecasting method (see table 3). It had a lower MSE, SE and MAPE,
indicating that the errors between the AlaS forecast and the BPI were smaller.
The Holt forecasting was consistently more accurate than ARIMA with an MSE of
4099 (ARIMA 4205), SE 64.0 (ARIMA 64.8) and MAPE of 0.057 (ARIMA 0.058).
However, the methods produced very similar results and both were highly
correlated with each other, having a co-variance of 0.0238.
The results show (table 3) that combining forecasts produced a better fit of the BPI
than any of the other methods. The Combination A (CA) forecast is the mean of the
forecast for Holt and AlaS, and Combination B (CB) is the mean of ARIMA and AlaS
forecasts. The most accurate forecast was CA which was followed very closely by
the CB, and these produced consistently smaller errors over the entire period from
1987 to 1993.
Accuracy of Four Quarter Forecasts Compared to the BPI
4 Quarter Forecasts
Halt ARIMA AIQS CA CB
ME (points) 26.0 19.4 45.5 35.7 32.4
MSE (points) 4099.0 4205.0 3481 .7 3264.7 3112.1
SE (points) 64.0 64.8 59.0 57.1 55.8
MAPE(%) 5.7 5.8 5.4 4.7 4.6
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Figure 3
Table 4
Bias
The first measure of bias is the ME which will indicate a trend in the forecasting
errors. It can be seen that the ME for the Alas method is significantly larger than
all the other methods. This indicates that there is likely to be a consistent bias in
the forecast.
The bias is the consistent tendency for the forecast to either underestimate or
overestimate the BPI. The Prediction-Realisation diagram Seitz (1984) has been
used to show error trends. This method is a graphical indicator which categorises
errors in terms of their tendency to underestimate, overestimate, or to fail to
predict turning points in the data.
The Prediction-Realisation for each forecast method produces a scatter diagram.
The diagram plots a set of coordinates (x.y) comprising the Actual BPI percentage
Change pa as 'x' and the forecast percentage change pa as 'y'. Depending on
which sector of the graph the coordinate points fall, it will show the direction of
the error of each forecast compared to the actual index for that period.
Prediction-Realisation of AlaS forecasts
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For instance figure 3 shows that the largest group of errors in the Alas forecast
appeared in the top righthand corner, indicating that the forecast of positive change
is greater than the actual change: ie Alas forecasts overestimates positive change.
The results of counting the coordinates in each sector of the Prediction-Realisation
diagram shows the direction of the error or bias of each forecast.
Sources of Forecasting Error Using Prediction-Realisation Approach
Forecast Bias AIOS HOLT ARIMA
Sector No. % No. % No. %
Positive Change
Overestimated 1 15 52% 5 17% 7 24%
Underestimated 2 0 0% 10 34% 8 28%
Negative Change
Overestimated 4 1 3% 5 17% 4 14%
Underestimated 5 5 17% 5 17% 5 17%
Fail to Predict
Upturn 3 0 0% 0 0% 0 0%
Downturn 6 3 10% 1 3% 2 7%
Borderline B 5 17% 3 10% 3 10%
Total 29 100% 29 100% 29 100%
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The PrediCtion-Realisationgraphs for the three forecasting approaches indicates
the source of the error in the forecasting method, but do not indicate the
magnitude or consistency of the error. The results show in table 4 that there is a
strong tendency for the AIOS predictions to be optimistic.
Discussion
The results of three types of forecasts are now compared with the BPI in order to
determine the forecast accuracy. The trends of the 1990-1992recession had a
profound affect on the accuracy of all methods of forecasting. Visual inspection of
the forecasts prior to 1990(figure 2) shows the accuracy of forecasting to be
relatively consistent. However, from June 1991 to June 1993 the accuracy of all
forecasting methods fell away significantly. This may have been due to the inability
of the forecasting methods to predict the economic recession that occurred in the
early 1990s.
Holt's Exponential Smoothing and ARIMA forecasting
Forecasting using Holt's Exponential Smoothing and the Box-Jenkins ARIMA
produced very similar results. The Holt method produced more accurate forecasts
of the BPI for four quarter ahead forecasts.
The accuracy of the forecasts was measured using the MSE between the actual
forecast and the Holt and ARIMA. The results show that although both methods
produce good forecasts of the BPI, the Holt method produces a lower MSE. Hence
the Holt method was slightly more accurate than the ARIMA method over the
study period
However, both methods displayed similar characteristics that distinguish them as a
forecasting procedure. Time-series methods such as these do not detect a turning
point in the data ahead of its actual occurrence. Consequently, their forecasts have
a tendency to overshoot both the peak and the trough of the BPI index when it
changes direction.
This is demonstrated by the extreme forecasts of a rise of 21% for both Holt and
ARIMA in March 1987,compared with the actual BPI for the period which showed a
rise of only 11%. A similar situation occurred in March 1993when the Holt and
ARIMA predicted prices movements of -42% and -48% respectively, compared to
the BPIwhich only showed a -5% price movement.
AIOS Delphic Forecasting
The AIOS Delphic predictions produce very accurate forecasts of building price
movement. This somewhat surprising result showed that the MSE for AIOS
forecasts were lower than either the Holt or the ARIMA methods, and hence more
consistently accurate. This may have been due to the ability of the AIOS
respondents to pick the turning point of the 1991 recession more accurately than
the other forecasting methods.
However, there was a tendency for the AIOS forecasts to be consistently optimistic
about future price movements. The AIOSfour quarter forecasts were in most cases
higher than the actual BPI for the period. In addition, the forecasts of price falls
during the recession were too conservative, perhaps owing to the relatively
optimistic outlook for improved prospects in the future.
The Prediction-Realisation method showed that during the forecasting period the
AIOSforecasts were optimistic 93% of the time, and pessimistic only 7% of the
time. This contrasts markedly with the Holt and ARIMA methods that did not
display the same bias (see table 5).
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Table 5 Results of Error Source Using Prediction-Realisation Method
Forecast Character AIOS HOLT ARIMA
Sector No. % No. % No. %
Too optimistic 1,5,6&B 27 93% 13 45% 16 55%
Toopessimistic 2,3,4 &B 2 7% 16 55% 13 45%
Total 29 100% 29 100% 29 100%
Too extreme 1 &4 16 55% 10 34% 11 38%
Too conservative 2&5 5 17% 15 52% 13 45%
Fail to predict change 3&6 3 10% 1 3% 2 7%
Borderline B 5 17% 3 10% 3 10%
Total 29 100% 29 100% 29 100%
It may be reasonable to assume that professionals remain optimistic about the
future regardless of how bleak the present economic circumstance seem to be. If
this is true it may explain why the AlaS opinion forecasts are mostly higher than
the actual BPI,and rarely show negative price movements for forecasts which are
four quarters ahead.
Combining Forecasts
The combined forecasts use a simple arithmetic mean of the forecasts produced
by the ARIMA, Holt and Alas Opinion methods for each four-quarter period. The
MSE for combined methods is lower than for any of the other methods, which
indicates more consistently accurate forecasting.
This result seems to confirm the work done by Winkler that by combining the
outcome of a number of forecasts the result can be much better than any of the
individual forecasts. In addition, this method combines the advantages of an
objective quantitative method with subjective human intervention.
The combination seems to produce good results because the average difference
between quantitative forecasts and the subjective AIOS opinion varied in different
directions from the BPI. This occurred during periods where the quantitative
forecasts were too low compared to the BPI and the AIOS too high. It should be
noted that because the AIOS forecasts were more often optimistic, the
combination method will only improve error during a price downturn.
However, the combination does have the advantage during both upturn and
downturn of reducing the margin of error of the quantitative forecasts. It is obvious
that both the Holt and ARIMA forecasts produced unrealistically extreme forecasts,
ie, over 20% pa in a boom and over -40% pa in a recession.
Conclusions
Results of three types of price forecasts show that there are idiosyncrasies
inherent in each method. The time-series forecasts are based on the premise that
economic circumstances will remain stable in the future, like those of the past.
Consequently, when economic conditions change the forecasting model very
quickly becomes inadequate. As a result the quantitative forecast methods are
slow to react to changes in new economic circumstances.
The results of this study suggests that both the ARIMA and Holt Exponential
Smoothing methods give very similar results for four-quarter forecast horizons.
However, both methods have difficulty in their ability to predict turning points in
the data, and do not detect a cyclical change in advance.
The AlaS Delphic method produces accurate forecasts. However, it contains an
optimistic bias. The results of AlaS opinions shows that there is a predisposition of
professionals to have a favourable view of the future. This does not seem to be
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uncharacteristic of this method and has also been reported by Akintoye (1994) and
Makridakis (1986). However, 'expert' professionals have also shown that they can
forecast very accurately and do not seem to make excessively extreme predictions
at any time during the study period.
Different forecasting methods independently produce different results, and in one
sense it is fair to say that each method may provide some useful information that
is not conveyed in other methods. The use of combined forecasts does seem to
have some merit, an average of the qualitative and quantitative methods produces
lower error forecasts than any of the individual forecasting methods. This seems to
occur because combining forecasts tempers the extremes of the individual
methods, thus the error margin is reduced.
The accuracy of opinion-based forecasting may have been assisted by the very
deep recession that occurred in the Victorian building industry in the early years of
the 19905.The time-series forecasting methods employed rely on past economic
data to be replicated in the future. However, when the process of extrapolating
boom conditions experienced in the late 1980s forward into the 1990s, the
forecasts became too extreme.
Human intervention in the forecasting model is likely to be desirable, and in fact is
probably necessary. Consequently, the role in judgement of quantitative forecasting
is an important step in the overall process, particularly if relatively long lead times
are required.
Subjective opinion seems to perceive change more quickly than mathematically
derived time-series models. It seems reasonable to suggest that Delphic
forecasting procedures are appropriate when economic circumstances have
changed. The results of this study show that a combined forecast which averages
the time-series and the opinion forecasts reduces the error during the time of a
cyclical turning point.
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