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1 Introduction
The Weyl algebra (W2m[~]; ∗) is the algebra generated by u=(u1, · · · , um, v1, · · · , vm) over C with
the fundamental commutation relation [ui, vj] = −i~δij , where ~ is a positive constant. The Heisen-
berg algebra (H2m[ν]; ∗) is the algebra given by regarding the scalar parameter ~ in the Weyl algebra
W2m[~] to be a generator ν which commutes with all others. The difference of those two algebras is
seen in the next
Proposition 1.1 There is no nontrivial two-sided ideal of the Weyl algebra (W2m[~]; ∗). On the
other hand, the Heisenberg algebra (H2m[ν]; ∗) has two-sided ideals corresponding to points of C2m.
Proof is easy by observing the following: Suppose ψ is a homomorphism of an algebra into C, and
suppose [x, y]∗ = z, then ψ(z) = 0. It follows that there is no nontrivial two-sided ideal of the Weyl
algebra W2m[~].
On the other hand ν∗H2m[ν] is a two-sided ideal of H2m[ν] such that quotient algebra is the usual
commutative polynomial ring C[u]. It is easy to see that for every a ∈ C2m, the two-sided ideal of
C[u] generated by u−a is pull back to give an nontrivial two-sided ideal of H2m[ν]. ✷
Thus, the Heisenberg algebra may be treated in (Hol(C2m+1), ∗). These are seen in [12], pp195-
200, pp300-305.
However ν in the Heisenberg algebra is often regarded as an invertible element. In precisely, this
means one may join the inverse ν−1 to H2m[ν]. In this case, the extended algebra H2m[ν, ν−1] turns
out to be isomorphic toW2m[~]. In spite of this, there is big difference in the notion of automorphisms.
Consider a one parameter transformation Et : H2m[ν]→ H2m[ν] by setting on generators as
Et(ν) = e
2tν, Et(ui) = e
tui, Et(vi) = e
tvi, i = 1, . . . , m, t ∈ R.
Et extends naturally to an automorphism of the Heisenberg algebra
Et : H2m[ν]→H2m[ν], (1)
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but this is not an automorphism of the Weyl algebra W2m[~], as ~ is not fixed. We refer Et to an
expansive automorphism.
Consider the infinitesimal generator D = d
dt
Et
∣∣∣
t=0
of (1). Obviously,
D(ν) = 2ν, D(ui) = ui, D(vi) = vi, i = 1, . . . , m.
Suppose now that D is given by 1
ν
ad(1
i
τ) in the ordinary shape of Hamiltonian mechanics using a
certain (virtual) Hamiltonian τ .
We join the virtual element τ to the Heisenberg algebra H2m[ν] by setting
[iτ, ν] = −2ν2, [iτ, ui] = −ν∗ui, i = 1, . . . , 2m. (2)
Though ν−1 is not an element of H2m[ν], we note [ν−1, τ ]=2i.
In Heisenberg algebra, ν−1 is often viewed as the (independent universal) “energy variable”.
Then its canonical conjugate τ may be viewed as the “universal time” which might be fixed by the
negotiation among the allover universe just like the Greenwich mean time.
However, the existence of such a canonical conjugate element is very controversially relating to
the time-energy uncertainty, as one may see in [5]. From a view point of differential geometry, the
system (2) is obtained as the deformation quantization of a local normal form of a contact structure.
(See Proposition 2.1.)
In this note we are interested in the algebra consisting of Et-invariant elements. Note that in
quantum mechanics there is no strict notion of restricting variables, while it is trivial in differential
geometry, where everything is considered on a patchwork of local coordinate system. Thus, we regard
this as the algebra of (non-commutative) unit sphere S2m−1={∑mk=1(u2k+v2k)=1}. This algebra is
generated by
ρ−2∗ν, ρ−1∗u1, · · · , ρ−1∗um, ρ−1∗v1, · · · , ρ−1∗vm (3)
where ρ is an element satisfying Etρ=e
tρ. Obviously, ρ−1 is not an element of H2m[ν]. Hence we
have to join such an element to the algebra H2m[ν] to regulate the system, but the generated algebra
depends how the commutation relations [ρ−2, ν], [ρ−1, ui], [ρ−1, vj] are defined. If these are 0, then
the generated algebra is isomorphic to the Heisenberg algebra H2m[ρ−2∗ν], hence this procedure does
not make the restriction of variables.
The case that ρ2∗=
∑m
i=1(u
2
i+v
2
i ) may be the most familiar case. In physics, iν and the tran-
scendental element ∗
√∑m
i=1(u
2
i+v
2
i ) are often treated as a selfadjoint semi-bounded operators. This
implies that τ cannot be a self-ajoint operator. This is because as follows:
If it is possible, there must be a one parameter group of unitary operators eitτ∗ , t ∈ R. Suppose
eitτ∗ , t ∈ R, exists by itself and At=eitτ∗ ∗ν−1∗e−itτ∗ is a welldefined real analytic group action in t. We
see that At must satisfy the equation
d
dt
At=ad(iτ)At, A0=ν
−1.
Hence the uniqueness of the real analytic solution and the identity [iτ, ν−1]=2 give
eitτ∗ ∗ν−1∗e−itτ∗ =etad(iτ)ν−1=ν−1+2t=ν−1(1+2νt).
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It follows ν−1+2t is invertible for every t∈R. This against the assumption ν is self-adjoint.
On the other hand, as ρ−2∗ ∗ν is Et-invariant, we have the identity [τ, ρ−2∗ ∗ν]=0, which easily yields
[τ, ρ−2∗ ]∗ν−ρ−2∗ 2i=0, hence [iτ, ρ−2∗ ]=2ν∗ρ−2∗ , [iτ, [iτ, ρ−2∗ ]]=0, · · · . Thus, the real analytic solution of
the equation
d
ds
eisτ∗ ∗ρ−2∗ ∗e−isτ∗ =ad(iτ)eisτ∗ ∗ρ−2∗ ∗e−isτ∗
is eisτ∗ ∗ρ−2∗ ∗e−isτ∗ =(1+2νs)∗ρ−2∗ . It follows ρ−2∗ ∗e−isτ∗ ∗ρ2∗=(1+2νs)e−isτ∗ . That is, e−isτ∗ is an eigenvector
of Ad(ρ−2). Hence in the situation that Ad(ρ−2∗ ) has discrete eigenvectors, we have to think e
−isτ
∗
forms a discrete set. This may not be realistic.
These observation suggest that eitτ∗ cannot exist by itself. That is, the equation
d
dt
Ft=iτ∗Ft, F0=f
may not be solved for the initial condition 1 or even if it exists solutions may not be unique.
On the other hand in the theory of deformation quantization (cf.[3]), operator representations are
required only in the final stage. In the beginning, we have only to extend W2m[~] to a topological
two-sided W2m[~]-module. In an extended system, one may define
∗
√∑m
i=1(u
2
i+v
2
i ) without using
operator representations. One has no need to care about positivity or self-adjointness, as there are
no such notions. We are now free from the operator theory.
In this note, we propose an approach to the problem of the time- energy uncertainty from a little
more differential geometrical view point together with the notion of abstract vacuums in the next
section.
2 µ-regulated algebra
We begin with the notion which will be convenient to understand the motivation of the theory of
deformation quantization (cf.[3]), and systems appeared by the restriction of the reduction proce-
dures. Although it is not directly relevant to this note, µ-regulated algebras are also very convenient
to treat the calculus of pseudo-differential operators on manifolds (cf.[12]). These will be discussed
in forthcoming notes.
Let A be a topological algebra with 1 over C, which may not be a complete topological space.
We denote the product in A by a ∗ b. A is called a µ-regulated algebra, if there is an element µ ∈ A,
called a regulator, such that (A, µ) satisfies the following:
(A.1) [µ,A] ⊂ µ∗A∗µ.
(A.2) [A,A] ⊂ µ∗A. (A is abelian modulo µ.)
(A.3) There is a closed subspace B such that A = B ⊕ µ∗A (topological direct sum).
(A.4) Mappings µ∗ : A → µ∗A, ∗µ : A → A∗µ defined by a → µ ∗ a, a → a ∗ µ respectively are
linear isomorphisms.
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(A.1) shows a∗µ=µ∗a+µ∗∃b∗µ=µ∗(a+b∗µ), hence µ∗A ⊂ A∗µ ⊂ µ∗A. Thus µ∗A=A∗µ. It is
a closed subspace, and hence µ∗A is a closed two-sided ideal of A. (A.2) shows the factor space
B = A/µ∗A is a topological commutative algebra. Note that complementary space B is not unique
in general, but the quotient algebras are mutually isomorphic commutative algebras.
By the properties (A.3), (A.4), A is decomposed for every N into
A = B ⊕ µ∗B ⊕ · · · ⊕ µN−1∗B ⊕ µN ∗A. (4)
We set A−∞=⋂
k
µk∗A. Then, µ 6∈ A−∞. If A−∞={0}, A is said to be analytic or formal.
For every a, b ∈ B, the decomposition (4) gives
a ∗ b ∼
∑
k≥0
µk ∗ πk(a, b), πk(a, b) ∈ B. (5)
We see π0(a, b) = a·b is an associative commutative product, and the skew part π−1 of π1 gives a
biderivation of B × B into B. π−1 (a, b) is denoted by {a, b} and often called as Poisson bracket
product.
The property (A.4) permits us to join the inverse µ−1 to the algebraA. By setting µ∗µ−1=µ−1∗µ=1
and [µ−1, a]=− µ−1∗[µ, a]∗µ−1, ad(iµ−1) gives a derivation of A, and it is decomposed as
ad(iµ−1)(a) = ξ0(a) + µ∗ξ1(a)+ · · ·+µk∗ξk(a)+ · · · , a ∈ B (6)
where ξ0 is a derivation of (B, ·). Hence ξ0 is viewed as a vector field, which is called the characteristic
vector field. The parameter of its integral curves is often viewed as the “time” in differential geometry.
Similarly, (A.2) shows that ad(a∗µ−1) is an outer derivation of A for every a∈A, and (A∗µ−1, [ , ])
forms a Lie algebra over C containing (A, [ , ]) as a Lie ideal. The quotient Lie algebra A∗µ−1/A is
called the Jacobi algebra whose bracket product is given by
{f, g}c=fξ0(g)−gξ0(f)+{f, g}, f, g ∈ B.
The enveloping associative algebra of (A∗µ−1, [ , ]) will be denoted by A[µ−1]. This is often more
important than (A, ∗) itself or the Lie algebra (A∗µ−1, [ , ]). As elements of A∗µ−1 are represented
by unbounded operators in general, it seems that the complex Lie algebra (A∗µ−1, [ , ]) cannot be a
Lie algebra of a certain “Lie group” (cf.[12] pp.167-169).
Let B0={f∈B; ξ0(f)=0}. B0 is a closed subalgebra of (B, ·). There may be the case B0=B, i.e.
ξ0=0. If this is the case, then [µ
−1, B] ⊂ µ∗A and π−1 satisfies the Jacobi identity, that is, (B, π−1 ) is a
Lie algebra. If ξ0=0 and π
−
1 is nondegenerate on the space B, then (B, ·, π−1 , µ) is called an abstract
symplectic structure. If ξ0 6=0 and π−1 is nondegenerate on the space B0, then (B, ·, ξ0, π−1 ) is called
an abstract contact structure.
In this context, Heisenberg algebra is often regarded as a subalgebra of an abstract contact algebra
or a quantized contact algebra. In this case, Heisenberg algebra appears as A0={a∈A; [µ−1, a] = 0}.
Although the choice of the complementary space B is not unique, but it depends on the expression
parameters mentioned below, it is natural to think that all differential geometrical structures defined
on (B, ·) should be expressed by notions involved in the first few terms of the µ-series. This gives
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indeed the motivation of “deformation quantization”. If it is possible, then such a geometrical
structure is called to be deformation quantizable.
If this is the sole question, one has only to make a µ-regulated algebra where µ-series are formal
power series, and then the quantization problems would have almost been settled. Namely every
Poisson algebra is deformation quantizable (cf. [11]).
However, it is natural to think that the theory via formal µ is not a true physics but only a probe
toward the non-formal theory.
In differential geometry, (B, ·) is often assumed to be a commutative function algebra on a phase
manifold M , and µ−1 is a real valued function on M , which may be called hamiltonian.
As ξ0(µ) = 0, the equality µ
−1=s may be regarded as the energy surface of level s, and µ−1
may be regarded as a local coordinate function on a neighborhood of the surface. A suitable local
assumption permits us to consider a local coordinate function τ such that ξ0 = ∂τ , hence ∂τB0=0
and ξ0(τ) = 1. Hence in differential geometry, a contact structure appears on the energy surface and
τ is involved as a coordinate function of the configuration space (space-time).
In functional analysis, the eigenspace decomposition
∑
s∈I ⊕As of ad(µ−1) : A → A is treated
under suitable assumptions such as semi-boundedness or positivity. Let {as; s∈I} be a family of
eigenvectors, i.e. [µ−1, as] = sas. Then, roughly speaking, we have
[µ−1, log as] = sas/as = s.
Hence, if τs= log as exists, then the family {τs; s∈I}may be viewed as the canonical conjugate variable
of µ−1={µ−1; s∈I} by regarding every f∈A as a constant family {f ; s∈I}.
A µ-regulated algebra with an abstract contact structure is called a contact Weyl algebra.
Such an algebra often appears in the shape A0[τ ]. In general, there is a serious unrepairable gap
between these two view points. Main reason of this gap is that local structures are leading target in
differential geometry, but the global structures are concerned in analysis. One of the reason is that
the method of obtaining normal form is given only in the formal level, as it will be mentioned below.
Localization theorem. If a µ-regulated algebra (A, µ) is defined by setting a ∗-product on a func-
tion space of a manifold M , then by choosing a suitable complementary subspace B, all ξk and πk
become respectively differential operators and bidifferential operators. This is called the localization
theorem proved in [12]. Note that A/A−∞ is a (formal) µ-regulated algebra. The localization theo-
rem shows that A/A−∞ can be restricted on every open subset U of M by using the restrictions of
πk and ξk on U .
Quantum Darboux theorem (cf.[12]). If the abstract symplectic structure is involved further,
then the localization theorem and stepwise repairing of coordinate functions show that there is an
open neighborhood Up of p∈M on which A/A−∞ is expressed as a Weyl algebra. (See the next
section for the definition of the Weyl algebra.)
If such a localization is obtained by joining “divisors”, then one may not loose the information
about A−∞. Note also that the µ-regulated algebra A˜ reconstructed by localized generator system
must have A˜−∞ part. That is, localized system might not be formal. Now it arises a big, basic
question how A˜ relates to the original A. A system in a laboratory must be a certain localization of
the system of the whole universe.
The next Proposition shows that (2) is a standard local coordinate system.
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Proposition 2.1 Suppose (B, ·) is the space of C∞ functions on a manifold M and µ is given as a
smooth function on M . Then, there is a local coordinate system with the property (2) on a tubular
neighborhood of a compact fragment of an orbit of ξ0.
Proof (Sketch) As [µ−1, µ]=0 gives ξ0(µ) = 0, every orbit of ξ0 is sitting on a subspace µ=s(constant).
One may assume µ=s defines a manifold Ms of codimension one. Consider a compact fragment c(τ)
of an orbit of ξ0. We assume ξ0(τ) = 1, and we take a system of local coordinate s, u1, · · · , um−1,
v1, · · · , vm−1 on a disk transversal to c(∗). It is clear that ξ0(s) = 0 and one may assume ξ0(ui) = 0
and ξ0(vi) = 0 for i = 1 ∼ m − 1. As π−1 is nondegenerate, classical Darboux theorem shows that
one may assume π−1 (ui, vj)=δij .
By the localization theorem, the original ∗-product can be restricted to the functions on this open
neighborhood. Hence, we have µ=s and
[µ−1, uk]=0, mod(µ), [µ−1, vk]=0, mod(µ), [ui, vj] = µiδij mod(µ2)
On the other hand, we denote
[
[
u
v
]
, (tu, tv)] = 2iµ2
[
0 −I
I 0
]
, ad(τ)
[
u
v
]
=A
[
u
v
]
, ad(τ)(tu, tv) = (tu, tv)tA.
The identity
2iµ2δij=[τ, µδij] = [τ, [ui, vj]] = [[τ, ui], vj ]+[ui, [τ, vj]]
together with [τ, [ui, uj]] = [τ, [vi, vj]] = 0 gives 2iµ
2J = AJ+J tA. It follows
(A−iµ)J+J t(A−iµ) = 0, i.e. (A−iµ)J is a symmetric matrix.
By a suitable linear change of coordinate one may set that
[τ, uk]=akµ∗uk+ · · · , [τ, vk]=bkµ∗vk+ · · · ,
and one may assume ak = bk = i after a further tuning. Suitable change of coordinate by a standard
linearization procedure gives that [τ, ui]=iµ∗ui, [τ, vi]=iµ∗vi. Embed this system into a symplectic
manifold, and the quantum Darboux theorem gives the desired result. ✷
2.1 Abstract vacuums
In physics, the vacuum may be defined as the lowest eigenstate of energy, but in our situation
ad(µ−1) may not be semi-bounded. Here, we propose a little different notion of vacuums. We call
an idempotent element ̟∈A an abstract vacuum if
̟∗̟=̟, ̟∗A∗̟=C∗̟. (7)
Such an element is not contained in the Weyl algebra, but there are a lot of such elements in a
transcendentally extended Weyl algebra. If ̟ is an abstract vacuum and ̟∗g∗̟=λg̟, λg ∈ C\{0},
then λ−1g g∗̟ is an abstract vacuum.
It is remarkable that an abstract vacuum exists only in A−∞, i.e A non-formal . This is proved
as follows: If ̟∗µ∗̟=c̟, c 6= 0, then 1
c
µ∗̟∈µ∗A is an abstract vacuum. As this is idempotent, we
7
see 1
c
µ∗̟∈A−∞ and hence ̟∈A−∞. If c=0, then (A.1) gives 0=̟∗µ∗̟=µ∗̟+µ∗a∗µ∗̟. Hence,
µ∗̟∈µ2∗A, and then ̟∈µ∗A. It follows ̟∈A−∞, and A∗̟∗A ⊂ A−∞.
If A is generated by 1, x1, · · · , xn, and xi∗̟=0 or ̟∗xi=0 holds for every i, then ̟ is an abstract
vacuum. We call such an abstract vacuum a standard abstract vacuum. (Note that there is a
non-standard abstract vacuum, called a pseudo-vacuum in [19].)
Sometimes, it is natural to assume
µ∗̟=c̟, c > 0. (8)
If the eigenspace decomposition
∑
s∈I ⊕As of ad(µ−1) is given, then setting Ls=As/L∩As, we have
µ−1∗φs∗̟ = (s+c−1)φs∗̟, µ∗φs∗̟ = c
cs+1
φs∗̟, φs ∈ Ls.
As µ−1 is viewed as the energy, the positivity s+c−1>0 may be required, but there is no effective
relation between ̟ and φs.
The observation above suggests that the next target of the theory of deformation
quantization is to construct µ-regulated algebras with abstract vacuums.
As 1=̟+(1−̟) and A=A∗̟ ⊕A∗(1−̟), we see
A=C̟ ⊕ (1−̟)∗A∗̟ ⊕̟∗A∗(1−̟)⊕ (1−̟)∗A(1−̟).
In what follows we assume there exist closed linear subspaces L ⊂ (1−̟)∗A and R ⊂ A∗(1−̟)
such that L ∩ A−∞={0}, R∩A−∞={0} and
(1−̟)∗L∗̟=(1−̟)∗A∗̟, ̟∗R∗(1−̟)=̟∗A∗(1−̟)
and the projections
π : L=(1−̟)∗L → (1−̟)∗L∗̟, π : R=R∗(1−̟)→ ̟∗R∗(1−̟)
are linear isomorphic. We set
L˜=C∗1⊕ (1−̟)∗L, R˜=C∗1⊕R∗(1−̟).
Note that the projections π : L˜ → L˜∗̟, π : R˜ → ̟∗R˜ are linear isomorphisms. As every a∈A is
written by
a=̟∗a∗̟+(1−̟)∗a∗̟+̟∗a∗(1−̟)+(1−̟)∗a∗(1−̟), ̟∗a∗̟=δa̟∈C̟,
we see that δa̟+(1−̟)∗a∗̟ ∈ L˜∗̟, and δa+(1−̟)∗a ∈ L˜.
Proposition 2.2 Let L = {f ∈ A; f∗̟=0}. Then L = ̟∗A∗(1−̟)⊕(1−̟)∗A(1−̟) and A/L is
linearly isomorphic to L˜ and L˜∗̟. An element a of L is characterized by a=(1−̟)∗a.
Similarly, let R = {f ∈ A;̟∗f=0}. Then R = (1−̟)∗A⊕(1−̟)∗A(1−̟) and R\A is linearly
isomorphic to R˜ and ̟∗L˜. An element b of R is characterized by b=b∗(1−̟).
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The regular representation, which is called often a vacuum representation of A is defined for a∈A
by
P (a) : L˜ → L˜, P (a)(φ)=π−1(a∗φ∗̟).
Since π−1(a∗̟)∗̟=a∗̟, it is clear that P (a)P (b)=P (a∗b). In particular,
P (̟)(φ)=π−1(̟∗φ∗̟)=δφ, δφ∈C, δ̟=1 (9)
is a projection operator of rank one. In particular, L˜∗L˜∗̟=L˜∗̟, but L˜∗L˜=L˜ does not hold in
general.
On the other hand, there is a natural bilinear form 〈 , 〉̟ : R\A × A/L→ C over C defined by
̟∗ψ∗φ∗̟=〈ψ∗φ〉̟̟. (10)
This is identified with the bilinear form
〈 , 〉̟ : R˜ × L˜ → C. (11)
In this note, we mainly consider the matrix representation given in the form L˜∗̟∗R˜. Obviously, we
have L˜∗̟∗R˜ ⊂ A−∞ and
(L˜∗̟∗R˜)∗(L˜∗̟∗R˜)=L˜∗̟∗R˜.
In typical examples, the bilinear form (11) is non-degenerate, and there are linear basis
L˜ : e0, e1, e2, · · · , ek, · · · , R˜ : f0, f1, f2, · · · , fk, · · · , e0=1=f0,
such that 〈ei, fj〉̟=δij. In this case, we see ek∗̟∗fℓ is the (k, ℓ) matrix element and ̟=e0∗̟∗f0.
They are elements of A−∞, but the representation space is spanned by {ek∗̟; k = 0, 1, 2, · · · }
together with certain topologies.
3 Extended Weyl algebra
Elements such as abstract vacuums are transcendental elements. For the systematic treatment for
such elements, we have to begin with the transcendental extension of Weyl algebra.
Let u=(u1, · · · , um, um+1, · · · , u2m). For an arbitrary fixed 2m×2m-complex symmetric matrix
K∈SC(2m), we set Λ=K+J where J is the standard skew-symmetric matrix J=
[
0 −Im
Im 0
]
. We define
a product ∗
K
on the space of polynomials C[u] by the formula
f ∗
K
g = fe
i~
2
(
∑←−
∂uiΛ
ij−−→∂uj )g =
∑
k
(i~)k
k!2k
Λi1j1· · ·Λikjk∂ui1· · ·∂uikf ∂uj1· · ·∂ujk g, (12)
where i~ ∈ C\{0} is a complex parameter. When K=0, the product formula (12) is called theMoyal
product formula. (In [15], [16], [17], [18], [19], ∗
K
-product is first denoted by ∗
Λ
, or ∗
K+J
, and then
the notation ∗
K
is used after fixing the skew part J .)
It is known and not hard to prove that (C[u], ∗
K
) are mutually isomorphic associative algebras
for every K. The Weyl algebra (W2m[~]; ∗) is the name of the isomorphism class.
In calculations in the algebra where we need only the commutation relations, we have no need to
use the expression by K. Thus, it is natural to think that the algebraic essence must be free from
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their expressions, which may be called the independence of ordering principle (IOP in short). But
this is a dangerous trip. In highly transcendental elements, the expression parameter K plays an
essential role (cf.§, 3.1.1). We have seen in [16] that the expression parameter is essential even in the
one variable commutative case.
IfK is fixed, the ∗
K
-product formula gives a way of univalent expression for elements of (W2m[~]; ∗).
Every element f∗∈(W2m[~]; ∗) is expressed in the form of ordinary polynomial, which we denote by
:f∗:K ∈ C[u] and call this the K-ordered expression (or K-expression in brief) of f∗. In this
context, the product formula (12) is often called a K-ordered expression. K = (Kij)=(〈ui, Kuj〉) is
called an expression parameter. Via univalent expressions, one can consider topological completion
of the algebra, and various transcendental elements.
The intertwiner between K-ordered expression and K ′-ordered expression is explicitly given as
follows:
Proposition 3.1 For every K,K ′ ∈ SC(2m), the intertwiner is defined by
I
K′
K
(f) = exp
( i~
4
∑
i,j
(K
′ij−Kij)∂ui∂uj
)
f (= I
K′
0 (I
K
0 )
−1(f)), (13)
which gives an isomorphism I
K′
K
: (C[u]; ∗
K
)→ (C[u]; ∗
K′
). Namely, for any f, g ∈ C[u], we have
I
K′
K
(f ∗
K
g) = I
K′
K
(f) ∗
K′
I
K′
K
(g). (14)
Intertwiners do not change the algebraic structure ∗, but these change the expression of elements by
the ordinary commutative structure.
The next formula is trivial, but often very useful in the concrete calculation: (Cf.§ 3.3.1.) Suppose
K = K1+K2. Then
I
K1+K2
K2
I
K2
0 = I
K1+K2
0 . (15)
Example 1 Let Hol(C2m) (resp. C∞(R2m)) be the space of all holomorphic (resp. C∞-) functions
on C2m (resp. R2m). By setting ν = ~ in (12), and by fixing the expression parameter K in SC(2m),
we see that the Heisenberg algebra H2m[ν] is a ν-regulated algebra.
Let :A:
K
= Hol(C2m)[[ν]], (resp, :A:
K
= C∞(R2m)[[ν]]), the space of all formal power series of
ν. Then, (12) makes (:A:
K
; ∗
K
) an associative algebra. As they are all mutually isomorphic by the
intertwiners, the isomorphism class will be denoted by (A; ∗). This is a ν-regulated algebra such that
[ν,A]={0} and
A=Hol(C2m)⊕ν∗A, resp. A=C∞(R2m)⊕ν∗A,
involving abstract symplectic structure. The isomorphism class (A; ∗) will be called the formally
extended Weyl algebra, or the formally extended Heisenberg algebra.
Although the proof will be skipped, the next one is an important remark:
Proposition 3.2 Changing expression parameter K corresponds to the replacement of complemen-
tary subspace B. In fact, the latter is much wider than changing K.
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3.1 Extension of products
For every positive real number p, we set
Ep(C2m) = {f ∈ Hol(C2m) ; ‖f‖p,s = sup |f | e−s|u|p <∞, ∀s > 0} (16)
where u = (u1, . . . , u2m) and |u| = (
∑
i |ui|2)1/2. The family of seminorms {|| · ||p,s}s>0 induces a
topology on Ep(C2m) and (Ep(C2m), ·) is an associative commutative Fre´chet algebra, where the dot
· is the ordinary product for functions in Ep(C2m). It is easily seen that for 0 < p < p′, there is a
continuous embedding
Ep(C2m) ⊂ Ep′(C2m) (17)
as commutative Fre´chet algebras (cf. [6]), and that Ep(C2m) is GL(n,C)-invariant.
We denote
Ep+(C2m) =
⋂
p′>p
Ep′(C2m), (with the intersection topology) (18)
It is obvious that every polynomial is contained in Ep(C2m), that is p(u) ∈ E0+(C2m), and C[u] is dense
in Ep(C2m) for any p > 0 in the Fre´chet topology defined by the family of seminorms {|| ||p,s}s>0.
We easily see that e
∑
aiui ∈ E1+(C2m). Moreover, it is not difficult to show that an exponential
function ep(u) of a polynomial p(u) of degree d is contained in Ed+(C2m), but not in Ed(C2m).
Theorem 3.1 (Cf.[13],[14]) For 0 < p ≤ 2, the product formula (12) extends to give the following:
(1) The space (Ep(C2m), ∗K) forms a complete noncommutative topological associative algebra.
(2) The intertwiner I
K′
K
extends to give an isomorphism of (Ep(C2m), ∗K) onto (Ep(C2m), ∗K′ ).
Hence we denote the isomorphism class by (Ep(C2m), ∗) (0 ≤ p ≤ 2), and we call this the extended
Weyl algebra. This is naturally an ~-regulated algebra. An element H∗ of (Ep(C2m), ∗) is a family
{H
K
;K ∈ SC(2m)} such that IK
′
K
H
K
=H
K′
, but it is convenient to denote H
K
by :H∗:K .
Note that the exponential function of a quadratic form can not be treated by Theorem3.1.
In the case p>2, we see the next one:
Theorem 3.2 (Cf.[13],[14]) For p>2, find p′ such that 1
p
+ 1
p′
≥1, then the product (12)extends to a
continuous bilinear mapping
Ep(C2m)× Ep′(C2m)→ Ep(C2m), Ep′(C2m)× Ep(C2m)→ Ep(C2m). (19)
If two of f, g, h ∈ Ep(C2m) (p>2) are in Ep′(C2m), then the associativity (f∗Kg)∗Kh = f∗K (g∗Kh)
holds. Namely, Ep(C2m) is a two-sided Ep′(C2m)-module.
3.1.1 Several remarks on the notation :A∗:K
In previous notes we had used notations such as :A∗:K , and it will be used often in what follows.
Here we have to explain what A∗ is. This is in fact the family {AK ;K ∈ I} where AK are elements
computed by K-expression which are mutually intertwined by I
K′
K
for every K,K ′ ∈ I. I is a subset
of SC(2m). If I contains an open dense subset of SC(2m), then we say that A∗ is given by a generic
ordered expression.
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Sometimes, elements such as A−1∗ or
∑
k∈Z e
kA
∗ , I is not a dense subset. It contains only a
nonempty open subset. Even in such a case we use notations :A∗:K by indicating the domain I for
A∗.
It is sometimes very convenient to compute under a fixed expression parameter K. In particular,
Weyl ordered (K = 0) expression and the normal ordered (K = [ 0 11 0 ]) expression are very convenient
to compute. However, such expressions are not generic. Therefore, the results might not be a generic
result.
However, the next Proposition shows that such a restricted expression can be a useful tool.
Proposition 3.3 Suppose we have an identity :C∗:K0=:A∗:K0∗K0 :B∗:K0 under a fixed K0, and suppose
:A∗:Kt , :B∗:Kt and their ∗Kt product :A∗:Kt∗Kt :B∗:Kt are defined on a path Kt, t∈[0, 1]. Then, one
may define :C∗:K1 by :C∗:K1=:A∗:K1∗K1 :B∗:K1 .
In general, the r.h.s. depends on the path to K0 to K1. Indeed, it causes the double valued nature
of the ∗-exponential functions of quadratic forms. Thus, a transcendental element A∗ in a ∗-algebra
is defined always with expression parameters I(A∗), and sometimes with the path from the reference
point (cf. the notion of synchronized path selection in [18]).
If I(A∗) contains open dense subset, then it may not be explicitly indicated. However, I(A∗)
might be restricted in a very small region. Furthermore, in [17], [19], we saw that a certain family of
elements behaves very different way under some special expression parameters.
3.2 Star-exponential functions
The ∗-exponential function etH∗∗ for H∗∈(A, ∗) is defined as the collection :etH∗∗ :K of its K-expressions.
If ~ is a formal parameter, then :etH∗∗ :K is defined as a series
∑
tn
n!
:Hn∗ :K formally rearranged as power
series of ~. In the case ~ is not formal, the ∗-exponential function etH∗∗ is not defined by a power
series. If H∗ is a polynomial of degree 3, then the radius of convergence is 0 in general (cf. [16]).
Instead, these are considered as the solution of an evolution equation
d
dt
:ft:K=:H∗:K∗K :ft:K , :f0:K=1.
This is a differential equation, if H∗ is a polynomial, but the solution may not exist in general, but
a real analytic solution is unique. The solution (if exists uniquely) with initial data :g∗:K will be
denoted by :etH∗∗ ∗g∗:K .
Note however even though :etH∗∗ is not defined by itself, there is a case that :e
tH∗∗ ∗g∗:K is wellde-
fined for some initial data. Moreover, even though :etH∗∗ ∗g∗:K is not defined, there is a case where
:etH∗∗ ∗g∗∗e−tH∗∗ :K is welldefined as etad(H∗)g∗.
To simplify notations, we often denote 〈aΓ,b〉 =∑2mij=1 Γ ijaibj , 〈a,u〉 =∑2mi=1 aiui. These will be
denoted also by aΓ tb and 〈a,u〉 = a tu. It is easy to see that
[〈a,u〉, 〈b,u〉]∗ = i~〈aJ,b〉.
If H∗ is a linear function, then this is given also as follows: By a direct calculation of intertwiner,
we see that
I
K′
K
(e
1
i~
〈a,u〉) = e
1
4i~
a(K ′−K) tae
1
i~
〈a,u〉. (20)
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Hence, {e 14i~aK tae 1i~ 〈a,u〉;K ∈ SC(2m)} is a family of mutually isomorphic one parameter groups cf.
[16],[17],[18]. We have denoted this element symbolically by e
1
i~
〈a,u〉
∗ . Namely we denote
: e
1
i~
〈a,u〉
∗ :K= e
1
4i~
〈aK,a〉e
1
i~
〈a,u〉 = e
1
4i~
〈aK,a〉+ 1
i~
〈a,u〉. (21)
The fact stated below is an example how a transcendental element depends on the expression
parameters:
Proposition 3.4 If Im〈aK,a〉 is negative, then the formula of Fourier transform gives∫ ∞
−∞
: e
t 1
i~
〈a,u〉
∗ :K dt ∈ E2+(C2m).
In particular, both
:〈a,u〉:−1
K+
=
1
i~
∫ 0
−∞
: e
t 1
i~
〈a,u〉
∗ :K dt, :〈a,u〉:−1K−=−
1
i~
∫ ∞
0
: e
t 1
i~
〈a,u〉
∗ :K dt
are ∗-inverses of :〈a,u〉:
K
under the calculation of ∗
K
-product. :〈a,u〉:−1
K±
belongs to E2+(C2m). Two
different inverses of a single element breaks apparently the associativity.
Furthermore, if Im〈aK,a〉 is negative, then ∑∞n=−∞ :en 1i~ 〈a,u〉∗ :K converges to give Jacobi’s theta
function Θ3(
1
i~
〈a,u〉) in [16].
Anti-automorphism and Hermite structure
Note that generators of the algebra (W2m, ∗) are only abstract symbols. It does not make sense
to say that these are complex variables or not. To make it clear we fix an hermitian structure by
introducing an anti-automorphism x→ xι, called the Hermitian conjugate, by defining
uιk=uk, k = 1∼2m, iι = −i, ~ι = ~.
An element H ∈ W2m is called an hermite element when H ι=H , but its K-ordered expression :H∗:K
does not have the property :H∗:K=:H∗:K in general.
The next identity is useful.
Proposition 3.5 If etH∗∗ , e
tHι∗∗ and e
sHι∗∗ ∗etH∗∗ are defined for s, t ∈ R, then etH
ι
∗∗ =(etH∗∗ )
ι. In particu-
lar, etui∗ is an hermite element for every t ∈ R.
Proof. Set ft = e
tH∗∗ , gt = e
tHι∗∗ . Then ddtf−t=(−H∗)∗f−t. It follows ddtf ι−t=f ι−t∗(−H ι∗). Thus, we
have
d
dt
f ι−t∗gt=f ι−t∗(−H ι∗+H ι∗)∗gt=0.
It follows e
tHι∗∗ =(etH∗∗ )
ι as f ι−t∗gt=1. ✷
If H∗ is hermitian and Ft=eitH∗∗ exists, then Ft is unitary, since we have the primitive conservation
law:
d
dt
F ιt∗Ft = 0, F ι0∗F0 = 1. (22)
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3.2.1 The case ρ ∈ H2m[ν]
Suppose first that ρ mentioned in § 1 satisfies ρ∈H2m[ν], then ρ must be a linear function
〈a, u˜〉=
m∑
i=1
(aiui+am+ivi).
By Proposition 3.4, if Im〈aK,a〉 is negative, then 〈a, u˜〉 is invertible.
Suppose ρ=u1 for simplicity and denote its inverse by u
−1
1◦ . Then, the algebra generated by (3)
in § 1 turns out to be generated by
u−21◦ ∗ν, u−11◦ ∗v1, u−11◦ ∗u2, · · · , u−11◦ ∗um, u−11◦ ∗v2, · · · , u−11◦ ∗vm (23)
where the calculations are executed by the ∗
K
-product formula under the K-ordered expression.
Thus, the suffix such as ∗
K
, : :
K
are omitted.
For simplicity we denote these as follows:
µ, τ, u˜k, v˜k, k=2∼m
and letA be the algebra generated by these in E2+(C2m). Using [u−11◦ , v1]=i~u−21◦ , [u−11◦ , uk]=0=[u−11◦ , vk],
k = 2∼m, we have
[µ−1, τ ]=2i, [u˜i, v˜j]=µiδij , [τ, u˜i]=µiu˜i, [τ, v˜i]=µiv˜i, all others are 0.
As [µ, u˜i]=0=[µ, v˜i], i=2∼m, {µ, u˜i, v˜i} generates the Heisenberg algebra H2m[µ]. Hence A is a
µ-regulated algebra H2m[µ, τ ]. As [τ, µ−1]=− 2i, τ may be viewed as a canonical conjugate of µ−1.
Now join u1 to H2m[µ, τ ]. This is also a µ-regulated algebra.
Proposition 3.6 A suitably extended µ-regulated algebra such as H2m[µ, u1, τ ] contains no standard
abstract vacuum (cf. § 2.1).
Proof. Suppose there is a standard abstract vacuum ̟ in ̟ ∈ H2m[µ, u1, τ ]. It follows ̟∗u1=0 or
u1∗̟=0. Hence we have dds̟∗esu1∗ ∗̟=0 and hence ̟∗esu1∗ ∗̟=̟. Now recall the formula
u−11◦ ∗u−11◦ =
∫ 0
−∞
2s:esu1∗ :Kds.
Using this we have
̟∗u−11◦ ∗u−11◦ ∗̟=̟ ∗
∫ 0
−∞
2sesu1∗ ∗̟ds=
∫ 0
−∞
2s̟∗esu1∗ ∗̟ds=∞̟.
It follows ̟∗µ∗̟=∞̟. ✷
Apparently, this is caused by the choice u−11◦ ∈E2+(C2m). If this is replaced by the embedded
Heisenberg algebra given in § 3.2.2, then we can find an abstract vacuum in it (see § 4).
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3.2.2 Heisenberg algebra embedded in Weyl algebra
In what follows we denote by
x0, x1, · · · , xm, y0, y1, · · · , ym (24)
natural coordinate functions of C2m+2. Consider the Weyl algebra (W2m+2[~], ∗) generated by setting
the relation [xi, yj] = −i~δij . Fix a generic expression parameter K ∈ SC(2m+2). In what follows,
all calculations executes under the K-ordered expression and ∗
K
-product formula. We first embed
the Heisenberg algebra H2m[ν] into (E1+(C2m+2, ∗K ).
In this algebra, we make first the ∗-exponential function ety0∗ . As it was seen in § 3.2, the exponen-
tial law esy0∗ ∗ety0∗ =e(s+t)y0∗ holds and the K-ordered expression is :ety0∗ :K=e
i~
4
δ′ee
ty0 by using a suitable
constant δ′. Hence esy0∗ is an element of E1+(C2m+2).
Set µ = ~∗e−2y0∗ . As ~>0, the exponential law and Theorem3.1 show that ~e−2y0∗ ∗ : E1+(C2m+2)→
E1+(C2m+2) is a linear isomorphism.
We set furthermore
µ = ~e−2y0∗ , τ =
1
2
(e−2y0∗ ∗x0+x0∗e−2y0∗ ), u˜i = e−y0∗ ∗xi, v˜i = e−y0∗ ∗yi, i = 1 ∼ m. (25)
They are all hermite elements (cf.§ 3.2) and
τ = e−2y0∗ ∗(x0+i~)=(x0−i~)∗e−2y0∗ ,
as [e−2y0∗ , x0] = −2i~e−2y0∗ =− 2iµ. Using these we have
[τ, µ] = 2iµ2∗, [µ, u˜i]=0, [µ, v˜i]=0, [τ, u˜i] = µi∗u˜i, [τ, v˜i] = µi∗v˜i, [u˜i, v˜j ] = −iµδij . (26)
As [µ∗µ−1, τ ] = 0, we see [µ−1, τ ] = 2i. The algebra generated by these will be denoted by H˜2m[µ, τ ].
It is clear that H˜2m[µ, τ ] contains the Heisenberg algebra. Since µ−1◦τ = 1~x1, Et is defined as the
automorphism Ad(e
t 1
i~
x1
∗ ).
On the other hand, note that [~−1e2y0∗ , e
−2y0∗ ∗x0]=2i, although e−2y0∗ ∗x0 is not hermitian. Hence
τˆ=e−2y0∗ ∗x0 may be regarded as a canonical conjugate of µ−1. Since µ−1∗τˆ = 1~x0, we see Ad(e
t 1
i~
x0
∗ )=Et.
Thus, by using τˆ instead of τ , we have the same commutation relations as (26).
Summarizing these we see the next
Theorem 3.3 Heisenberg algebraH2m[µ] is isomorphic to the subalgebra of H˜2m[µ, τ ] (⊂ E1+(C2m+2))
where µ corresponds to ~e−2y0∗ , and
1
2
(e−2y0∗ ∗x0+x0∗e−2y0∗ ) is a canonical conjugate of µ−1∗ .
On the other hand, H2m[µ] is also isomorphic to the subalgebra of H˜2m[µ, τˆ ], although τˆ is not an
Hermite element.
Besides the topological completeness, H˜2m[µ, τ ] (resp. H˜2m[µ, τˆ ]) satisfies (A.1)∼(A.4) and all
properties of contact Weyl algebra, where 1
2
∂τ (resp.
1
2
∂τˆ ) is the characteristic vector field and B=H2m[τ ]
(resp.H2m[τˆ ]),
In § 4, a vacuum representation of H˜2m[µ, τ ] will be given. It is rather surprising that :eitτ∗ :0 is
defined by a difference-differential equation, and Ad(eitτ∗ ) is defined only for t≥0. Such a semi-group
property is familiar in heat equation. But, this appears clearer in the calculation of eitτ∗ under the
Moyal product formula.
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3.3 ∗-exponentials of quadratic forms
To define ∗
√
ρ2∗ mentioned in § 1, we have to use the formula of Laplace transform
∗
√
ρ2∗
−1
=
1√
π
∫ ∞
0
1√
t
e−tρ
2
∗∗ dt.
Thus, we have to know first the formula of ∗-exponential functions of quadratic forms.
As (W2m+2[~], ∗) = (W2[~], ∗)⊗(W2m[~], ∗), main properties of Weyl algebra are explained in
(W2[~], ∗). Let (W2[~], ∗) be the Weyl algebra generated by x, y.
Let K=
[
δ c
c δ′
]
be the expression parameter. In this section, we summarize properties of some of
∗-exponential functions of quadratic forms. The K-ordered expression of the ∗-exponential function
e
t 1
i~
2x◦y
∗ is given as follows: By setting ∆=et+e−t−c(et−e−t), it is given by
:e
t 1
i~
2x◦y
∗ :K=
2√
∆2−(et−e−t)2δδ′ e
1
i~
et−e−t
∆2−(et−e−t)2δδ′
(
(et−e−t)(δ′x2+δy2)+2∆xy
)
. (27)
Setting δδ′ = ρ2, we see√
∆2−(et−e−t)2δδ′ = e−t
√
((1−c+ρ)e2t+(1+c−ρ))((1−c−ρ)e2t+(1+c+ρ)). (28)
Set H∗= 1i~2x◦y. By (27), we easily see the following under generic expressions:
(a) etH∗∗ is rapidly decreasing on R of e
−|t| order.
(b) ezH∗∗ is 4πi-periodic :e
(z+4πi)H∗∗ :K = :e
zH∗∗ :K . In precise for generic K-expressions there are a, b
depending on K such that −∞<a<b<∞ and
(b,1) if a < s < b, then :e
(s+it)H∗∗ :K is 2π-periodic.
(b,2) if s<a or b<s, then :e
(s+it)H∗∗ :K is alternating 2π-periodic.
(c) limt→−∞ :e−tetH∗∗ :K is a nontrivial element denoted by :̟00:K . We call this the vacuum.
In precise, the path tending to −∞ should be in the same sheet as in the origin 1, as ∗-
exponential functions have double branched singularities as it is seen in (27). By the exponential law
etetH∗∗ =e
t(H∗+1)∗ , ̟00 is idempotent, i.e. ̟00∗̟00=̟00 and the bumping identity y∗(x◦y)=(x◦y+i~)∗y
give the property that
y∗̟00=0=̟00∗x.
Similarly, a nontrivial element ̟ = limt→∞ etetH∗∗ is called the bar-vacuum. This is an idempotent
element such that x∗̟00=0=̟00∗y.
(d) Let w=x+iy, w=x−iy. Then w◦w=x2∗+y2∗, [w,w]=−2~. By a similar calculation gives (cf. [18])
:e
t 1
~
(x2∗+y
2
∗)
∗ :K=
1√
∆K(t)
e
1
i~
i sinh t
∆K (t)
(
(cosh t−δ′i sinh t)u2+(cosh t−δi sinh t)v2+2ci(sinh z)uv
)
(29)
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where ∆K(t)= cosh
2 t−(δ+δ′)i sinh t cosh t+(c2−δδ′) sinh2 t.
In generic ordered expression the complex vacuum :̟C:K is defined by
:̟C:K= lim
t→−∞
:e−te
t 1
~
w◦w
∗ :K . (30)
This exists by (29) and this is an idempotent element satisfying w∗̟C=0=̟C∗w, providing the path
tending to −∞ avoiding singular points belongs to the same sheet as in the origin 1.
In spite of the double valued nature caused by
√
, the exponential law holds by computations
such as
√
α
√
β=
√
αβ. If K=0, then it is called theWeyl ordered expression, and if c=1, δ=0=δ′,
then it is called the normal ordered expression. These are often used in physics, but general
K-expressions are not used in physics.
For a degenerate quadratic form, the formula of the ∗-exponential functions are given by the case
of one variable, and hence
:e
t 1
i~
x2∗
∗ :K=
√
i~√
i~−tδ e
i~t
i~−tδ
x2.
Similar to vacuums, there exists the limit
lim
t→∞
:
√
te
t 1
i~
x2∗∗ :K=
√
i~√−δ e
− i~
δ
x2
and :e
t 1
i~
x2∗
∗ :K∗K
√
i~√−δe
− i~
δ
x2=
√
i~√−δe
− i~
δ
x2 . However, as
√
te
t 1
i~
x2∗
∗ is not a one parameter subgroup, the
limit is not idempotent, but limt→∞(
√
te
t 1
i~
x2∗∗ )2∗ diverges.
3.3.1 Abstract vacuums on several variables
Let x0, x1, · · · , xm, y0, y1, · · · , ym be generators of W2m+2[~]. We want to apply the formula for the
case m=1 mentioned above to the ∗-exponential functions of quadratic forms of 2m-variables.
Obviously, the K-expression :f∗(xi, yi)∗g(xj, yj):K of f∗(xi, yi)∗g(xj, yj) is computed by using only
submatrices relating (i, j) components. For a given K, let
K(i)=
[
Ki,i Ki,m+i
Km+i,i Km+1,m+i
]
, K(i,j)=
[
Ki,j Ki,m+j
Km+j,i Km+i,m+j
]
.
Then it is clear that
:f∗(xi, yi)∗g∗(xj , yj):K=:f∗(xi, yi):K(i)∗K(i,j) :g∗(xj , yj):K(j) .
Recall now how the product eH∗∗ ∗F is defined. This is defined by the value at t = 1 of the real
analytic solution of
d
dt
ft = H∗∗ft, f0=F.
eH∗k∗ ∗ · · · ∗eH∗2∗ ∗eH∗1∗ ∗F are defined similarly. Such products may be called the path connecting prod-
ucts. Hence in general eH∗2∗ ∗eH∗1∗ ∗1 might be different from eH∗1∗ ∗eH∗2∗ ∗1, even if [H∗1, H∗2]∗=0. Re-
calling § 3.1.1, the next Proposition is not trivial.
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Proposition 3.7 In generic ordered expression, we have
eta1x1
◦y1∗ ∗eta2x2◦y2∗ ∗ · · · ∗etamxm◦ym∗ =et(a1x1◦y1+a2x2◦y2+···+amxm◦ym)∗
if each component has no singular point on the interval [0, t].
Recall the remark given in § 3.3.1 about how to apply the formulas in the case m = 1 to the case
m ≥ 2.
In what follows, several abstract vacuums which can be joined to the algebra E1+(C2m+2) without
trouble, although they are in E2+(C2m+2).
Let ˜̟ (L0)=̟00∗ ˜̟ (L)=̟00∗ m∏
k=1
∗̟00(k), ˜̟ (L0)=̟00∗ ˜̟ (L)=̟00∗ m∏
k=1
∗̟00(k), (31)
where ̟00(k)= limt→−∞ e
t 1
i~
xk◦yk
∗ , ̟00= limt→∞ et
1
2 e
t 1
i~
x0◦y0
∗ . These have properties as follows:
yk∗ ˜̟ (L0)=0, (k=0∼m), x0∗ ˜̟ (L0)=0= ˜̟ (L0)∗y0, yk∗ ˜̟ (L0)=0, (k=1∼m).
Similarly, on Cm, the complex vacuum ˜̟C is given by˜̟C= lim
s→−∞
es
∑
ζi∗ζi∗ . (32)
This satisfies ζ i∗ ˜̟C=0.
As it was mentioned in § 1, there are various abstract vacuums. As ˜̟ (L0)∗ey0∗ ∗ ˜̟ (L0)= ˜̟ (L0), we
see ey0∗ ∗ ˜̟ (L0) is an abstract vacuum such that by using (x0+i~)ey0∗ =ey0∗ ∗x0
(x0+i~)e
y0
∗ ∗ ˜̟ (L0)=0=τ∗ey0∗ ∗ ˜̟ (L0).
We denote this by ˜̟ y0(L0)=ey0∗ ∗ ˜̟ (L0) (33)
In what follows, we use the same notations as in (25). Under the notation (25), eisτ∗ ∗̟00 has the
property as follows:
Proposition 3.8 For |2s~|<1, ̟00∗e−isτ∗ ∗̟00= 1√1+2s~̟00. In particular,
√
1+2s~ eisτ∗ ∗̟00 is an
idempotent element such that
̟00∗x0∗
√
1+2s~eisτ∗ ∗̟00=0, ̟00∗y0∗
√
1+2s~eisτ∗ ∗̟00=i~
√
1+2s~eisτ∗ ∗̟00.
In particular, e−isτ∗ ∗ ˜̟ (L0) is an abstract vacuum for |2s~|<1.
Proof Note that ̟00∗x0 = 0, e−2y0∗ ∗̟00=̟00. Computing ̟00∗(τn∗ )∗̟00 gives
̟00∗(−isτ∗)n∗̟00=(1
2
)n(−s~)n∗̟00, (a)n = a(a+1) · · · (a+n−1).
Hence ∑
n
̟00∗ 1
n!
(−isτ∗)n∗̟00=
∑
n
1
n!
(
1
2
)n(−s~)n̟00= 1√
1+2s~
∗̟00, |2s~| < 1.
In (54) later, the condition |2s~|<1 is relaxed to 1+2s~ > 0. ✷
We denote this by ˜̟ s(H)=e−isτ∗ ∗ ˜̟ (L0). (34)˜̟ y0(L0) and ˜̟ s(H) will be used in § 4.
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3.4 Reductions vs Restriction to the Energy surface
Consider the most familiar case ρ2∗=
∑m
k=1(uk∗uk+vk∗vk) mentioned in § 1. Set
ζk=uk+ivk, ζ¯k=uk−ivk, k = 1∼m.
Then, ρ2∗=
∑m
k=1 ζk◦ζ¯k, where a◦b=
1
2
(a∗b+b∗a). First of all, note that (29) and the comment given in
§ 3.3.1 give the following:
Proposition 3.9 In generic ordered expressions e
tρ2∗∗ =
∏m
k=1 ∗etζk◦ζ¯k∗ and
∫∞
0
e
−tρ2∗∗ dt is defined to give
an inverse of ρ2∗. Moreover, the Laplace transform gives
ρ−1∗ =
∗
√
ρ2∗
−1
=
1√
π
∫ ∞
0
1√
t
e−tρ
2
∗∗ dt
As ρ2∗ has the property Es(ρ
2
∗)=e
2sρ2∗, changing variables in the integration gives easily Esρ
−1
∗ =e
−sρ−1∗ .
Es-invariant elements are generated by
ν∗ρ−2∗ , ρ−1∗ ∗ζk, ζ¯k∗ρ−1∗ , k = 1∼m.
We denote the generated algebra by A(S2m−1) in the space E2+(C2m).
For simplicity we denote
µ=ν∗ρ−2∗ , ξk=ρ−1∗ ∗ζk, ξ¯k=ζ¯k∗ρ−1∗ , k = 1∼m.
Although they are not hermitian, we see easily
[µ−1, ξk]=ξk, [µ−1, ξ¯k]=−ξ¯k,
m∑
k=1
ξk∗ξ¯k=1−2mµ. (35)
It follows that eitad(µ
−1)(ξk)=e
itξk, e
itad(µ−1)(ξ¯k)=e
−itξ¯k, and Ad(eitµ
−1
∗ ) causes an S
1-action onA(S2m−1).
Hence S1-invariant elements form a subalgebra A(Pm−1(C)) generated by
µ, ξk∗ξ¯ℓ, ξ¯k∗ξℓ, 1 ≤ k, ℓ ≤ m.
Furthermore, as ρ2∗∗ζk=ζk∗(ρ2∗+2ν), ρ2∗∗ζ¯k=ζk∗(ρ2∗−2ν), we have
ρ−1∗ ∗ζk=
1√
π
∫ ∞
0
1√
t
e−tρ
2
∗∗ ∗ζkdt=ζk∗
1√
π
∫ ∞
0
1√
t
e−t(ρ
2
∗+2ν)∗ dt=ζk∗
1√
ρ2∗+2ν
.
Using
√
ρ2∗+2ν=ρ∗∗
√
1+2µ=
√
1+2µ∗ρ∗, we have
ρ−1∗ ∗ζk=ζk∗ρ−1∗ ∗
√
1+2µ
−1
Similar calculation gives
ζ¯k∗ρ−1∗ =
√
1+2µ
−1∗ρ−1∗ ∗ζ¯k, ρ−1∗ ∗ζ¯k=ζ¯k∗ρ−1∗ ∗
√
1−2µ−1, ζk∗ρ−1∗ =
√
1−2µ−1∗ρ−1∗ ∗ζk.
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By using first two identities (without using
√
1−2µ) we have that
[ξk, ξℓ]=0=[ξ¯k, ξ¯ℓ], [ξk, ξ¯ℓ]=− 1
1+2µ
∗(2µδkℓ+ξk∗ξ¯ℓ) (36)
where we used the fact that
[µ−1, ζk∗ζ¯ℓ]=ν−1∗[ρ2∗, ζk∗ζ¯ℓ]=0, [
√
1+2µ, ρ]=0=[
√
1+2µ, ζk∗ζ¯ℓ].
Proposition 3.10 The algebra A(S2m−1) generated by {µ, ξk, ξ¯k; k = 1∼m} is a contact Weyl al-
gebra such that ad(iµ−1) gives an S1-action on A(S2m−1). Commutation relations are given by (35)
and (36).
For every non-negative integer n∈N, we see [µ−1, ξni∗]=nξni∗, [µ−1, ξ¯ni∗]= − nξ¯ni∗. Hence A(S2m−1)
has the eigenspace decomposition of ad(µ−1)
A(S2m−1)=
∑
ℓ∈Z
⊕Aℓ(S2m−1), Aℓ(S2m−1)∗Aℓ′(S2m−1)=Aℓ+ℓ′(S2m−1), ℓ, ℓ′ ∈ Z.
The subalgebra A0(S2m−1) = A(Pm−1(C)) may be viewed as the algebra obtained by the reduction
procedure.
3.4.1 Complex vacuum representation
Computations in this subsection execute in generic ordered expressions and the suffix : :
K
will be
omitted. Here we use the vacuum (32) Hence we have ξi∗ ˜̟C=0, ∑mk=1 ξk∗ξ¯k∗ ˜̟C=(1−2mµ)∗ ˜̟C=0.
As ρ2∗∗ ˜̟C=2mν ˜̟C, we have
ρ−1∗ ∗ ˜̟C= 1√π
∫ ∞
0
1√
t
e−t2mνdt ˜̟C= 1√
2mν
˜̟C, √µ∗ ˜̟C= 1√
2m
˜̟C.
ρ2∗∗h(ζ )∗ ˜̟C=∑
k
(νζk∂k+2ν)h(ζ )∗ ˜̟C, µ−1∗h(ζ )∗ ˜̟C=∑
k
(ζk∂k+2)h(ζ )∗ ˜̟C.
In particular, for every polynomial pk(ζ ) of degree k
µ−1∗pk(ζ )∗ ˜̟C=(k+2m)pk(ζ )∗ ˜̟C, µ∗pk(ζ )∗ ˜̟C= 1
k+2m
pk(ζ )∗ ˜̟C.
As e
s
∑
ζi◦ζ¯i∗ ∗pk(ζ )∗ ˜̟C=es(k+2mν)pk(ζ )∗ ˜̟C, we have
ξi∗pk(ζ )∗ ˜̟C= 1√
k+1+2mν
ζipk(ζ )∗ ˜̟C, ξ¯i∗pk(ζ )∗ ˜̟C= 1√
k+2mν
∂ipk(ζ )∗ ˜̟C.
Hence, there is no canonical conjugate of µ−1.
One can use C[ξ ]∗ ˜̟C as the representation space. Then
µ−1∗pk(ξ)∗ ˜̟C=(k+2m)pk(ξ)∗ ˜̟C,
The formula for ξ¯i∗pk(ξ)∗ ˜̟C is complicated.
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3.4.2 Localizations joining divisors
Consider now localizations by joining divisors, say
(ζ¯k∗ζk)−1+ , k = 1∼m,
where (ζ¯k∗ζk)−1+ =
∫∞
0
e−tζ¯k∗ζk∗ dt. ζ¯
•
k=ζk∗(ζ¯k∗ζk)−1+ is a left-inverse of ζ i.e. ζ¯∗ζ¯•k=1, but
ζ¯
•
k∗ζ¯=1− lim
t→−∞
e−tζk∗ζ¯k∗ (partial complex vacuum).
Recalling the generator system (23), we consider a new generator system for Et-invariant elements
in generic ordered expressions
ν∗(ζ1∗(ζ¯1∗ζ1)−1+ )2,
1
2
ζ21∗(ζ¯1∗ζ1)−1+ , ζk∗ζ1∗(ζ¯1∗ζ1)−1+ , ζ1∗(ζ¯1∗ζ1)−1+ ∗ζ¯k, k = 2∼m
For simplicity, denote these by
µ, τ, ηk, η¯k, k = 2∼m,
and let A be the algebra generated by these in E2+(C2m).
By using
[ζ1, ζ1∗(ζ¯1∗ζ1)−1+ ]=ζ1∗[ζ1, (ζ¯1∗ζ1)−1+ ]=−ζ1∗(ζ¯1∗ζ1)−1+ ∗[ζ1, ζ¯1∗ζ1]∗(ζ¯1∗ζ1)−1+ =2ν∗(ζ1∗(ζ¯1∗ζ1)−1+ )2,
we easily see that
[µ, τ ]=2µ2, [τ, ηk]=µ∗ηk, [τ, η¯k]=µ∗η¯k, [ηk, η¯ℓ]=µδkℓ, others are 0.
Hence, this system generates a contact Weyl algebra with a canonical conjugate of µ−1. Moreover,
one may join ζ1 to A and A[ζ1] is a µ-regulated algebra. However, just as in Proposition 3.6, there is
no standard vacuum ̟ such that ζ1∗̟=0 or ̟∗ζ1=0 holds. This is because ̟∗ζ1=0 gives ̟∗A={0}
and ζ1∗̟=0 gives µ∗̟=∞.
4 The case embedded Heisenberg algebra
We saw that the semi-boundedness of µ−1 suffers the existence of its canonical conjugate, and the
localizations by joining a divisor or an ∗-inverse of some element defined by integrals suffers the
existence of standard abstract vacuum.
Recall now the embedding, given in § 3.2.2 Theorem3.3 into E1+(C2m+2). This may be viewed as
a local normal form of the system mentioned in the previous subsection. In this case, the element
ρ2=e2y0∗ is brought from the outside of original Heisenberg algebra H2m[µ]. Namely, µ−1=~−1e2y0∗ is
an external energy variable. As µ=~e−2y0∗ , and τ=
1
2
(e−2y0∗ ∗x0+x0∗e−2y0∗ ) is a canonical conjugate of
µ−1, τ may be viewed as the external time.
In the extended Weyl algebra generated by x0, y0, we denote the vacuum
̟00= lim
t→−∞
e
1
2
te
t 1
i~
x0◦y0
∗ .
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Note first that ̟00 in not in E1+(C2m+2), but in E2+(C2m+2).
The abstract vacuum ˜̟ s(H)=e−isτ∗ ∗ ˜̟ (L0) given in (34) will be called the Heisenberg vacuum
after showing the remarkable property that e−isτ∗ ∗ ˜̟ (L0) = 0 for 11+2~s ≤ 0 in the later section (cf.
Theorem4.2). Using [µ−1, e−isτ∗ ]=s~e
−isτ
∗ and µ
−1∗̟00= 1~̟00, we have
µ∗e−isτ∗ ∗ ˜̟ (L0)={ ~1+2~se−isτ∗ ∗ ˜̟ (L0), 11+2~s > 00, 1
1+2~s
≤ 0
We take the representation space as
C∞(Rs>s0×Rm)∗ ˜̟ s(H), s0 = − 12~ .
Then, we see u˜k is represented as a multiplication u˜k∗f(s, u˜)∗ ˜̟ s(H)=(u˜k∗f(s, u˜))∗ ˜̟ s(H), and
µ∗f(s, u˜)∗ ˜̟ s(H)= ~
1+2~s
f(s, u˜)∗ ˜̟ s(H), v˜k∗f(s, u˜)∗ ˜̟ s(H)=− ~i
1+2~s
∂kf(s, u˜)∗ ˜̟ s(H).
µ−1 and τ are canonical conjugate pair. τ is represented by a similar form to X = 1
iµ
∑m
k=1 u˜k∗v˜k
X∗f(s, u˜)∗ ˜̟ s(H) = ~i
1+2s~
m∑
k=1
u˜k∂u˜kf(s, u˜)∗ ˜̟ s(H)
iτ∗f(s, u˜)∗ ˜̟ s(H) = ~
1+2s~
m∑
k=1
u˜k∂u˜kf(s, u˜)∗ ˜̟ s(H)+f(s, u˜)∗i∂s ˜̟ s(H) (37)
In the representation space µ behaves as i
1+2~s
. Tending s → ∞ gives µ → 0. This gives a
classical limit. The most remarkable fact is that Ad(eitτ∗ ) is well-defined only for t ≥ 0 (cf.
Proposition 4.4). Hence,
eitτ∗ ∗f(s)∗ ˜̟ s(H)=f(s)∗ ˜̟ s+t(H)
for only t>0. In general,
eitµ
−1τ
∗ ∗f(s,u)∗ ˜̟ s(H)=f(s, Ea(s)t(u)) ˜̟ s+t(H), t ≥ 0, a(s)= ~1+2s~
Vacuum representation with respect to ˜̟ y0(L0)
On the other hand, as (x0+i~)∗ey0∗ ∗̟00=ey0∗ ∗x0∗̟00, the abstract vacuum (33) satisfies τ∗ ˜̟ y0(L0)=0
in generic ordered expression, and hence
eitτ∗ ∗ ˜̟ y0(L0)= ˜̟ y0(L0), t∈C.
As [iτ, µ−1]=[iτ, µ−1]=2, we have
[iτ, f(µ)]=− 2µ2f ′(µ), [iτ,√µ]= 1√
µ
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It follows
iτ∗f(µ−1)∗ ˜̟ y0(L0)=[iτˆ , f(µ−1)]∗ ˜̟ y0(L0)=2f ′(µ−1)∗ ˜̟ y0(L0).
On the other hand, as u˜k=
√
~√
µ
∗xk, we have [iτˆ , u˜k]=µ∗u˜k, hence
iτˆ∗f(u˜)∗ ˜̟ y0(L0)=µ∗∑
k
u˜k∂u˜kf(u˜)∗ ˜̟ y0(L0).
Let Hol(Cm) be the space of holomorphic functions of u˜1 · · · , u˜m. We set the representation space
by
Hol(Cm+1)[µ, µ−1]]∗ ˜̟ y0(L0).
Then, we see u˜k and µ
−1 are represented as multiplications and
τ∗f(µ−1, u˜)∗ ˜̟ y0(L0)=i(2∂µ−1+µ∗∑
k
u˜k∂u˜k
)
f(µ−1, u˜)∗ ˜̟ y0(L0). (38)
In particular, considering the equation with initial data µ−1∗ ˜̟ y0(L0),
d
dt
eitτ∗ ∗µ−1∗ ˜̟ y0(L0)=eitτ∗ ∗[τˆ , µ−1]∗ ˜̟ y0(L0)=2∗ ˜̟ y0(L0),
we obtain
eitτ∗ ∗µ−1∗ ˜̟ y0(L0)=(µ−1+2t)∗ ˜̟ y0(L0), t∈C.
In general
eitµ
−1τ
∗ ∗f(µ−1, u˜)∗ ˜̟ y0(L0)=f(µ−1(1+2t), Et(u˜))∗ ˜̟ y0(L0)
This gives also
eitτ∗ ∗µ∗ ˜̟ y0(L0)= 1µ−1+2t∗ ˜̟ y0(L0)= µ1+2tµ∗ ˜̟ y0(L0), t∈C.
One may take C∞(Rm)[µ−1, µ]]∗ ˜̟ y0(L0) as the representation space, where µ and u˜k are represented
by multiplication operator, and
eitµ
−1∗τ
∗ ∗f(µ, u˜)∗ ˜̟ y0(L0)=f( 11+2tµ, Et(u˜))∗ ˜̟ y0(L0).
Here, to avoid singularities, we have to treat µ in a formal µ-regulated algebra by setting
1
1+2tµ
=(1−2tµ+(2tµ)2+(2tµ)3− · · · .
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4.1 The star-exponential functions eitτ∗ ∗F , F∗e−itτ∗
To give the proof of Theorem4.2, we start with a little general setting. Now, recalling
:τ :0=e
−2y0x0, x0∗e−2y0=e−2y0∗(x0+2i~)
we consider the ∗-exponential function :eite−2y0∗(x0+i~)∗ :K , or ∗-the product :eite
−2y0∗(x0+i~)∗ ∗F :K .
The equation for these are
d
dt
Ft = :(ie
−2y0
∗ ∗(x0+i~)):K∗KFt, F0 = :F :K
d
dt
Fˆt = Fˆt∗K :(ie−2y0∗ ∗(x0+i~)):K , Fˆ0 = :F :K .
(39)
As the Hermitian structure is defined, applying the anti-automorphism a→ a¯ to the first one to get
d
dt
F t = −F t∗K :(ie−2y0∗ ∗(x0+i~)):K , F 0 = :F :K .
Minding the uniqueness of the real analytic solution, we may assume that Ft = Ft(x0, y0) and all
computations carry out within these two variables.
In what follows, all computations execute under the Weyl (K=0) ordered expression. If the
expression parameter K is restricted to K=0 (Weyl ordered expression), we denote : :0 in such
computation. Since
(x0+i~)∗0Ft(x0, y0)=(x0+i~)Ft(x0, y0)− i~
2
∂y0Ft(x0, y0), (x0+i~)∗KˆFt(x0, y0)=(x0+i~)Ft(x0, y0),
and
e−2y0 ∗0 f(x0, y0) = e−2y0f(x0−i~, y0), e−2y0 ∗
Kˆ
f(x0, y0) = e
−2y0f(x0−2i~, y0),
we see that (39) turns out to be
d
dt
Ft(x0, y0) = ie
−2y0x0Ft(x0−i~, y0) + ~
2
e−2y0∂y0Ft(x0−i~, y0), (40)
with initial condition F0.
Putting Ft(x0, y0) = Gt(x0, y0)e
2
i~
(x0+i~)y0 , the equation (40) becomes
d
dt
Gt(x0, y0) =
~
2
e−4y0∂y0Gt(x0−i~, y0), G0 = F0(x0, y0)e−
2
i~
(x0+i~)y0 . (41)
(41) is not a differential equation, but a differential-difference equation.
The case Gt(x0, y0) is periodic.
If Gt is restricted to periodic functions Gt(x0−i~, y0) = Gt(x0, y0), then (41) turns out to be(
∂t − ~
2
e−4y0∂y0
)
Gt(x0, y0) = 0,
and the solution with the initial data is given by
Gt(x0, y0) = ϕ
(
x0, 2~t+e
4y0
)
, G0(x0, y0) = ϕ
(
x0, e
4y0
)
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by using every holomorphic function ϕ(u, v) such that ϕ(u+i~, v) = ϕ(u, v). Thus the initial function
G0(x0, y0) must satisfy the periodical conditions G0(x0−i~, y0)=G0(x0, y0). This is equivalent with
F (x0−i~, y0)=F (x0, y0)e−2y0 .
Hence :eitτ :0 is not defined by itself but it is defined only in the form :e
itτ∗F∗:0. That is in the
form of solutions of equations written under the Weyl ordered expression with the initial data F∗.
For any ϕ(x0, y0) satisfying ϕ(x0−i~, y0)=ϕ(x0, y0) (e.g. ϕ(y0)), we set F=ϕ(x0, e4y0)e 2i~ (x0+i~)y0 .
Then, we see
:eitτ∗ :0∗0ϕ(x0, e4y0)e
2
i~
(x0+i~)y0=ϕ(x0, 2~t+e
4y0)e
2
i~
(x0+i~)y0 . (42)
Thus, if t∈C, then ϕ(x0, y0) must be entire w.r.t. y0. Recalling
:̟00:0=2e
2
i~
x0y0 , :f(y0)∗̟00:0=f(2y0)2e 2i~x0y0 ,
we see e
2
i~
(x0+i~)y0=:ey0∗̟00:0.
In particular, restricting ϕ to a entire function ϕ(z) and noting that ϕ(e2y0)=:ϕ(e2y0∗ ):0, (42) is
written as
:eitτ∗ ∗ϕ(e2y0∗ )∗ey0∗ ∗̟00:0=:ϕ(e2y0∗ +2~t)∗ey0∗ ∗̟00:0.
Although the computation was done under the Weyl ordered expression, one may write this without
suffix : :0, that is,
eitτ∗ ∗ϕ(e2y0∗ )∗ey0∗ ∗̟00 = ϕ(e2y0∗ +2~t)∗ey0∗ ∗̟00, (43)
as all terms in r.h.s. can be intertwined to generic expressions.
Recall that ey0∗ ∗̟00 is an abstract vacuum such that
̟00∗y0=0, (x0+i~)∗ey0∗ ∗̟00 = 0, iτ∗ey0∗ ∗̟00 = 0.
Hence, (43) may be written as
eitτ∗ ∗ϕ(e2y0∗ )∗e−itτ∗ ∗ey0∗ ∗̟00 = Ad(eitτ∗ )ϕ(e2y0∗ )∗ey0∗ ∗̟00=ϕ(e2y0∗ +2~t)∗ey0∗ ∗̟00, t∈C.
On the other hand, it is easy to see that [iτ, e2y0∗ ]=2~, [iτ, [iτ, e
2y0∗ ]]=0, · · · . This gives
exp tad(iτ)ϕ(e2y0∗ )=ϕ(e
2y0∗ +2~t), t∈C
for every entire function ϕ.
Applying these to e−2y0∗ , we have
eitτ∗ ∗e−2y0∗ ∗ey0∗ ∗̟00 = (e2y0∗ +2~t)−1∗ey0∗ ∗̟00=e−2y0∗
1
1+2~te−2y0∗
∗ey0∗ ∗̟00.
exp tad(iτ)(e−2y0∗ )=e
−2y0
∗
1
1+2~te−2y0∗
, t∈C.
This is the same to the previous case ˜̟ y0(L0).
Fourier transform expressions
25
Next we want to remove the periodical condition G0(x0−i~, y0) = G0(x0, y0). Instead, we assume
that t is a real variable and Gt(x0, y0) is written as
Gt(x0, y0) =
∫ ∞
−∞
a(t, ξ, y0)e
iξ x0d−ξ, G0(x0, y0) =
∫ ∞
−∞
a(0, ξ, y0)e
iξ x0d−ξ
by using tempered distribution a(t, ξ, y0) of compact support with respect to ξ.
If x0, y0 in (44) are treated as real variables, then the compactness of the support is removed,
but Gt(x0−i~, y0) must be viewed as the shift of ξ
Gt(x0−i~, y0) =
∫ ∞
−∞
a(t, ξ, y0)e
iξ(x0−i~)d−ξ =
∫ ∞
−∞
a(t, ξ, y0)e
~ξeiξx0d−ξ.
Precisely, a(t, ξ, y0) is regarded for every (t, y0) as an S ′-valued function a(t, y0)(ξ) for every test
function ψ(ξ) ∈ S. It is remarkable in the Weyl ordered expression that the equation (41) is changed
into the differential equation (
e−~ξ∂t−~
2
e−4y0∂y0
)
a(t, ξ, y0) = 0 (44)
involving ξ as a parameter, i.e.∫ (
e−~ξ∂ta(t, y0)(ξ)− ~
2
e−4y0∂y0a(t, y0)(ξ)
)
ψ(ξ)d−ξ = 0.
(44) shows that a(t, ξ, y0) is constant along the real vector field e
−~ξ∂t − ~2e−4y0∂y0 on the (y0, t)-
surface. That is constant along the integral curves of this vector field. Hence, the solution is
a(t, ξ, y0) = φ(ξ, 2~t+e
−~ξe4y0), a(0, ξ, y0) = φ(ξ, e−~ξe4y0) (45)
by using a function φ(ξ, η) on R2 such that f(ξ) = φ(ξ, 2~t+e−~ξe4y0) is a tempered distribution of
compact support. If we allow x0 to be a real variable, then the condition of compact support is
relaxed simply as follows:
Condition 1. h(η) = φ(ξ, η) is a S ′-valued C∞ function such that for every η, and for every (t, y0),
φ(ξ, 2~t+e−~ξe4y0)
is also a tempered distribution w.r.t. ξ.
Lemma 4.1 If φ(ξ, η) is a C∞ function such that |∂nη φ(ξ, η)ηn| <∞ for every n, then Condition 1
is fulfilled.
Proof As
d
dξ
φ(ξ, 2~t+e−~ξe4y0)=(∂ξφ(ξ, 2~t+e
−~ξe4y0)+~e−~ξe4y0∂ηφ(ξ, 2~t+e
−~ξe4y0)).
Repeating this it is enough to show the boundedness of
(~e−~ξe4y0)n∂nη φ(ξ, 2~t+e
−~ξe4y0))
This is easily checked. ✷
So far, the variable y0 has been regarded as a complex variable, but Condition 1 allows x0 to be
a real variable. Such an unbalanced situation yields the following:
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Theorem 4.1 If the initial condition a(0, ξ, y0) has not periodic property a(0, ξ, y0)=a(0, ξ, y0± 12πi),
then there is no solution of (39). This periodical condition is equivalent with G(x0, y0±12πi)=G(x0, y0),
and with F (x0, y0± 12πi)=F (x0, y0)e
pi
~
x0.
In particular, the complex ∗-exponential function ezτ∗ cannot exist by itself. It exists only in the
form ezτ∗ ∗F with initial function F with a quasi-periodical property F (x0, y0+πi)=F (x0, y0)e
pi
~
x0.
As t and ξ are real variables, it is natural to allow y0 to be a real variable. Then, (44) can be
solved without any restriction.
To simplify the argument, we put several assumptions in what follows:
Assumption. ~ is a positive constant. t, ξ and y0 are real variables. Under such restrictions, :e
itτ
∗ :0
may be expressed as a function Ft(x0, y0) of real variables.
In real variable expressions, it occurs a strange phenomenon. Fix ξ arbitrarily. If we set
η=2~t+e−~ξe4y0 , then a(t, ξ, y0) is constant on the curve η=2~t+e−~ξe4y0 . Thus, if η ≤ 0, then
η−e−~ξe4y0=2~t is negative. Such a curve does not cross the initial line t = 0. As the initial data is
given at t = 0, the initial data must be given only when η>0 by the form
a(0, ξ, y0) = φ(ξ, η), η = e
−~ξe4y0 i.e. 4y0 = ~ξ+log η. (46)
y0
η = 0
η < 0 η > 0
Graphs of −2~t = e−~ξ+4y0−η
The line t = 0
The deta on the line t = 0 is
used only on the right hand side
The data on dotted line disap-
pear on the line t = 0
Another word, we have
Proposition 4.1 If a(0, ξ, y0)=a(0, ξ,
1
4
(~ξ+ log η)) = 0 for
η > 0, then a(t, ξ, y0) = 0 for ∀t ≥ 0, that is, Gt(x0, y0) = 0
for ∀t ≥ 0.
Given φ(ξ, η), the data at t = 0 is φ(ξ, e−~ξ+4y0) given by
using only the values on η > 0, and the data at t = t0 is
φ(ξ, e−~ξ+4y0+2~t0). Some data at t = 0 disappears in the
time t0>0, and some data on η<0 is used at t0<0.
Another word one may choose arbitrary function on
the domain η < 0. For (39) the uniqueness does not
hold in the direction t0<0.
In spite of this, we note the next
Proposition 4.2 If one sets φ(ξ, η) = 0 for η ≤ 0, namely one does not use the data for η ≤ 0, then
the solution of (39) is uniquely determined by the data at t = 0.
Now, start with an initial (t=0) data a(0, ξ, y0)=a(0, ξ,
1
4
(~ξ+ log η)), and take the unique solution
a(s, ξ, 1
4
(~ξ+ log η)) at s (s > 0). This is uniquely determined but the data at 0<η<2~s is not used
in the data at t = s. Now, want to restart using the data at t=s as the initial data and go back to the
line t = 0. Then the original data at t=0 is not recovered. This procedure violates the exponential
law, that is, the associativity of the one parameter product formula.
Now, integrating the result in Proposition 4.1 by ξ, we have
Proposition 4.3 For an arbitrary tempered distribution φ(ξ, η) w.r.t ξ satisfying Condition 1 and
φ(ξ, η) = 0 for η > 0, the integral Gt(x0, y0)=
∫
R
φ(ξ, 2~t+e−~ξ+4y0)eiξx0d−ξ satisfies Gt(x0, y0)=0 for
t≥0. Therefore, Ft(x0, y0)=Gt(x0, y0)e 2i~ (x0+i~)y0 satisfies the equation (39), but Ft(x0, y0)=0 for t≥0.
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If one wants to use the value at t = t0>0 as the initial data, then −2~(t+t0)=e−~ξ+4y0+η is used
instead of −2~t=e−~ξ+4y0+η, where nonvanishing data remains.
Since the uniqueness ensured only by setting φ(ξ, η) = 0 on the area η < 0, we see
Proposition 4.4 The adjoint operator Ad(eitτ∗ )F = e
itτ
∗ ∗F∗e−itτ∗ is defined only for t ≥ 0 by using
eitτ∗ ∗(eitτ∗ ∗F ), t ≥ 0.
Let I(0) be the space of all compactly supported tempered distribution φ(ξ, η) w.r.t. ξ.
Every φ(ξ, η) ∈ I(0) satisfies Condition 1. We set gˆa(ξ, y0)=φ(ξ, 2~t+e−~ξ+4y0) for t ∈ R and
:gt(x0, y0):0 =
∫
R
gˆt(ξ, y0)e
iξx0d−ξ.
Then, the integral
Ft(x0, y0)=
∫
R
gˆt(ξ,
1
4
(~ξ+ log(e−~ξ+4y0+2~t))eiξx0d−ξ e 2i~ (x0+i~)y0
is the solution of (40) uniquely determined for the “future” direction by the data given at t = a.
Hence one may write
Ft(x0, y0)=:e
itτ
∗ :0∗0F0(x0, y0), t ≥ 0.
By the uniqueness gives the following:
Proposition 4.5 The exponential law :e
i(s+t)τ
∗ :0∗0F0(x0, y0)=:eisτ∗ ∗eitτ∗ :0∗0F0(x0, y0) holds for s, t>0.
The next one may sound surprising:
Proposition 4.6 If the initial φ(ξ, η) ∈ I(0) is compactly supported w.r.t. (ξ, η), then there is c > 0
such that :eitτ∗ :0∗0F0(x0, y0)=0 for t≥c. F0(x0, y0) may be viewed as an element of a finite time
span of life.
Note As iτ is skew-hermitian, we have the primitive conservation law:
d
dt
F t∗Ft = 0. (47)
The above result does not against the conservation law (47). This implies simply F t∗Ft = 0. Note
also ̟00∗̟00 = 0 (cf. [19]).
Recall that (42) shows :eitτ∗ :0∗0e
2
i~
(x0+i~)y0=e
2
i~
(x0+i~)y0 .
4.1.1 Solutions for the initial value ea
1
i~
x0y0
By virtue of the restriction to the real variables, one can obtain the solution for many initial values.
Consider next :eitτ∗ :0∗0ea
1
i~
x0y0 for general a ∈ R. Noting that e(a−2) 1i~x0y0= ∫
R
δ(ξ+a−2
~
y0)e
iξx0d−ξ,
we have the initial data
ea
1
i~
x0y0=
∫
e−2y0δ(ξ+
a−2
~
y0)e
iξx0d−ξe 2i~ (x0+i~)y0 .
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Hence the initial data φ(ξ, η) in (46) is given by
φ(ξ, η) = e−2y0δ(ξ+
a−2
~
y0)=e
− 1
2
(~ξ+ log η)δ((1+
a−2
4
)ξ+
a−2
4~
log η),
plugging y0 =
1
4
(~ξ+ log(η)). As δ(x) is supported only on x = 0, the support of φ(ξ, η) is given as
the curve (a+2
4
)ξ+a−2
4~
log η = 0 in the (ξ, η) plane:
ξ
η
φ(ξ, η) for a+2
a−2
< 0
1
any function below this line
The support of
0
any function below this line
η
ξ
The support of
φ(ξ, η) for a = 2
But this gives φ(ξ, η) only on “half” area η > 0.
To obtain the uniquness, we set φ(ξ, η) = 0 for η<0. General solution is obtained by adding
arbitrary φ(ξ, η) supported on η < 0.
By this convention, the solution is obtained by replacing η by 2~t+e−~ξ+4y0 providing
2~t+e−~ξ+4y0>0 and η=0 if 2~t+e−~ξ+4y0≤0.
:eitτ∗ :0∗0ea
1
i~
x0y0 =
∫
e−
1
2
(~ξ+log(e4y0−~ξ+2~t))δ
(
(
a+2
4
)ξ+
a−2
4~
log(e4y0−~ξ+2~t)
)
eiξx0d−ξ e 2i~ (x0+i~)y0 .
(48)
The case a= − 2. This is the case that we want for the proof of Theorem 4.2, where φ(ξ, η) =
e−
1
2
(~ξ+ log η)δ(−1
~
log(η)).
η
ξ
That is, the support of φ(ξ, η) is the line η = 1 in the (ξ, η) plane.
Setting ξ′ = − 1
~
log(e−~ξ+4y0+2~t), we see that if 1−2~t ≤ 0, then
ξ′ cannot be 0. Thus, δ(ξ′) = 0 for 1−2~t ≤ 0. The solution may
be written as
:eitτ∗ :0∗0e−2
1
i~
x0y0 =
{
0 2~t ≥ 1
e−
~
2
(ξ−ξ′) ∫ δ(ξ′)eiξx0d−ξ e 2i~ (x0+i~)y0 2~t < 1
ξ′ = 0 is at ~ξ = 4y0− log(1− 2~t), i.e. e− 12~ξ|ξ′=0 =
√
1−2~t e−2y0 . It follows
dξ′
dξ
∣∣∣
ξ′=0
=
e−~ξe4y0
e−~ξe4y0+2~t
= 1−2~t.
Thus,
:eitτ∗ :0∗0e−2
1
i~
x0y0=
{
0 2~t ≥ 1
1√
1−2~te
−ix0
~
log(1−2~t)e−
2
i~
x0y0 2~t<1
(49)
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Recall the vacuum :̟00:0=2e
−2 1
i~
x0y0 and the formula :f(x0):0∗0:̟00:0 = f(2x0):̟00:0. As the r.h.s.
is defined on generic ordered expression, Proposition 3.3 gives that (49) is rewritten without : :0 as a
rather surprising form
Theorem 4.2 In generic ordered expression, we have
eitτ∗ ∗
1
2
̟00=
{
0 2~t ≥ 1
1√
1−2~te
x0
2i~
log(1−2~t)
∗ ∗12̟00 2~t<1.
It is not hard to see that
∞∑
n=0
1
n!
(
t
~
)nτn∗ ∗̟00=
∞∑
n=0
1
n!
(
t
~
)n
i~
x0
(
x0
i~
)n+1∗̟00
without µ.
Hence (49) is the “time evolution” of the vacuum. This is real analytic for t< 1
2~
and the expo-
nential law holds on this domain. However, Proposition 4.3 shows that solutions are not unique on
η = e4y0+2~t<0 depending on arbitrary functions.
4.1.2 The case that initial date is ̟00
Consider now the case a=2. Note first that :̟00:0 = 2e
2
i~
x0y0 . Hence this case gives the vacuum
representation w.r.t. ̟00. If this is the case, the property of the delta function gives
:eitτ∗ ∗
1
2
̟00:0 = e
− 1
2
log(e4y0+2~t)e
2
i~
(x0+i~)y0=
1√
e4y0+2~t
e
2
i~
(x0+i~)y0=
1√
1+2~te−4y0
e
2
i~
x0y0 (50)
This is the case ϕ(z)=(
√
z)−1 in (??). It looks that there is a double branched singularities. Here
we have to consider the treatment of
√
.
By noting that :(
∗
√
1+2~te−2y0∗ )−1∗ :0=
1√
1+2~te−2y0
and f(y0)∗0:̟00:0=f(2y0):̟00, (50) is rewritten
as
:eitτ∗ ∗:̟00:0 = :
(
∗
√
1+2~te−2y0∗
)−1
∗ :0∗0:̟00:0,
Compare this with the result (??). As real variables are considered, we have to set φ(ξ, η) = 0 for
η = e4y0+2~t < 0 by the comment between Proposition 4.2 and Proposition 4.3 to make the solution
unique. Thus, the solution might be written by the discontinuous function
:eitτ∗ ∗
1
2
̟00:0 =
( 1√
1+2~te−4y0
)
re
e
2
i~
x0y0 ,
( 1√
1+2~te−4y0
)
re
=
{
1√
1+2~te−4y0
e4y0+2~t > 0
0 e4y0+2~t < 0.
Note. What is moving by the equation (39) is not a point, but a function. Hence the singular set
2~t+e4y0=0 is not a singular point of the equation (39). It is only that the initial smooth function is
changed into a function involving a singular point depending on t.
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However, if we think these under formal power series of ~, then 1√
1+2~te−4y0
makes sense as a
formal power series of ~e−4y0 . Indeed, using x0∗e−2ny0∗ =e−2ny0∗ ∗(x0+2ni~), we have in generic ordered
expression that
∞∑
k=0
(it)k
k!
:τk∗ ∗̟00:K=:
(
∗
√
1+2~te−2y0∗
)−1
∗
∗̟00:K=:
1
∗
√
1+2tµ
∗̟00:K (51)
where the r.h.s. stands for the Taylor series of µ.
Proposition 4.7 Although eitτ∗ ∗ey0∗ ∗̟00=ey0∗ ∗̟00 holds in generic ordered expression, eitτ∗ ∗̟00 is
defined only in a formal µ-regulated algebra.
On the other hand, taking the hermitian conjugate by using the Hermitian structure, we have
̟00∗ey0∗ ∗e−itτ∗ = ̟00∗ey0∗ . (52)
The combination of (52) and (49) gives under generic ordered expression that
(̟00∗ey0∗ ∗e−itτ∗ )∗̟00=(̟00∗ey0∗ )∗̟00
̟00∗ey0∗ ∗(e−itτ∗ ∗̟00)=̟00∗ey0∗ ∗(
1√
1+2~t
∗̟00),
(53)
hence the associativity is broken. This is not a contradiction, because these are elements of E2+(C2m).
The reason seems that ̟00∗ey0∗ is a vacuum different from ̟00.
On the contrary, in the formal level we see the associativity holds: The combination of the
hermitian conjugate of (51) and (49) gives by formal power series of µ
:(̟00∗e−itτ∗ )∗̟00:0 =
(
2e−
2
i~
x0y0
1√
1+2~te−4y0
)
∗0:̟00:0=
(
:̟00∗( ∗
√
1+2~te−2y0)−1∗ :0
)
∗0:̟00:0
:̟00∗(e−itτ∗ ∗̟00): = :̟00:0∗0
( 1√
1+2~t
e−i
x0
~
log(1+2~t)2e−
2
i~
x0y0
)
=:̟00:0∗0
( 1√
1+2~t
e−i
x0
2~
log(1+2~t)∗0:̟00:0
)
by using :̟00∗y0:0=:̟00:02y0, :x0∗̟00:0=:̟00:02x0. At a first glance, these violate the associativity,
but in fact as y0∗̟00=0=̟00∗x0, we have the associativity
:(̟00∗e−itτ∗ )∗̟00:0=
1√
1+2ht
:̟00:0=:̟00∗(e−itτ∗ ∗̟00):0, 2~t≥− 1. (54)
4.1.3 Solution for the initial value 1
It is interesting to investigate the solution with the initial value 1, but in this subsection, by technical
reason, all computation are restricted under the Weyl ordered (K = 0) expression.
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Note that the initial condition F0 = 1 corresponds to φ(ξ, y0) = e
−2y0δ(ξ−2
~
y0), as
G0(x0, y0) = e
− 2
i~
(x0+i~)y0 =
∫ ∞
−∞
e−2y0δ(ξ−2
~
y0)e
iξ x0d−ξ.
Since this is the case a = 0, (48) gives that the solution obtained by putting φ(ξ, η) = 0 for η < 0 is
:eitτ∗ :0 =
∫ ∞
−∞
e−
1
2
(~ξ+ log(e−~ξ+4y0+2~t))δ
(1
2
ξ− 1
2~
log(e−~ξ+4y0 + 2~t)
)
eiξ x0d−ξ e 2i~ (x0+i~)y0 .
This is the unique real analytic solution and e−~ξ+4y0+2~t > 0 is satisfied.
Note that δ
(
1
2
ξ− 1
2~
log(e−~ξ+4y0+2~t)
)
is supported only on the point 1
2
ξ− 1
2~
log(e−~ξ+4y0+2~t)=0.
Moreover,
ξ′ =
1
2
ξ− 1
2~
log(e−~ξ+4y0+2~t)
is easily inverted as
ξ =
1
~
log
(√
(~te4~ξ′)2+e4y0e2~ξ′ + ~te2~ξ
′
)
.
Hence
e~ξ
∣∣
ξ′=0
= e4y0−~ξ
∣∣
ξ′=0
+2~t=
√
(~t)2+e4y0+~t,
dξ′
dξ
=
√
(~t)2+e4y0√
(~t)2+e4y0+~t
.
Thus, the change of variable of integration gives
:eitτ∗ :0 =
∫ ∞
−∞
e−
1
2
(~ξ+ log(e4y0−~ξ+2~t))δ(ξ′)eiξx0
dξ
dξ′
d−ξ′ e 2i~ (x0+i~)y0 =
∫ ∞
−∞
(
e−~ξeiξx0
dξ
dξ′
)∣∣∣
ξ′=0
d−ξ′ e 2i~ (x0+i~)y0
as δ(ξ′) is supported only on ξ′ = 0. Hence we obtain
:eitτ∗ :0 = :e
ite
−2y0
∗ ∗(x0+ih)∗ :0=
1√
(~t)2+e4y0
e
ix0
~
log(
√
(~t)2+e4y0+~t)e
2
i~
(x0+i~)y0
As
√
(~t)2+e4y0+~t > 0 always, this is the unique real analytic solution with initial condition 1. We
denote this by
: exp∗(itτ):0 =
1√
(~t)2+e4y0
e
ix0
~
log(
√
(~t)2+e4y0+~t)e
2
i~
(x0+i~)y0
=
1√
1+(e−2y0~t)2
e
ix0
~
log(
√
1+(e−2y0~t)2+e−2y0~t), t ∈ R
(55)
This may be rewritten as
: exp∗(itτ):0=
1√
1+(µt)2
e
ix0
~
log(
√
1+(µt)2+µt).
Note also that
(
√
1+(µt)2+µt)(
√
1+(µt)2−µt)=1, (
√
1+(µt)2+µt)+(
√
1+(µt)2−µt)=
√
1+(µt)2.
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This expression has no singularity and it is easy to check
: exp∗(itτ):0 = : exp∗(−itτ):0.
Note that :iτ :0 = ie
−2y0x0 to check : ddt
∣∣
t=0
eitτ∗ :0 = :iτ :0.
If an arbitrary φ˜(η) supported on the domain η < 0 is considered, then
:eitτ∗ :0 = : exp∗(itτ):0 +
∫ ∞
−∞
φ˜(2~t+e−~ξe4y0)eiξx0d−ξ e 2i~ (x0+i~)y0 (56)
and solutions are not unique in the past direction.
By these calculations and the uniqueness for future direction, we must have the exponential law
: exp∗(isτ):0∗0: exp∗(itτ):0 = : exp∗(i(s+t)τ):0, s, t ≥ 0
holds, and if ∗0F in the r.h.s. is welldefined then
: exp∗(itτ):0∗0F =
1√
(~t)2+e4y0
e
ix0
~
log(
√
(~t)2+e4y0+~t)e
2
i~
(x0+i~)y0∗0F
is the solution of initial data F .
Computational conjecture.
By the observation above, one must have the identities
:e−itτ∗ ∗
1
2
̟00:0=:e
−itτ
∗ :0∗0e−
2
i~
x0y0=
1√
(~t)2+e4y0
e
ix0
~
log(
√
(~t)2+e4y0−~t)e
2
i~
(x0+i~)y0∗0e− 2i~x0y0
=
1√
1+2~t
e−i
x0
~
log(1+2~t)e−
2
i~
x0y0 , −1<2~t.
But it is not easy to check these identities by direct calculations.
It seems possible to prove directly that in some restricted expressions
:eitτ∗ ∗
1
2
̟00:K=
1√
(~t)2+e4y0
e
ix0
~
log(
√
(~t)2+e4y0+~t)e
2
i~
(x0+i~)y0∗
K
e
2
i~
x0y0
=
1√
1+2~te−4y0
e
2
i~
x0y0, e4y0+2~t > 0.
5 Berezin algebra embedded in the extended Weyl algebra
As it is well known, Berezin operators give operator representations of algebras which may be viewed
as the quantization of the structure of the Poincar’e unit disk, where the central element correspond-
ing to ~ is represented by an operator. Note that the notion of ∗-product is not used, but as it
is naturally expected, the ∗-product that we used in this note is redefined by using the operator
product. In this section, we give an embedding of Berezin algebra into the extended Weyl algebra
by tracing [4].
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5.1 Algebra on the unit disk D.
To define Berezin operators we first remark the following:
Lemma 5.1 For every (anti-) holomorphic function g on D with suitable growth condition so that
the integrals converge, we have for s>− 1
(s+ 1)i
2π
∫∫
D
g(v)(1− vv¯)sdvdv¯ = g(0) = (s+ 1)i
2π
∫∫
D
g(v¯)(1− vv¯)sdvdv¯,
Proof By the Taylor expansion of g(v) at 0 and noting the integral vanishes by the integration∫
eikθdθ for k 6= 0, we have only to compute as follows:
i
2
∫∫
D
(1− vv¯)sdvdv¯ = 2π
∫ 1
0
(1− r2)srdr = π
∫ 1
0
(1− t)sdt = π
s+ 1
.
✷
By the definition of the beta function, we see also the following:
i
2
∫∫
D
(vv¯)m(1− vv¯)sdvdv¯=2π
∫ 1
0
r2m(1− r2)srdr=πB(m+ 1, s+ 1), Rem+1, Re s+1 > 0 (57)
Thus, setting
Φs(w, v, v¯) =
1
π
∞∑
m=0
1
B(m+ 1, s+ 1)
(1− vv¯)s(wv¯)m = s+ 1
π
(1− vv¯)s
(1− wv¯)s+2
we have the identity
f(w) =
∫
D
f(v)Φs(w, v, v¯)dvdv¯ =
s+ 1
π
∫
D
f(v)
(
1− vv¯
1− wv¯
)s+2
dm(v, v¯) (58)
where dm(v, v¯) = i
2(1−vv¯)2dvdv¯ is the volume element on the Poincare´ unit disk.
Let Hs(D) be the space of all holomorphic functions on D such that∫
D
|f |2(1− vv¯)s+2dm(v, v¯) <∞.
It is known that em(s) = (
Γ(s+m+2)
πΓ(m+1)Γ(s+1)
)1/2wm form an orthonormal basis of Hs(D). Note that
s>− 1 is crucial to obtain Hilbert spaces, and no vacuum appears here.
Consider the linear space bundle and the space of all smooth sections∐
s>−1
Hs(D), Γ (
∐
s>−1
Hs(D)).
For a function a(w, w¯) on D, the Berezin operator Ps(a) on Hs(D) is defined by
(Ps(a)f)(w) =
(s+1)i
2π
∫
D
a(v, v¯)f(v)Φs(w, v, v¯)dvdv¯ =
(s+ 1)
π
∫
D
a(v, v¯)f(v)
(
1− vv¯
1− wv¯
)s+2
dm(v, v¯).
(59)
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Let Ps(a)e
m
(s) =
∑
k Am,ke
k
(s). Then, we have
Am,k =
1
π
∫
D
a(v, v¯)vmv¯k(1− vv¯)sdvdv¯( Γ(s+m+2)
Γ(m+1)Γ(s+1)
)1/2( Γ(s+k+2)
Γ(k+1)Γ(s+1)
)1/2 (60)
Hence the operator norm ||Ps(a)|| is given by
||Ps(a)||2 = (s+ 1)2
∫∫
a(v, v¯)a(w, w¯)
(
1− vv¯
1− vw¯
1− ww¯
1− wv¯
)s+2
dm(v, v¯)dm(w, w¯)
It is easy to see that
(Ps(φ(w))f)(w) =
∫
D
φ(v)f(v)Φs(w, v, v¯)dvdv¯ = φ(w)f(w),
(Ps(
w¯
1− ww¯ )f)(w) =
∫
D
v¯
1− vv¯ f(v)Φs(w, v, v¯)dvdv¯ =
1
s
f ′(w)
(61)
The second one is defined only for s > 0. We define the product ∗ = ∗s by the operator product, i.e.
Ps(a ∗ b) = Ps(a)Ps(b).
For a holomorphic function f on the unit disk D, let f(w) =
∑
k akw
k. We have then setting
πB(s+ 1, m+ 1) = π Γ(m+1)Γ(s+1)
Γ(s+m+2)
,
(Ps(w¯
l))f(w) =
∑
k,m
∫
D
akv¯
lvk
1
πB(s + 1, m+ 1)
(wv¯)m(1− v¯v)sdvdv¯
=
∑
m
∫
D
am+lw
m 1
πB(s+ 1, m+ 1)
(vv¯)m+l(1− v¯v)sdvdv¯
=
∑
m
am+lw
mB(s+ 1, m+ l + 1)
B(s + 1, m+ 1)
=
∑
m
am+lw
m (m+ l) · · · (m+ 1)
(s+m+ l + 1) · · · (s+m+ 2)
(62)
This is a bounded operator such that (Ps(w¯
l))wm = 0 for 0 ≤ m ≤ l − 1. Using (62), we have
(Ps(w¯∗w)f)(w) = (Ps(w¯)Ps(w))f(w)
=
∑
k,m
∫
D
akv¯v
k+1 1
πB(s+ 1, m+ 1)
(wv¯)m(1− v¯v)sdvdv¯
=
∑
k≥0
∫
D
akw
k(v¯v)k+1(1− v¯v)s 1
πB(s+ 1, k + 1)
=
∑
k
ak
B(s+ 1, k + 2)
B(s+ 1, k + 1)
wk
=
∑
k
ak
k + 1
s+ k + 2
wk
(63)
Hence, Ps(w¯∗w) is a bounded diagonal operator, which is invertible within bounded operators. Note
also that
Ps(w¯ ∗ w) = Ps(w¯ · w) 6= Ps(w∗w¯), Ps((w¯ · w)k) 6= Ps((w¯ · w)k∗).
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Denote by (w¯ ∗ w)−1∗ the inverse of w¯ ∗ w. Then, w• = (w¯ ∗ w)−1∗ ∗ w¯ (resp. w¯◦ = w ∗ (w¯ ∗w)−1∗ ) is a
left (resp. right) inverse of w (resp. w¯):
((w¯∗w)−1∗ ∗ w¯) ∗ w = 1, w ∗ ((w¯∗w)−1∗ ∗ w¯) = 1−̟0,
w¯ ∗ (w ∗ (w¯∗w)−1∗ ) = 1, (w ∗ (w¯∗w)−1∗ ) ∗ w¯ = 1−̟0
(64)
where ̟0 is the element corresponding to the projection operator given by Ps(̟0)(f) = f(0).
By (63) we have that
(Ps(1− w¯∗w))−1f(w) = (Ps((1− w¯∗w)−1∗ )f)(w) =
∑
k
akw
k s+ k + 2
s+ 1
This is an unbounded operator. Using this, we have
Ps((1− w¯∗w)−1∗ ∗ w¯)f(w) =
1
s+ 1
f ′(w), s ≥ 0. (65)
Note that Ps((1− w¯∗w)−1∗ ∗ w¯) = ss+1Ps( w¯1−ww¯ ).
By (64), we see that w∗(w¯∗w)−1∗(1−w¯∗w) = w∗(w¯∗w)−1−w is a right inverse of (1−w¯∗w)−1∗ ∗w¯.
Indeed, we see that
Ps(w ∗ (w¯∗w)−1 − w) = (s+ 1)
∫ w
0
dw.
For each s > 0, let D(s) be the algebra of operators generated by w, w¯, (w¯ ∗ w)−1, (1− w¯ ∗ w)−1,
(1− w ∗ w¯)−1, ~.
Proposition 5.1 w∗ = (1− w¯∗w)−1∗ ∗ w¯ is a canonical conjugate of w i.e. [w∗, w]= 1s+1 , and
[w, w¯] = − 1
s + 1
(1− w∗w¯) ∗ (1− w¯∗w).
Hence the Berezin algebra D(s) may be viewed as a deformation quantization of the Ka¨hler structure
defined on the unit disk D by the Poisson bracket {w, w¯}=− 1
s+1
(1− ww¯)2.
Proof Note that − 1
s+1
= [w, (1− w¯∗w)−1 ∗ w¯]. Hence we have
− 1
s + 1
= (1− w¯∗w)−1∗ ∗ [w, w¯] ∗ w ∗ (1− w¯∗w)−1∗ ∗ w¯ + (1− w¯∗w)−1 ∗ [w, w¯]
By the bumping lemma, the right hand side is
(1− w¯∗w)−1∗ ∗ [w, w¯] ∗ ((1− w∗w¯)−1∗ ∗ w∗w¯ + 1) = (1− w¯∗w)−1∗ ∗ [w, w¯] ∗ (1− w∗w¯)−1∗
This give the result. ✷
Note also that ̟0 can be obtained by using (61) as
̟0 = lim
t→∞
e
−tw∗ w¯
1−w¯w∗ = lim
t→∞
e−
t
s
w∂w .
Note here that the algebra above is given directly as operators. Indeed, this is a deformation
quantization of Poincare´ disk in the notion that mentioned in § 2. However, in the previous sections,
the concrete calculation is done by using ∗
K
-product by using an expression parameter K.
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5.2 Embeddings into the extended Weyl algebra
On the other hand, one can easily make a deformation quantization of the Ka¨hler structure on the
Poincare´ disk D in E2+(C3. Let ν, x, y be a generator of H2[ν]. We set z=x+iy, z¯=x−iy. Using the
∗-exponential function etz∗z∗ we see that
∗
√
z¯∗z−1, ∗√1+z¯∗z−1
are welldefined in E2+(C3). We set as follows:
w=z∗ ∗√z¯∗z−1, w= ∗√z¯∗z−1∗z¯. (66)
It is not hard to obtain
[w,w]=− 2ν∗(1−w∗w)∗(1−w∗w).
Hence, we obtain a deformation quantization of the Ka¨hler structure on the Poincare´ disk D as a
ν-regulated algebra. We denote by D(ν) the obtained ν-regulated algebra. The Berezin algebra D(s)
gives an operator representation of D(ν), but the positivity of ν is implicitly assumed in advance in
the formula of beta functions.
Now consider this in E2+(C4), and let x0, y0, x1, y1 be a generator system.
µ = e−2y0∗ , τ = e
y0
∗ ∗x0, ξ = ey0∗ ∗x1, η = ey0∗ ∗y1.
Hence, its Heisenberg vacuum representation obtained in § 4 gives an embedding ofH2[µ] into E2+(C4)
such that µ−1 → 1+2~s>0 together with other commutation relations.
As above, we set ζ=ξ+iη, ζ=ξ−iη. Then, the same calculation as above gives gives exactly the
Berezin algebra D(2s).
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