Multiple Criteria Decision Making (MCDM) shows signs of becoming a maturing field. There are four quite distinct families of methods: (i) the outranking, (ii) the value and utility theory based, (iii) the multiple objective programming, and (iv) group decision and negotiation theory based methods. Fuzzy MCDM has basically been developed along the same lines, although with the help of fuzzy set theory a number of innovations have been made possible; the most important methods are reviewed and a novel approach -interdependence in MCDM -is introduced.
Introduction
Multiple Criteria Decision Making was introduced as a promising and important field of study in the early 1970'es. Since then the number of contributions to theories and models, which could be used as a basis for more systematic and rational decision making with multiple criteria, has continued to grow at a steady rate. A number of surveys, cf e.g. Bana e Costa [2] , show the vitality of the field and the multitude of methods which have been developed. When Bellman and Zadeh, and a few years later Zimmermann, introduced fuzzy sets into the field, they cleared the way for a new family of methods to deal with problems which had been inaccessible to and unsolvable with standard MCDM techniques. There are many variations on the theme MCDM depending upon the theoretical basis used for the modelling. Zeleny [135] shows that multiple criteria include both multiple attributes and multiple objectives, and there are two major theoretical approaches built around multiple attribute utility theory (MAUT) and multiple objective linear programming (MOLP) , which have served as basis for a number of theoretical variations. Bana e Costa and Vincke [3] argue that with MCDM the first contributions to a truly scientific approach to decision making were made, but find fault with the objectives to carry this all the way as we have to deal with human decision makers who can never reach the degree of consistency needed. They introduce multiple criteria decision aid MCDA as a remedy; this approach can be given the aim "to enhance the degree of conformity and coherence" in the decision processes carried out among (predominantly groups of) decision makers -this is done with a cross-adaptation of the value systems and the objectives of those involved in the process. Even if there are some distinctions between MCDM and MCDA the overall objective is the same: to help decision makers solve complex decision problems in a systematic, consistent and more productive way. There are four major families of methods in MCDM: (i) the outranking approach based on the pioneering work by Bernard Roy, and implemented in the Electre and Promethee methods; (ii) the value and utility theory approaches mainly started by Keeney and Raiffa, and then implemented in a number of methods; a special method in this family is the Analytic Hierarchy Process (AHP) developed by Thomas L. Saaty and then implemented in the Expert Choice software package; (iii) the largest group is the interactive multiple objective programming approach with pioneering work done by P.L.Yu, Stanley Zionts, Milan Zeleny, Ralph Steuer and a number of others; the MOLP family has been built around utility theory-based trade offs among objectives, with reference point techniques, ideal points, etc and the models have had a number of features including stochastic and integer variables; one of the best interactive methods available is the VIG software package developed by Pekka Korhonen; (iv) group decision and negotiation theory introduced new ways to work explicitly with group dynamics and with differences in knowledge, value systems and objectives among group members. When fuzzy set theory was introduced into MCDM research the methods were basically developed along the same lines. There are a number of very good surveys of fuzzy MCDM (cf [26, 49, 75, 89, 105] and Ribeiro's contribution in this issue), which is why we will not go into details here but just point to some essential contributions. One of the good surveys is done by Chen and Hwang [26] : they make distinctions between fuzzy ranking methods and fuzzy multiple attribute decision making methods, which contain all the families (i)-(iv) listed above. The first category contains a number of ways to find a ranking: degree of optimality (Baas-Kwakernaak, Watson, Baldwin-Guild), Hamming distance (Yager, Kerre, Nakamura, Kolodziejczyk, -cuts Adamo, Buckley-Chanas, Mabuchi) , comparison function (Dubois-Prade, Tsukamoto, Delgado) , fuzzy mean and spread (Lee-Li), proportion to the ideal) McChahone, Zeleny), left and right scores (Jain, Chen, Chen-Hwang), centroid index (Yager, Murakami) , area measurement (Yager) , and linguistic ranking methods (Efstathiou-Tong, Tong-Bonissone) . The second category is built around methods which utilize various ways to assess the relative importance of multiple attributes: fuzzy simple additive weighting methods (Baas-Kwakernaak, Kwaakernak, Dubois-Prade, Chen-McInnis, Bonissone), analytic hierarchy process (Saaty, Laarhoven-Pedrycz, Buckley) , fuzzy conjunctive / disjunctive methods (Dubois, Prade, Testemale) , fuzzy outranking methods (Roy, Sisko, Brans, Takeda), and maximin methods (Bellman-Zadeh, Yager) . The category with the most frequent contributions is, of course, fuzzy mathematical programming. Inuiguchi et al [55] give a useful survey of recent developments in fuzzy programming in which they work with the following families of applications: flexible programming (Tanaka, Zimmermann, Sakawa-Yano), possibilistic programming (Tanaka, Tanaka-Asai, Dubois, Dubois-Prade), possibilistic linear programming using fuzzy max (Dubois-Prade, Tanaka, Ramik-Rimanek, Rommelfanger, Luhandjula, Inuiguchi-Kume) , robust programming (Dubois-Prade, Negoita, Soyster), possibilistic programming with fuzzy preference relations (Orlovski) , possibilistic linear programming with fuzzy goals (Inuiguchi, Tanaka, Buckley) . In order to introduce some of the key issues in fuzzy multiple criteria decison making we will work through a number of examples with a novel approach we have recently introduced (cf ), a method in which we allow the criteria to be interdependent. Then we will a give a brief overview of the contributions to this issue and close with a fairly comprehensive list of recent publications on fuzzy MCDM problems.
2 Decision-making with interdependent criteria P.L. Yu explains that we have habitual ways of thinking, acting, judging and responding, which when taken together form our habitual domain (HD) [134] . This domain is very nicely illustrated with the following example ( [134] page 560):
A retiring chairman wanted to select a successor from two finalists (A and B). The chairman invited A and B to his farm, and gave each finalist an equally good horse. He pointed out the course of the race and the rules saying, "From this point whoever's horse is slower reaching the final point will be the new chairman". This rule of horse racing was outside the habitual ways of thinking of A and B. Both of them were puzzled and did not know what to do. After a few minutes, A all of a sudden got a great idea. he jumped out of the constraint of his HD. He quickly mounted B's horse and rode as fast as possible, leaving his own horse behind. When B realized what was going on, it was too late. A became the new chairman.
Part of the HD of multiple criteria decision-making is the intuitive assumption that all criteria are independent; this was initially introduced as a safeguard to get a feasible solution to a multiple criteria problem, as there were no means available to deal with interdependence. Then, gradually, conflicts were introduced as we came to realize that multiple goals or objectives almost by necessity represent conflicting interests [135, 126] . Here we will "jump out of the constraints" of the HD of MCDM and leave out the assumption of independent criteria. Decision-making with interdependent multiple criteria is a surprisingly difficult task. If we have clearly conflicting objectives there normally is no optimal solution which would simultaneously satisfy all the criteria. On the other hand, if we have pairwisely supportive objectives, such that the attainment of one objective helps us to attain another objective, then we should exploit this property in order to find effective optimal solutions. In their classical text Theory of Games and Economic Behavior John von Neumann and Oskar Morgenstern (1947) described the problem with interdependence; in their outline of a social exchange economy they discussed the case of two or more persons exchanging goods with each others (page 11):
. . . then the result for each one will depend in general not merely upon his own actions but on those of the others as well. Thus each participant attempts to maximize a function . . . of which he does not control all variables. This is certainly no maximum problem, but a peculiar and disconcerting mixture of several conflicting maximum problems. Every participant is guided by another principle and neither determines all variables which affect his interest.
This kind of problem is nowhere dealt with in classical mathematics. We emphasize at the risk of being pedantic that this is no conditional maximum problem, no problem of the calculus of variations, of functional analysis, etc. It arises in full clarity, even in the most "elementary" situations, e.g., when all variables can assume only a finite number of values. This interdependence is part of the economic theory and all market economies, but in most modelling approaches in multiple criteria decision making there seems to be an implicit assumption that objectives should be independent. This appears to be the case, if not earlier then at least at the moment when we have to select some optimal compromise among a set of nondominated decision alternatives. Milan Zeleny (1982) -and many others -recognizes one part of the interdependence (page 1), Multiple and conflixting objectives, for example, "minimize cost" and "maximize the quality of service" are the real stuff of the decision maker's or manager's daily concerns. Such problems are more complicated than the convenient assumptions of economics indicate. Improving achievement with respect to one objective can be accomplished only at the expense of another.
but not the other part: objectives could support each others. We will in the following explore the consequences of allowing objectives to be interdependent. In spite of the significant developements which have taken place in both the theory and the methodology MCDM is still not an explicit part of managerial decision-making [136] . By not allowing interdependence multiple criteria problems are simplified beyond recognition and the solutions reached by the traditional algorithms have only marginal interest. Zeleny also points to other circumstances [136] which have reduced the visibility and usefulness of MCDM: (i) time pressure reduces the number of criteria to be considered; (ii) the more complete and precise the problem definition, the less criteria are needed; (iii) autonomous decision makers are bound to use more criteria than those being controlled by a strict hierarchical decision system; (iv) isolation from the perturbations of changing environment reduces the need for multiple criteria; (v) the more complete, comprehensive and integrated knowledge of the problem the more criteria will be used -but partial, limited and non-integrated knowledge will significantly reduce the number of criteria; and (vi) cultures and organisations focused on central planning and collective decision-making rely on aggregation and the reduction of criteria in order to reach consensus. Felix [44] presented a novel theory for multiple attribute decision making based on fuzzy relations between objectives, in which the interactive structure of objectives is inferred and represented explicitely.
With the following example in [45] he explains the need for a detailed automated reasoning about relationships between goals when we have to deal with nontrivial decision problems.
Example 2.1 Let us suppose that there is a decision maker who wants to earn money (goal 1) and to have fun (goal 2) simultaneously, and the only way to earn money is to work. Then at least two situations are possible:
The decision maker does not like to work. Therefore, while working he will not have fun. The alternative working supports goal 1 but hinders goal 2.
Situation 2: The decision maker likes to work. Therefore, while working he will have fun. The alternative working supports both goal 1 and goal 2.
Relationships between two goals are defined using fuzzy inclusion and non-inclusion between the support and hindering sets of the corresponding goals. Felix [45] also illustrates, with an example, that the decision-making model based on relationships between goals can be used as a powerful MADM-method for solving vector maximum problems.
In multiple objective linear programming (MOLP), application functions are established to measure the degree of fulfillment of the decision maker's requirements (achievement of goals, nearness to an ideal point, satisfaction, etc.) on the objective functions (see e.g. [35, 137] ) and are extensively used in the process of finding "good compromise" solutions.
In [20] we demonstrated that the use of interdependences among objectives of a MOLP in the definition of the application functions provides for more correct solutions and faster convergence. Generalizing the principle of application functions to fuzzy multiple objective programs (FMOP) with interdependent objectives, in [20] , we have defined a large family of application functions for FMOP and illustrated our ideas by a simple three-objective program. Let us now discuss our approach to interdependent MCDM.
In [20] we have introduced interdependences among the objectives of a crisp multiobjective programming problem and developed a new method for finding a compromise solution by using explicitely the interdependences among the objectives and combining the results of [17, 19, 35, 137] . Consider the following problem
where f i : IR n → IR are objective functions, x ∈ IR n is the decision variable, and X is a subset of IR n without any additional conditions for the moment.
Definition 2.1 Let f i and f j be two objective functions of (1). We say that
• f i is in conflict with f j on X (denoted by
• f i and f j are independent on X, otherwise. Let f i be an objective function of (1). Then we define the grade of interdependency, denoted by ∆(f i ), of f i as
If ∆(f i ) is positive and large then f i supports a majority of the objectives, if ∆(f i ) is negative and large then f i is in conflict with a majority of the objectives, if ∆(f i ) is positive and small then f i supports more objectives than it hinders, and if ∆(f i ) is negative and small then f i hinders more objectives than it supports. Finally, if ∆(f i ) = 0 then f i is independent from the others or supports the same number of objectives as it hinders. Following [137, 35] we introduce an application function
such that h i (t) measures the degree of fulfillment of the decision maker's requirements about the i-th objective by the value t. In other words, with the notation of H i (x) = h i (f (x)), H i (x) may be considered as the degree of membership of x in the fuzzy set "good solutions" for the i-th objective. Then a "good compromise solution" to (1) may be defined as an x ∈ X being "as good as possible" for the whole set of objectives.
Taking into consideration the nature of H i (.), i = 1, . . . k, it is quite reasonable to look for such a kind of solution by means of the following auxiliary problem
As max H 1 (x), . . . , H k (x) may be interpreted as a synthetical notation of a conjuction statement (maximize jointly all objectives) and H i (x) ∈ [0, 1], it is reasonable to use a t-norm T [108] to represent the connective AND. In this way (3) turns into the single-objective problem max
There exist several ways to introduce application functions [59] . Usually, the authors consider increasing membership functions (the bigger is better) of the form
where m i := min x∈X f i (x) is the independent mimimum and M i := max x∈X f i (x) is the independent maximum of the i-th criterion.
As it has been stated before, our idea is to use explicitely the interdependences in the solution method. To do so, first we define H i by
i.e. all membership functions are defined to be linear. Then from (2) we compute ∆(f i ) for i = 1, . . . , k, and we change the shapes of H i according to the value of ∆(f i ) as follows (1) If ∆(f i ) = 0 then we do not change the shape.
(2) If ∆(f i ) > 0 then instead of the linear membership function we use 
Then we solve the following auxiliary problem
Let us suppose that we have a decision problem with many (k ≥ 7) objective functions (cf Example 2). It is clear (due to the interdependences between the objectives), that we will find optimal compromise solutions rather closer to the values of independent minima than maxima. The basic idea of introducing this type of shape functions can be explained then as follows: if we manage to increase the value of the i-th objective having a large positive ∆(f i ) then it entails the growth of the majority of criteria (because it supports the majority of the objectives), so we are getting essentially closer to the optimal value of the scalarizing function (because the losses on the other objectives are not so big, due to their definition). The efficiency of the obtained compromise solutions can be shown by using the results from [35] . Let us now consider a fuzzy version of (1) max
where F(IR) denotes the family of fuzzy numbers,f i : IR n → F(IR) (i.e. a fuzzynumber-valued function) and X ⊂ IR
n . An application function for the FMOP of (6) is defined as
such that h i (t) measures the degree of fulfillment of the decision maker's requirements about the i-th objective by the (fuzzy number) valuet. In other words, with the notation of
H i (x) may be considered as the degree of membership of x in the fuzzy set "good solutions" for the i-th fuzzy objective. To construct such application functions for FMOP problems is usually not an easy task. Suppose that we have two reference points from F(IR), denoted bym i andM i , which represent undesired and desired levels for each objective functionf i . We can now state (6) as follows: find an x * ∈ X such thatf i (x * ) is as close as possible to the desired pointM i and as far as possible from the undisered pointm i , for each i = 1, . . . , k. We suggest the use of the following family of application functions
or, more generally,
where T is a t-norm, D is a metric in F(I R). It is clear that the bigger the value of H i (x) the closer the value of the i-th objective function to the desired level or/and further from the undesired level, and vica versa the smaller the value of H i (x) the closer its value to the undesired level or/and further from the desired level. In (7) the t-norm T measures the degree of satisfaction of two (conflicting) goals "to be far from the undesired point and to be close to the desired point". The particular t-norm T should be chosen very carefully, because it can occur that H i (x) attends its maximal value at a point which is very far from the undesired point, but not close enough to the desired point. For example, if T is the weak t-norm (T (x, y) = min{x, y} if max{x, y} = 1 and T (x, y) = 0 otherwise) then H i (x) positive if and only iff i (x) =M i , i.e. we have managed to reach completely the desired point, which is rarely the case, becauseM i is not necessarily in the range off i . Another crucial point is the relative setting of the desired and undesired points. If D(m i ,M i ) is small then it is impossible to find an x * ∈ X satisfying the condition "f i (x) is close toM i and is far fromm i ". Then, similarly to the crisp case, FMOP (6) turns into the single-objective problem
It is clear that the bigger the value of the objective function of problem (8) the closer the fuzzy functions are to their desired levels. Similarly to the crisp case, we shall modify the application functions, H i , i = 1, . . . , k with respect to the interdependences among the objectives of FMOP (6). We will now define the interdependences with the help of their application functions. Definition 2.2 Letf i andf j be two objective functions of (6), and let H i and H j be the associated application functions. We say that
(iii)f i andf j are independent on X, otherwise.
Letf i be an objective function of (6) and let H i be its application function. We define the grade of interdependence, denoted by ∆(f i ), off i as
Then similarly to the crisp case, if ∆(f i ) is positive and large thenf i supports a majority of the objectives, if ∆(f i ) is negative and large thenf i is in conflict with a majority of the objectives, if ∆(f i ) is positive and small thenf i supports more objectives than it hinders, and if ∆(f i ) is negative and small thenf i hinders more objectives than it supports. Finally, if ∆(f i ) = 0 thenf i is independent from the others or supports the same number of objectives as it hinders. It should be noted that interdependences among the fuzzy objectives of (6) strongly depend on the definition of their application functions. For example, if the application functions are defined in the sense of (7) then by altering the desired or/and undesired levels for the i-th objective function, it can modify ∆(f i ). We use explicitely the interdependences in the solution method. Namely, first we change the shape of H i according to the value of ∆(f i ) as follows: if ∆(f i ) = 0 then we do not change the shape, i.e
we take
Then we solve the single objective problem
As in the crisp case, if we manage to increase the value of the i-th objective having a large positive ∆(f i ) then follows that a majority of criteria will grow (because it supports a majority of the objectives); i.e. we are getting essentially closer to the optimal value of the scalarizing function (because the losses on the conflicting objectives are not so big, due to their definition).
It should be noted that we can use the above principles when the objective functions of both the crisp and fuzzy MOP are known exactly. If we do not know exactly the behavoir of objectives then we should use approximate reasoning methods to find good compromise solutions to FMCDM problems. The following example illustrates this case.
Example 2.2
In corporate takeover negotiations the Buyer and the Seller have two conflicting objectives: the Buyer wants the takeover price to be as low as possible c 1 , but the Seller wants it to be as high as possible c 2 . There is, however, much more behind corporate takeovers. In a real case, in which two Finnish companies were involved and finally merged, there were a number of more objectives which could be identified and gradually formulated. There is no conflict among his objectives, but the objectives c 3 and c 7 support each others. There is also some interaction among the Seller's and the Buyer's objectives, which partly explains why they are negotiating: c 3 and c 4 are supporting each others, like c 6 and c 3 , but c 5 and c 8 are conflicting: With the notation we introduced for the interdependence above, the takeover has the following objective structure:
Buyer:
It seems clear that it would be rather difficult to find a negotiated solution which would be simultaneously optimal for all the objectives, as the conflicts seem to eliminate this possibility. It should, however, be noted that the conflicts are fuzzy, as most of the objectives are given in a fuzzy form (high, medium, low), which indicates that some other solution than a simultaneous optimum for all the objectives should be attempted. There are two possibilities: (i) a negotiated compromise , based on trade-offs among the conflicting objectives (this was carried out in an intuitive fashion in the real case), or (ii) alternate optima for combinations of subsets of the objectives during a negotiated interval (this was also attempted by representatives of the Seller, but without any success). Buckley and Hayashi [12] introduced fuzzy genetic algorithms to (approximately) solve fuzzy optimization problems. Fuzzy genetic algorithms look like an interesting method of producing approximate solutions to fuzzy optimization problems when the variables can be arbitrary discrete fuzzy subsets of certain intervals.
Practical Applications
One of the earliest practical application of fuzzy multicriteria decison making is a commercial application for the evaluation of the credit-worthiness of credit card applicants; this was developed eleven years ago in Germany [138] . Nowdays one encounters more and more real applications of FMCDM. We will in the following briefly outline four recent applications (cf [50, 57, 86, 89, 109, 131] for others):
• Evaluation of weapon systems
• A project maturity evaluation system implemented at Mercedes-Benz in Germany
• Technology transfer strategy selection in biotechnology
• Aggregation of market research data Cheng and Mon [28] propose a new algorithm for evaluating weapon systems by the Analytical Hierarchy Process (AHP) based on fuzzy scales. There are two basic problems in weapon system evaluation: the objectives of the evaluations are generally multiple and generally in conflict, and the descriptions of the weapon systems are usually linguistic and vague. The first problem can be solved by conventional MCDM techniques, but in order to tackle the second problem we usually need FM-CDM techniques. The AHP is a very useful decision analysis tool in dealing with MCDM problems and has successfully been applied to many actual decision areas. The systematic procedures used by Saaty's AHP method [95] results in a cardinal order, which can be used to select or rank alternatives. Cheng and Mon derive a simple and general algorithm for fuzzy AHP by using triangular fuzzy numbers, α-cuts and interval arithmetic. Triangular fuzzy numbers1 to9 are used to build a judgement matrix through pair-wise comparison techniques. They estimate the fuzzy eigenvectors of the judgement matrix by using an "index of optimism" λ indicating the degree of satisfaction of the decision maker. The proposed technique is illustrated with the selection of an anti-aircraft artillery system from several alternatives. In [1] Altrock and Krause present a fuzzy multi-criteria decision-making system for optimizing the design process of truck components, such as gear boxes, axes or steering. For this optimization, it is necessary to measure the maturity of the design process with a single parameter. The exisiting data consists both of numerical data (objective criteria) which describe aspects such as the number of design changes last month and qualitative data (subjective criteria) such as maturity of parts of a component. After the single parameter describing the design maturity has been derived by the fuzzy data analysis system, it is used to determine the optimum amount of design effort to be put in the project until completion. Optimality is defined by minimizing the total cost consisting of developement, warranty and opportunity parts. The degree of maturity of the design process is derived from 10 input variables by using Zimmermann's γ-operator [138] for the aggregation process. Their hierarchically defined system (using the commercial fuzzy logic design tool fuzzyTECH) is now in use at Mercedes-Benz in Germany. Chang and Chen [25] discuss the potential application of FMCDM techniques the selection of to technology transfer strategies in the area of biotechnology management. The transfer of technology from its source to the developement of commercial applications is a very complex process. It is clearly a multi-person multi-criteria problem in an ill-structured situation. One should make a careful analysis among criteria, alternatives, weight, and decision makers before making a decision. If we want to use convential crisp decision methods we will always have to find precise data. The assessments of alternatives on relation to various criteria, and the importance weights of these criteria, will have to rely on judgement or approximation. The authors use linguistic variables and fuzzy numbers to aggregate the decision makers' subjective assessments of the weighting of criteria. Their method is based on using data input for computing the total index of optimism in a multi-person decision-making problem, instead of having a decision maker to give the index of optimism independently. This new approach to using the index of optimism reflects the pooled risk-bearing attitude of several decision makers. The index of optimism is determined by the evaluation data conveyed by the decision makers at the beginning of the data input stage. Finally, a novel method is introduced to rank the fuzzy appropriateness indices for choosing the best technology transfer strategy. The paper ends with a case study of the selection of a strategy for the transfer of hepatitis B vaccine technology. Forecasting consumer purchases of homes, cars, consumer electronics and appliances, and vacations is of great importance to many sectors of the world economy. To address this concern, studies of consumer preception of business conditions are continuously being conducted to help predict these purchases. In [130] Yager et al. suggest a methodology for using information obtained by market surveys to predict the values of other related (linguistic) variables of interest to market research analysts. Based upon a use of Shannon's entropy [61] the authors suggest a measure for calculating the relative predictive powers of two linguistic variables. Yager's OWA operators [126, 129] are used to carry out aggregation of single concepts to form complex concepts. Finally, they select the best predictive model by finding the one which has the minimum entropy.
With the help of a survey of respondents on their attitudes toward some present and future economic conditions the authors illustrate the suggested mechanism. In this case study, respondents were asked to rate each of five economic conditions as being either good, normal, or bad. These five economic conditions were:
1,2. Business conditions now and six months from now.
3,4. The availability of jobs now and six months from now.
The family income six months from now.
A follow-up survey was conducted six months later to determine whether or not they had purchased a house, a car, an electrical appliance or had taken a vacation in the preceding six months. Using the data obtained from this survey Yager et al construct a model to best aggregate the respondents' answers to the questions on economic conditions as a predictor of their purchasing a house, car etc. As a result of the process they found, for example, that the best predictor of the home purchases was consumers who rated three economic conditions as good, while the best predictor of car purchases was consumers who rated only two economic conditions as good.
Future perspectives
In 1984 French [51] predicted a very pessimistic future for fuzzy decision-making:
It is now some sixteen years since Zadeh awakened interest in the concept of fuzzy sets and over a decade since he and Bellman extended the analysis to decision-making in a fuzzy environment. The intervening years have seen the development of a large and growing literature. Yet, despite the enormous amount of research into the theory and applications of fuzzy sets, there are still some fundamental questions to be answered. It is my contention that these cannot be resolved as favourably as the proponents of fuzzy mathematics suggest. Moreover, I argue that the emphasis placed upon the modelling of imprecision is inappropriate to many of the applications suggested for the theory.
Fortunately, everything developed exactly contrary to French's assessments, and the last ten years have justified Gaines, Zadeh and Zimmermann's visions [52] of the future possibilities for fuzzy decision making. Decision making in practice has shown that fuzzy logic allows decision making with estimated values inspite of incomplete information. It should be noted, however, that a decision may not be correct and can be improved later when additional information is available. Of course, a complete lack of information will not support any decision making using any form of logic. For difficult problems, conventional (nonfuzzy) methods are usually expensive and depend on mathematical approximations (e.g. linearization of nonlinear problems), which may lead to poor performance. Under such circumstances, fuzzy systems often outperform conventional MCDM methods. A good example of a case where this happened is given by Munakata and Jani [77] :
Yamaichi Fuzzy Fund. This is a premier financial application for trading systems. It handles 65 industries and a majority of the stocks listed on Nikkei Dow and consists of approximately 800 fuzzy rules. Rules are determined monthly by a group of experts and modified by senior business analysts as necessary. The system was tested for two years, and its performance in terms of the return and growth exceeds the Nikkei Avarage by over 20 %. While in testing, the system recommended "sell" 18 days before the Black Monday in 1987. The system went to commercial operations in 1988. All financial analysts including Western analysts will agree that the rules for trading are all "fuzzy".
And it is just one example from 1500 applications of fuzzy systems listed in 1993 [77] ...
About the papers
Let us now briefly summarize the contents of each paper from this special issue. The paper Fuzzy multiple attribute decision-making: A review and new preference elicitation techniques by R.A.Riberio provides an overview of the underlying concepts and theories of decision-making in a fuzzy environment and the scope of this type of research. This is a well-written and up-to-date survey of different kinds of methods for rating, comparison and ranking of alternatives. A new weighting technique is introduced to elicit criteria importance. The paper ends with an example illustrating the proposed weighting procedure. Using fuzzy relations and interval valued fuzzy sets as the basic tool for modeling I.B. Turksen and T. Bilgic in Interval valued strict preference with Zadeh triples introduce a new technique to model vague preferences with the aim of making a choice at the final stage. They propose that the initial vagueness in the weak preferences of a decision maker is represented by a fuzzy relation and that further constructs from this concept introduce a higher order of vagueness which is represented by interval-valued fuzzy sets. It is shown that conditions weaker than min-transitivity on the representation of initial vagueness are necessary and sufficient for the alternatives to be partially ranked. Conditions for the existence of nonfuzzy non-dominated alternatives are also explored. The paper Scheduling as a fuzzy multiple criteria optimization problem by W.Slany is dealing with a real-world scheduling problem with uncertain data and vague constraints of different importance, where compromises between antagonistic criteria are also allowed. A new type of combination of fuzzy set-based constraints and iterative repair-based heuristics is introduced to model these scheduling problems. Sensitivity analysis is performed by introducing a new consistency test for configuration changes. The paper A fuzzy satisficing method for multiobjective linear optimal control problems by M.Sakawa, M.Inuiguchi and T.Ikeda focuses on multiobjective linear control problems. To solve these problems, they first discretize the time and then replace the system of differential equations with difference equations. Then they formulate approximate linear multi-objective programming problems by introducing auxiliary variables. Assuming that the decision maker may have fuzzy goals for the objective functions they determine the corresponding membership functions through interaction with the decision maker. Finally, it is shown that the resulting problem can be reduced to a linear programming problem and that the satisficing solution for the decision maker can be obtained with the standard simplex method of linear programming.
In the paper Possible and necessary efficiency in possibilistic multiobjective linear programming problems and possible efficiency test M.Inuiguchi and M.Sakawa extend the concept of efficient solutions of conventional multi-objective linear programming problems to the case of fuzzy (possibilistic) coefficients by introducing possibly and necessarily efficient solution sets. These are defined as fuzzy sets whose membership grades represent the possibility and necessity degrees to which the solution is efficient. A test for possible efficiency is presented, when a feasible solution is given. A necessary and sufficient condition for the possible efficiency for the interval case is provided.
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