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Abstract
If every element of a matrix group is similar to a permutation matrix,
then it is called a permutation-like matrix group. References [3] and [4]
showed that, if a permutation-like matrix group contains a maximal cycle
of length equal to a prime or a square of a prime and the maximal cycle
generates a normal subgroup, then it is similar to a permutation matrix
group. In this paper, we prove that if a permutation-like matrix group
contains a maximal cycle of length equal to any power of any odd prime
and the maximal cycle generates a normal subgroup, then it is similar to
a permutation matrix group.
Key words: permutation-like matrix group, permutation matrix group,
maximal cycle.
MSC2010: 15A18, 15A30, 20H20.
1 Introduction
Let C be the complex filed. Let GLd(C) be the complex general linear group of
dimension d, i.e. the multiplicative group consisting of invertible complex d× d
matrices. Any subgroup G ≤ GLd(C) is called a matrix group of dimension d.
For a matrix group G, if there exists a P ∈ GLd(C) such that P
−1AP for all
A ∈ G are permutation matrices, then G is said to be similar (or conjugate) to
a permutation matrix group, or said to be a permutation matrix group for short.
If for every element A of G there exists an S ∈ GLd(C) such that S
−1AS is a
permutation matrix, then G is called a permutation-like matrix group.
Cigler [2, 3] showed that a permutation-like matrix group is not a permu-
tation matrix group in general. A d × d matrix is called a maximal cycle if it
is similar to a permutation matrix corresponding to the cycle permutation of
length d. Cigler conjectured that:
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Conjecture: If a permutation-like matrix group contains a maximal cycle, then
it is a permutation matrix group.
Cigler [2, 3] proved that, if a permutation-like matrix group G of dimension
prime p contains a maximal cycle which generates a normal cyclic subgroup,
then G is a permutation matrix group. In [4], we further proved that this result
still holds if we replace the dimension prime p by dimension p2.
In this paper we prove:
Theorem 1.1. Let G be a permutation-like matrix group of dimension pn where
p is any odd prime and n is any positive integer. If G contains a maximal cycle
which generates a normal cyclic subgroup, then G is a permutation matrix group.
Necessary preparations for the proof of the theorem are made in Section 2.
For fundamentals of the group theory, please refer to [1, 5]. In Section 3 we
treat a special case of the theorem where G is a p-group, i.e. its order is a power
of p. The proof of Theorem 1.1 is presented in Section 4.
2 Preparation
We begin with few preliminaries on relations between a cyclic group 〈C〉 of
order d generated by C and the residue ring Zd of the integer ring Z modulo the
positive integer d. We have a bijection which maps k ∈ Zd to C
k ∈ 〈C〉. By Z∗d
we denote the multiplicative group consisting of the reduced residue classes in
Zd. Obviously, 〈C
k〉 = 〈C〉 if and only if k ∈ Z∗d; at that case we say that C
k is a
generator of the cyclic group 〈C〉. Any automorphism α of 〈C〉 is corresponding
to exactly one r ∈ Z∗d such that α(C
k) = Crk for any Ck ∈ 〈C〉, By µr we denote
the permutation of Zd mapping k ∈ Zd to µr(k) = rk. The automorphism group
of 〈C〉 is isomorphic to Z∗d by mapping α to µr as above. If G is a finite group
which contains 〈C〉 as a normal subgroup, then G is homomorphic to a subgroup
of Z∗d with kernel consisting of the elements which centralize 〈C〉.
For an element A of a group G, we denote the order of A by ordG(A), or
ord(A) for short if the group is known from context. Let p be a prime. A finite
group G is called a p-group if its order |G| is a power of p. The next lemma
about a cyclic p-group is obvious. As mentioned above, it is also a lemma about
Zpn . Note that |Z
∗
pn | = p
n−1(p− 1).
Lemma 2.1. Let G = 〈C〉 be a cyclic group and |G| = pn.
(i) For 0 ≤ a < n denote Gp
a
= {Cp
at | 0 ≤ t < pn−a}. Then Gp
a
= 〈Cp
a
〉
is a cyclic subgroup of G of order pn−a generated by Cp
a
.
(ii) The map G → Gp
a
, Ck 7→ Cp
ak, is an epimorphism with kernel Gp
n−a
.
In particular, for any generator G of the cyclic group Gp
a
there are exactly pa
generators of G which are mapped to G.
(iii) If p is an odd prime and α is an automorphism of G, then ord(α) = spa
with s | (p − 1) and 0 ≤ a < n, and there are integers u, v coprime to p such
that ordZ∗
pn
(u) = s (hence ordZ∗p(u) = s) and α(C) = C
u+vpn−a .
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For a subgroup H of a group G, if any element which centralizes H is con-
tained in H, then H is said to be self-centralized.
Lemma 2.2. Assume that G is a finite group containing a self-centralized nor-
mal cyclic p-subgroup 〈C〉 generated by an element C, where p is an odd prime.
Then G = 〈A,C〉 generated by two elements, and one of the following two holds.
(i) If G is a p-group, then there is an A′ ∈ G such that G = 〈A′, C〉 and
〈A′〉 ∩ 〈C〉 = 1.
(ii) If G is not a p-group, then 〈A〉 ∩ 〈C〉 = 1.
Proof. We sketch a proof, some of the arguments will be quoted later.
Assume that |〈C〉| = pn. Since 〈C〉 is self-centralized, the quotient group
G/〈C〉 ∼= 〈A〉/〈A〉 ∩ 〈C〉 is isomorphic to a subgroup of the multiplicative Z∗pn .
The group Z∗pn is a cyclic group of order p
n−1(p− 1). Thus, |G/〈C〉| = spa with
0 ≤ a < n and s | (p− 1), and there is an r ∈ Z∗pn such that
A−1CA = Cr and ordZ∗
pn
(r) = |G/〈C〉| = spa. (2.1)
For any integer k and positive integer j, it is a direct computation that
(ACk)j = (ACk) · · · (ACk)(ACk) = AjCk(r
j−1+···+r+1). (2.2)
(i). Assume that |G/〈C〉| = pa, 0 < a < n. By Lemma 2.1(iii), we assume
that r = 1+ vpn−a with p ∤ v. Denote 〈C〉A = {Ct | A−1CtA = Ct}. Note that
A−1CtA = Ctr. So A−1CtA = Ct if and only if t(r − 1) ≡ 0 (mod pn). Thus
〈C〉A = 〈Cp
a
〉. Since G/〈C〉 ∼= 〈A〉/〈A〉 ∩ 〈C〉, Ap
a
∈ 〈C〉 hence Ap
a
∈ 〈C〉A =
〈Cp
a
〉. So, we can find an integer k such that Ap
a
Ckp
a
= 1. Note that
rp
a−1 + · · ·+ r + 1 =
rp
a
− 1
r − 1
=
(1 + vpn−a)p
a
− 1
vpn−a
≡ pa (mod pn). (2.3)
Let A′ = ACk. By Eqns (2.2) and (2.3), we obtain
A′p
a
= Ap
a
Ck(r
pa−1+···+r+1) = Ap
a
Ckp
a
= 1.
Thus, G = 〈A′, C〉 and 〈A′〉 ∩ 〈C〉 = 1.
(ii). Assume that |G/〈C〉| = spa, 0 ≤ a < n and s | (p− 1). Since G is not a
p-group, we have s > 1. By Lemma 2.1 (iii), we can assume that ordZ∗p(r) = s.
Then p ∤ (r − 1) (otherwise s = 1). As we have seen, A−1CtA = Ct if and only
if t(r − 1) ≡ 0 (mod pn). At the present case, t(r − 1) ≡ 0 (mod pn) if and
only if t ≡ 0 (mod pn). Thus 〈C〉A = 1. As argued above, Asp
a
∈ 〈C〉A. So
Asp
a
= 1. That is, 〈A〉 ∩ 〈C〉 = 1.
We turn to preliminaries on matrices.
A diagonal blocked matrix


B1
. . .
Bm

 is denoted by B1 ⊕ · · · ⊕ Bm
for short. The identity matrix of dimension d is denoted by Id×d, or I for short
if the dimension is known from context.
We denote the characteristic polynomial of a complex matrix A by charA(x).
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Lemma 2.3 ([4, Lemma 2.1]). The following two are equivalent to each other:
(i) A is similar to a permutation matrix;
(ii) A is diagonalizable and charA(x) =
∏
i(x
ℓi − 1).
If it is the case, then each factor xℓi − 1 of charA(x) corresponds to exactly
one ℓi-cycle of the cycle decomposition of the permutation of the permutation
matrix.
By Φn(x) we denote the cyclotomic polynomial of degree n, i.e. Φn(x) =∏
ω(x−ω) with ω running over the primitive n-th roots of unity. Since x
n−1 =∏
k|n Φk(x), the following is an immediate consequence of the above lemma.
Corollary. Let A be a matrix similar to a permutation matrix, and m,n be
positive integers. If Φn(x)
m ∣∣ charA(x), then Φk(x)m ∣∣ charA(x) for any k |n.
The next lemma is a combination of [4, Eqns (2.1), (2.2), (2.3) and (2.4)].
Lemma 2.4. Let C ∈ GLd(C) be a maximal cycle of dimension d, and λ be a
primitive d-th root of unity. Then the following hold.
(i) {λj | j ∈ Zd} = {λ
0 = 1, λ, · · · , λd−1} is the spectrum (i.e. the set of
eigenvalues) of C.
(ii) The eigen-subspace of every eigenvalue λj of C, denoted by E(λj), has
dimension 1, and Cd =
⊕d−1
j=0 E(λ
j).
(iii) If ej ∈ E(λ
j) for j = 0, 1, · · · , d−1 are all nonzero, then (e0, e1, · · · , ed−1)
is a basis of Cd and Cej = λ
jej, j = 0, 1, · · · , d− 1.
(iv) Let f = α0e0 + α1e1 + · · ·+ αd−1ed−1 where e0, · · · , ed−1 are as above
and all αj ∈ C. Then (f, Cf, · · · , C
d−1f) is a basis of Cd if and only if
αj 6= 0 for all j = 0, 1, · · · , d− 1. If it is the case, with respect to that basis, C
is a cycle permutation matrix of dimension d.
Lemma 2.5 ([4, Lemma 2.2]). Let C and λ be as above in Lemma 2.4. Let
A ∈ GLd(C) such that A
−1CA = Cr for an r ∈ Z∗d. Further assume that Zd is
partitioned into µr-orbits as follows:
Γ0 = {0}, Γ1 = {j1, rj1, · · · , r
d1−1j1}, · · · , Γm = {jm, rjm, · · · , r
dm−1jm}
i.e. rdkjk ≡ jk (mod d) but r
dk−1jk 6≡ jk (mod d). For k = 0, · · · ,m, take
nonzero ejk ∈ E(λ
jk), set Ek = {ejk , Aejk , · · · , A
dk−1ejk} and E =
⋃m
k=0 Ek.
Then the following hold.
(i) A·E(λj) = E(λrj), j = 0, · · · , d−1, where A·E(λj) = {Avj |vj ∈ E(λ
j)}.
(ii) Ek is a basis of Vk :=
⊕dj−1
h=0 E(λ
rhjk), and A restricted to Vk has the
matrix
A|Ek =


0 · · · 0 ωk
1
. . .
. . . 0
...
. . .
. . .
...
0 · · · 1 0


dk×dk
, (2.4)
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where ωk is an (ord(A)/dk)-th root of unity,
(iii) Cd = V1 ⊕ · · · ⊕ Vm, the union E = E1 ∪ · · · ∪ Em is a basis of C
d and,
with respect to the basis E, the matrix of A is
A|E = A|E1 ⊕ · · · ⊕A|Em .
Proposition 2.6 ([4, Proposition 2.3]). Let the notations be as in Lemma 2.5.
If the matrix A|E is a permutation matrix (i.e. all ωk = 1), then the matrix
group 〈A,C〉 generated by A and C is a permutation matrix group.
Note that “the matrix A|E is a permutation matrix” means that mapping
e ∈ E to Ae is a permutation of the set E .
Lemma 2.7 ([3, Proposition 4.2]). If G is a permutation-like matrix group and
C ∈ G is a maximal cycle, then 〈C〉 is self-centralized in G.
We sketch the proof for convenience. For A ∈ G which centralizes C, we can
assume that C is a permutation matrix of dimension d corresponding to the d-
cycle permutation and A =
∑d−1
i=0 αiC
i. Since ACd−k is similar to a permutation
matrix, its trace dαk is a non-negative integer. Hence αk for k = 0, 1, · · · , d− 1
are non-negative rationals. By Lemma 2.3, all the eigenvalues of A are roots
of unity, in particular,
∑d−1
i=0 αi = 1 =
∣∣∑d−1
i=0 αiλ
i
∣∣. If there are at least
two of the coefficients non-zero, say αk 6= 0 6= αh for 0 ≤ k 6= h < d, then∣∣αkλk + αhλh∣∣ < αk + αh because λk 6= λh; hence
1 =
∣∣∣ d−1∑
i=0
αiλ
i
∣∣∣ ≤ ∣∣αkλk + αhλh∣∣+ ∑
i6=k,h
∣∣αiλi∣∣ < d−1∑
i=1
αi = 1,
which is impossible. Thus there is exactly one of the coefficients, say αk, which
is non-zero; then αk = 1 and A = C
k.
3 The case of p-groups
In the following p is always an odd prime and n is a positive integer. In this
section we consider a special case of Theorem 1.1, where the permutation-like
matrix group is a p-group. This is a key step for the proof of the theorem.
Let C ∈ GLpn(C) be a maximal cycle. We have a disjoint union Zpn =
pZpn
⋃
Z∗pn , where
pZpn = {pk (mod p
n) | k ∈ Zpn} = {0, p, · · · , p(p
n−1 − 1)}.
By Lemma 2.4, we have two subspaces of Cp
n
, denoted by V p and V ∗, as follows:
V p =
⊕
j∈pZpn
E(λj) =
⊕
e∈Ep
Ce and V ∗ =
⊕
j∈Z∗
pn
E(λj) =
⊕
e∈E∗
Ce (3.1)
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where Ep and E∗ denote the basis of V p and V ∗ respectively as in Lemma 2.5.
Then Cp
n
= V p ⊕ V ∗.
For any A ∈ GLpn(C) which normalizes 〈C〉, there is exactly one r ∈ Z
∗
pn
such that A−1CA = Cr. Both pZpn and Z
∗
pn are µr-invariant. So, for any
integer k with 0 < k < pn both V p and V ∗ are ACk-invariant subspaces of Cp
n
.
By ACk|V p and AC
k|V ∗ we denote the linear transformations of AC
k restricted
to V p and V ∗ respectively. Correspondingly, ACk|Ep and AC
k|E∗ are matrices
of ACk|V p and AC
k|V ∗ respectively.
Lemma 3.1. Let A,C ∈ GLpn(C). Assume that C is a maximal cycle and
A−1CA = Cr for an r ∈ Z∗pn with ordZ∗pn (r) = p
a where 0 ≤ a < n. Let V p and
V ∗ be as in Eqn (3.1). If Ap
a
= I, then for
char(ACk)|V ∗ (x) =


Φpn−νp(k)(x)
pνp(k)
, 0 ≤ νp(k) < n− a;
(xp
a
− 1)
pn−a−1(p−1)
, νp(k) ≥ n− a, or k = 0;
where νp(k) denotes the p-adic valuation of k, i.e. p
νp(k) is the largest power
of p which divides k.
Proof. Assume that Z∗pn is partitioned into µr-orbits Γ1, · · · , Γh. Every orbit
Γi has length p
a, and the number h = pn−a−1(p− 1). We can assume that
Γ1 = {j1, rj1, · · · , r
pa−1j1}, · · · , Γh = {jh, rjh, · · · , r
pa−1jh}.
For the basis E∗ of V ∗, by Lemma 2.5 we have E∗ = E∗1 ∪ · · · ∪ E
∗
h with
E∗i =
{
eji , Aeji , · · · , A
rp
a−1
eji
}
, i = 1, · · · , h. (3.2)
Denote the restricted matrices to E∗i by Ai = A|E∗i and Ci = C|E∗i for i =
1, · · · , h. Since Ap
a
i = I, we have
Ai =


0 · · · 0 1
1
. . .
. . . 0
...
. . .
. . .
...
0 · · · 1 0


pa×pa
, Ci =


λji
λrji
. . .
λr
pa−1ji


pa×pa
. (3.3)
Thus ACk|E∗ =
⊕h
i=1 AiC
k
i , and
charAiCki (x) = x
pa − λ
∑
j∈Γi
jk = xp
a
− λjik(1+r+···+r
pa−1).
The conclusion is obviously true if k = 0. So we further assume that k 6= 0.
By Lemma 2.1 (iii), we can take an integer v which is coprime to p such that
r = 1 + vpn−a. Then it is easy to check that νp(1 + r + · · · + r
pa−1) = a, see
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Eqn (2.3). So we can write 1 + r + · · · + rp
a−1 = a′pa and k = k′pνp(k) with
p ∤ a′ and p ∤ k′. Then
charAiCki (x) = x
pa − λa
′k′jip
νp(k)+a
, i = 1, · · · , h.
By Lemma 2.1 (ii), the collection of λa
′k′jip
νp(k)+a
for i = 1, · · · , h is just the
collection of all primitive pn−a−νp(k)-th roots of unity, each of which appears
with multiplicity
h
pn−a−νp(k)−1(p− 1)
= pνp(k).
If n−a−νp(k) > 0, then the collection of roots of charACk|V ∗ (x) is just the col-
lection of all primitive pn−νp(k)-th roots of unity, each of which has multiplicity
pνp(k); hence
charACk|V ∗ (x) = Φpn−νp(k)(x)
pνp(k)
.
Otherwise, n− a− νp(k) ≤ 0, i.e. λ
a′k′jip
νp(k)+a
= 1, hence
charACk|V ∗ (x) = (x
pa − 1)h = (xp
a
− 1)
pn−a−1(p−1)
. 
Corollary 3.2. Let notation be as in Lemma 3.1. If the matrix group 〈A,C〉 is
permutation-like and Ap
a
= I, then
〈
A|V p , C|V p
〉
is a permutation-like matrix
group of dimension pn−1.
Proof. Let ℓ, k be any non-zero integers. Let A′ = Aℓ, a′ = a − νp(ℓ) and
r′ = rℓ. Then A′−1CA′ = Cr
′
and ord(A′) = ordZ∗
pn
(r′) = pa
′
. by Lemma 3.1,
char(AℓCk)|V ∗ (x) =


Φpn−νp(k)(x)
pνp(k)
, νp(k) < n− a
′;
(xp
a′
− 1)
pn−a
′
−1(p−1)
, νp(k) ≥ n− a
′.
Since AℓCk = A′Ck is similar to a permutation matrix, by Lemma 2.3 and its
corollary,
charAℓCk|V p (x) =

(x
pn−νp(k)−1 − 1)
pνp(k)
, νp(k) < n− a
′;∏
i (x
pi − 1)
ji
, νp(k) ≥ n− a
′.
By Lemma 2.3 again, the matrix group
〈
A|V p , C|V p
〉
is a permutation-like ma-
trix group of dimension pn−1.
Lemma 3.3. Let A,C ∈ GLpn(C). Assume that C is a maximal cycle and
A−1CA = Cr for an r ∈ Z∗pn with ordZ∗pn (r) = p. If 〈A,C〉 is a permutation-
like matrix group and Ap = I, then A|V p = I.
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Proof. Note that 〈A,C〉 = {AℓCk | 0 ≤ ℓ < p, 0 ≤ k < pn}. For any 0 < ℓ < p
and 0 < k < pn, by Lemma 3.1 (note that a = 1 at present case),
charAℓCk|V ∗ (x) =
{
Φpn−νp(k)(x)
pνp(k)
, νp(k) < n− 1;
(xp − 1)p
n−2(p−1), νp(k) ≥ n− 1.
Since AℓCk is similar to a permutation matrix, by Lemma 2.3,
charAℓCk|V p (x) =

(x
pn−νp(k)−1 − 1)
pνp(k)
, νp(k) < n− 1;
(x − 1)
pn−1−pj
(xp − 1)
j
, νp(k) ≥ n− 1.
(3.4)
Thus
〈
A|Ep , C|Ep
〉
is a permutation-like matrix group of dimension pn−1.
Obviously, C|Ep =
⊕
j∈pZpn
λj is a maximal cycle of dimension pn−1. Since
r = 1 + vpn−1 for some integer v coprime to p (see Lemma 2.1(iii)), for any
pt ∈ pZpn we have µr(pt) ≡ pt (mod p
n). So, A|Ep is a diagonal matrix, hence
A|Ep commutes with C|Ep . By Lemma 2.7, A|Ep ∈
〈
C|Ep
〉
. But (A|Ep)
p = I
and ord(C|Ep) = p
n−1. Thus A|Ep ∈
〈
Cp
n−2
Ep
〉
, and we can assume that A|Ep =
(C|Ep)
bpn−2 with 0 ≤ b < p. Suppose that b > 0, then νp(−bp
n−2) = n− 2, and
by Eqn (3.4),
charI
pn−1×pn−1
(x) = char(A|Ep )(C|Ep )−bpn−2 (x) = (x
p − 1)p
n−2
.
However, charI
pn−1×pn−1
(x) = (x− 1)p
n−1
. This is a contradiction. Thus b = 0
and A|Ep = Ipn−1×pn−1 .
Proposition 3.4. Let A,C ∈ GLpn(C). Assume that C is a maximal cycle
and A−1CA = Cr for an r ∈ Z∗pn with ordZ∗pn (r) = p
a where 0 ≤ a < n. If
G = 〈A,C〉 is a permutation-like matrix group and Ap
a
= I, then A|E is a
permutation matrix.
Proof. If n = 1, then a = 0 and A = I, the proposition holds trivially.
Assume n > 1. From Eqn (3.3) we have seen that A|V ∗ is a permutation
matrix. By Corollary 3.2, 〈A|V p , C|V p〉 is a permutation-like matrix group of
dimension pn−1. Note that ordG(A
pa−1 ) = ordZ∗
pn
(rp
a−1
) = p. By Lemma 3.3,
(A|V p)
pa−1 = I. And, ordZ∗
pn−1
(r) = pa−1. By induction on n, A|Ep is a
permutation matrix. Hence A|E = A|Ep ⊕A|E∗ is a permutation matrix.
Corollary 3.5. Let A,C ∈ GLpn(C). Assume that C is a maximal cycle and
A normalizes 〈C〉. If G = 〈A,C〉 is a permutation-like matrix p-group, then G
is a permutation matrix group.
Proof. By Lemma 2.7, 〈C〉 is self-centralized in G. By Lemma 2.2(i), we have an
A′ ∈ G such that G = 〈A′, C〉, A′−1CA′ = Cr for an r ∈ Z∗pn with ordZ∗pn (r) = p
a
and A′p
a
= I. Thus, by Proposition 3.4 and Proposition 2.6, G is a permutation
group.
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4 Proof of Theorem 1.1
Let G ≤ Gpn(C) be a permutation-like matrix group of dimension p
n where p
is an odd prime. Let C ∈ G be a maximal cycle such that 〈C〉 is a normal
subgroup of G. By Lemma 2.7, 〈C〉 is self-centralized in G. By Lemma 2.2 and
Eqn (2.1), G = 〈A,C〉, A−1CA = Cr where r ∈ Z∗pn with
ordZ∗
pn
(r) = |G/〈C〉| = spa, s | (p− 1), 0 ≤ a < n.
Let E be the basis of Cp
n
as in Lemma 2.5.
Case 1: s = 1. So G is a p-group, and Theorem 1.1 holds by Corollary 3.5.
Case 2: a = 0 and s > 1. By Lemma 2.1 (iii), we can assume that
ordZ∗p(r) = s. Then for any 0 < ℓ < s, r
ℓ 6≡ 1 (mod p), i.e. p ∤ (rℓ − 1). Thus
rℓk ≡ k (mod pn) if and only if k ≡ 0 (mod pn). So every µr-orbit on Zpn has
length s except for the orbit {0}. By Lemma 2.2 (ii), As = I. By Lemma 2.5
(ii) and (iii),
A|E = ω0 ⊕


0 · · · 0 1
1
. . .
. . . 0
...
. . .
. . .
...
0 · · · 1 0


s×s
⊕ · · · ⊕


0 · · · 0 1
1
. . .
. . . 0
...
. . .
. . .
...
0 · · · 1 0


s×s
.
And the characteristic polynomial
charA(x) = (x− ω0)(x
s − 1)(p
n−1)/s.
By Lemma 2.3, ω0 = 1. So A|E is a permutation matrix. By Proposition 2.6,
we obtain that G is a permutation matrix group.
Case 3: a > 0 and s > 1. Then G is not a p-group. By Lemma 2.2(ii)
we further have that Asp
a
= I. Since s and pa are coprime each other, we
have integers t,m such that st + pam = 1. Let A′ = Ast and A′′ = Ap
am.
Then A = Ast+p
am = A′A′′, A′
pa
= I and A′′
s
= I. By Proposition 3.4, A′|E
is a permutation matrix. From the above argument of Case 2, A′′|E is also
a permutation matrix. Thus A|E = A
′|E · A
′′|E is a permutation matrix. By
Proposition 2.6, G is a permutation matrix group.
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