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Abstract
The aim of this paper is to establish a change of variable formula for general Gaussian processes whose
covariance function satisfies some technical conditions. The stochastic integral is defined in the Stratonovich
sense using an approximation by middle point Riemann sums. The change of variable formula is proved
by means of a Taylor expansion up to the sixth order, and applying the techniques of Malliavin calculus
to show the convergence to zero of the residual terms. The conditions on the covariance function are weak
enough to include processes with infinite quadratic variation, and we show that they are satisfied by the
bifractional Brownian motion with parameters (H, K ) such that 1/6 < HK < 1, and, in particular, by the
fractional Brownian motion with Hurst parameter H ∈ (1/6, 1).
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1. Introduction
In the past few years, an important effort has been made to develop a stochastic calculus
with respect to Gaussian processes beyond the Brownian motion, with a strong emphasis on
the fractional Brownian motion (fBm, for short). Since, in general, a Gaussian process is
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not a semimartingale, the classical theory of stochastic integration does not apply. The main
approaches recently developed on stochastic Gaussian integration are the following ones.
• Pathwise integrals: The trajectories of the fBm with Hurst parameter H ∈ (0, 1) have
finite q-variation for any q > 1H . Therefore, by the work of Young [18], the pathwise
Riemann–Stieltjes integral
∫ T
0 usdB
H
s exists if the integrator has trajectories of finite p-
variation and 1p + H > 1. The recent theory of rough path analysis developed from the
pioneering work of Lyons [11] has pushed forward the pathwise approach, with applications
to the fBm with parameter H > 14 (see Coutin and Qian [4]). On the other hand, following the
work by Za¨hle [19], one can get explicit formulas for the Riemann–Stieltjes integrals using
the classical fractional calculus. This approach has been used by Nualart and Rascanu in [13]
to solve stochastic differential equations with respect to the fBmwith Hurst parameter H > 12 .• Stochastic calculus of variations: In the case of the Brownian motion, the classical Itoˆ integral
coincides with the divergence operator in the Wiener space. Then, a natural idea is to use
the divergence operator to define a stochastic integral with respect to an arbitrary Gaussian
process. This approach was introduced by Decreusefond and U¨stu¨nel in [5,6] for the fBm. In
these papers an Itoˆ formula is given for the divergence integral and its Stratonovich version.
The case of more general Gaussian processes has been studied by, among others, Carmona
and Coutin in [2], and Alo`s, Mazet and Nualart in [1].
• The regularization approach: In [16] and [17] Russo and Vallois introduced a new type
of stochastic integrals through integrator smoothing. Although the scope of this theory is
more general than Gaussian integration, it has been intensively used to develop the stochastic
integration with respect to the fBm by Gradinaru, Nourdin, Russo and Vallois in a series
of papers; see [7,9,8]. In [9], an Itoˆ formula for the Stratonovich-symmetric integral with
respect to the fBm for H > 1/6 is established. Moreover, they introduce a generalized type
of symmetric integral that allows them to prove an Itoˆ formula for arbitrary H ∈ (0, 1). Using
the extended divergence operator, Cheridito and Nualart (see [3]) have also found the barrier
1/6 for the existence of the Stratonovich-symmetric integral with respect to the fBm.
This paper is devoted to proving an Itoˆ formula for the Stratonovich integral with respect to
Gaussian processes, focusing on the classical Riemann sums approach. In order to establish this
formula we use the techniques of Malliavin calculus, and more precisely, the integration by parts
formula. This technique has already been used in [14] to prove a Wick–Itoˆ formula for Gaussian
processes. We impose some technical conditions on the covariance function, which are satisfied,
for instance, for the fBm with Hurst parameter H > 1/6.
The paper is organized as follows. In Section 2 we give some preliminaries on stochastic
calculus of variations with respect to Gaussian processes and provide the definitions needed in
order to state the main result. Section 3 contains the statement and proof of the main result. In
Section 4 we state and prove some technical lemmas using extensively the integration by parts
formula for the derivative operator. These lemmas will be useful in computing some expectations
related to the powers of the increments of the process in the Taylor expansion. Section 5 contains
the convergence results used in the proof of the main theorem. We end the paper by giving an
example of a Gaussian process which fulfills the conditions for the Itoˆ formula to be valid. The
Gaussian process chosen is the bifractional Brownian motion, a generalization of the fractional
Brownian motion. In particular, we prove that the condition on the parameters of this process is
the same as the one given in [15], where the so called regularization approach is used. In the case
of the fractional Brownian motion the condition on the parameter coincides with the sharper one
given in [9], where also the regularization approach is used.
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Throughout the paper C will denote a constant that may be different from one equation to
another one.
2. Preliminaries and notation
Let X = {X t , t ∈ [0, T ]} be a one-dimensional centered Gaussian process with continuous
covariance function R (s, t) = E [XsX t ] and variance function Vt = E
[
X2t
]
. We will make
use of Malliavin calculus with respect to the Gaussian process X . Let us introduce the main
ingredients of this technique. We refer the reader to [12] for a more detailed account of this
material.
Denote by E the set of step functions in [0, T ]. Let H be the completion of E with respect
to the scalar product
〈
1[0,s], 1[0,t]
〉
H , R (s, t) , 0 ≤ s, t ≤ T . The space H is isometric to the
Gaussian Hilbert space generated by the process X and we let I1 : h 7→ X (h) , h ∈ H, denote
this isometry. In particular, we have X t = X (1[0,t]).
LetH⊗m denote themth tensor power ofH. We also consider themth symmetric tensor power
of H, which we will denote by Hm . If hi ∈ H, 1 ≤ i ≤ n, we denote their symmetric tensor
product by h1  · · ·  hn = 1n!
∑
σ hσ(1) ⊗ · · · ⊗ hσ(n),where σ runs over all permutations of{1, . . . , n}.
We denote by S the set of smooth and cylindrical random variables F which have the form
F = f (X (h1), . . . , X (hn)), (2.1)
with h1, . . . , hn ∈ H, f ∈ C∞b (Rn) (the space of bounded functions which have bounded
derivatives of all orders) and n ∈ N.
If F ∈ S is a random variable of the form (2.1) one can define the derivative operator D
as follows: DF = ∑ni=1 ∂i f (X (h1) , . . . , X (hn)) hi , which is an element of L2 (Ω;H). By
iteration one can define DmF , which is an element of L2
(
Ω;Hm ) .
For m ≥ 1 and p ≥ 1 the space Dm,p is the completion of S with respect to the norm ‖F‖m,p,
where ‖F‖pm,p = E[|F |p] +∑mi=1 E[∥∥Di F∥∥pH⊗i ].
The following definition will provide the class of functions for which the Itoˆ formula will be
valid.
Definition 1. We will say that a function f : R → R belongs to Cml- exp (R) ,m, l ∈ N, if
f ∈ Cm (R) and f and its derivatives until the order m satisfy the following exponential growth
condition:∣∣∣ f (k) (x)∣∣∣ ≤ CT ecT x2 , k = 0, . . . ,m, x ∈ R, (2.2)
where CT > 0,
0 < cT <
1
2l
(
sup
t∈[0,T ]
Vt
)−1
, (2.3)
and Vt is the variance function of the Gaussian process X.
Obviously, if f ∈ Cml- exp (R) then f ∈ Cmk- exp (R), with k < l.
We fix a class D of finite partitions pi = {0 = t0 < t1 < · · · < tn = T } of the interval [0, T ]
such that
sup
pi∈D
|pi |
|pi |inf < ∞, (2.4)
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and infpi∈D |pi | = 0, where |pi | , max0≤i≤n−1 |ti+1 − ti | is the partition size and |pi |inf ,
min0≤i≤n−1 |ti+1 − ti |. Notice that the classes of uniform and dyadic partitions satisfy condition
(2.4).
Given a partition pi = {0 = t0 < t1 < · · · < tn = T } of [0, T ] and a stochastic process
X = {X t , t ∈ [0, T ]} we can define the following quantities:
αpi , sup
i≥0
E[(∆i X)2], βpi , sup
0≤t≤T
(
n−1∑
i=0
|E[X t∆i X ]|
)
,
γpi ,
n−1∑
i, j=0
|E[∆i X∆ j X ]|,
δpi , sup
0≤t≤T
i≥0
|E[X t∆i X ]| , εpi ,
n−1∑
i=0
sup
0≤t≤T
|E[X t∆i X ]| ,
where ∆i X = X ti+1 − X ti .
Definition 2. We denote by C the class of centered Gaussian stochastic processes X satisfying
the following conditions:
Λpi , αpi
(
αpi + δ2pi
)
(γpi + βpiεpi ) → 0 as |pi | → 0, (2.5)
Ψpi , δ2piεpi → 0 as |pi | → 0, (2.6)
where pi runs over all the partitions in the class D.
Finally, we introduce the Stratonovich integral.
Definition 3. Let {ut : t ∈ [0, T ]} be a stochastic process. The Stratonovich integral
∫ T
0 ut ◦
dX t is defined as the limit in L2 (Ω), if it exists, of the symmetric Riemann sums∑n−1
i=0
uti+1+uti
2
(
X ti+1 − X ti
)
as |pi | → 0, where pi = {0 = t0 < t1 < · · · < tn = T } runs over
all the partitions in D.
3. Itoˆ’s formula for the Stratonovich integral
Here is the main result of this paper.
Theorem 4. Suppose that the Gaussian process X belongs to the class C and the function f
belongs to C114− exp (R). Then the Stratonovich integral
∫ T
0 f
′ (Xs) ◦ dXs exists and the following
Itoˆ formula holds: f (XT ) = f (X0)+
∫ T
0 f
′ (Xs) ◦ dXs .
Proof. Given a < b ∈ R and a function f of class C6(R), set I (a, b) = f (b) − f (a) −
(b − a) f ′(b)+ f ′(a)2 . We are going to compute the Taylor expansion of I (a, b) with respect to the
point S , a+b2 up to the sixth order. We have
f (b) = f (S)+
5∑
k=1
1
k!2k f
(k) (S) (b − a)k + 1
6!26 f
(6)(Ŝ+) (b − a)6 ,
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f (a) = f (S)+
5∑
k=1
(−1)k
k!2k f
(k) (S) (b − a)k + 1
6!26 f
(6)(Ŝ−) (b − a)6 ,
f ′ (b) =
5∑
k=1
1
(k − 1)!2k−1 f
(k) (S) (b − a)k−1 + 1
5!25 f
(6)(S˜+) (b − a)5 ,
f ′ (a) =
5∑
k=1
(−1)k−1
(k − 1)!2k−1 f
(k) (S) (b − a)k−1 + 1
5!25 f
(6)(S˜−) (b − a)5 ,
where Ŝ+ and S˜+ are two different points belonging to [S, b], and Ŝ− and S˜− are two different
points belonging to [a, S]. Therefore,
I (a, b) =
5∑
k=1
(
1+ (−1)k+1
k!2k −
1+ (−1)k−1
(k − 1)!2k
)
f (k) (S) (b − a)k
+
{
1
6!26
(
f (6)(Ŝ+)− f (6)(Ŝ−)
)
− 1
5!26
(
f (6)(S˜+)+ f (6)(S˜−)
)}
(b − a)6
= − 1
12
f (3) (S) (b − a)3 − 1
480
f (5) (S) (b − a)5 + R6,
where
R6 =
{
1
6!26
(
f (6)(Ŝ+)− f (6)(Ŝ−)
)
− 1
5!26
(
f (6)(S˜+)+ f (6)(S˜−)
)}
(b − a)6 .
Now consider a partition pi = {0 = t0 < · · · < tn = T }. One has
n−1∑
i=0
I
(
X ti , X ti+1
) = f (XT )− f (X0)− n−1∑
i=0
f ′
(
X ti+1
)+ f ′ (X ti )
2
∆i X
= − 1
12
n−1∑
i=0
f (3) (Si X) (∆i X)3 − 1480
n−1∑
i=0
f (5) (Si X) (∆i X)5 + Rpi6 ,
where ∆i X , X ti+1 − X ti , Si X = (X ti+1 + X ti )/2,
Rpi6 =
n−1∑
i=0
{
1
6!26
(
f (6)(Ŝ+i )− f (6)(Ŝ−i )
)
− 1
5!26
(
f (6)(S˜+i )+ f (6)(S˜−i )
)}
(∆i X)6 ,
and Ŝ+i , Ŝ
−
i , S˜
+
i and S˜
−
i are defined as before but now using the intervals [X ti , Si X ] and[Si X, X ti+1 ]. Define
Rpi3 ,
n−1∑
i=0
f (3) (Si X) (∆i X)3 , Rpi5 ,
n−1∑
i=0
f (5) (Si X) (∆i X)5 .
Under the assumptions of the theorem, the terms Rpi3 , R
pi
5 and R
pi
6 converge in L
2 (Ω) to zero as
|pi | → 0, pi ∈ D, by Propositions 10–12. This implies
lim
|pi |→0,pi∈D
n−1∑
i=0
f ′
(
X ti+1
)+ f ′ (X ti )
2
∆i X =
∫ T
0
f ′ (Xs) ◦ dXs
in L2 (Ω) and hence the theorem is proved. 
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Remark 5. The regularity assumption on f (eleven times continuously differentiable) is
required by the method of proof based on the integration by parts formula to control the
residual terms, and it cannot be weakened. Also the growth condition (2.2) guarantees that
sup0≤t≤T E[| f (k) (X t ) |p] < +∞ for all p ≥ 2 and k = 1, . . . , 11, which is necessary for
the proof.
The next proposition provides useful sufficient conditions for a Gaussian process X to belong
to the class C.
Proposition 6. Let X be a centered Gaussian process. Assume that, for all pi ∈ D and |pi | small
enough, we have αpi ≤ C |pi |α , βpi ≤ C |pi |β , γpi ≤ C |pi |γ , δpi ≤ C |pi |δ , where α, δ > 0 and β
and γ ∈ R. If δ > 1/3, γ > (−2α) ∨ (−2/3− α) and β > (−α) ∨ (2/3− 2α) then X belongs
to C.
Proof. Note that for |pi | small enough, εpi ≤ C |pi |δ−1. Then, Ψpi ≤ C |pi |3δ−1, which converges
to zero if δ > 1/3. On the other hand, one has that
Λpi ≤ C
(
|pi |2α+γ + |pi |2α+β+δ−1 + |pi |α+2δ+γ + |pi |α+3δ+β−1
)
,
which converges to zero if 2α+γ > 0, 2α+β+δ−1 > 0, α+2δ+γ > 0, α+3δ+β−1 > 0.
The fact that δ > 1/3 yields the sufficient conditions stated in the proposition. 
The constant γ in the previous proposition is related to the decay of the covariance between
increments. Also, the variance of the increments is controlled by α, and δ and β are related with
the modulus of continuity of the covariance function in one parameter.
4. Technical lemmas
To derive the convergence results used in the proof of the main theorem, we will make use of
a technical lemma based on the integration by parts formula of the Malliavin calculus:
E [FX (h)] = E [〈DF, h〉H] , (4.7)
for any F ∈ D1,p and h ∈ H, p > 1.
We will also make use of the following result about the scalar product of iterated derivatives,
which has a trivial proof.
Lemma 7. Let F ∈ Dm+n,p, p > 1,m, n ∈ N, and h1, . . . , hm, g1, . . . , gn ∈ H. Then〈
Dn
〈
DmF, h1  · · ·  hm
〉
H⊗m , g1  · · ·  gn
〉
H⊗n
= 〈Dm+nF, h1  · · ·  hm  g1  · · ·  gn 〉H⊗m+n .
Recall the binomial formula for the derivative operator. If F,G ∈ Dm,p, p > 1,m ∈ N, then
Dm (FG) =
m∑
k=0
(m
k
)
DkF  Dm−kG. (4.8)
Iterating the integration by parts formula (4.7) we can obtain the following useful formulas.
Lemma 8. Let F ∈ D6,p, p > 1, and h, g ∈ H. Then
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(i) E[X (h)2F] = 〈h, h〉H E [F]+ E
[〈D2F, h2〉H⊗2 ] ,
(ii) E[X (h)3F] = 3 〈h, h〉H E
[〈DF, h〉H]+ E [〈D3F, h3〉H⊗3 ] ,
(iii)
E[FX (h)3X (g)3] = 9 〈h, h〉H 〈h, g〉H 〈g, g〉H E [F]+ 6 〈h, g〉3H E [F]
+ 9 〈h, h〉H 〈g, g〉H E[〈D2F, h  g〉H⊗2 ] + 9 〈h, h〉H 〈h, g〉H E[〈D2F, g2〉H⊗2 ]
+ 9 〈h, g〉H 〈g, g〉H E[〈D2F, h2〉H⊗2 ] + 18 〈h, g〉2H E[〈D2F, h  g〉H⊗2 ]
+ 3 〈h, h〉H E[〈D4F, h  g3〉H⊗4 ] + 3 〈g, g〉H E[〈D4F, h3  g〉H⊗4 ]
+ 9 〈h, g〉H E[〈D4F, h2  g2〉H⊗4 ] + E[〈D6F, h3  g3〉H⊗6 ].
Proof. Fix k ∈ N; using the integration by parts formula (4.7) yields
E[X (h)kF] = E[〈D(X (h)k−1F), h〉H]
= (k − 1) 〈h, h〉H E[X (h)k−2F] + E[X (h)k−1〈DF, h〉H]. (4.9)
Combining Lemma 7, the integration by parts formula (4.7) and Eq. (4.9) we obtain (i) and (ii).
To prove (iii), we can use (ii) replacing F by FX (g)3 and obtain
E[FX (h)3X (g)3] = 3 〈h, h〉H E[〈D(FX (g)3), h〉H] + E[〈D3(FX (g)3), h3〉H⊗3 ]
= A + B.
We have
E[〈D(FX (g)3), h〉H] = E[X (g)3 〈DF, h〉H] + 3 〈h, g〉H E[FX (g)2],
by (ii) we obtain
E[X (g)3 〈DF, h〉H] = 3 〈g, g〉H E[〈D2F, h  g〉H⊗2 ] + E[〈D4F, h  g3〉H⊗4 ],
and (i) implies
E[FX (g)2] = 〈g, g〉H E [F]+ E
[
X (g) 〈DF, g〉H
]
= 〈g, g〉H E [F]+ E[〈D2F, g2〉H⊗2 ].
Hence, we obtain the following expression for the term A:
A = 9 〈h, h〉H 〈g, g〉H E[〈D2F, h  g〉H⊗2 ] + 3 〈h, h〉H E[〈D4F, h  g3〉H⊗4 ]
+ 9 〈h, h〉H 〈h, g〉H 〈g, g〉H E [F]+ 9 〈h, h〉H 〈h, g〉H E[〈D2F, g2〉H⊗2 ].
For the term B, using the binomial formula, see (4.8), one obtains
D3
(
FX (g)3
)
=
3∑
k=0
(
3
k
)
DkF  D3−k(X (g)3)
= 6Fg3 + 18X (g) DF  g2 + 9X (g)2D2F  g + X (g)3D3F.
Therefore,
B = 6 〈h, g〉3H⊗3 E [F]+ 18 〈h, g〉2H E
[
X (g) 〈DF, h〉H
]
+ 9 〈h, g〉H E[X (g)2〈D2F, h2〉H⊗2 ] + E[X (g)3〈D3F, h3〉H⊗3 ]. (4.10)
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We have that E[X (g) 〈DF, h〉H] = E[〈D2F, h  g〉H⊗2 ]. For the expectation in the third
summand of Eq. (4.10), (i) yields
E[X (g)2〈D2F, h2〉H⊗2 ] = 〈g, g〉H E[〈D2F, h2〉H⊗2 ] + E[〈D4F, h2  g2〉H⊗4 ],
and for the fourth term (ii) leads to
E[(X (g))3 〈D3F, h3〉H⊗3 ]
= 3 〈g, g〉H E[〈D4F, h3  g〉H⊗4 ] + E[〈D6F, h3  g3〉H⊗6 ].
Hence,
B = 6 〈h, g〉3H E [F]+ 18 〈h, g〉2H E[〈D2F, h  g〉H⊗2 ]
+ 9 〈h, g〉H 〈g, g〉H E[〈D2F, h2〉H⊗2 ] + 9 〈h, g〉H E[〈D4F, h2  g2〉H⊗4 ]
+ 3 〈g, g〉H E[〈D4F, h3  g〉H⊗4 ] + E[〈D6F, h3  g3〉H⊗6 ].
Adding A and B we conclude the proof. 
Lemma 9. If f ∈ Cml- exp (R), m, l ∈ N, there exists a finite constant aT,l such that for all
k1, . . . , kl = 0, . . . ,m, and random variables ξi , i = 1, . . . , l satisfying |ξi | ≤ supt∈[0,T ] |X t |
we have E[| f (k1) (ξ1) · · · f (kl ) (ξl) |] ≤ aT,l .
Proof. We have that
E[| f (k1) (ξ1) · · · f (kl ) (ξl) |] ≤ C lTE
[
exp
{
cT
l∑
i=1
ξ2i
}]
≤ C lTE
[
exp
{
lcT sup
0≤t≤T
X2t
}]
=: aT,l,
which is finite by (2.3). 
5. Convergence results
In this section we prove the convergence results used in the proof of the main theorem.
We will make use of the notation of Section 3, and in addition we set δi = 1(ti ,ti+1] and
σi = (1[0,ti+1] + 1[0,ti ])/2.
Proposition 10. We have lim|pi |→0,pi∈D E[(Rpi3 )2] = 0.
Proof. Set Fi, j = f (3)(Si X) f (3)(S j X). Then, Lemma 8 gives
E[(Rpi3 )2] =
n−1∑
i, j=0
E[Fi, j X (δi )3X (δ j )3]
= 9A1 + 6A2 + 9A3 + 9A4 + 9A5 + 18A6 + 3A7 + 3A8 + 9A9 + A10,
where
A1 ,
n−1∑
i, j=0
〈δi , δi 〉H
〈
δi , δ j
〉
H
〈
δ j , δ j
〉
H E
[
Fi, j
]
,
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A2 ,
n−1∑
i, j=0
〈
δi , δ j
〉3
H E
[
Fi, j
]
,
A3 ,
n−1∑
i, j=0
〈δi , δi 〉H
〈
δ j , δ j
〉
H E[〈D2Fi, j , δi  δ j 〉H⊗2 ],
A4 ,
n−1∑
i, j=0
〈δi , δi 〉H
〈
δi , δ j
〉
H E[〈D2Fi, j , δ2j 〉H⊗2 ],
A5 ,
n−1∑
i, j=0
〈
δi , δ j
〉
H
〈
δ j , δ j
〉
H E[〈D2Fi, j , δ2i 〉H⊗2 ],
A6 ,
n−1∑
i, j=0
〈
δi , δ j
〉2
H E[〈D2Fi, j , δi  δ j 〉H⊗2 ],
A7 ,
n−1∑
i, j=0
〈δi , δi 〉H E[〈D4Fi, j , δi  δ3j 〉H⊗4 ],
A8 ,
n−1∑
i, j=0
〈
δ j , δ j
〉
H E[〈D4Fi, j , δ3i  δ j 〉H⊗4 ],
A9 ,
n−1∑
i, j=0
〈
δi , δ j
〉
H E[〈D4Fi, j , δ2i  δ2j 〉H⊗4 ],
A10 ,
n−1∑
i, j=0
E[〈D6Fi, j , δ3i  δ3j 〉H⊗6 ].
To check the convergence of these terms we will make use of Lemma 9, and the
Cauchy–Schwartz and Ho¨lder inequalities.
• Term A1: One has
|A1| =
∣∣∣∣∣ n−1∑
i, j=0
E[(∆i X)2]E[
(
∆ j X
)2]E [∆i X∆ j X]E[ f (3) (Si X) f (3) (S j X)]
∣∣∣∣∣
≤ aT,2(sup
i≥0
E[(∆i X)2])2
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣ ≤ aT,2α2piγpi ,
which converges to 0 as |pi | → 0, pi ∈ D, by condition (2.5).
• Term A2: This term can be treated as term A1 because∣∣〈δi , δ j 〉H∣∣3 = ∣∣〈δi , δ j 〉H∣∣2 ∣∣〈δi , δ j 〉H∣∣ ≤ |〈δi , δi 〉H| ∣∣〈δ j , δ j 〉H∣∣ ∣∣〈δi , δ j 〉H∣∣ .
• Term A3: We have
|A3| =
∣∣∣∣∣ n−1∑
i, j=0
E[(∆i X)2]E[(∆ j X)2]
2∑
k=0
(
2
k
)
×E[ f (3+k) (Si X) f (5−k)(S j X)]〈σki  σ2−kj , δi  δ j 〉H⊗2
∣∣∣∣∣
1812 D. Nualart, S. Ortiz-Latorre / Stochastic Processes and their Applications 118 (2008) 1803–1819
≤ aT,2(sup
i≥0
E[(∆i X)2])2
n−1∑
i, j=0
{|〈σ2j , δi  δ j 〉H⊗2 |
+ 2 ∣∣〈σi  σ j , δi  δ j 〉H⊗2 ∣∣+ |〈σ2i , δi  δ j 〉H⊗2 |}.
Thus it suffices to check the convergence to 0 of the terms
A13 , α2pi
n−1∑
i, j=0
|〈σ2j , δi  δ j 〉H⊗2 |, A23 , α2pi
n−1∑
i, j=0
|〈σi  σ j , δi  δ j 〉H⊗2 |,
A33 , α2pi
n−1∑
i, j=0
|〈σ2i , δi  δ j 〉H⊗2 |.
By the definition of the scalar products we have〈
σ
2
j , δi  δ j
〉
H⊗2 =
〈
σ j , δi
〉
H
〈
σ j , δ j
〉
H ,〈
σi  σ j , δi  δ j
〉
H⊗2 =
1
2
(〈σi , δi 〉H
〈
σ j , δ j
〉
H +
〈
σi , δ j
〉
H
〈
σ j , δi
〉
H),〈
σ
2
i , δi  δ j
〉
H⊗2 = 〈σi , δi 〉H
〈
σi , δ j
〉
H .
Therefore, the convergence to 0 of A13, A
2
3 and A
3
3 reduces to showing the convergence
to 0 of Ak1,k23 , α2pi
∑n−1
i, j=0 |〈σk1 , δi 〉H||〈σk2 , δ j 〉H|, where k1, k2 ∈ {i, j}. Notice that
supk |〈σk, δi 〉H| ≤ sup0≤t≤T |E[X t (∆i X)]|. As a consequence,
Ak1,k23 ≤ α2pi sup
0≤t≤T
(
n−1∑
j=0
∣∣E[X t∆ j X ]∣∣) n−1∑
i=0
sup
0≤t≤T
|E[X t∆i X ]| = α2piβpiεpi ,
which converges to 0 as |pi | → 0, pi ∈ D, by condition (2.5).
• Terms A4 = A5: We have
|A4| =
∣∣∣∣∣ n−1∑
i, j=0
〈δi , δi 〉H
〈
δi , δ j
〉
H E[〈D2Fi, j , δ2i 〉H⊗2 ]
∣∣∣∣∣
=
∣∣∣∣∣ n−1∑
i, j=0
〈δi , δi 〉H
〈
δi , δ j
〉
H
2∑
k=0
(
2
k
)
×E[ f (3+k) (Si X) f (5−k)(S j X)]〈σki  σ2−kj , δ2i 〉H⊗2
∣∣∣∣∣ .
The estimate |〈σki  σ2−kj , δ2i 〉H⊗2 | ≤ C sup0≤t≤T |E [X t∆i X ]|2 yields
A4 ≤ CaT,2
n−1∑
i, j=0
E[(∆i X)2]
∣∣E [∆i X∆ j X]∣∣ sup
0≤t≤T
∣∣E [X t∆ j X]∣∣2
≤ CaT,2 sup
i≥0
E[(∆i X)2]( sup
0≤t≤T
i≥0
|E [X t∆i X ]|)2
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣
≤ CaT,2αpiδ2piγpi ,
which converges to 0 as |pi | → 0, pi ∈ D, by condition (2.5).
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• Term A6: Using that
〈
δi , δ j
〉2
H ≤ 〈δi , δi 〉H
〈
δ j , δ j
〉
H, the convergence to 0 of this term follows
from the convergence of A3.
• Term A7 = A8: We have
|A7| =
n−1∑
i, j=0
∣∣∣∣∣E[(∆i X)2] 4∑
k=0
(
4
k
)
E[ f (3+k) (Si X) f (7−k)(S j X)]
∣∣∣∣∣
×
∣∣∣〈σki  σ4−kj , δi  δ3j 〉H⊗4 ∣∣∣
≤ aT,2 sup
i≥0
E[(∆i X)2]
×
n−1∑
i, j=0
{|〈σ4j , δi  δ3j 〉H⊗4 | + 4|〈σi  σ3j , δi  δ3j 〉H⊗4 |
+ 6|〈σ2i  σ2j , δi  δ3j 〉H⊗4 | + 4|〈σ3i  σ j , δi  δ3j 〉H⊗4 |
+ |〈σ4i , δi  δ3j 〉H⊗4 |}.
Then it suffices to check the convergence to 0 of the following terms:
A17 , αpi
n−1∑
i, j=0
|〈σ4j , δi  δ3j 〉H⊗4 |,
A27 , αpi
n−1∑
i, j=0
|〈σi  σ3j , δi  δ3j 〉H⊗4 |,
A37 , αpi
n−1∑
i, j=0
|〈σ2i  σ2j , δi  δ3j 〉H⊗4 |,
A47 , αpi
n−1∑
i, j=0
|〈σ3i  σ j , δi  δ3j 〉H⊗4 |,
A57 , αpi
n−1∑
i, j=0
|〈σ4i , δi  δ3j 〉H⊗4 |.
It is easy to show that
〈σ4j , δi  δ3j 〉H⊗4 =
〈
σ j , δi
〉
H
〈
σ j , δ j
〉3
H ,
〈σi  σ3j , δi  δ3j 〉H⊗4 =
1
24
(6 〈σi , δi 〉H 〈σ j , δ j 〉3H
+ 18〈σi , δ j 〉H〈σ j , δi 〉H〈σ j , δ j 〉2H),
〈σ2i  σ2j , δi  δ3j 〉H⊗4 =
1
24
(12 〈σi , δi 〉H 〈σi , δ j 〉H〈σ j , δ j 〉2H
+ 12〈σ j , δ j 〉H〈σ j , δi 〉H〈σi , δ j 〉2H),
〈σ3i  σ j , δi  δ3j 〉H⊗4 =
1
24
(6〈σ j , δi 〉H〈σi , δ j 〉3H
+ 18 〈σi , δi 〉H 〈σ j , δ j 〉H〈σi , δ j 〉2H),
〈σ4i , δi  δ3j 〉H⊗4 = 〈σi , δi 〉H 〈σi , δ j 〉3H.
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Therefore, the convergence of Al7, l = 0, . . . , 5, to 0 reduces to showing the convergence to 0
of
Ak1,k27 , αpi
(
sup
k,h
|〈σk, δh〉H|2
)
n−1∑
i, j=0
∣∣〈σk1 , δi 〉H∣∣ ∣∣〈σk2 , δ j 〉H∣∣ ,
where k1, k2 ∈ {i, j}. Using that suph,k |〈σk, δh〉H| ≤ supi sup0≤t≤T |E[X t∆i X ]|, we obtain
Ak1,k27 ≤ αpiδ2piβpiεpi , which converges to 0 as |pi | → 0, pi ∈ D, by condition (2.5).• Term A9: Proceeding as in the case of the term A4, we have
A9 ≤ CaT,2
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣ sup
0≤t≤T
|E [X t∆i X ]|2 sup
0≤t≤T
∣∣E [X t∆ j X]∣∣2
≤ CaT,2
(
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣3)1/3 (n−1∑
i=0
sup
0≤t≤T
|E [X t∆i X ]|3
)4/3
.
Notice that
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣3 ≤ n−1∑
i, j=0
E[(∆i X)2]E[(∆ j X)2]
∣∣E [∆i X∆ j X]∣∣
≤ sup
i≥0
E[(∆i X)2]2
n−1∑
i, j=0
∣∣E [∆i X∆ j X]∣∣ ≤ α2piγpi , (5.11)
and
n−1∑
i=0
sup
0≤t≤T
|E [X t∆i X ]|3 ≤ sup
0≤t≤T
i≥0
|E [X t∆i X ]|2
n−1∑
i=0
sup
0≤t≤T
|E [X t∆i X ]| .
Hence, A9 ≤ CaT,2
(
α2piγpi
)1/3 (
δ2piεpi
)4/3
, which converges to 0 as |pi | → 0, pi ∈ D, by
conditions (2.5) and (2.6).
• Term A10: By the same arguments as in the case of the term A4, one obtains using Eq. (5.11)
A10 ≤ CaT,2
n−1∑
i, j=0
sup
0≤t≤T
|E [X t∆i X ]|3 sup
0≤t≤T
∣∣E [X t∆ j X]∣∣3
= CaT,2
(
n−1∑
i=0
sup
0≤s≤T
|E [Xs∆i X ]|3
)2
≤ CaT,2
(
δ2piεpi
)2
,
which converges to 0 as |pi | → 0, pi ∈ D, by condition (2.6). 
Proposition 11. We have lim|pi |→0,pi∈D E[(Rpi5 )2] = 0.
Proof. We have that
n−1∑
i=0
f (5) (Si X) (∆i X)5 =
n−1∑
i=0
f (5) (Si X) (∆i X)2 (∆i X)3 .
Now we can apply Proposition 10 replacing f (3) (Si X) by f (5) (Si X) (∆i X)2. This can be done
because f (5) (Si X) (∆i X)2 satisfies the exponential growth condition (2.2). However, this time
the derivatives involved are up to order 11. 
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Proposition 12. We have lim|pi |→0 E[(Rpi6 )2] = 0.
Proof. We prove the result for the term
∑n−1
i=0 f (6)(Ŝ
+
i ) (∆i X)
6, and the proof of the others is
identical. We have(
E[(Rpi6 )2]
)1/2 = ∥∥∥∥∥n−1∑
i=0
f (6)(Ŝ+i ) (∆i X)
6
∥∥∥∥∥
L2(Ω)
≤
n−1∑
i=0
∥∥∥ f (6)(Ŝ+i ) (∆i X)6∥∥∥L2(Ω) ≤ n−1∑
i=0
(
E[( f (6)(Ŝ+i ))4]
)1/4 (
E[(∆i X)24]
)1/4
≤ (aT,4)1/4 n−1∑
i=0
(
E[(∆i X)24]
)6/24 = (aT,4)1/4 κ (24)6 n−1∑
i=0
(
E[(∆i X)2]
)3
≤ (aT,4)1/4 κ (24)6 (sup
i≥0
E[(∆i X)2]
)2 n−1∑
i=0
E[(∆i X)2],
where we have used the triangle inequality, Cauchy–Schwartz inequality, Lemma 9, and that
for all p > 0 if ξ is a centered Gaussian variable one has ‖ξ‖L p(Ω) = κ (p) ‖ξ‖L2(Ω), where
κ (p) = √2(Γ
(
p+1
2
)
√
pi
)1/p, p > 0. Finally, the result follows from condition (2.5). 
6. An example
In this section we will provide an example of a Gaussian process belonging to the class C. As
in the previous sections, we fix a class D of partitions pi = {0 = t0 < · · · < tn = T } of [0, T ]
satisfying condition (2.4).
The bifractional Brownian motion BH,K = {BH,Kt , t ≥ 0}, 0 < H < 1, 0 < K ≤ 1, is a
centered Gaussian process with the covariance function
E
[
BH,Ks B
H,K
t
]
= RH,K (s, t) = 12K
{(
s2H + t2H
)K − |s − t |2HK} . (6.12)
If we take K = 1, then BH,1 is a fractional Brownian motion with Hurst parameter H . The
following property is shown in [10]:
2−K |t − s|2HK ≤ E
[(
BH,Kt − BH,Ks
)2] ≤ 21−K |t − s|2HK . (6.13)
In [15] Russo and Tudor have established an Itoˆ–Stratonovich formula for this process using the
regularization approach.
Recall the following inequality, if α > 0 and 0 < y < x < T then
xα − yα ≤ C (x − y)α , (6.14)
where constant C only depends on T and can be taken equal to 1 if α ∈ (0, 1]. We start with
some technical lemmas.
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Lemma 13. Set γpi =∑n−1i=0 ∑n−1j=0 ∣∣E[∆i BH,K∆ j BH,K ]∣∣ . Then
γpi ≤

C(1+ 1{K 6=1} |pi |2HK−1) if HK > 1/2
C |pi |2HK−1 (1{K 6=1} + ln(|pi |−1)) if HK = 1/2
C |pi |2HK−1 if 1/6 < HK < 1/2.
(6.15)
Proof. Using (6.12) one obtains
n−1∑
i, j=0
∣∣∣E [(∆i BH,K) (∆ j BH,K)]∣∣∣
=
n−1∑
i, j=0
∣∣RH,K (ti+1, t j+1)+ RH,K (ti , t j )− RH,K (ti+1, t j )− RH,K (ti , t j+1)∣∣
≤ 1
22K
n−1∑
i, j=0
∣∣∣∣∣ti+1 − t j ∣∣2HK + ∣∣ti − t j+1∣∣2HK − ∣∣ti+1 − t j+1∣∣2HK − ∣∣ti − t j ∣∣2HK ∣∣∣
+ 1
22K
n−1∑
i, j=0
∣∣∣∣(t2Hi+1 + t2Hj+1)K − (t2Hi+1 + t2Hj )K + (t2Hi + t2Hj )K − (t2Hi + t2Hj+1)K ∣∣∣∣
=: 1
22K
(Api + Bpi ) .
The same ideas as were used in the proof of Proposition 13 in [14] give
Api ≤

C if HK > 1/2
C |pi |2HK−1 ln
(
|pi |−1
)
if HK = 1/2
C |pi |2HK−1 if 1/6 < HK < 1/2.
On the other hand, if K = 1 the term Bpi vanishes; otherwise define
ϕ j (t) :=
(
t2H + t2Hj+1
)K − (t2H + t2Hj )K , t > 0. (6.16)
It is easy to show that ϕ j (t) is positive and nonincreasing. Furthermore,
∑n−1
j=0 ϕ j (t) =(
t2H + t2Hn
)K − (t2H + t2H0 )K . Therefore, one has
Bpi =
n−1∑
i, j=0
∣∣ϕ j (ti+1)− ϕ j (ti )∣∣ = n−1∑
i, j=0
ϕ j (ti )− ϕ j (ti+1)
=
n−1∑
i=0
(
t2Hi + t2Hn
)K − (t2Hi + t2H0 )K − (t2Hi+1 + t2Hn )K + (t2Hi+1 + t2H0 )K
≤
n−1∑
i=0
∣∣∣∣(t2Hi+1 + t2H0 )K − (t2Hi + t2H0 )K ∣∣∣∣+ n−1∑
i=0
∣∣∣∣(t2Hi+1 + t2Hn )K − (t2Hi + t2Hn )K ∣∣∣∣
≤ 2
n−1∑
i=0
(
t2Hi+1 − t2Hi
)K ≤ C n−1∑
i=0
(ti+1 − ti )2HK ≤ C |pi |2HK−1 ,
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where we have used the inequality (6.14). Taking into account the bounds obtained for Api and
Bpi , we can conclude the proof. 
Lemma 14. If pi = {0 = t0 < · · · < tn = T } is a partition of [0, T ] and
βpi = sup
0≤t≤T
(
n−1∑
i=0
∣∣∣E[BH,Kt ∆i BH,K ]∣∣∣
)
,
then
βpi ≤ C, (6.17)
where C only depends on T .
Proof. From (6.12) one obtains∣∣∣E[BH,Kt ∆i BH,K ]∣∣∣
= 1
2K
∣∣∣(t2H + t2Hi+1)K − (t2H + t2Hi )K + |t − ti |2HK − |t − ti+1|2HK ∣∣∣
≤ 1
2K
(
ϕi (t)+
∣∣∣|t − ti |2HK − |t − ti+1|2HK ∣∣∣) ,
where ϕi (t) is defined in (6.16). Notice that
sup
0≤t≤T
n−1∑
i=0
ϕi (t) ≤
n−1∑
i=0
sup
0≤t≤T
ϕi (t) =
n−1∑
i=0
ϕi (0) = T 2HK < +∞.
Define ξi (t) := |t − ti |2HK − |t − ti+1|2HK . One has for k1 < k2
k2∑
i=k1
ξi (t) =
∣∣t − tk1 ∣∣2HK − ∣∣t − tk2+1∣∣2HK . (6.18)
Clearly, if t ≤ ti then ξi (t) < 0 and if t ≥ ti+1 then ξi (t) > 0. Furthermore, for each t ∈ [0, T ]
there exist k (t) ∈ {0, . . . , n − 1} such that t ∈ [tk(t), tk(t)+1]. Then
n−1∑
i=0
|ξi (t)| =
k(t)−1∑
i=0
ξi (t)+
∣∣ξk(t)∣∣− n−1∑
i=k(t)+1
ξi (t)
= |t |2HK − ∣∣t − tk(t)∣∣2HK + ∣∣∣∣∣t − tk(t)∣∣2HK − ∣∣t − tk(t)+1∣∣2HK ∣∣∣
+ |t − T |2HK − ∣∣t − tk(t)+1∣∣2HK ≤ CT 2HK ,
where we have used (6.18), and the result follows. 
Now we are ready to state the main result of this section.
Proposition 15. The bifractional Brownian motion BH,Kt with 1/6 < HK < 1 belongs to the
class C, and, hence, Theorem 4 holds for this process.
Proof. From Eq. (6.13) it follows that
E[(∆i BH,K )2] ≤ C
∣∣ti+1 − ti ∣∣2HK ,
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and hence
αpi = sup
i≥0
E[(∆i BH,K )2] ≤ C |pi |2HK . (6.19)
We have∣∣∣E[BH,Kt ∆i BH,K ]∣∣∣ = 12K ∣∣∣(t2H + t2Hi+1)K − (t2H + t2Hi )K
+ |t − ti |2HK − |t − ti+1|2HK
∣∣∣ .
Using that
(t2H + t2Hi+1)K − (t2H + t2Hi )K ≤
{
(ti+1 − ti )2HK if 1/6 < HK ≤ 1/2
C (ti+1 − ti ) if HK > 1/2,
and
|t − ti |2HK − |t − ti+1|2HK ≤
{
(ti+1 − ti )2HK if 1/6 < HK ≤ 1/2
C (ti+1 − ti ) if HK > 1/2,
which follows from inequality (6.14) and the mean value theorem, we get
δpi = sup
0≤t≤T
i≥0
∣∣∣E[BH,Kt ∆i BH,K ]∣∣∣ ≤ {|pi |2HK if 1/6 < HK ≤ 1/2C |pi | if HK > 1/2 (6.20)
and
εpi =
n−1∑
i=0
sup
0≤t≤T
∣∣∣E[BH,Kt ∆i BH,K ]∣∣∣
≤
{
C |pi |2HK−1 if 1/6 < HK ≤ 1/2
C if HK > 1/2.
(6.21)
Combining the estimates (6.15), (6.17), (6.19)–(6.21) and Proposition 6 we obtain the result. 
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