I. INTRODUCTION
Differential binary phase shift keying (D-BPSK) has recently attracted renewed attention for use in ultra-long haul, optical wavelength-division multiplexed (WDM) systems [1] . The main reason is that D-BPSK gives a substantial ( ¢ ¡ ¤ £ ¥ dB) detection energy gain over direct-detection on-off keying (DD-OOK) when using a delay interferometer and a balanced receiver for differential detection. Furthermore, D-BPSK tends to suppress fiber non-linear penalties such as those due to cross-phase modulation better than OOK [1] - [4] . Although D-BPSK is an old technique (see, e.g., [5, p. 527] ), the importance of its combined linear and non-linear gains has been recognized only recently.
This paper investigates the performance of several coded modulation and detection schemes that are suited for high speed, fiber optic communication. For instance, Table I compares the spectral efficiencies of DD-OOK, D-BPSK, and differential quadrature PSK (D-QPSK) on an additive white Gaussian noise (AWGN) channel. All schemes have a data rate of 40 Gbit/s. Also, all schemes use non-coherent receivers having only one decision threshold per detector arm, also known as hard detection.
Consider the first, second, and seventh rows of numbers in Table I . The DD-OOK and D-BPSK schemes use a 6.7% overhead code at a symbol rate of 42.7 GHz. The D-QPSK scheme uses a 14.3% overhead code at a symbol rate of 22.9 GHz. The "energy gain" refers to how much energy is saved over either DD-OOK or D-BPSK when capacity-achieving codes are used, and a 3dB gain means that half the energy is required. We see that D-QPSK requires codes. We address this issue in Section V and show that the gains remain intact for practical codes. The main exception is that the D-QPSK differential detector causes additional losses if the code is not close to optimal. A second important issue is that our analysis does not include non-linear fiber effects. Thus, our conclusions will apply primarily to transmission in a linear regime, e.g., low power or short distances. We concentrate on PSK to keep the uniform envelope advantages of D-BPSK. This paper is organized as follows. In Section II we derive and compute the spectral efficiencies of several modulation and detection schemes. This section organizes known results and should be considered a review of communications theory for optical high-speed transmission where one uses noncoherent and hard detection (see, e.g., [6, pp. 282-284, 380-387] ). This theoretical work was done in conjunction with the experiments of [1] . Section III discusses the behavior of spectral efficiency at low signal-to-noise ratios. Section IV presents results on multiple-symbol differential detectors and decisionfeedback detectors, and suggests that these are not so useful when combined with strong codes. Section V considers the performance of two code families used in practice: Reed-Solomon (RS) codes and low-density parity-check (LDPC) codes. The latter are decoded with a suboptimal but high-speed and lowpower decoder. Section VI summarizes our results.
II. MODULATION/DETECTION SPECTRAL EFFICIENCY
The spectral efficiency of a modulation set is the number of bits per second per hertz that the set can support. A first order approach is to compute spectral efficiency without FEC coding [7] . However, in practice codes are a necessity so that one should take them into account. To define spectral efficiency, we follow an approach similar to [8, 
We will consider primarily PSK for which §
iii) The channel is modeled as adding complex Gaussian noise of energy Q to each input sample, i.e., the @ th channel output sample is is the noise power per hertz. We remark that the above setup considers transmission using only one polarization of light. A model that includes both polarizations can be found, e.g., in [9] .
We define the modulation rate in bits as is the maximum code rate for which one can achieve a bit-error probability of when the information bit signalto-noise ratio is B £ Q
. For optical transmission can be required to be¨ ! or less. We will in fact consider only the case b ecause the spectral efficiency hardly changes from that when # !
. We denote the resulting spectral efficiency by B £ Q . Note that (1) defines spectral efficiency without taking into account the spectral guard bands that are necessary in practice. The reason for doing this is that the amount of guard band needed, in proportion to the bandwidth, will depend primarily on the pulse shape, and less on the number of points in the signal set. We will not consider pulse shaping here. . Shannon showed that for this case the capacity is [11, Sec. 25] 
A. Computing Spectral Efficiency
We set
, and use (7) to obtain [8,
We plot the which satisfy (8) . We will consider three types of detection schemes: 1) soft coherent detection, meaning the detector passes R to the decoder, 2) hard coherent detection, meaning the detector decides which of the r phases was sent and passes this decision to the decoder, and 3) hard differential detection, meaning differential detection is used and the detector passes one of r decisions to the decoder. We begin, however, with the commonly used direct-detection OOK method for purposes of comparison. . This type of direct detection creates a binary symmetric channel (BSC) from the encoder output to the decoder input. The capacity of the BSC with crossover probability 4 is known to be (see, e.g., [10, . This means that it makes little sense to use a code with rate less than 1/2 with DD-OOK. We discuss this behavior in more detail in Section III.
B. Direct-detection OOK

On
Consider next OOK with soft coherent detection. The spectral efficiency is easily seen to be 3dB worse than BPSK with soft coherent detection, so we proceed to consider PSK.
C. PSK with Soft Coherent Detection
The modulation capacity of PSK with soft coherent detection is 
where
Recall that bits/s/Hz. Furthermore, note that at low rates BPSK performs worse than all other PSK sets. This behavior is discussed in detail in [12] . The BPSK curve is, in fact, exactly one-half the QPSK curve. Finally, note that OOK with soft detection loses exactly 3dB as compared to BPSK.
D. PSK with Hard Coherent Detection
Soft detection is preferable to hard detection, but at very high speeds no A/D (analog-to-digital) converters exist that are fast enough to give multiple-bit resolution. Thus, from here on we will concentrate on hard detection. This section treats hard coherent detection, and the next section treats hard differential detection.
We compute the capacity of PSK with hard coherent detection by using 
The integral inside the curly brackets is the probability distribution of the phase and evaluates to (see, e.g., [13, of 0.37dB with either BPSK or QPSK, i.e., hard coherent detection is about 2dB worse than soft coherent detection for these modulations. However, as a notable difference to soft detection, BPSK outperforms 3-PSK at low rates. This happens because 3-PSK exhibits the same abrupt behavior as DD-OOK. We discuss this behavior in Section III.
E. PSK with Hard Differential Detection
Suppose we employ differential encoding so that 
£££
. Thus, a soft differential detector can in principle perform as well as a soft coherent detector (see, e.g., [17] and the references therein).
Consider next a hard differential detector which puts out one of . Thus, one should use (2) rather than (3) to compute . However, for practical reasons such as encoding and decoding complexity one usually treats the channel as memoryless. This approach will be accurate if one places a long (random-like) interleaver between the encoder and modulator, and the appropriate de-interleaver between the detector and decoder. The de-interleaver breaks the statistical dependence between successive symbols. We will adopt this approach and will therefore compute 
IV. OTHER DIFFERENTIAL DETECTORS
We discuss two techniques for improving a differential detector. The first is multiple-symbol differential detection [21, Fig. 3 ], [22] , i.e., the hard decisions . These outputs could be realized with two delay interferometers: one having a delay of one symbol and the other having a delay of two symbols.
According to [22] , equation (29) . This means that using (29) will not increase the spectral efficiency by much at rates where
We do emphasize, however, that this statement is valid only if one uses strong codes. When using weak codes, or even no coding at all, one will in fact get an energy gain of 1dB over uncoded D-QPSK because one must operate at large B £ Q . A second approach related to multiple-symbol differential detection is decision-feedback detection (see [21] and [23] ). However, as we proceed to show, the advantages of this technique are also small if one uses strong codes. The simplest decisionfeedback structure of [21] puts out the decision statistic then the term in brackets in (30) is
Note that (31) has twice the signal-to-noise ratio of 
i.e., the phase reference is completely noisy. In this case 
We can compute ¦ using the techniques of [15] or [16] . More precisely, we use [16, eq. (5) The numerical results are plotted in Fig. 5 . We see that the decision-feedback scheme performs virtually the same as D-BPSK. Fig. 5 also shows the hypothetical curve if all the feedback decisions are correct. The large loss of imperfect feedback is not surprising because at low rates the noise energy is large and the decisions are incorrect with high probability. In summary, the decision-feedback detector (30) holds little promise if one uses strong codes. At the same time, we emphasize that when using weak codes, or no coding, it might very well make sense to use (30) rather than the usual DPSK detector.
V. COMPARISON OF CODES
The spectral efficiencies of Fig. 1 4 are ultimate limits on performance if one uses capacity-approaching codes. Although practical codes cannot exactly reach these limits, the relative comparisons between the modulation and detection schemes will hopefully be accurate when one uses a particular code or code family. We consider two families of codes: ReedSolomon (RS) codes [24] and low-density parity-check (LDPC) codes [25] , [26] .
The RS codes have parameters . This is why D-QPSK is superior to D-BPSK at low rates.
A. Code Spectral Efficiencies
We plot the operating points of our codes in Fig. 7 . There are six sets of code curves corresponding to the two code families and the three modulations D-BPSK, D-QPSK, DD-OOK. We have also included some of the ultimate operating points from Table I. Observe that these points (even the LDPC points) are rather far from the ultimate operating curves. The main reason is that we cannot use optimal message passing iterative decoders for high decoder speeds such as 10 Gbit/s and 40 Gbit/s.
In the following we will compare a few of the operating points of Fig. 7 . Many further comparisons can be made using Fig. 6 and Table II increases. This means that a better code will achieve a double gain as compared to the current code: the coding gain and a detector gain. £ dB. Thus, one saves a small amount of bandwidth and still saves 3.03dB in energy over our standard DD-OOK scheme. However, the energy savings over D-BPSK are only 0.46dB which is much less than the 1.97dB expected from Table I . The main factor contributing to the large degradation is that, for hard detection BPSK, our rate¨£ ¡ LDPC code gains only 1.88dB rather than the expected 3.25dB over our rate¨¥ £ LDPC code. This suggests that one can design a better rate¨£ ¡ LDPC code.
VI. SUMMARY
This paper has investigated the performance of several combinations of codes, modulations and detectors. We have concentrated on PSK because of its linear gains and its potential fiber non-linearity gains. The main points we wish to make are: 1) D-BPSK outperforms DD-OOK by about 2.5dB in energy efficiency with strong codes.
2) D-QPSK with low-rate codes outperforms D-BPSK with high-rate codes, both in terms of bandwidth and energy. The bandwidth gains are particularly large.
3) Real codes can realize the gains predicted by the information-theoretic analysis, even for high-speed systems where optimal decoding is not possible. 4) Soft differential detection will give further large gains. However, this requires A/D converters with multi-bit resolution at high speeds such as 10 Gbit/s and 40 Gbit/s. 
