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In a 1977 paper by J. Herman and F. Chung, several families of counterexamples to the 
conjecture that a tableau shape is uniquely determined (up to reflection, i.e. conjugation) by its 
multiset of hook numbers were presented. They also showed that by extending the definition of 
hook length a tableau shape is uniquely determined (up to conjugation) by its extended 
multiset of hook numbers. 
Here we provide an infinite family of counterexamples to the conjecture that a shifted 
tableau shape is uniquely determined by its multiset of shifted hook numbers. 
Regarding this uniqueness question, there is a great contrast between tableau shapes and 
shifted tableau shapes. Indeed, the first author had conjectured that there was just one 
example of nonuniqueness (the two shifted shapes consisting of three cells given by the 
partitions (2, 1) and (3)) in the shifted case. It was the view of the second author that this 
conjecture was quite unlikely. The fact is that in the first five million cases, there is only one 
other pair of examples and there seems to be reason to believe that the next example of 
nonuniqueness follows after just about a mole (about 6 x 10z3) of distinguishable cases. This 
statement is based on our construction of an infinite family of pairs of shifted shapes possessing 
the property that for each pair the shapes are different but the multiset of hook numbers are 
the same, and the fact that a computer search revealed no further examples. It is for these 
reasons that the conjecture, which seemed unlikely (and indeed was false), should be thought 
all the more remarkable for being so very nearly true. We are lead to push our luck and 
conjecture once again that no additional examples exist. The result (Theorem 6) of Section 6 is 
in this direction. 
1. Introduction 
Let p1 2p2 3 . - * ==pr s 1 with the pi fixed integers and let n = p1 + p2 + . . . + 
pt. The tableau shape for the partition )3 = (pl, pz, . . . , pt) of n is the set S of 12 
nodes (or boxes, or cells) Y = (i, j) with 1 SiSt and lsj<pi. We say that the 
partition I determines the tableau shape S. The i and j are the row and column 
numbers, respectively, of the node. The pi are the lengths of the t rows; the 
length qi of the jth column is the largest i with pi 3 j. 
The hook H(V) for a node Y = (i, j) in S is the set of nodes 
H(v) = {(i, j’) 1 j’ 2 j} U {(i’, j) 1 i’ 2 i}. 
Equivalently, H(V) consists of the node (i, j) and all nodes directly to the right or 
below Y. The hook number h(v), or hook length for Y, is given by 
h(V) = IH(Y)I = (pi - j) + (qj - i) + 1, 
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i.e. the number of nodes in the hook H(v). The multiset of hook numbers for S is 
denoted by h(S). 
Next, let p1 >pz >p3 > - . . >pr 2 0, with the pi fixed integers and m = p1 + 
p2+** - +pr. The shifted tableau shape S* is an array of m nodes in r rows with 
row i containing pi nodes, and indented i - 1 spaces. We also say that the strict 
partition il* = (pl, . . . , p,) of m determines the shifted tableau shape S*. 
The shifted hook H*(v) for a node Y = (i, j) in S* is the set of nodes 
H*(v) = {(i, j’) 1 j’ Sj} U {(i’, j) 1 i’ 3 i} U {(j + 1, j’) 1 j’ ?j + l}. (1) 
The shifted hook number h*(v), or shifted hook length for Y is /H*(Y)], the 
number of nodes in the shifted hook H*(V). The multiset of shifted hook 
numbers for S* is denoted by h*(S*). 
The multiset of hook numbers, h(S), for a tableau shape S was introduced by 
Nakayama [6] in his extension of the work of Young on the representation theory 
of the symmetric group. They play a prominent role in the generating function of 
Stanley [8] for reverse plane partitions. Also see Hillman, Grass1 [3]. The multiset 
of shifted hook numbers, h*(S*), plays an equally important role in the 
enumeration of shifted reverse plane partitions; see Sagan [7]. Shifted hooks were 
called generalized hooks by Knuth in [4]. 
The following example illustrates most of the terminology thus far introduced. 
Example 1. The tableau shape S determined by L = (6, 6, 4, 2) is given in Fig. 1 
and the hook for Y = (2, 3) is shaded. For this Y, we have H(V) = ((2, 3), (2, 4), 
(2, 5) (2, 6), (3, 3)) and h(v) = IH( = 5. Fig. 2 shows the shape S filled in with 
its hook numbers. The shifted tableau shape S* given by the strict partition 
A* = (7, 6, 4, 2, 1) is shown in Fig. 3; the shifted hook for Y = (2, 3) is shaded. 
The complete multiset of shifted hooks for S* is given in Fig. 4. Using exponents 
to denote multiplicities, we have h(S) = {13, 24, 3, 42, 53, 6, 7, g2, 9} and 
h*(S*) = {13, 22,-32, 42, 5, 62, ‘72, g2, 9, 10, 11, 13). 
Fig. 1. Fig. 2. 
Fig. 3. Fig. 4. 
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2. The Herman-Chung counterexample for tableau shapes 
Let S = {(i, i) : i = 1, 2, . . . t and i = 1, 2, . . . , pi} be the tableau shape deter- 
mined by A = (pl, p2,. . . , pr) and let ST = {(i, i): (i, j) E S}, i.e. let ST denote 
the conjugate shape for S found by transposing S about its main diagonal. It is 
clear that h(S) = h(ST), i.e. S and ST possess the same multiset of hook numbers. 
Also, given the top row of hook numbers, a tableau shape S along with its 
complete multiset of hook numbers is determined (see Berge [l] for a proof). 
In [2], Herman and Chung gave the following counterexample to the 
conjecture that a tableau shape was uniquely determined (up to conjugation) by 
its multiset of hook numbers: let the elements of the sets {1,2,4,8,9} and 
{2,4,5,9} form the top rows of hook numbers for two tableau shapes. These 
two sets determine shapes S and T given by (5,3,2,2,2) and (4,4,3,1,1, l), 
respectively. The full arrays of hook numbers are given in Fig. 5. S and T are 
different shapes, T is not the conjugate of S, but we have that h(S) = h(T) = 
{13, 23, 3*, 4*, 5, 6, 8, 9}. 
Herman and Chung gave the following two families of pairs of tableau shapes 
possessing the same multiset of hook lengths. In constructing the example for 
each allowable it, the elements of A, (and B,,) are to be used as the top rows of 
hook numbers. For n ~9, take A, = {1,2, it - 5, n - 1, n} and B,, = (2,n - 
5, n-4, n} and for na12, A,={1,2,4,n-7,n-2,n) and B,={l, 
4, IZ - 7, n - 5, n}. Our computer search has produced the following two 
additional families: for 12 2 11, take A, = (2, n - 6, n - 5, IZ - 3, n} and B,, = 
{1,2,n-6,n-3,n-1,n); for na14, A,={2,5,n-S,n-7,n) and B,,= 
(1, 2, 4, 5, it - 8, 12 - 1, n}. 
3. Alternate techniques for computing n*(S*) 
Computing the shifted hook numbers for a given shape S* using (1) can be 
tedious. We give here two alternate procedures that can be employed to 
accomplish this task more efficiently. The first is a nice geometrical interpretation 
that explains why a shifted hook is so defined and the second is a fundamental 
S with h(S) T with h(T) 
Fig. 5. 
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Fig. 6. 
observation upon which our computer search was implemented. For convenience 
we simply use S, rather than S* to denote a shifted shape in the remainder of this 
paper. 
I. For the shifted shape S given by the strict partition A* = (p,, p2, . . . , p,), 
we define the augmented shifted shape to be S U A where A = {(j, i - 1) : (i, j) E 
S}. This augmentation (see page 135 of Macdonald’s text [5]) is equivalent to 
duplicating the partial shifted shape given by (p2, p3, . . . , p,), translating it one 
unit to the left and then flipping it down about the main diagonal. 
For the shifted shape given by A* = (7, 6, 4, 2, 1) the partial shifted shape given 
by (6,4,2,1) is duplicated and maneuvered to form the shaded portion in Fig. 6. 
For each node Y in S, h*(v) can be computed as an ordinary hook number in the 
augmented shape which is a tableau shape. 
II. Let S be the shifted shape determined by (p,, . . . , p,). Then we say that 
(PI, p2> . . . > pr; Pr+l, . . . > Pm) 
is an extension of S if: 
1. pi>pi+lforalliwithl<i<m-l. 
2. every nonnegative integer less than or equal to max{ -pm, p,} occurs exactly 
once in the set {pI,p2, . . . , pr, -P~+~, . . . , -pm}. 
3. for i#j, Pi+PjfO. 
We call {PI, p2, . . . , prj pr+l, . . . , pm} a set of extended components for S. Note 
that extensions are not unique. The shifted shape (6,2,1) has 
(6, 2, 1; 0, -3, -4, -5) and (6, 2, 1; 0, -3, -4, -5, -7) 
as extensions. 
We see in the following that a very simple procedure, summing extended 
components, yields the shifted hook numbers for S. 
Theorem 1. Let S be the shifted shape given by (p, , p2, . . . , pr) and let 
(PI, p2, . . . . 9 pr;prt1> . . . > Pm) 
be an extension of S. Then, h*(S) is the multiset of all positive sums pa + p,, with 
a > b, of extended components. 
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Proof. For the nodes Y = (i, j) in S with 1 =~i~r-1 and i=Gj=~r-1 it follows 
directly from viewing a shifted hook in the augmented shifted shape that 
h*(v) =Pi +Pj+l. For l~i~r and r~j~rn, h(i,j)=pi+(i-l)-j+qj-i+ 
1=pi+qi-j.Thevalueqj-jisnotin{p,,p,,...,p,}forotherwiseh(i,j)=0. 
We proceed by induction to show that qj - j =pj+i for j E {r, r + 1, . . . , m}. For 
j=r, qr-r=r-r=O=pPr+,. Assume that qk-k=pk+l. Since qk+l<qk, we 
have (k + 1 -qk+l)> k -qk and hence that -[qk+l -(k + l)] is greater than 
k+l=k-qk. 
%,+I 
Again because of the monotonicity of the column lengths 
- (k + l)] is in fact the least integer greater than -pk+,, not appearing in 
(PIP . . . , P,), i.e. qk+l - (k + 1) =pk+Z. 0 
The following interesting observations follow directly from Theorem 1. 
In S, the leftmost column of length r has pl, p2, . . . pr as its shifted hook 
numbers. 
h*(i, i) =pi +pj+l. 
h*(i,j)+h*(i+a,j+b)=h*(i,j+b)+h*(i+a,j)fora,bEZ+. 
For a fixed node (i, j) in S and a E Zc, define a Durfee square of size a to be 
asubset D={(i+h, j+k):h=O, 1,. . . ,a-1 and k=O, 1,. . . ,a-1) of 
nodes of S. 
In D, all diagonals, including generalized diagonals, have the same sum of 
shifted hook numbers. In fact, this Durfee magic square property holds for 
“generalized squares”, configurations formed by deleting (in S) any number 
of rows and columns such that the resultant set of nodes forms a square. 
Example 2. Let S be the shifted shape given by (15,12,10,9,6,5,3), and let 
m = 16. This determines the extended shape to be (15, 12, 10, 9, 6, 5, 3; 0, -1, 
-2, -4, -7, -8, -11, -13, -14). h*(S). 1s computed using Theorem 1 as shown 
in Fig. 7. In the shaded in “generalized square” we have 15 + 8 + 2 = 11 + 5 + 
9=12+5+8=9+8+8=15+5+5=12+11+2=25. 
12 10 9 6 5 3 0 ~1 -2 -4 -7 -8 ~11.13 -14 
15 
12 
10 
9 
6 
5 
3 
Fig. 7. 
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4. An infinite family of counterexamples 
Let SE and TE be extensions of shifted shapes S and T, respectively. Then S 
and T are reflections (of each other) if the components of SE are the negatives of 
the components of TE. Two shapes S and T are said to be reflections (of each 
other) if there exist extensions SE and TE which are also reflections (of each 
other). 
For example, the shapes (6,5,3) and (7,4,2,1) are reflections since 
the extensions (6,5,3; 0, -1, -2, -4, -7) and (7,4,2,1; 0, -3, -5, -6) are 
reflections. 
Let the shifted shape S be given by (pl, . . . , pr). We call the shifted hook 
numbers which result from sums pi +pj with i <j c r the inside hook numbers for 
S and denote this multiset by I(S). The remaining shifted hook numbers are 
called outside hook numbers, denoted by O(S). 
The fact that 0 can occur as a component in A*, determining a shifted shape S, 
alters neither the shape nor the multiset of shifted hook numbers, and plays no 
role in the definition of reflection. Let A given by (aI, . . . , a,), and B given by 
(b,, bz, . . . > b,) be reflections. For convenience, we let 0 be in A and not in B. 
Then the elements of A and B partition the set (0, 1,2, . . . , ,u - l} where 
p = 1+ max{a,, b,}. Define the (set) generating functions A(z) and B(z) as 
follows: 
A(z) = c za, B(z) = c zb. 
If Z(A) = Z(B) and O(A) = O(B) then we say that A and B are split or that the 
pair (A, B) is split. In Theorem 3 below we determine all pairs A and B such that 
A and B are reflections of each other and that A and B are split. 
Lemma 1. Let A and B be reflections of each other. 
(a) Zf Z(A) = Z(B) then A’(z) - A(z2) = B2(z) - B(z2). 
(b) Zf O(A) = O(B) then A(z)B(z-l) = A(z-l)B(z). 
Proof. (a) A2(z) is the sum of terms zaz+‘~ and i(A2(z) - A(z2)) consists of those 
terms with i <j. Since 2 CaErCa) Z~ = A2(z) - A(z2) and 2 C&l@) zb = B2(z) - 
B(z2), the result follows from Theorem 1 and the hypothesis. For (b), 
A(z)B(z-‘) is a sum of terms z”,-h. Similarly, B(z)A(z-‘) is a sum of terms 
z~+J. The result now follows from the hypothesis and Theorem 1. Cl 
Lemma 2. Let A and B be split reflections. Then A(z) - B(z) = (1 - z)/(l- 
zp)[A(z2) - B(z2)]. 
Proof. Since A and B are split, from Lemma l(a) we have 
A2(z) - B2(z) = A(z*) - B2(z2). 
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Since A and B are reflections of each other, A(z) + B(z) = 1 + z + .z2 + . . . + 
F-l= (1 - zP)/(l -2). Then 
A(z) - B(z) = AA2jfi ; ;;;) = (zp)[A(z2) - B(z2)], 
completing the proof. 0 
Theorem 2. Letf(z) = (1 - z)/(l - z”)f(z’) with f $0. 
(4 Zff( ) z is a o P 1~ nomial, p =2k with k E N. 
(b) Zf p = 2k with k EN, f(z) = c(1 - z)(l - z’)(l -z”) . . . (1 - z2*-‘), c a 
constant, are the only polynomial solutions to the functional equation. 
Proof. Assume f is a polynomial and let m be the multiplicity of the root z = 1 of 
f(z) = 0. Then f(z) = (z - l)“‘g(z) where g(1) # 0. Since lim,,, (1 - z)/(l- 
z”) = l/p, 
p = limf(Z2) = lim (‘” - 1)mg(z2) = lim (z + 1)” g0 = lim (z + 1)” = 2” 
r-1 f(z) r-1 (z - l)“g(z) r+l g(z) 2-1 
using the fact that at z = 1, g(z”) = g(z) f 0. 
Now if p = 2k, it is easy to see that f (z) = (1 - z)(l - z’)(l -z”) * . . (1 - z2*-‘) 
satisfies the functional equation. If fl(z) is another polynomial solution, then 
r(z) =h(zYf ( ) z is a rational solution to r(z) = r(z2). Let c be a finite value taken 
by r for a nonzero point f inside the unit disc; then either there are finitely many 
solutions to the polynomial equation 
cf (z) -f1(z) = 0 
or else cf (z) - fl(z) = 0 f or all z. Since cf (5) -fi(<) = 0 and r(z) = r(z”) we have 
cf (C’) -h(C’) = 0 and cl = f’ is a solution with 1 cl1 < 151. Thus there are 
infinitely many solutions of cf (z) - fl(z) = 0 and hence it must be that fl(z) = 
cf (z) for all z. 0 
Now let f(z) =A(z) - B(z). S’ mce A and B are finite sets, f is a polynomial. 
Since f (0) = 1 we have that f(z) = (1 - z)(l - z’) * . - (1 - z2’-I). This factoriza- 
tion has the interpretation that Cj = ( - 1)““’ where v(j) is the number of ones in 
the binary representation of j; that is, v(0) = 1, v(2j) = v(j), and v(2j + 1) = 
v(j) + 1. Thus Cj is 1 or -1 depending on whether j has an even or odd number of 
ones in its binary representation. 
Lemma 2 along with Theorem 2 determines all possible pairs A and B which 
are reflections and satisfy the inside condition Z(A) = Z(B). We next use Lemma 
l(b), the outside condition, to show in Lemma 4 that the k for which p= 2k must 
be an even integer. 
For notational convenience, define Ak(z) and Bk(z) to be the polynomials A(z) 
and B(z), respectively, in the case where A and B are reflections satisfying the 
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inside condition with y = 2k. Ak(z) and B,‘(z) are given by a simple recurrence in 
the following. 
Lemma 3. A k+l(~) = A/&) + z*‘&(z) Ud &+1(z) = &c(z) + z*hc(z). 
Proof. Ak(z) and &(z) are sums of powers zi where 0 Gj < 2k; Ak(z) is the sum 
of those powers with y(j) even and I&(z) is the sum of those powers with v(j) 
odd. Now ZETAS and z*‘&(z) are the sums of powers zi with 2k Sj < 2k+1 with 
v(j) odd and even, respectively; hence, &+l(Z) =&(Z) -I- Z**&(Z) and 
B,+,(z) = &(z) + Z*&(Z). 0 
The recursions in Lemma 3 along with the conditions A,(z) = 1, B,(z) = 0 
determine the sequences {Ak(Z)} and {&(z)}. For example, 
A,(z) = 1 B,(z) = z 
A*(z) = 1 + z3 B*(z) = z + z* 
As(z) = 1 + z3 + z5 + z6 B,(z) = z + 2* + z4 + z’ 
Lemma 4. Zf A and B are split reflections with p = 2k, then k E 2N = 
(0, 2, 4, 6 . . .}. Conversely, let A and B be as in Lemma 3. Then A and B are 
split only if k E 2N. 
Proof. Let 
&(Z) = &(Z)&(Z-l) -A/&-‘)&(Z) 
G(z) = &(Z)&(Z-l) - &(Z)&(Z-l). 
We compute do(z) = 0 and A,(z) = z-l - z. Using Lemma 3, 
&+1(Z) = Ak+&)&+l(z-l) - Ak+l(Z-l)&+l(f) 
= [Ak(Z.) + Z2k&(Z)][&(Z-1) + Z-2kki&-1)] 
-[ktk(Z-l) + Z-**&(Z-')][&(Z) + Z2kk(Z)] 
= (Z2k - Z-2k)[&(Z-1)&(Z) -&(Z)&(Z-l)] 
= (z-2k - z**)&(z). 
Similarly, rk+l(z) = (z-*~ - z2L)Ak(z). Combining, we have 
dk+2(Z) = (Z-**+I - Z2k+‘)(Z-2* - Z2*)dk(Z). 
Now the outside condition, O(A) = O(B), is equivalent to dk(Z) = 0. Since 
A,(z) = 0 and A,(z) = z-’ - z, it follows that Ak(z) = 0 precisely when k is an 
even integer, as desired. 0 
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Fig. 8. 
In summary, we have, 
Theorem 3. A and B are split reflections if and only if 
(i) A(z) - B(z) = (1 - z)/(l - zP)(A(z2) - B(z2)) and (ii) p = 2k with k E 2N. 
Proof. Necessity is given by Lemma 2, Theorem 2 and Lemma 4. For sufficiently 
let f(z) = A(z) - B(z) b e a solution to the functional equation in (i) satisfying 
(ii). Since f(O)=l, f(Z)=(1-z)(1-z2)(1-24)* * (1-2*L~‘)=c0+c1z+ 
c*z* + . . . + cdzd with d = 2k - 1. Shapes A and B are determined by i E A if 
ci > 0 and i E B if ci < 0. Since ci = (-l)“@’ for O~i<2~ the sets A and B 
partition the set (0, 1, 2, . . . , 2k - l}. Therefore, A and B are reflections. By 
Lemma 4, A and B are split. 0 
The first three split reflective solutions corresponding to m = 1, 2, 3 are: 
A = (3, 0) and B = (2, l), 
A = (15, 12, 10, 9, 6, 5, 3, 0) and B = (14, 13, 11, 8, 7, 4, 2, l), 
A = (63,60, 58, . . . , 6, 5, 3, 0) and B = (62, 61, 59, . . . , 4, 2, 1). 
The corresponding shifted shapes along with their hook numbers (for m = 1,2) 
are given in Fig. 8. 
Theorem 3 produces a single family of counterexamples which accounts for all 
known shifted shapes not determined by the multiset of shifted hook numbers. 
We have examined by computer all shifted shapes with 105 or fewer cells and 
have found no additional examples. The remainder of this paper deals with 
showing that all split examples of nonuniqueness must also be reflections. 
5. Cyclotomic polynomials and reversibility 
The following (usual) definition of cyclotomic polynomial is presented next; it 
is used in Lemmas 5, 6, 11 and Theorems 4 and 5. 
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The kth cyclotomic polynomial C,(z) is defined as follows: let C,(z) = z - 1 
and C,(z) = (z” - l)/II Cd(z) w h ere the product is taken over all divisors d of k 
with d< k. We have for example C,(z) = z + 1, Cg(z) = r2+z + 1, C,(z) = 
z2 + 1, etc. 
Applying Mobius inversion to the equation 
Zk - 1= dJIk G(z) 
gives 
C,(z) = dyk (td - l)p(k’d) = $Jk (Zkld - l)@), 
where p is the Mobius function. We say that a polynomial p(z) of degree d is 
antireversible if 
p(z) = -z”p(z_‘) 
and reversible if 
p(z) = z”p(z-‘). 
Lemma 5. ck(z) is antireversible for k = 1 and reversible for k 3 2. 
Proof. 
~~(~-1) = dyk (Z-k/d _ l)tW = Z-Cdl~ (kld)lr(d)(_l)CdltIl(d)ck(Z). 
butCdIkp(d)islfork=l, andOforka2. 0 
Lemma 6. Let pi(z), p2(z), . . . , p,(z) be antireversible and ql(z), q2(z), 
. . . , q,,(z) be reversible. Then the product pi(z) * . . pm(z)ql(z) - * . q,,(z) is 
antireversible if m is odd and reversible if m is even. 
Proof. Let d be the degree of p,(z) . . . pm(z)ql(z) . . * q,,(z). Then 
npi(z-‘)qi(z-‘) = (-1)“~~~ npj(z)qi(z), and the result follows. Cl 
6. Split shapes are reflections 
Let A = (a,, u2, . . . , a,) determine a shifted shape and let A be any reflection. 
Once again, for convenience we let 0 be in A. Let A(z) = CaeA z’ be the (set) 
generating function for A, and A(z) the (set) generating function for A. Denote 
by [#(z)]+ the terms of the Laurent series 4(z) with positive exponents. 
Lemma 7. The generating function for the shifted hook numbers of A is 
h*(z) = ~[A(z)~ - A(z2)] + [A(z)A(z-‘)I+. 
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Proof. This follows directly from Theorem 1 which states that h*(A), the 
multiset of shifted hook numbers of A, is the multiset of all positive sums ui + ai, 
with i >j, of extended components of A. Note that [A(z)ii(z-‘)I+ is well-defined 
since A( has a Laurent series at z = 0, and the choice of reflection A 
affects only negative sums Ui + Uj. 0 
Lemma 8. [A(z)A(z-‘)I+ = [A(z)(l/(l - z-‘) - A(z-‘))I+. 
Proof. This follows directly from the fact that 
1 
---A(z-‘)= 
1-z-l 
I+:+$+$+.. 
is a sum of terms l/zb where b E A. Cl 
Example. Let A = (7, 4, 2, 1). An extension for A is (7,4,2,1,0; -3, -5, -6) 
and A = (6, 5, 3). We have, adjoining 0 to A, A(z) = 1 + z + z*+ z4 + z’, 
A(z) = z3 + z5 + z6 and 
h*(z) = $[(1+ z + z* + z4 + z’)* - (1+ z* + z4 + zp + P)] 
+ 
[ 
(l+z+z*+z4+2’) -‘+1,1 
( >I z3 z5 z6 + 
= (z + 2* + z3 + z4 + z5 + z6 + z’ + z8 + z9 + zll) + (22 + z* + z”). 
The multiset of shifted hook numbers is, therefore, 
h*(A)= {I’, 2*, 3, 4*, 5, 6, 7, 8, 9, ll} 
and the shape A, together with its shifted hook numbers, is shown in Fig. 9. 
Let A and B be split, or equivalently let A(z), A(z), B(z), B(z) satisfy 
A(z)* - A(z*) = B(z)* - B(z*) [The inside condition], 
[A(z)A(z-‘) - B(z)B(zel)]+ = 0 [The outside condition]. 
In Theorem 6 we show that A(z) = B(z), i.e. all split shapes are reflective. 
In the following theorems and lemmas we let f(z) = A(z) - B(z) and g(z) = 
A(z) + B(z). 
Fig. 9. 
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Theorem 4. Let (A, B) be split. Then 
(4 f(z) lf(z% 
(b) f(z) 1 (z” - 1)” for some integers n, il, i.e. f(z) is a cyclotomic product. 
Proof. (a) Using the inside condition we have 
Am - By = [A(z) - B(z)][A(z) + B(z)] = f (z)g(z) = f (z”) = A(z2) - B(z2). 
For (b), suppose that f (zo) = 0 and consequently f (2;) = f (zi) = f (2:) = . . . = 0. 
Since f(z) is a polynomial there exist distinct, nonnegative integers r and s such 
that zg = zr, or zrP2’ = 1. El 
Lemma 9. Zf (A, B) is split then (z - 1) 1 [A(z) - B(z)]. 
Proof. Using f (z)g(z) = f (z”) with z = 1 gives either f (1) = 0 or g(1) = 1. The 
coefficients of g(z) = A(z) + B(z) are nonnegative integers. Now g(1) = 1 implies 
either A(z) = 0 or B(z) = 0. If, for example, A(z) = 0, we would have B(Z) = zk 
for some k E (0, 1,2, . . .}. But then (A, B) does not satisfy the outside 
condition. Hence f (1) = 0 and (z - 1) is a factor of A(z) - B(z). 0 
Lemma 10. Zf (A, B) is split then 
4&z) - B(z)) 
(z - 1) 
= [A(z)A(z-‘) - B(z)B(z-‘)I+. 
Proof. Using Lemma 8 we have 
0 = [A(z)A(z-‘) - B(z)B(z-‘)I+ 
-N-‘1) -%I(& - B(z-‘$1 + 
= & (A(z) - B(z)) - A(z)A(z-‘) + B(z)B(z-‘)I+. 
From Lemma 9, z(A(z) - B(z))/(z - 1) is a polynomial which vanishes at z = 0, 
and the result follows. 0 
In the following lemma we let A(z) =A(z)A(z-l) - B(z)B(z-I), and 6 = 
deaf. 
Remark. If (A, B) is split then f (z)g(z) = f (z’) so that degg = 6. 
Lemma 11. Zf (A, B) is split then A(z) = z-“f (z”) 
Proof. From f(z) = A(z) - B(z) and g(z) = A(z) + B(z) we obtain by direct 
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calculation 
24(z) =f(z)g(z-‘) +f(z-‘)g(z). (2) 
Using Lemmas 5 and 6 and Theorem 4 we have that f is a cyclotomic product and 
hence is either antireversible or reversible. From f(z)g(z) =f(.z*) it follows that 
g(z) is a cyclotomic product and is reversible, since f(z’) is antireversible or 
reversible as f(z) is. If f(z) is antireversible, (2) gives us 
2A(z) =f(z)g(z-‘) +f(z-‘)g(z) =f(z)[z-‘g(z)] + [-z-“f(z)]g(z) = 0. 
Using Lemma 10 this means that A(z) - B(z) = 0. We exclude this case since A 
and B are not distinct when A(Z) - B(z) = 0. (Of course, two identical shifted 
shapes still have the same multiset of shifted hook numbers.) If f(z) is reversible, 
we have 
24(z) =f(z)k-%+)I + [z-ff(z)lg(z) = 2~-‘f)f(Mz) 
and finally 
A(z) = z-“f(z)g(z) = z-y(z*), 
as desired. q 
Theorem 5. Let (A, B) be split. Then f(z) =A(z)-B(z) is a solution to the 
functional equation 
f (z”) = ($qf (z). 
Proof. From Lemma 11, f(z) is reversible; hence f(z’) is reversible. Also f(z’) 
has degree 26. Thus z-“f (z’) is a reciprocal polynomial and can be written in the 
form 
z-“f (z”) = ,c,, yk(Z-k + Zk). 
2 
The rewritten outside condition in Lemma 10 now becomes 
z = [z-y(z*)]+ = c YkZk, 
kX1 
where y. = 0 by Lemma 9; now (3) and (4) give 
z-af(z*)= c ykzk + c ykz-k=~+z;~,(~-;). 
k>O k>O 
(4) 
Cross-multiplying and using the reversibility off gives 
(z-i - l)(z - l)zPf(z2) = (z-’ - 1)zf (z) + z-‘-“(z - 1)f (z), 
which, using z(z-’ - 1) = 1 - z and multiplying through by z6+l/(z - 1) simplifies 
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to 
(1 - z)f(z’) = -zs+if(z) +f(z) 
and finally 
f(z’) = (S)f(z). 0 
Theorem 6. If (A, B) is split, then A and B are reflections of each other. 
Proof. By Theorem 5 we have that f (z) = A(z) - B(z) satisfies 
f (22) = ($g)f (z). 
But then 
I- z”+’ 
~=l+z+z*+** 
l-z 
- + z a = g(z) = A(z) + B(z) 
and the elements of A (with 0) and B together partition the set (0, 1, . . . , S}. 
Hence A and B are reflections of each other, i.e., A(z) = l?(z). 0 
7. Conclusion 
Two of the three partially ordered sets possessing hook lengths discussed by 
Sagan in [7] have been investigated somewhat thoroughly in respect to the 
nonuniqueness of shape question. A few unanswered questions remain regarding 
tableaux shapes. The present paper handles a key direction in the shifted case. 
A third family of posets with hook lengths is the collection of rooted trees. Our 
numerous, easily constructed examples show the general inadequacy for the 
multiset of hook numbers in this case to reconstruct the geometry or topology 
from which they are derived. Some of our results regarding this family are 
forthcoming. In particular, we show that the number t, of rooted ordered trees on 
n nodes uniquely determined by their hook numbers satisfies 
t n+l =g td 
” 
where tl = 1; this implies, in particular, that almost none of the rooted ordered 
trees are determined by their hook numbers. 
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