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Abstract
Let (X,ω) be a compact Ka¨hler manifold. We prove the existence and unique-
ness of solutions to complex Monge-Ampe`re equations with prescribed singularity
type. Compared to previous work, the assumption of small unbounded locus is
dropped, and we work with general model type singularities. We state and prove our
theorems in the context of big cohomology classes, however our results are new in
the Ka¨hler case as well. As an application we confirm a conjecture by Boucksom-
Eyssidieux-Guedj-Zeriahi concerning log-concavity of the volume of closed positive
(1, 1)-currents. Finally, we show that log-concavity of the volume in complex geom-
etry corresponds to the Brunn-Minkowski inequality in convex geometry, pointing
out a dictionary between our relative pluripotential theory and P -relative convex
geometry. Applications related to stability and existence of csck metrics are treated
elsewhere.
1 Introduction
Suppose (X,ω) is a compact connected Ka¨hler manifold of complex dimension n. In this
work we show that it is possible to solve complex Monge-Ampe`re equations with prescribed
singularity type, without any technical conditions.
To put our results in historical context, we start with Yau’s theorem [Ya78]: given
f > 0 smooth with
∫
X
fωn =
∫
X
ωn, it is possible to find a unique u ∈ C∞(X,R) such that
ωu := ω + i∂∂¯u > 0 and
ωnu = fω
n on X. (1)
Geometrically, the above equation simply means that it is possible to prescribe the volume
form of Ka¨hler metrics within a Ka¨hler class.
Given additional geometric data, one is tempted to ask similar questions. To describe
a motivating example, consider a finite number of complex submanifolds Dj ⊂ X . We ask:
is it possible to find a solution to (1) on X \ ∪jDj , with the potential u having prescribed
asymptotics near the submanifolds Dj? Roughly speaking, when the asymptotics are
governed by the log(·) (or the log(− log(·))) of the distances from the Dj, then the solution
u is said to have analytic singularity (or Poincare´ type singularity) along the Dj (see
Section 2). Under various restrictive conditions, such problems were studied by Yau [Ya78,
Section 9], Tian-Yau [TY87, TY90], Phong-Sturm [PS14], Auvray [Au17], the two of us in
[DNL17], and many others.
To deal with such questions collectively and in an efficient manner (allowing arbitrary
asymptotics near ∪jDj) it is advantageous to consider a potential φ ∈ PSH(X,ω) that
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“models” the singularity behavior near ∪jDj : we simply ask that u − φ stays uniformly
bounded on X \ ∪jDj, i.e. that u and φ have the same singularity type.
This setup allows to disregard the potentially complicated geometry of the submanifolds
and their intersections, and it also leads to a number of natural questions: is it possible to
consider infinitely many divisors Dj? For what φ can we find a solution u, with the same
singularity type as φ? To what extent are such solutions unique? It turns out that all the
information regarding well posedness of these problems is carried by the potential φ, and
the specific geometry of the Dj can be ignored.
More concretely, in Theorem A(i) below, we fully characterize the potentials φ for
which a solution u to (1) can be found, with the same singularity type as φ. This theorem,
along with its analog for Aubin-Yau type equations, generalizes simultaneously the main
result of Ko lodziej [Ko98] and the appropriate results Boucksom-Eyssidieux-Guedj-Zeriahi
[BEGZ10]. As applications, we fully resolve the log-concavity conjecture regarding volumes
of positive currents from [BEGZ10], and we point out the close connection between our
theorems and the Brunn-Minkowski theory of convex bodies.
Complex Monge-Ampe`re equations with prescribed singularity. With the above
informal picture in mind, we lay down the precise details of our problem. Suppose θ is a
smooth (1, 1)-form representing a big cohomology class on X . Given u, v ∈ PSH(X, θ), we
say that
• u is more singular than v, i.e., u  v, if there exists C ∈ R such that u ≤ v + C;
• u has the same singularity as v, i.e., u ≃ v, if u  v and v  u.
The classes [u] of this latter equivalence relation are called singularity types.
Fixing φ ∈ PSH(X, θ) and f ∈ Lp(X,ωn), f ≥ 0, p > 1, we seek a solution to the
following problem: 

u ∈ PSH(X, θ),
θnu = fω
n,
[u] = [φ],
(2)
where θnu is understood in the sense of pluripotential theory, as the non-pluripolar Monge-
Ampe`re measure of u, introduced in [BEGZ10, Section 1.2]. When θ is Ka¨hler and φ = 0,
(2) reduces to Ko lodziej’s L∞-estimate [Ko98] in the context of the Calabi-Yau theorem
[Ya78].
By [WN17, Theorem 1.2] the correspondence [u]→
∫
X
θnu is well defined and monotone
with respect to the (partial) ordering , and in [DDL2, Theorem 1.1] this was generalized
to mixed non-pluripolar products. In particular, the normalization condition
∫
X
θnφ =∫
X
fωn > 0 becomes necessary in the above problem.
As pointed out in [DDL2, Theorem 4.34], it is only possible to solve the above equation
for all f ∈ Lp, p > 1 if we assume that φ is a potential with model type singularity, that is
[φ] = [Pθ[φ]] (i.e. φ− Pθ[φ] is bounded on X), where
Pθ[φ] = (sup{ψ ∈ PSH(X, θ), ψ ≤ 0 and ψ  φ})
∗ .
For an elaborate discussion on the relationship between the envelope Pθ and singularity
types we refer to Section 2.
We now state our first main result, that provides unique solutions under these necessary
conditions, not only to the above problem, but also to a related one relevant to Ka¨hler-
Einstein geometry:
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Theorem A. Suppose that [φ] is a model type singularity. Let f ∈ Lp(ωn), p > 1 be such
that f ≥ 0 and
∫
X
fωn =
∫
X
θnφ > 0. Then the following hold:
(i) There exists u ∈ PSH(X, θ), unique up to a constant, such that [u] = [φ] and
θnu = fω
n. (3)
(ii) For any λ > 0 there exists a unique v ∈ PSH(X, θ), such that [u] = [φ] and
θnu = e
λufωn. (4)
One of the main ingredients of this result is the relative Ko lodziej estimate (Theorem
3.3). Recently, the two of us used this same result to approximate L1 finite energy geodesic
rays with L∞ geodesic rays, while assuring convergence of the radial K-energy (see [DL18,
Theorem 1.5]), proving (the uniform version of) Donaldson’s geodesic stability conjecture
for L∞ rays.
Remark. As mentioned earlier, by [DDL2, Theorem 4.34], asking for [φ] to be a model
type singularity is not only sufficient, but also a necessary (!) condition for the solvability of
(3) for all f ∈ Lp(X,ωn), p > 1. Consequently, model type singularities are truly natural,
and appear in many different contexts of complex differential geometry, as described in
[DDL2, Remark 1.6].
Also, the assumption of non-vanshing mass
∫
X
θnφ > 0 is important for well-posedness.
Indeed, while in the case
∫
X
θnφ =
∫
X
fωn = 0 the potential φ trivially solves both (3) and
(4), this solution is not unique(!) in the singularity class [φ] (see Remark 4.9).
Remark. In Theorem 4.7 and Theorem 5.3 we actually show that |u−φ| is under control,
in terms of only p, ω,
∫
X
θnφ , ‖f‖p, and λ, thus the above result generalizes the main result
of Ko lodziej [Ko98]. Given that φ might have dense unbounded locus in X , the same is
true for u, hence the regularity of u can not be improved in this context, making our results
optimal.
The above result extends [DDL2, Theorem 1.4], where we assumed that φ has addi-
tionally small unbounded locus. In order to apply the variational techniques of [BBGZ13]
this technical condition was necessary. Here we take a completely different approach and
we point out that generic model type singularities do not have small unbounded locus (see
the example above [DDL2, Lemma 4.1]).
As one of the novelties of the paper, we will construct solutions using super-solution
techniques, and this will allow to overcome the difficulties with using integration by parts
in the variational approach. In fact, our results will allow to obtain a version of Theorem A
where fωn is replaced with a non-pluripolar measure µ satisfying the normalization condi-
tion
∫
X
θnφ =
∫
X
dµ > 0. In this case however solutions will not have the same singularity
type as φ, they will come from the slightly bigger relative full mass class E(X, θ, φ) intro-
duced in [DDL2].
Log-concavity of the volume. To give an application to Theorem A, in our second main
result we confirm the log-concavity conjecture of Boucksom-Eyssidieux-Guedj-Zeriahi. Let
us recall some related terminology. Let T1, T2, . . . , Tn be closed positive (1, 1)-currents
on X . Naturally, there exist smooth closed (1, 1)-forms θ1, . . . , θn and potentials uj ∈
PSH(X, θj) such that Tj = θ
j + i∂∂¯uj. The product 〈T1 ∧ . . . ∧ Tn〉 is defined as follows:
〈T1 ∧ . . . ∧ Tn〉 := θ
1
u1
∧ . . . ∧ θnun .
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Related to the full mass of this product we establish the following result, conjectured
in [BEGZ10, Conjecture 1.23], informally referred to as the “log-concavity conjecture” of
total masses:
Theorem B. Let T1, ..., Tn be closed positive (1, 1)-currents on X. Then∫
X
〈T1 ∧ · · · ∧ Tn〉 ≥
(∫
X
〈T n1 〉
) 1
n
· · ·
(∫
X
〈T nn 〉
) 1
n
. (5)
In particular, T 7→
(∫
X
〈T n〉
) 1
n is concave on the set of closed positive (1, 1) currents, and
so is the map T 7→ log
(∫
X
〈T n〉
)
.
If equality holds in (5), it does not necessarily mean that the singularity types of the Tj
are the same up to scaling (as one would perhaps expect). Still, it remains an interesting
question to characterize the conditions under which equality is attained.
The correspondence T →
∫
X
〈T n〉 vastly generalizes the process of associating volume
to a line bundle L→ X (see [Bo02, Section 1]), an essential concept in complex algebraic
geometry (see [La04, Section 2.2]). From this point of view (5) is a Hodge index-type
inequality. For an introduction to Hodge index type inequalities in algebraic geometry, we
refer to [La04, Section 1.6].
In connection with the above theorem, a number of partial results have been obtained
in the past. When T1, . . . , Tn are smooth this result is due to Demailly [De93]. When X
is projective it was proved in [BFJ09, Corollary E] that the map α → (αn)1/n is strictly
concave on the big and nef cone of the real Ne´ron-Severi space N1(X). As pointed out in
[BEGZ10, Page 223], in case the potentials of T1, . . . , Tn have analytic singularity type, after
passing to a log-resolution, the above result reduces to the nef version of an inequality of
Khovanski-Teissier (see [De93, Proposition 5.2]). In addition to this, in [BEGZ10, Corollary
2.15] the above result is proved in the special case when {T1} = . . . = {Tn} and T1, . . . , Tn
have full mass. In [DDL1, Section 5.2] we generalized this to the case when {T1}, . . . , {Tn}
are possibly different, but T1, . . . , Tn have full mass. In [DDL2, Theorem 1.8] we obtained
the version of the conjecture when the potentials of T1, . . . , Tn have small unbounded locus.
Here we finally obtain the general form of the conjecture. What is more, following our
method of proof, it is clear that generalizations of Theorem A to k-Hessian type equations
will pave the way to other types of Khovanskii-Teissier type inequalities (see [La04, Section
1.6]) in the context of big cohomology classes.
Relation with convex geometry. Using the tools developed in the present paper, in
the presence of polycircular symmetry, it is possible to describe a dictionary between φ-
relative pluripotential theory and P -relative convex geometry. This latter subject has been
explored recently in [BB13, Ba17, BBL18], motivated by the study of Ka¨hler-Ricci solitons,
Bergman measures and Fekete points.
As we point out, our analysis recovers many known results in convex geometry, while
also strengthening the connection between the theory of the real and complex Monge-
Ampe`re measures:
• In the presence of polycircular symmetry, there is a one-to-one correspondence be-
tween model type singularities [φ] and convex bodies P ⊂ Rn (see Theorem 7.2).
• In this context the log-concavity inequality (Theorem B) corresponds to the celebrated
Brunn-Minkowski inequality and its variants for convex bodies (see Theorem 7.5).
• Theorem A and its generalization (Theorem 4.7) recovers a theorem of Berman–
Berndtsson for the real Monge-Ampe`re equation (see Theorem 7.3). Also, we positively
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answer a question of Berman–Berndtsson [BB13, Remark 2.23], giving a precise result
about the asymptotics of solutions to the real Monge-Ampe`re equation (see Remark 7.4).
Moreover, our analysis suggests that the k-Hessian analog of (5) (alluded to at the end
of the previous paragraph) corresponds to the mixed volume inequalities of Alexandrov–
Fenchel. Due to space constraints we don’t explore such avenues further, but we are
optimistic that many more results can be obtained via the parallel study of the complex
and convex theories.
Organization of the paper. In Section 2 we recall the terminology and results of [DDL2]
concerning relative pluripotential theory. In Section 3 we develop (relative) Monge-Ampe`re
capacity, giving a significant generalization of Ko lodziej’s L∞ estimate (see Theorem 3.3).
Using this last result, Theorem A is proved in Section 4 and Section 5 (Theorems 4.7 and
5.3). In Section 6 we settle the log-concavity conjecture, and in Section 7 we explore the
connection with P -relative convex geometry.
Acknowledgements. The first named author has been partially supported by BSF grant
2016173 and NSF grant DMS-1610202. The second and third named authors are partially
supported by the French ANR project GRACK. We thank Hugues Auvray and La´szlo´
Lempert for useful discussions. We thank Norman Levenberg and Turgay Bayraktar for
stimulating discussions related to P -pluripotential theory and convex bodies.
2 Preliminaries
In this section we recall known results from (relative) finite energy pluripotential theory,
developed in [DDL1, DDL2] (especially [DDL2, Sections 1-3]), and establish some novel
preliminary theorems.
2.1 Non-pluripolar complex Monge-Ampe`re measures and rela-
tive pluripotential theory
Let (X,ω) be a compact Ka¨hler manifold of dimension n and fix θ a smooth closed (1, 1)-
form whose cohomology class is big. Our notation is taken from [DDL2].
A function u : X → R ∪ {−∞} is called quasi-plurisubharmonic if locally u =
ρ + ϕ, where ρ is smooth and ϕ is a plurisubharmonic function. We say that u is θ-
plurisubharmonic (θ-psh for short) if it is quasi-plurisubharmonic and θu := θ + i∂∂¯u ≥ 0
in the weak sense of currents on X . We let PSH(X, θ) denote the space of all θ-psh func-
tions on X . The class {θ} is big if there exists ψ ∈ PSH(X, θ) such that θ+ i∂∂¯ψ ≥ εω for
some ε > 0.
A potential u ∈ PSH(X, θ) has analytic singularities if it can be written locally as
u(z) = c log
∑k
j=1 |fj(z)|
2 + h(z), where c > 0, the f ′js are holomorphic functions and h is
smooth. By the fundamental approximation theorem of Demailly [Dem92], if {θ} is big
there are plenty of θ-psh functions with analytic singularities. Following [Bo04, BEGZ10]
the ample locus of {θ} (denoted by Amp(θ)) is defined to be the set of all x ∈ X such that
there exists a θ-psh function on X with analytic singularities, smooth in a neighborhood
of x. It follows from [Bo04, Theorem 3.17 (ii)] that there exists a θ-psh function ψ with
analytic singularities such that Amp(θ) is the open set on which ψ is smooth and ψ = −∞
on X \ Amp(θ).
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When θ is non-Ka¨hler, elements of PSH(X, θ) can be quite singular, and we distinguish
the potential with the smallest singularity type in the following manner:
Vθ := sup{u ∈ PSH(X, θ) such that u ≤ 0}.
A function u ∈ PSH(X, θ) is said to have minimal singularities if it has the same
singularity type as Vθ, i.e., [u] = [Vθ]. By the analysis above it follows that Vθ is locally
bounded in the Zariski open set Amp(θ).
Given θ1, ..., θn closed smooth (1, 1)-forms representing big cohomology classes and ϕj ∈
PSH(X, θj), j = 1, ...n, following the construction of Bedford-Taylor [BT76, BT82, BT87]
in the local setting, it has been shown in [BEGZ10] that the sequence of positive measures
1
⋂
j{ϕj>Vθj−k}
θ1max(ϕ1,Vθ1−k) ∧ . . . ∧ θ
n
max(ϕn,Vθn−k)
(6)
has total mass (uniformly) bounded from above and is non-decreasing in k ∈ R, hence
converges weakly to the so called non-pluripolar product
θ1ϕ1 ∧ . . . ∧ θ
n
ϕn .
The resulting positive measure does not charge pluripolar sets. In the particular case
when ϕ1 = ϕ2 = . . . = ϕn = ϕ and θ
1 = ... = θn = θ we will call θnϕ the non-pluripolar
measure of ϕ, which generalizes the usual notion of volume form in case θϕ is a smooth
Ka¨hler form. As a consequence of Bedford-Taylor theory it can be seen that the measures
in (6) all have total mass less than
∫
X
θnVθ , in particular, after letting k → ∞ we notice
that
∫
X
θnϕ ≤
∫
X
θnVθ . In fact it was recently proved in [WN17, Theorem 1.2] that for any
u, v ∈ PSH(X, θ) the following monotonocity property holds for the total masses:
v  u =⇒
∫
X
θnv ≤
∫
X
θnu .
This result, together with the generalization [DDL2, Theorem 1.1], opened the door to
the development of relative finite energy pluripotential theory, as introduced in [DDL2,
Sections 2-3], whose terminology we now recall.
Relative finite energy class E(X, θ, φ). Fixing φ ∈ PSH(X, θ) one can consider only
θ-psh functions that are more singular than φ. Such potentials form the set PSH(X, θ, φ).
Since the map [u]→
∫
X
θnu is monotone increasing, but not strictly increasing, it is natural
to consider the set of φ-relative full mass potentials :
E(X, θ, φ) :=
{
u ∈ PSH(X, θ, φ) such that
∫
X
θnu =
∫
X
θnφ
}
.
Naturally, when v ∈ PSH(X, θ, φ) we only have
∫
X
θnv ≤
∫
X
θnφ. As pointed out in [DDL2],
when studying the potential theory of the above space, the following well known envelope
constructions will be of great help:
Pθ(ψ, χ), Pθ[ψ](χ), Pθ[ψ] ∈ PSH(X, θ).
These were introduced by Ross and Witt Nystro¨m [RWN14] in their construction of
geodesic rays, using slightly different notation. Given ψ, χ ∈ PSH(X, θ), the starting
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point is the “rooftop envelope” Pθ(ψ, χ) := (sup{v ∈ PSH(X, θ), v ≤ min(ψ, χ)})
∗. This
allows us to introduce
Pθ[ψ](χ) :=
(
lim
C→+∞
Pθ(ψ + C, χ)
)∗
.
It is easy to see that Pθ[ψ](χ) only depends on the singularity type of ψ. When χ = Vθ,
we will simply write Pθ[ψ] := Pθ[ψ](Vθ) and refer to this potential as the envelope of the
singularity type [ψ].
Using such envelopes we conveniently characterized membership in E(X, θ, φ) in case
φ = P [φ] and
∫
X
θnφ > 0 (see [DDL2, Theorem 1.3]):
Theorem 2.1. Suppose φ ∈ PSH(X, θ), φ = P [φ] and
∫
X
θnφ > 0. Then u ∈ E(X, θ, φ) if
and only if u ∈ PSH(X, θ, φ) and Pθ[u] = φ.
Model potentials. Potentials φ that satisfy φ = P [φ] are called model potentials, and
play an important role in finite energy pluripotential theory, as evidenced in the statement
of the above theorem. The connection with model type singularities [u] (defined in the
introduction) is as follows: in case
∫
X
θnu > 0, it was proved in [DDL2, Theorem 3.12] that
Pθ[Pθ[u]] = Pθ[u]. To summarize, every model type singularity with non-vanishing mass
has a model potential representative.
As further evidenced by the next lemma, potentials with model type singularity play a
distinguished role in the theory:
Lemma 2.2. Let φ ∈ PSH(X, θ) with
∫
X
θnφ > 0. Then the following are equivalent:
(i) The set F := {u ∈ PSH(X, θ) | supX(u − φ) = 0} is relatively compact in the
L1-topology of potentials.
(ii) φ has model type singularity.
Proof. Assume that φ has model type singularity and let C0 > 0 be a constant such that
−C0 + Pθ[φ] ≤ φ ≤ Pθ[φ] + C0 on X . Then
sup
X
(u− Pθ[φ])− C0 ≤ sup
X
(u− φ) ≤ sup
X
(u− Pθ[φ]) + C0.
Now, observe that any u ∈ PSH(X, θ) which is more singular than Pθ[φ] satisfies u −
supX u ≤ Pθ[φ] ≤ 0, hence supX u = supX(u − Pθ[φ]). Therefore, F is contained in the
following set
{u ∈ PSH(X, θ) : −C0 ≤ sup
X
u ≤ C0}.
The latter set is compact in the L1-topology as follows from [GZ05, Proposition 2.6].
Next we prove that “not (ii)” implies “not (i)”. Assume that φ does not have model
type singularity, i.e. φ− Pθ[φ] is unbounded. Consider ut := Pθ(φ+ t, Pθ[φ]), t > 0. Then
ut ≤ Pθ[φ] ≤ 0 and also ut ≤ φ+ t for all t.
We claim that supX(ut − t− φ) = 0. We are going to argue this by contradiction. If it
is not the case then, by [DDL2, Lemma 3.7] the (non-pluripolar) Monge-Ampe`re measure
of ut is concentrated on the set {Pθ(φ+ t, Pθ[φ]) = Pθ[φ]}, hence∫
{ut<Pθ[φ]}
θnut = 0.
Since
∫
X
θnut =
∫
X
θnφ =
∫
X
θnPθ [φ] > 0, the domination principle ([DDL2, Proposition 3.11])
then ensures that ut = Pθ[φ]. On the other hand, ut ≤ φ + t, hence Pθ[φ] ≤ φ + t. Since
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φ is more singular than Pθ[φ] we infer that φ− Pθ[φ] is bounded which is a contradiction.
This proves the claim.
It then follows that ut − t ∈ F . However ut − t ≤ Pθ[φ] − t ց −∞ as t → ∞. This
implies that the set F is not relatively compact, as desired.
Next we point out a slight generalization of the comparison principle of [DDL2], that
will be used in the sequel:
Lemma 2.3. Assume that u, v ∈ PSH(X, θ) and P [u] is less singular than v. Then∫
{u<v}
θnv ≤
∫
{u<v}
θnu .
Proof. We can assume that u, v ≤ 0. Let ϕ = max(u, v). Then u, ϕ ∈ E(X, θ, P [u]).
Indeed, Theorem [DDL2, Theorem 2.3] gives that
∫
X
θnu =
∫
X
θnP [u]. Also, since u ≤ ϕ ≤
P [u], [WN17, Theorem 1.2] gives that
∫
X
θnϕ =
∫
X
θnu =
∫
X
θnP [u].
The comparison principle in [DDL2, Corollary 3.6] and the locality of the complex
Monge-Ampe`re measure with respect to the plurifine topology gives the result:∫
{u<v}
θnv =
∫
{u<ϕ}
θnϕ ≤
∫
{u<ϕ}
θnu =
∫
{u<v}
θnu .
For additional technical results regarding the potential theory of E(X, θ, φ), we refer to
[DDL2, Section 3].
2.2 The relative finite energy class E1(X, θ, φ)
Under the assumption of small unbounded locus, the finite energy class E1(X, θ, φ) was
introduced in [DDL2] with the goal of developing a variational approach to (2), generalizing
the results of [BBGZ13]. Though we take a different angle on equations with prescribed
singularity type in this work, this space will still play an important role in the sequel. We
start with the definition:
E1(X, θ, φ) =
{
u ∈ E(X, θ, φ) such that
∫
X
|u− φ|θnu < +∞
}
.
Let us note that, in the case of φ having small unbounded locus, the above definition of
E1 is equivalent to the one given in [DDL2, page 13] using the Monge-Ampe`re energy Iφ.
In the case of a general φ (i.e. not necessarily with small unbounded locus), the above
definition is more convenient since in this setting the definition of the energy Iφ is quite
delicate.
In our first result we generalize the fundamental inequality [GZ07, Lemma 2.3] from
the Ka¨hler case to our context:
Lemma 2.4. Let φ be a model potential with
∫
X
θnφ > 0. Assume that u, v ∈ E(X, θ, φ) are
such that v ≤ u ≤ 0. Then ∫
X
|u− φ|θnu ≤ 2
n+1
∫
X
|v − φ|θnv .
In particular, if v ∈ E1(X, θ, φ) then u ∈ E1(X, θ, φ).
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Note that above we don’t rule out the possibility that the quantities in the above
inequality might be infinite.
Proof. We first point out that we actually have v ≤ u ≤ φ ≤ 0. Indeed, since u, v ∈
E(X, θ, φ) we get that v ≤ u ≤ P [φ] = φ ≤ 0.
We also recall that for a Borel measure µ and a positive measurable function f on X
we have ∫
X
f dµ =
∫ +∞
0
µ(f > t)dt.
Applying this to f = |u− φ| = φ− u and µ = θnu we obtain∫
X
|u− φ|θnu =
∫ +∞
0
θnu(u < φ− t)dt = 2
∫ +∞
0
θnu(u < φ− 2t)dt.
Observe that, since φ ≥ u ≥ v the following inclusions of sets hold
{u < φ− 2t} ⊂ {v < (u+ φ)/2− t} ⊂ {v < φ− t}.
The comparison principle [DDL2, Corollary 3.6] and the fact that θnu ≤ 2
nθnu+φ
2
then yield
∫
X
|u− φ|θnu = 2
∫ +∞
0
θnu(u < φ− 2t)dt ≤ 2
∫ +∞
0
θnu(v < (φ+ u)/2− t)dt
≤ 2n+1
∫ +∞
0
θnu+φ
2
(v < (u+ φ)/2− t)dt
≤ 2n+1
∫ +∞
0
θnv (v < (φ+ u)/2− t)dt
≤ 2n+1
∫ +∞
0
θnv (v < φ− t)dt = 2
n+1
∫
X
|v − φ|θnv .
Next we generalize another result from [GZ07]:
Lemma 2.5. Let φ be a model potential with
∫
X
θnφ > 0. Suppose u, v ∈ E(X, θ, φ) and
u, v ≤ 0. Then the following hold:∫
X
|u− φ|θnv ≤ 2
∫
X
|u− φ|θnu + 2
∫
X
|v − φ|θnv .
Proof. As in the previous lemma, we actually have u ≤ φ ≤ 0 and v ≤ φ ≤ 0 so we can
start writing ∫
X
|u− φ|θnv = 2
∫ +∞
0
θnv (u− φ ≤ −2t)dt.
To continue we notice that
{u− φ ≤ −2t} ⊂ {v − φ ≤ −t} ∪ {u ≤ v − t}.
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Putting the above together, and using the comparison principle [DDL2, Corollary 3.6], we
can continue to finish the proof:∫
X
|u− φ|θnv ≤ 2
∫ +∞
0
θnv (v − φ ≤ −t) + 2
∫ +∞
0
θnv (u ≤ v − t)
≤ 2
∫
X
|v − φ|θnv + 2
∫ +∞
0
θnu(u ≤ v − t)
≤ 2
∫
X
|v − φ|θnv + 2
∫ +∞
0
θnu(u ≤ φ− t)
= 2
∫
X
|v − φ|θnv + 2
∫
X
|u− φ|θnu .
Next we point out that E1(X, θ, φ) is L1-stable in a certain sense:
Lemma 2.6. Let φ be a model potential with
∫
X
θnφ > 0. Assume that the sequence uj ∈
E1(X, θ, φ) is normalized by supX uj = 0, with each member satisfying∫
X
|uj − φ|θ
n
uj
≤ A,
for some A > 0. If uj → u ∈ PSH(X, θ) in L
1(X,ωn), then u ∈ E(X, θ, φ) and∫
X
|u− φ|θnu ≤ 2
n+3A.
Proof. First let us assume that uj ց u. By Lemma 2.5 we have that∫
X
|uj − φ|θ
n
uk
≤ 2
∫
X
|uj − φ|θ
n
uj
+ 2
∫
X
|uk − φ|θ
n
uk
≤ 4A.
Fixing C > 0, since uj ≤ max(uj, φ− C) ≤ φ, we arrive at∫
X
|max(uj, φ− C)− φ|θ
n
uk
≤
∫
X
|uj − φ|θ
n
uk
≤ 4A.
Since |max(uj, φ−C)−φ| is uniformly bounded and quasi-continuous, we can apply [DDL2,
Theorem 2.3] to conclude that∫
X
|max(uj, φ− C)− φ|θ
n
u ≤ lim inf
k
∫
X
|max(uj, φ− C)− φ|θ
n
uk
≤ 4A.
Moreover, we notice that uCj ց u
C , where uCj := max(uj, φ−C), and u
C := max(u, φ−C),
and that uC ց u. Letting j → +∞ and then C →∞, the monotone convergence theorem
implies that
∫
X
|u− φ|θnu ≤ 4A.
In the general case, when uj → u in L
1, consider the sequence vj :=
(
supk≥j uj
)∗
≥ uj.
It is clear that vj ց u, hence by Lemma 2.4 we can conclude that
sup
j
∫
X
|vj − φ|θ
n
vj
≤ 2n+1 sup
j
∫
X
|uj − φ|θ
n
uj
≤ 2n+1A.
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To address that u ∈ E(X, θ, φ), we notice that, for C > 0 fixed, φ ≥ vCj ≥ u
C ∈
E(X, θ, φ) and vCj decreases to u
C. Hence, since φ ≥ vCj ≥ uj ∈ E(X, θ, φ) we can use the
first step and Lemma 2.4 to conclude that∫
X
|uC − φ|θnuC ≤ 4 sup
j
∫
X
|vCj − φ|θ
n
vCj
≤ 2n+3 sup
j
∫
X
|uj − φ|θ
n
uj
≤ 2n+3A. (7)
In particular, this implies that
∫
{u≤φ−C}
θnuC ≤
1
C
∫
X
|uC − φ|θnuC ≤
2n+3A
C
. It then follows
from [DDL2, Lemma 3.4] that u ∈ E(X, θ, φ). Finally from (7) and the plurifine property
we have ∫
{u>φ−C}
|uC − φ|θnu ≤ 2
n+3A.
Now, letting C → +∞ and using the monotone convergence theorem we finish the proof.
Finally, we prove an estimate that will be useful in showing that certain equations with
prescribed singularity have solutions:
Lemma 2.7. Let φ be a model potential with
∫
X
θnφ > 0. Let u ∈ E(X, θ, φ) be such that
supX u = 0, and let µ be a positive Borel measure such that µ ≤ BCapφ for some B > 0.
Then ∫
X
|u− φ|2dµ ≤ C
(∫
X
|u− φ|θnu + 1
)
,
where C > 0 only depends on B, θ and ω.
For the definition of the relative Monge-Ampe`re capacity Capφ we refer to (11). The
proof builds on the arguments of [DDL2, Lemma 4.18].
Proof. We first express the left-hand side in the following manner:∫
X
|u− φ|2dµ = 2
∫ +∞
0
tµ(u < φ− t)dt = 4
∫ +∞
0
tµ(u < φ− 2t)dt
≤ 4B
∫
X
θnφ + 4B
∫ +∞
1
tCapφ(u < φ− 2t)dt.
Next, we use the comparison principle to estimate Capφ(u < φ − 2t), t > 1. It suffices to
prove that ∫ +∞
1
tCapφ(u < φ− 2t)dt ≤ C
(∫
X
|u− φ|θnu + 1
)
,
for some uniform constant C := C(X, n, θ, ω) > 0. Fix v ∈ PSH(X, θ) such that φ − 1 ≤
v ≤ φ. For each t > 1 we set ut := t
−1u+(1− t−1)φ. Observe that the following inclusions
hold
(u < φ− 2t) = (t−1u+ φ− t−1φ < φ− 2) ⊂ (ut < v − 1) ⊂ (ut < φ− 1) = (u < φ− t).
It thus follows from the comparison principle [DDL2, Corollary 3.6] that
θnv (u < φ− 2t) ≤ θ
n
v (ut < v − 1) ≤ θ
n
ut(ut < v − 1) ≤ θ
n
ut(u < φ− t). (8)
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Expanding θnut we see that
θnut ≤ Ct
−1
n∑
k=1
θku ∧ θ
n−k
φ + θ
n
φ, ∀t > 1, (9)
for a uniform constant C = C(n) > 0. Since θnφ has bounded density with respect to
Lebesgue measure (see [DDL2, Theorem 3.8]), using [GZ17, Theorem 2.50] we infer that
θnφ(u < φ− t) ≤ A
∫
{u≤−t}
ωn ≤ Ae−at
∫
X
e−auωn ≤ A′e−at, (10)
for some uniform constants a, A,A′ > 0 depending only on n, θ, ω,X . Combining this with
(8) and (9) and taking the supremum over all candidates v for the capacity Capφ we get
that∫ ∞
1
tCapφ(u < φ− 2t)dt ≤
∫ ∞
1
tθnut(u < φ− t)dt
≤ C
∫ ∞
1
n∑
k=1
θku ∧ θ
n−k
φ (u < φ− t)dt+
∫ ∞
1
tθnφ(u < φ− t)dt.
By (10) we have
∫∞
1
tθnφ(u < φ− t)dt ≤ A
′
∫∞
1
te−atdt < +∞. Using the partial comparison
principle [DDL2, Corollary 3.16] we get
θku ∧ θ
n−k
φ (u < φ− t) ≤ θ
n
u(u < φ− t), ∀k ∈ {1, ..., n}.
Combing the last two estimates we finally get the result.
2.3 Stability of subsolutions and supersolutions
Let us consider momentarily the equation θnu = µ, u ∈ PSH(X, θ), where µ is a posi-
tive non-pluripolar Borel measure. Informally speaking, we say that v ∈ PSH(X, θ) is a
subsolution to this equation if θnv ≥ µ. Analogously, we say that u is a supersolution if
θnu ≤ µ. In this short subsection we point out that subsolutions/supersolutions are stable
under taking certain natural operations.
It is well known that subsolutions are preserved under taking maximums (in our con-
text see [DDL2, Lemma 4.27]). In addition to this, the L1-limit of subsolutions is also a
subsolution:
Lemma 2.8. Let (uj) be a sequence of θ-psh functions such that θ
n
uj
≥ fjµ, where fj ∈
L1(X, µ) and µ is a positive non-pluripolar Borel measure on X. Assume that fj converge
in L1(X, µ) to f ∈ L1(X, µ), and uj converge in L
1(X,ωn) to u ∈ PSH(X, θ). Then
θnu ≥ fµ.
Proof. By extracting a subsequence if necessary, we can assume that fj converge µ-a.e. to
f . For each k we set vk := (supj≥k uj)
∗. Then vk decreases pointwise to u and [DDL2,
Lemma 4.27] gives
θnvk ≥
(
inf
j≥k
fj
)
µ.
To explain our notation below, for t > 0 and a function g we set gt := max(g, Vθ − t).
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Note that {u > Vθ − t} ⊂ {vk > Vθ − t}. Multiplying both sides of the above estimate
with 1{u>Vθ−t}, t > 0 and using the locality of the complex Monge-Ampe`re operator with
respect to the plurifine topology we arrive at
θnvt
k
≥ 1{u>Vθ−t}
(
inf
j≥k
fj
)
µ.
Note that for t > 0 fixed vtk decreases to u
t all having minimal singularity type. Letting
k → +∞ and using [BEGZ10, Theorem 2.17], we obtain
θnut ≥ 1{u>Vθ−t}fµ, t > 0.
Again, multiplying both sides with 1{u>Vθ−t}, t > 0, and using the locality of the complex
Monge-Ampe`re operator with respect to the plurifine topology we arrive at
1{u>Vθ−t}θ
n
u ≥ 1{u>Vθ−t}fµ.
Finally, letting t→ +∞ we obtain the result.
The minimum of two θ-psh potentials is not θ-psh anymore, but the Pθ(·, ·) operator
replaces effectively the role of the pointwise minimum, and we have the following result
regarding stability of “minimums” of supersolutions:
Lemma 2.9. Suppose that u, v ∈ PSH(X, θ) and Pθ(u, v) ∈ PSH(X, θ) are such that
θnu ≤ µ and θ
n
v ≤ µ for some Borel measure µ. Then θ
n
Pθ(u,v)
≤ µ.
Proof. By replacing µ with 1X\Pµ, where P := {u = v = −∞}, we can assume that
µ(P ) = 0. Since µ(X) < +∞, the function r → µ({u ≤ v + r}) is monotone increasing.
Such functions have at most a countable number of discontinuities, hence for almost every
r ≥ 0 we have that µ({u = v + r}) = 0. For such r we set ϕr := Pθ(min(u, v + r)), and
note that ϕr ց Pθ(u, v) as r → 0. It then follows from [DDL2, Lemma 3.7] that we can
write
θnϕr ≤ 1{ϕr=u}θ
n
u + 1{ϕr=v+r}θ
n
v ≤
(
1{ϕr=u} + 1{ϕr=v+r}
)
µ ≤ µ,
where in the last inequality we used the fact that µ({u = v + r}) = 0. Letting r ց 0, we
use [DDL2, Theorem 2.3] to arrive at the conclusion.
3 The relative Monge-Ampe`re capacity
We recall the circle of ideas related to the φ-relative Monge-Ampe`re capacity. This no-
tion has its roots in [DNL15, DNL17], and it was treated in detail in [DDL2] under the
assumption of small unbounded locus on φ.
The main result of this section is Theorem 3.3, which is a significant generalization of
Ko lodziej’s L∞ estimate [Ko98] to our relative context, that will help not only with the
regularity of the solutions to our equations, but also with showing the solutions exist to
begin with.
We start by introducing the main concepts. For this we fix χ ∈ PSH(X, θ).
Definition 3.1. Let E be a Borel subset of X . We define the χ-relative capacity of E as
Capχ(E) := sup
{∫
E
θnu | u ∈ PSH(X, θ), χ− 1 ≤ u ≤ χ
}
. (11)
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Exactly the same proof as [DDL2, Lemma 4.2] shows that Capχ is inner regular, i.e.,
Capχ(E) = sup{Capχ(K) | K ⊂ E ; K is compact}.
Moreover it is elementary to see that Capχ is continuous along increasing sequences, i.e.,
if {Ej}j increases to E then
Capχ(∪Ej) = lim
j
Capχ(Ej).
In particular, if ψ is a quasi-psh function then the function t 7→ Capχ(ψ < χ− t) is right-
continuous on R. This is an important ingredient in proving analogs of Ko lodziej’s L∞
estimate in this context (see Theorem 3.3 below).
The relative χ-extremal function of E is defined as
hE,χ := sup{u ∈ PSH(X, θ) | u ≤ χ− 1 on E and u ≤ χ on X}.
The global χ-extremal function of E is defined as
VE,χ := sup{u ∈ PSH(X, θ, χ) | u ≤ χ on E}.
We set Mχ(E) := supX V
∗
E,χ, where V
∗
E,χ denotes the upper semicontinuous regulariza-
tion of VE,χ. The Alexander-Taylor capacity is then defined as Tχ(E) := exp(−Mχ(E)).
By a word for word adaptation of the proof of [DDL2, Lemma 4.3] we obtain that sets
with zero capacity are small:
Lemma 3.2. Let B ⊂ X be a Borel set. Then Capχ(B) = 0 if and only if B is pluripolar.
In similar spirit, we mention that Mχ(B) = +∞ implies that Capχ(B) = 0. Indeed
this is a consequence of [DDL2, Lemma 4.8].
3.1 A relative version of Ko lodziej’s estimate
In the next theorem, we give a significant generalization of Kolodziej’s L∞ estimate.
Though the main line of the proof is similar to the one in [BEGZ10], the statement will be
flexible enough to help us with proving both the existence and regularity of solutions to
equations with prescribed singularity.
Theorem 3.3. Fix a ∈ [0, 1), A > 0, χ ∈ PSH(X, θ) and 0 ≤ f ∈ Lp(X,ωn) for some
p > 1. Assume that u ∈ PSH(X, θ), normalized by supX u = 0, satisfies
θnu ≤ fω
n + aθnχ. (12)
Assume also that ∫
E
fωn ≤ A[Capχ(E)]
2, (13)
for every Borel subset E ⊂ X. If P [u] is less singular than χ then
χ− sup
X
χ− C
(
‖f‖Lp, p, (1− a)
−1, A
)
≤ u.
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Proof. By adding a constant to χ we can assume that supX χ = 0. For t > 0 we set
g(t) := [Capχ(u < χ− t)]
1/n.
Let s ∈ [0, 1] and suppose v ∈ PSH(X, θ) satisfies χ−1 ≤ v ≤ χ. Since P [u] is less singular
than χ, the comparison principle (Lemma 2.3) gives
sn
∫
{u<χ−t−s}
θnv ≤ s
n
∫
{u<(1−s)χ+sv−t}
θnv ≤
∫
{u<(1−s)χ+sv−t}
θn(1−s)χ+sv
≤
∫
{u<(1−s)χ+sv−t}
θnu ≤
∫
{u<χ−t}
θnu ,
hence taking supremum over all candidates v we arrive at
snCapχ(u < χ− t− s) ≤
∫
{u<χ−t}
θnu . (14)
For each t > 0, since P [u] is less singular than χ, the comparison principle (Lemma
2.3) and the assumption (12) give∫
{u<χ−t}
θnu ≤
∫
{u<χ−t}
fωn + a
∫
{u<χ−t}
θnχ ≤
∫
{u<χ−t}
fωn + a
∫
{u<χ−t}
θnu .
Since a ∈ [0, 1) we thus get ∫
{u<χ−t}
θnu ≤
1
1− a
∫
{u<χ−t}
fωn.
Combining this with (14) we get
snCapχ(u < χ− t− s) ≤
1
1− a
∫
{u<χ−t}
fωn. (15)
Therefore, combining (13) with (15) we obtain
snCapχ(u < χ− t− s) ≤
A
1− a
[Capχ(u < χ− t)]
2,
which implies
sg(t+ s) ≤ Bg2(t), ∀t > 0, ∀s ∈ [0, 1],
where B = (A/(1 − a))1/n. As we have already pointed out in the beginning of this
section, g : R+ → R+ is a decreasing right-continuous function and from (15) we see that
g(+∞) = 0. Also by an application of Ho¨lder’s inequality and [GZ05, Proposition 2.7]
there is a constant t0 > 0 depending only on a, p, ‖f‖p such that∫
{u<χ−t0}
fωn ≤
∫
{u<χ−t0}
|χ− u|
t0
fωn ≤
‖f‖p
t0
(∫
X
|u− χ|qωn
) 1
q
≤
1− a
(2B)n
, (16)
where q > 1 is the conjugate exponent of p. In the last line above both u and max(u, χ)
satisfy supX u = 0, supX max(u, χ) = 0, hence by [GZ05, Proposition 2.7] the constant t0
can be chosen to be only dependent on X, θ, ω, p, ‖f‖p, (1− a)
−1, B (but not on u and χ).
It then follows from (15) and (16) that g(t0+1) ≤ (2B)
−1. Hence from [EGZ09, Lemma
2.4 and Remark 2.5] it follows that g(t0 + 3) = 0. We finally conclude that u ≥ χ− t0 − 3
almost everywhere on X , hence everywhere as desired.
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3.2 Capφ with model potential φ
In order to use Capχ in an effective manner, additional assumptions need to be made on
the potential χ. As in [DDL2], in this section we assume that χ := φ, where φ is a model
potential and has non-collapsing mass:
P [φ] = φ and
∫
X
θnφ > 0.
For elementary reasons h∗E,φ is a θ-psh function on X which has the same singularity
type as φ, in fact φ−1 ≤ h∗E,φ ≤ φ. A similar conclusion holds for V
∗
E,φ if E is non-pluripolar,
more precisely:
φ ≤ V ∗E,φ ≤ φ+Mφ(E).
Indeed, the first estimate is trivial, while for the second one we notice that every candidate
potential of V ∗E,φ−Mφ(E) is non-positive and more singular than φ. Hence the supremum
of all these potentials has to be less than P [φ] = φ.
The following result was proved in [DDL2, Lemma 4.4] when φ has small unbounded
locus. As we now show, this assumption is unnecessary:
Lemma 3.4. If E is a Borel set then θnh∗
E,φ
vanishes in the open set {h∗E,φ < 0} \ E¯.
Proof. By Choquet’s lemma there exists an increasing sequence (uj) of θ-psh functions on
X such that uj ≥ φ−1 on X , uj = φ−1 on E, uj ≤ φ, and (limj→+∞ uj)
∗ = h∗E,φ. If B is a
(very) small ball whose closure is contained in the open set U := {h∗E,φ < 0} ∩Amp(θ) \ E¯
then by Lemma 3.5 below there exists an increasing sequence ûj of θ-psh functions on X
with the following properties :
(a) 0 ≥ ûj = uj on X \B, 0 ≥ ûj ≥ uj on X ,
(b) θnûj = 0 in B.
Observe that by construction ûj ≥ φ− 1 on X but it may be strictly less singular than φ
and will not contribute to the definition of hE,φ. To get around this difficulty we introduce
the following functions
vj := Pθ[φ](ûj) :=
(
lim
C→+∞
Pθ(φ+ C, ûj)
)∗
.
It follows from [DDL2, Theorem 3.8] that θnvj (B) ≤ θ
n
ûj
(B) = 0. Also,
φ− 1 = Pθ[φ](φ− 1) ≤ vj ≤ Pθ[φ](Vθ) = φ.
Thus vj has the same singularity type as φ, and vj = φ− 1 on E. Hence vj contributes to
the definition of hE,φ. We also have that vj ≥ Pθ[φ](uj) = uj. Therefore, vj is an increasing
sequence of θ-psh functions such that (limj vj)
∗ = h∗E,φ. Then [DDL2, Theorem 2.3] yields
θnh∗
E,φ
(B) = 0 as desired.
We now deliver the result promised in the previous lemma:
Lemma 3.5. Let u ∈ PSH(X, θ). Let B ⊂ X be a small ball whose closure is contained
in Amp({θ}), and let g be a local potential of θ in a neighborhood of B. Then there exists
uˆ ∈ PSH(X, θ) such that uˆ = u on X \ B, uˆ ≥ u on X, supX uˆ ≤ supX u + oscB(g), and
θnuˆ(B) = 0. Moreover, if u ≤ v then uˆ ≤ vˆ.
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Proof. First assume that [u] = [Vθ]. Then u is bounded on a neighborhood of B contained
inside Amp{θ}, hence the classical balayage method gives uˆ ∈ PSH(X, θ) satisfying the
required properties. This construction is monotonic in the sense that u ≤ v implies uˆ ≤ vˆ.
Now assume that u has arbitrary singularity type, and let uk := max(u, Vθ − k). Then
uk decreases to u, and consequently uˆk decreases to some uˆ ∈ PSH(X, θ) for which uˆ = u
on X \B, uˆ ≥ u on X , and supX uˆ ≤ supX u+ oscB(g).
Lastly, by [DDL2, Theorem 2.3] we have that
lim inf
k→+∞
∫
X
χθnuˆk ≥
∫
X
χθnuˆ ,
for all positive continuous functions χ : X → R. This gives that θnuˆ(B) = 0.
The above result plays an important role in the proof of the next lemma as well:
Lemma 3.6. If E is a non-pluripolar Borel set then θnV ∗
E,φ
vanishes in X \ E.
Proof. Since E is non-pluripolar, V ∗E,φ is a θ-psh function (as explained above). By Cho-
quet’s lemma there exists an increasing sequence (uj) of θ-psh functions on X having the
same singularity type as φ such that uj = φ on E and (limj uj)
∗ = V ∗E,φ. By taking
max(uj, φ) we can assume that uj ≥ φ. Fix an open ball B contained in the open set
U := Amp(θ) \E. By Lemma 3.5 there exists an increasing sequence ûj of θ-psh functions
on X with the following properties:
(a) ûj = uj on X \B, ûj ≥ uj on X ,
(b) θnûj = 0 in B.
Observe that by construction ûj ≥ φ on X , ûj = φ on E, but ûj may be strictly less singu-
lar than φ and might not contribute to the definition of VE,φ. We will instead consider the
projection vj := Pθ[φ](ûj). It follows from [DDL2, Theorem 3.8] that θ
n
vj
(B) = 0. Since
φ = P [φ] and uˆj ≥ φ, it follows that vj = Pθ[φ](uˆj) has the same singularity type as φ
and vj ≥ φ. In addition to this, since uˆj = uj = φ on E, vj contributes to the definition
of VE,φ, implying that vj ≤ VE,φ. Recall that uj ≤ vj and (lim uj)
∗ = V ∗E,φ. Therefore, vj
is an increasing sequence of θ-psh functions such that (limj vj)
∗ = V ∗E,φ. Lastly, [DDL2,
Theorem 2.3] yields that θnV ∗
E,φ
(B) = 0.
The proof of the following proposition carries over from [DDL2, Theorem 4.5]:
Proposition 3.7. If K is a compact subset of X and h := h∗K,φ then
Capφ(K) =
∫
K
θnh =
∫
X
(φ− h)θnh .
As an application of the previous result, we note the following corollary:
Corollary 3.8. If (Kj) is a decreasing sequence of compact sets then
Capφ(K) = lim
j→+∞
Capφ(Kj),
where K :=
⋂
j Kj. In particular, for any compact set K we have
Capφ(K) = inf{Capφ(U) | K ⊂ U ⊂ X ; U is open in X}.
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Proof. Let hj := h
∗
Kj ,φ
be the relative extremal function of (Kj , φ). Then (hj) increases
almost everywhere to h ∈ PSH(X, θ) which satisfies φ− 1 ≤ h ≤ φ, since φ− 1 ≤ hj ≤ φ.
Using the continuity of the Monge-Ampe`re measure along monotonic sequences (see [DDL2,
Theorem 2.3 and Remark 2.4]) we have that θnhj converges weakly to θ
n
h . Fix k ∈ N. Since
Kk is compact it follows that
θnh(Kk) ≥ lim sup
j→+∞
θnhj (Kk).
It then follows from Proposition 3.7 that, for k ∈ N fixed,
lim
j→+∞
Capφ(Kj) = lim
j→+∞
∫
Kj
θnhj ≤ lim sup
j→+∞
∫
Kk
θnhj ≤
∫
Kk
θnh .
Letting k → +∞ we conclude that limj→+∞Capφ(Kj) ≤
∫
K
θnh ≤ Capφ(K). Since the
reverse inequality is trivial, this gives the proof of the first statement.
To prove the last statement, let (Kj) be a decreasing sequence of compact sets such
that K is contained in the interior of Kj for all j. Then by the first part of the corollary
we have that
Capφ(K) = lim
j→+∞
Capφ(Kj) ≥ lim
j→+∞
Capφ(Int(Kj))
≥ inf{Capφ(U) | K ⊂ U ⊂ X ; U is open in X},
hence equality.
The Alexander-Taylor and Monge-Ampe`re capacities are related by the following esti-
mates, whose proof carries over from [DDL2, Lemma 4.9]:
Lemma 3.9. Suppose K ⊂ X is a compact subset and Capφ(K) > 0. Then we have
1 ≤
( ∫
X
θnφ
Capφ(K)
)1/n
≤ max(1,Mφ(K)).
Lastly we point out that any measure with L1+ε density is dominated by the relative
capacity. The proof of this result also carries over verbatim from [DDL2, Proposition 4.30]:
Proposition 3.10. Let f ∈ Lp(X,ωn), p > 1 with f ≥ 0. Then there exists C > 0
depending only on θ, ω, p,X, n and ‖f‖Lp such that∫
E
fωn ≤
C( ∫
X
θnφ
)2 · Capφ(E)2
for all Borel sets E ⊂ X.
4 Monge-Ampe`re equations with prescribed singular-
ity type
The goal of this section is to prove the existence and uniqueness of solutions to the Monge-
Ampe`re equation
θnu = µ, u ∈ E(X, θ, φ), (17)
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where µ is a given non-pluripolar Borel measure on X and φ is a θ-psh function on X such
that
P [φ] = φ and
∫
X
θnφ = µ(X) > 0.
In the particular case when µ = fωn for some f ∈ Lp(X,ω), p > 1, we will show that
the solution u additionally satisfies [u] = [φ].
4.1 Construction of supersolutions with Lp density
Proposition 4.1. Assume that 0 ≤ f ∈ Lp(X,ωn) for some p > 1 and
∫
X
fωn =
∫
X
θnφ.
Then for each b > 1, there exists v ∈ PSH(X, θ), which is less singular than φ, such that
θnv ≤ bfω
n.
Proof. Fix a ∈ (0, 1). For k ∈ N∗ we choose ϕk ∈ E(X, θ) with supX ϕk = 0 such that
θnϕk = ckfω
n + a1{φ≤Vθ−k}θ
n
max(φ,Vθ−k)
.
Here, the constant ck ≥ 1 is chosen so that the total mass of the measure on the right-hand
side is
∫
X
θnVθ . This insures existence (and uniqueness) of ϕk, as follows from [BEGZ10,
Theorem A]. A direct computation shows that∫
X
θnVθ = ck
∫
X
θnφ + a
(∫
X
θnVθ −
∫
{φ>Vθ−k}
θnmax(φ,Vθ−k)
)
.
As a consequence, ck ր c(a) ≥ 1 given by c(a) = a + (1− a)
∫
X
θnVθ/
∫
X
θnφ.
We choose a ∈ (0, 1) close enough to 1 such that c(a) < b. Fix ε ∈ (0, 1) such that
a(1−ε)−n < 1. Set ψk := (1−ε)max(φ, Vθ−k)+εVθ and notice that 0 ≥ ψk ∈ PSH(X, θ),
ψk ≥ φ. Additionally, we notice that θ
n
max(φ,Vθ−k)
≤ (1− ε)−nθnψk , in particular
θnϕk ≤ c(a)fω
n +
a
(1− ε)n
θnψk .
Since f ∈ Lp(X,ωn), p > 1, it follows from [BEGZ10, Proposition 4.3] that∫
E
fωn ≤ A1[CapVθ(E)]
2,
for every Borel set E ⊂ X , where A1 is a positive constant depending on θ, n, p, ‖f‖p. It
then follows from Lemma 4.2 below that∫
E
fωn ≤
A1
ε2n
[Capψk(E)]
2,
for every Borel set E ⊂ X . Moreover, it follows from [DDL1, Theorem 1.2] that Pθ[ϕk] =
Vθ. Hence we can apply Theorem 3.3 to χ := ψk, u := ϕk, and a˜ := a(1− ε)
−n to conclude
that
0 ≥ ϕk ≥ ψk − C ≥ φ− C,
for all k. Here, C > 0 depends on ε, a, A1, p, ‖f‖p. Now, for each k, j we set
vk,j := Pθ(min(ϕk, ..., ϕk+j)).
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Observe that 0 ≥ vk,j ≥ φ − C, for every j, k. Consequently vk,j ց vk ∈ PSH(X, θ) as
j →∞, vk ր v ∈ PSH(X, θ) as k →∞, and the following estimates trivially hold:
0 ≥ vk, v ≥ φ− C.
In addition to the above, observing that {φ ≤ Vθ − k − ℓ} ⊂ {φ ≤ Vθ − k} for any
ℓ = 0, . . . , j, it follows from Lemma 2.9 that
θnvk,j ≤ c(a)fω
n + 1{φ≤Vθ−k}
j∑
ℓ=0
θnmax(φ,Vθ−k−ℓ).
Now fix s > 0 and consider k > s. As a result of the above estimate, for arbitrary δ ∈ (0, 1)
we can write:
max(φ− Vθ + s, 0)
max(φ− Vθ + s, 0) + δ
· θnvk,j ≤ 1{φ>Vθ−s}θ
n
vk,j
≤ 1{φ>Vθ−k}θ
n
vk,j
≤ c(a)fωn ≤ bfωn.
Since the fraction on the left hand side is a bounded quasi-continuous function (with values
in [0, 1]), we can apply [DDL2, Theorem 2.3] to conclude that
max(φ− Vθ + s, 0)
max(φ− Vθ + s, 0) + δ
· θnvk ≤ bfω
n.
Another application of [DDL2, Theorem 2.3] yields that
max(φ− Vθ + s, 0)
max(φ− Vθ + s, 0) + δ
· θnv ≤ bfω
n.
Now letting δ ց 0 we arrive at 1{φ>Vθ−s}θ
n
v ≤ bfω
n. Finally, letting s→ +∞ the conclusion
follows.
We provide the following lemma that was used in the proof of the above proposition:
Lemma 4.2. Suppose ε ∈ (0, 1), w ∈ PSH(X, θ), w ≤ 0, and ψ := (1 − ε)w + εVθ ≤ 0.
Then for any Borel subset E ⊂ X one has
Capθ(E) := CapVθ(E) ≤ ε
−nCapψ(E).
Proof. If u ∈ PSH(X, θ) satisfies Vθ − 1 ≤ u ≤ Vθ then the function v := (1− ε)w + εu is
θ-psh and satisfies ψ − 1 ≤ v ≤ ψ, hence
εn
∫
E
θnu ≤
∫
E
((1− ε)θw + εθu)
n =
∫
E
θnv ≤ Capψ(E).
Taking the supremum over such u one concludes the proof.
4.2 Existence for measures with bounded density
Theorem 4.3. Assume that 0 ≤ f ∈ L∞(X,ωn) and
∫
X
fωn =
∫
X
θnφ . Then there exists
u ∈ E(X, θ, φ) such that θnu = fω
n.
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Proof. For each k ∈ N∗ it follows from Proposition 4.1 that there exists ϕk ∈ PSH(X, θ),
normalized by supX ϕk = 0, such that θ
n
ϕk
≤ (1 + 2−k)fωn and ϕk is less singular than φ.
In particular Pθ[ϕk] is less singular than φ. It follows from Theorem 3.3 (with a = 0) and
Proposition 3.10 that ϕk ≥ φ− C, for some uniform constant C > 0.
As in the proof of Proposition 4.1, we set vk,j = Pθ(min(ϕk, . . . ϕk+j)). We then have
vk,j ց vk ∈ PSH(X, θ) as j → ∞, vk ր ϕ ∈ PSH(X, θ) as k → ∞ and 0 ≥ ϕ ≥ φ − C.
Moreover, by Lemma 2.9 we get that θnvk,j ≤ (1+2
−k)fωn. Using [DDL2, Theorem 2.3] we
arrive at
θnvk ≤ (1 + 2
−k)fωn.
Another application of [DDL2, Theorem 2.3] gives θnϕ ≤ fω
n. It follows from [WN17,
Theorem 1.2] that
∫
X
θnϕ ≥
∫
X
θnφ =
∫
X
fωn, hence we actually have θnϕ = fω
n. Given
our normalizations, we get that ϕ is a candidate in the definition of P [φ], hence ϕ ≤
P [φ] = φ. This means that ϕ has the same singularity type of φ and that in particular
ϕ ∈ E(X, θ, φ).
4.3 Existence for non-pluripolar measures
Following the strategy in [GZ07] (going back to [Ce98]) we will now solve (17). We first
describe the technical setup.
Let Ωα, α = 1, ..., N be a finite covering of X by open balls which are biholomorphic to
the unit ball in Cn via τα : B → Ωα. Let χj be spherically symmetric smoothing kernels in
Cn approximating the Dirac mass concentrated at the origin. Let (ρα)
N
α=1 be a partition of
unity subordinate to (Ωα)
N
α=1. Let µα be the pullback of µ |Ωα by the biholomorphism τα,
which is a positive Borel measure in the unit ball B in Cn. For each j we define a (smooth)
measure on X ,
νj := cj
∑
α
ρα · (τα)∗(µα ⋆ χj),
where cj is a positive normalization constant insuring that νj(X) =
∫
X
θnφ > 0. Since
νj → µ weakly it follows that cj → 1, hence we can assume that cj ≤ 2 for all j.
Lemma 4.4. Assume that µ = f1{φ>−A}ω
n
v where v ∈ PSH(X,ω) ∩ L
∞(X), A > 0 is a
constant, f ≥ 0 is bounded. Assume also that µ ≤ BCapφ for some positive constant B.
Then there exists u ∈ E(X, θ, φ) such that θnu = µ.
Proof. For each j let uj ∈ E(X, θ, φ) be such that supX uj = 0 and θ
n
uj
= νj . These
potentials exist by Theorem 4.3. Up to extracting a subsequence we can assume that
uj →L1 u ∈ PSH(X, θ). Consequently, u ≤ φ. The goal is to prove that u ∈ E(X, θ, φ)
and θnu = µ. As we will see, the crucial ingredient is showing that
∫
X
|uj − u|θ
n
uj
→ 0. We
proceed in several steps. For notational convenience, we will use C > 0 to denote various
uniform constants independent of j, and we will also omit τα from the formulas, as this
will not cause confusion.
Step 1. We claim that
∫
X
|uj − φ|θ
n
uj
is bounded.
Let Kα be a compact subset of Ωα such that Supp(ρα) ⋐ Kα. Using the fact that
0 ≤ ρα ≤ 1, φ ≤ 0 and the definition of the convolution we get, for j large enough,∫
X
(φ− uj)dνj ≤ C
∑
α
∫
Ωα
ρα(φ− uj)d(µ ⋆ χj) ≤ C
∑
α
∫
Supp(ρα)
(φ− uj)d(µ ⋆ χj)
≤ C
∑
α
∫
Supp(ρα)
(−uj)d(µ ⋆ χj) ≤ C
∑
α
∫
Kα
(−uj ⋆ χj)dµ,
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where the last inequality follows from [Bl97, Theorem 1.1.5(v)]. Note also that since uj is
quasi-psh we have uj ⋆χj ≥ uj−C on Kα. The latter follows from the fact that uj = ϕj−g,
where ϕj is psh on Ωα and g is the local potential of θ in Ωα; also, the mean value inequality
for psh functions together with the fact that χj are radial functions give ϕj ⋆ χj ≥ ϕj on
Kα, for j large enough. We thus get∫
X
(φ− uj)dνj ≤ C
(∫
X
|uj|dµ+ 1
)
.
Since µ ≤ Cωnv and supX uj = 0 it follows from [GZ05, Corollary 3.3] that the right-hand
side above is uniformly bounded in j, hence
∫
X
|uj − φ|θ
n
uj
=
∫
X
(φ− uj)dνj ≤ C.
Step 2. We prove that
∫
X
|uj − u|dµ→ 0.
Since µ ≤ BCapφ it follows from Lemma 2.7 and Step 1 that∫
X
|uj − φ|
2dµ ≤ C
(∫
X
|uj − φ|θ
n
uj
+ 1
)
≤ C ′.
Since µ is supported on {φ > −A} it follows that∫
X
|uj|
2dµ ≤ 2
∫
X
|uj − φ|
2dµ+
∫
X
|φ|2dµ ≤ 2C ′ + 2A2µ(X).
Lemma 4.5 then gives the conclusion.
Step 3. We prove that
∫
X
|uj − u|θ
n
uj
→ 0.
It suffices to argue that
∫
X
ρα|uj − u|θ
n
uj
→ 0 for each α. Let ϕj = uj + g, ϕ = u + g,
where g is a local smooth potential of θ in Ωα. For each k we set ϕ˜j := (supk≥j ϕk)
∗. Then
ϕ˜j decrease to ϕ and we have |ϕj−ϕ| ≤ 2(ϕ˜j−ϕ)+(ϕ−ϕj). Observing that νj ≤ 2(µ⋆χj)
on Supp(ρα), we then have∫
X
ρα|uj − u|dνj ≤ 2
∫
Supp(ρα)
|ϕj − ϕ|d(µ ⋆ χj) ≤ 2
∫
Kα
|ϕj − ϕ| ⋆ χj dµ
≤ 2
∫
Kα
(2(ϕ˜j − ϕ) + (ϕ− ϕj)) ⋆ χj dµ.
Since ϕ, ϕj, ϕ˜j are psh in Ωα (and in particular ϕ ⋆ χj ≥ ϕ) it follows that∫
Kα
(ϕ˜j − ϕ) ⋆ χjdµ ≤
∫
Kα
(ϕ˜j ⋆ χj − ϕ)dµ→ 0
by monotone convergence . For the second term we have∫
Kα
(ϕ− ϕj) ⋆ χjdµ ≤
∫
Kα
(ϕ ⋆ χj − ϕj)dµ ≤
∫
Kα
(ϕ ⋆ χj − ϕ+ ϕ− ϕj)dµ
≤
∫
Kα
(ϕ ⋆ χj − ϕ)dµ+
∫
Kα
|u− uj|dµ→ 0
as follows from the monotone convergence theorem and Step 2.
Step 4. It follows from Step 1 and Lemma 2.6 that u ∈ E(X, θ, φ) (in fact u ∈ E1(X, θ, φ)).
We next show that θnu = µ. By step 3, up to extracting a subsequence we can assume that∫
X
|uj − u|θ
n
uj
≤ 2−j, j ∈ N. (18)
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We set hj := max(uj, u − 1/j). Then, by [GLZ17, Lemma 1.2], hj → u in capacity and
[DDL2, Theorem 2.3 and Remark 2.5] gives that θnhj → θ
n
u weakly. Set ηj := 1{uj≤u−1/j}θ
n
uj
.
By the locality of the complex Monge-Ampere measure with respect to the plurifine topol-
ogy we have
θnhj + 1{uj≤u−1/j}θ
n
uj
≥ θnuj .
From (18) we get that ηj(X) =
∫
{uj≤u−1/j}
θnuj ≤
∫
X
j|uj − u|θ
n
uj
≤ j2−j → 0. It thus
follows that ηj converges weakly to 0, hence θ
n
u ≥ limj θ
n
uj
= limj νj = µ. After comparing
the total masses (via [WN17, Theorem 1.2]), we have that θnu = µ.
Lemma 4.5. Assume µ is a non-pluripolar measure on X. Let uj, u ∈ PSH(X,Aω) for
some A > 0. Assume uj → u in L
1(X,ωn) and supj
∫
X
|uj|
2dµ < +∞. Then∫
X
|uj − u|dµ→ 0.
Proof. It follows from [GZ17, Lemma 11.5] that∫
X
(uj − u)dµ→ 0. (19)
For each j > 0 we set u˜j := (supk≥j uk)
∗. Then u˜j ∈ PSH(X, θ) and u˜j decrease to u
pointwise. Since u˜j ≥ max(uj, u) we can write
|uj − u| = 2max(uj, u)− uj − u ≤ 2(u˜j − u) + (u− uj).
It thus follows from the monotone convergence theorem and (19) that
∫
X
|uj − u|dµ ≤
2
∫
X
(u˜j − u)dµ+
∫
X
(u− uj)dµ→ 0.
Proposition 4.6. Assume that µ ≤ BCapφ for some positive constant B. Then there
exists u ∈ E(X, θ, φ) such that θnu = µ.
Proof. It follows from [BEGZ10, Theorem A] that µ = cωnϕ for some ϕ ∈ E(X,ω), supX ϕ =
0 and c =
(∫
X
θnφ
) (∫
X
ωn
)−1
> 0. By considering v := eϕ which is a bounded ω-psh
function and noting that ωnv ≥ e
nϕωnϕ we can write µ = fω
n
v , where f ∈ L
1(X,ωnv ).
Now, for each j > 0 we set µj := cj min(f, j)1{φ>−j}ω
n
v , where cj > 0 is a normalization
constant. Then cj → 1 as j → +∞ thus we can assume that cj ≤ 2 for all j. Note
also that µj ≤ 2BCapφ. It follows from Lemma 4.4 that there exists uj ∈ E(X, θ, φ),
supX uj = 0 such that θ
n
uj
= µj. Up to extracting a subsequence we can assume that
uj → u ∈ PSH(X, θ) in L
1(X,ωn) and u ≤ φ. It follows from Lemma 2.8 that θnu ≥ µ. We
finally invoke [WN17, Theorem 1.2] to obtain that
∫
X
θnu = µ(X). Hence the conclusion.
Theorem 4.7. Assume that µ is a non-pluripolar positive measure on X. Then there
exists a unique u ∈ E(X, θ, φ) such that θnu = µ and supX u = 0.
In addition to this, in the particular case when µ = fωn with f ∈ Lp(X,ωn), p > 1 we
have that
φ− C
(
p, ω,
∫
X
θnφ, ‖f‖Lp
)
≤ u ≤ φ ≤ 0.
Proof. It follows from the arguments in [DDL2, Lemma 4.17] and Corollary 3.8 that the
set M1 of probability measures ν on X such that ν ≤ Capφ, is compact and convex.
The arguments in [DDL2, Lemma 4.26] then ensure that µ = fν, where ν ∈ M1 and
f ∈ L1(X, ν).
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According to the previous proposition, for j ∈ N we can find uj ∈ E(X, θ, φ) such that
supX uj = 0, uj ≤ φ ≤ 0 and
θnuj = cj min(f, j)ν,
where cj ≥ 1 is arranged so that µ(X) = cj
∫
X
min(f, j)ν. Hence cj → 1. After possibly
taking a subsequence, we can assume that uj →L1 u ∈ PSH(X, θ), where u ≤ φ ≤ 0,
supX u = 0. Finally, Lemma 2.8 implies that θ
n
u ≥ fν = µ. Since u ≤ φ ≤ 0, [WN17,
Theorem 1.1] gives that in fact θnu = µ. The uniqueness is recalled in the next result.
The last statement follows from Theorem 3.3 in the particular case when a = 0. The
latter theorem can be indeed applied thanks to Proposition 3.10 and the fact that [DDL2,
Theorem 1.3] ensures Pθ[u] = Pθ[φ] = φ.
Following Dinew [Dw09b], it is well known in pluripotential theory that existence of
full mass solutions implies their uniqueness. The proof of the following theorem is exactly
the same as that of [DDL2, Theorem 4.29]:
Theorem 4.8. Suppose u, v ∈ E(X, θ, φ) satisfy θnu = θ
n
v . Then u− v is constant.
Next we point out that in case
∫
X
θnφ = 0 the above uniqueness result fails, even if φ is
a model potential:
Remark 4.9. Consider CP1 × CP1 equipped with the Ka¨hler form ω = π∗1ωFS + π
∗
2ωFS.
Using [DDL2, Remark 3.3] it is possible to find two model potentials α, β ∈ PSH(X,ω)
such that α is strictly less singular than β, and
∫
X
ωnα =
∫
X
ωnβ = 0 (indeed, just take
α := limε→0 P [(1− ε)π
∗
2v] and β := limε→0 P [(1− ε)φ] in the cited example).
In particular, there exists C > 0 such that γ := max(α, β+C) has the same singularity
type as α, but α− γ is non-constant. But since [α] = [γ], [WN17, Theorem 1.2] gives that∫
X
ω2α =
∫
X
ω2γ = 0, hence ω
2
α = ω
2
γ = 0.
5 The Aubin-Yau equation
With Theorem 4.7 in hand, as in [BEGZ10, Theorem 6.1], using Schauder’s fixed point
theorem we will solve the following Aubin-Yau equation:
θnu = e
λuµ, u ∈ E(X, θ, φ), (20)
where λ > 0. We recall the version of Schauder’s fixed point theorem that we will need:
Theorem 5.1 (Schauder). Let X be a Banach space, and let K ⊂ X be a non-empty,
compact and convex set. Then given any continuous mapping F : K → K there exists
x ∈ K such that F (x) = x.
We refer the reader to [Ta11, Theorem B.2, page 302] for a proof.
Lemma 5.2. Let φ ∈ PSH(X, θ) be such that P [φ] = φ and
∫
X
θnφ > 0. Then the set
F := {u ∈ PSH(X, θ, φ) |
∫
X
u ωn = 0} is a compact convex subset of L1(X,ωn).
Proof. The convexity is clear. Since the set of normalized (by
∫
X
u ωn = 0) θ-psh functions
is compact in the L1-topology (see [GZ05, Proposition 2.7]) it suffices to prove that F
is closed. For this purpose let (uj) be a sequence of functions in F which converges in
L1(X,ωn) to u ∈ PSH(X, θ). We want to prove that u ∈ F . Since
∫
X
u ωn = 0 it suffices to
show that u  φ. Again, [GZ05, Proposition 2.7] yields supX uj ≤ C for a uniform constant
C > 0. It follows that uj − C is a candidate defining P [φ], hence uj − C ≤ P [φ] = φ.
Letting j → +∞, we arrive at u ≤ φ+ C, finishing the proof.
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Theorem 5.3. Let φ ∈ PSH(X, θ) such that φ = P [φ] and
∫
X
θnφ > 0. Assume that µ is a
non-pluripolar positive Borel measure on X satisfying 0 <
∫
X
dµ < +∞. Then there exists
a unique v ∈ E(X, θ, φ) solving (20).
In addition to this, in the particular case when µ = fωn with f ∈ Lp(X,ωn), p > 1, we
have that
φ− C ≤ v ≤ φ+ C,
where C := C
(
λ, p, ω,
∫
X
θnφ, ‖f‖Lp
)
> 0.
Proof. For simplicity we only treat the case λ = 1, as the proof of the general result is
the same. We recall that the set F defined in Lemma 5.2 is a compact convex subset of
L1(X,ωn).
We consider the mapm : F → F defined asm(ϕ) = u where u ∈ E(X, θ, φ) is the unique
function such that
∫
X
u ωn = 0 and θnu = c(ϕ)e
ϕµ, where c(ϕ) is a positive constant such
that c(ϕ)
∫
X
eϕdµ =
∫
X
θnφ. Then m is well-defined thanks to Theorem 4.7 and Theorem
4.8.
We prove that m is continuous on F . Assume that (ϕj) is a sequence in F which
converges in L1(X,ωn) to ϕ ∈ F . We want to prove that m(ϕj) converges in L
1(X,ωn) to
m(ϕ). Since the sequence (m(ϕj))j is contained in a compact set it suffices to prove that
any cluster point of this sequence is m(ϕ). For this purpose, after extracting a subsequence
we can assume that m(ϕj) converges in L
1(X,ωn) to u ∈ F . The goal is to prove that
θnu = c(ϕ)e
ϕµ. From the normalization
∫
X
ϕj ω
n = 0 we obtain a uniform bound for
supX ϕj (see [GZ05, Proposition 2.7]). It then follows that e
ϕj is uniformly bounded, hence
by [GZ17, Lemma11.5] we have
∫
X
eϕjdµ→
∫
X
eϕdµ. It thus follows that
c(ϕj) =
∫
X
θnφ ·
(∫
X
eϕjdµ
)−1
→
∫
X
θnφ ·
(∫
X
eϕdµ
)−1
= c(ϕ).
It thus follows from Lemma 4.5 together with Lemma 2.8 that θnu ≥ c(ϕ)e
ϕµ. Since
u  φ we must have equality because of [WN17, Theorem 1.2]. Hence u = m(ϕ) and the
continuity of m is proved. It thus follows from Schauder’s fixed point theorem (Theorem
5.1) that there exists u ∈ F such that m(u) = u. This means that u+log c(u) ∈ E(X, θ, φ)
solves (20). Uniqueness is a consequence of the next result.
To argue the last statement, suppose that µ = fωn, f ∈ Lp(X,ωn), p > 1. For
simplicity we can assume that
∫
X
θnφ =
∫
X
fωn = 1.
Suppose that θnu = e
ufωn for some u ∈ E(X, θ, φ). First we argue that supX u is under
control. By comparing the total masses we get that supX u ≥ 0. By compactness, we have
that given q ≥ 1, there exists C := C(q) > 0 such that
∫
X
|v|qωn ≤ C for all v ∈ PSH(X, θ),
with supX v = 0. Using Jensen’s and Ho¨lder’s inequality we obtain that:
0 = log
∫
X
θnu = sup
X
u+ log
∫
X
eu−supX ufωn
≥ sup
X
u+
∫
X
(u− sup
X
u) fωn ≥ sup
X
u− C
1
q ‖f‖p,
where q = p
p−1
. Consequently, 0 ≤ supX u ≤ C
1
q ‖f‖p. Since θ
n
u ≤ e
supX ufωn, Theorem 3.3
implies that
φ− C
(
p, ω,
∫
X
θnφ, ‖f‖Lp
)
≤ u− sup
X
u ≤ φ ≤ 0.
Given that supX u is also under control, the required estimate follows.
25
Lastly, we provide a comparison principle for (20), whose proof carries over word for
word from [DDL2, Lemma 4.24]:
Lemma 5.4. Let λ > 0. Assume that ϕ ∈ E(X, θ, φ) is a solution of (20), while ψ ∈
E(X, θ, φ) satisfies θnψ ≥ e
λψµ. Then ϕ ≥ ψ on X.
6 Log concavity of volume
In this short section, we give the proof of our main application, which is a direct consequence
of solvability of complex Monge-Ampe`re equations with prescribed singularity type:
Theorem 6.1. Let T1, ..., Tn be closed positive (1, 1)-currents on a compact Ka¨hler manifold
X. Then ∫
X
〈T1 ∧ ... ∧ Tn〉 ≥
(∫
X
〈T n1 〉
) 1
n
...
(∫
X
〈T nn 〉
) 1
n
. (21)
In particular, T 7→
(∫
X
〈T n〉
) 1
n is concave on the set of positive currents, and so is the map
T 7→ log
(∫
X
〈T n〉
)
.
Proof. We can assume that the classes of Tj are big and their masses are non-zero. Other-
wise the right-hand side of the inequality to be proved is zero. In fact, after rescaling, we
can assume that
∫
X
ωn =
∫
X
〈T nj 〉 = 1, j ∈ {1, . . . , n}.
Consider smooth closed (1, 1)-forms θj , and uj ∈ PSH(X, θ
j) such that Tj = θ
j
uj
. We
know from [DDL2, Theorem 3.12] that Pθj [uj] is a model potential.
For each j = 1, ..., n Theorem 4.7 insures existence of ϕj ∈ E(X, θ
j, Pθ[uj]) such that(
θjϕj
)n
= ωn. A combination of [DDL2, Proposition 2.1] and [DDL2, Theorem 2.2] then
gives∫
X
θ1ϕ1 ∧ ... ∧ θ
n
ϕn =
∫
X
θ1P
θ1
[u1]
∧ ... ∧ θnPθn [un] =
∫
X
θ1u1 ∧ ... ∧ θ
n
un =
∫
X
〈T1 ∧ .... ∧ Tn〉.
Finally, an application of [BEGZ10, Proposition 1.11] (building on [Dw09a]) gives θ1ϕ1 ∧
. . . ∧ θnϕn ≥ ω
n, finishing the proof of (21).
To prove that T 7→
(∫
X
〈T n〉
)1/n
is concave, we take closed positive (1, 1)-currents T1, T2
and we argue that
(∫
X
〈((1− t)T1 + tT2)
n〉
) 1
n
≥ (1− t)
(∫
X
〈T n1 〉
) 1
n
+ t
(∫
X
〈T n2 〉
) 1
n
, t ∈ [0, 1].
However this follows, as multilinearity allows to expand the left hand side, and multiple
application of (21) yields the desired inequality. Finally, concavity of T 7→ log
(∫
X
〈T n〉
)
is
equivalent to that of T 7→
(∫
X
〈T n〉
)1/n
since the latter is homogeneous of degree 1.
7 Relation to convex geometry
The goal of this section is to point out a strong connection between our φ-relative pluripo-
tential theory and “P -convex geometry”. This latter subject has been explored recently in
[BB13, Ba17, BBL18], motivated by the study of Ka¨hler-Ricci solitons, Bergman measures,
and Fekete points. We closely follow the terminology of [Ba17].
26
A convex body P ⊂ Rn is a compact convex subset with non-empty interior. We
introduce hP : R
n → R , the support function of P :
hP (x) = sup
p∈P
〈x, p〉.
This is a homogeneous convex function, i.e. hP (tx) = thP (x) for t > 0.
Following [BB13], we let LP (R
n) denote the space of all convex functions h on Rn such
that h ≤ hP + C, for some constant C ∈ R. We recall that the sub-gradient of a convex
function h at a point x ∈ Rn is the following set valued function
dh(x) := {q ∈ Rn : h(y) ≥ h(x) + 〈q, y − x〉, ∀y ∈ Rn}.
The Legendre transform of hP takes values 0 on P and +∞ on R
n\P . Hence dhP (R) ⊂
P . Since dhP (0) = P it then follows that dhP (R
n) = P . For a smooth convex function
h : Rn → R the real Monge-Ampe`re measure of h is defined as
MAR(h) :=
n!
2n
det
(
∂2h
∂xj∂xk
)
dx1 ∧ . . . ∧ dxn.
We chose the factor n!
2n
to allow for a very attractive identity between the real and complex
Monge-Ampe`re operators below (see (25)). If h is strictly convex and smooth then, by a
change of variables, the formula above can be rewritten in the following form
MAR(h)(E) =
n!
2n
∫
dh(E)
dVoln, (22)
where E ⊂ Rn is a Borel set, and Voln is the Euclidean measure of R
n. This allows to
define the real Monge-Ampe`re measure (in the sense of Alexandrov) for any convex function
h : Rn → R, with (22) still in place (see [RT69, Proposition 3.1]). In particular, we have∫
Rn
MAR(hP ) =
n!
2n
Voln(P ). (23)
We define the Log map L : (C∗)n → Rn+ by L(z) = L(z1, . . . , zn) = (log |z1|, . . . , log |zn|).
The logarithmic indicator function of a convex body P ⊂ Rn is defined as
HP (z) := hP ◦ L(z) = sup
p∈P
log |zp| := sup
p∈P
log (|z1|
p1...|zn|
pn) .
In particular, HP is a plurisubharmonic function on (C
∗)n.
In analogy with the above, we consider the following class of plurisubharmonic functions
(see [Ba17, page 10], or [Be09, Section 4]):
LP ((C
∗)n) := {ψ ∈ PSH((C∗)n) : ψ ≤ HP + Cψ on (C
∗)n}.
Using this terminology, it is elementary to see that
LP (R
n) ◦ L = {ψ ∈ LP ((C
∗)n) : ψ is (S1)n−invariant}. (24)
It is well known ([BB13, Lemma 2.2 and Section 2.2]) that, given (S1)n-invariant ψ ∈
LP ((C
∗)n), ψ = h ◦ L with h ∈ LP (R
n), the real and complex Monge-Ampe`re measures
satisfy
L⋆(i∂∂¯ψ)
n = MAR(h). (25)
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It then follows that
∫
E
MAR(h) =
∫
L−1(E)
(i∂∂¯ψ)n for any Borel set E ⊂ Rn. In particular,
the above combined with (23) tells us that∫
(C∗)n
(i∂∂¯HP )
n =
n!
2n
Voln(P ). (26)
In what follows we only consider convex bodies P ⊂ Rn+, unless otherwise specified.
All corresponding results for general convex bodies P can be easily deduced by making
a translation, however we choose to avoid the cumbersome notation that comes with the
treatment of arbitrary P .
Given a convex body P ⊂ Rn+, let r > 0 be big enough such that P ⊂ rΣ, where Σ
is the unit simplex in Rn. Noting that (C∗)n ⊂ Cn ∪ H∞ = CP
n, recall that ωFS|(C∗)n =
i
2
∂∂¯ log(1+‖z‖2) and the (S1)n-action of (C∗)n extends to an action on CPn. For z ∈ (C∗)n
we define
φP (z) := HP (z)−
r
2
log(1 + ‖z‖2). (27)
The choice of r ensures that φP is bounded from above on (C
∗)n. Since CPn \ (C∗)n is
pluripolar, φP can be extended as a rωFS-psh function on CP
n. Moreover, by (26) and the
fact that the non-pluripolar product does not charge pluripolar sets, we have∫
CP
n
(
rωFS + i∂∂¯φP
)n
=
∫
(C∗)n
(i∂∂¯HP )
n =
∫
Rn
MAR(hP ) =
n!
2n
Voln(P ). (28)
Let P1, . . . , Pn ⊂ R
n
+ such that Pj ⊂ rΣ for some r > 0. By the above we also have:∫
CP
n
(
rωFS + i∂∂¯φP1
)
∧ · · · ∧
(
rωFS + i∂∂¯φPn
)
=
∫
(C∗)n
(i∂∂¯HP1) ∧ · · · ∧ (i∂∂¯HPn). (29)
The construction in (27) gives rise to the following bijection
τP : LP ((C
∗)n)
∼
−→ {ϕ ∈ PSH(CPn, rωFS) : ϕ  φP}.
Restricting to (S1)n-invariant elements we get another bijection, again denoted by τP :
τP : LP (R
n)
∼
−→ {ϕ ∈ PSH(CPn, rωFS) : ϕ  φP and ϕ |(C∗)n is (S
1)n-invariant}.
Since the (S1)n-action of (C∗)n extends to an action on CPn, with an abuse of terminology,
in what follows we will say that ϕ ∈ PSH(CPn, rωFS) is (S
1)n-invariant meaning that ϕ is
invariant under the extended action on the whole CPn.
7.1 Real Monge-Ampe`re equations
We fix momentarily a convex body P ⊂ Rn+ and r > 0 such that P ⊂ rΣ. Following the
terminology of [BB13, Section 2.3.1], we say that h ∈ LP (R
n) has P -relative full mass, i.e.,
h ∈ EP (R
n) ⊂ LP (R
n),
if
∫
Rn
MAR(h) =
∫
Rn
MAR(hP ) .
We start our analysis with a simple consequence of (28) that gives a clear relation
between the classes EP (R
n) and E(CPn, rωFS, φP ):
Proposition 7.1. The following hold:
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(i) if h ∈ EP (R
n), then τP (h) ∈ E(CP
n, rωFS, φP );
(ii) if ϕ ∈ E(CPn, rωFS, φP ) and ϕ is (S
1)n-invariant, then τ−1P (ϕ) ∈ EP (R
n).
Next we point out a fundamental result linking (S1)n-invariant model type singularities
and convex bodies:
Theorem 7.2. Fix r > 0. Then the following hold:
(i) Given a convex body P ⊂ rΣ, the potential φP ∈ PSH(CP
n, rωFS) from (27) has
model type singularity and
∫
X
(rωFS + i∂∂¯φP )
n = n!
2n
Voln(P ) > 0.
(ii) Given φ ∈ PSH(CPn, rωFS) with model type singularity that is (S
1)n-invariant and∫
CP
n(rωFS + i∂∂¯φP )
n > 0, there exists a convex body P ∈ rΣ such that [φ] = [φP ].
Proof. First we argue (i). By [BB13, Proposition 2.8], the set
LP (R
n)0 :=
{
h ∈ LP (R
n) : sup
Rn
(h− hP ) = 0
}
is compact. Moreover, we have that supRn(h−hP ) = supCPn
(
τP (h◦L)−φP
)
. Consequently
the following set is also compact:{
ϕ ∈ PSH(CPn, rωFS) : ϕ  φP , ϕ is (S
1)n-invariant and sup
CP
n
(ϕ− φP ) = 0
}
.
Since φP is (S
1)n-invariant, so is PrωFS [φP ], and exactly the same argument as the one in
Lemma 2.2 ensures that φP has model type singularity. From (28) we also have that∫
CP
n
(rωFS + i∂∂¯φP )
n =
n!
2n
Voln(P ) > 0.
Now we argue (ii). Using the construction of (27), to φ we associate a convex function
h : Rn → R and (24) such that h(x) ≤ r
2
log(1 + e2x1 + ...+ e2xn) +C for some C > 0, and∫
Rn
MAR(h) =
∫
(C∗)n
(
i∂∂¯
(
φ(z) +
r
2
log(1 + ‖z‖2)
))n
=
∫
CPn
(rωFS + i∂∂¯φ)
n.
Then the closure of the set dh(Rn) is a convex body in Rn+ which will be denoted by P .
Since h ≤ r
2
log(1 + e2x1 + ... + e2xn) + C it follows that P ⊂ rΣ.
By convexity of P the Euclidean measure of ∂P is zero, implying that∫
Rn
MARn(hP ) = Voln(P ) = Vol(dh(R
n)) =
∫
Rn
MARn(h) > 0.
By comparing the support of the Legendre transforms, it follows that h ≤ hP+C. Together
with the above, this gives h ∈ EP (hP ), further implying that φ ∈ E(CP
n, rωFS, φP ). Now
[DDL2, Theorem 1.3 (iii)] implies that P [φP ] = P [φ]. It follows from the first part of the
theorem that φP has model type singularity. Since [φ] is also a model type singularity, by
definition we obtain that [φ] = [P [φ]] = [P [φP ]] = [φP ], finishing the proof.
With the duality of the above two results in hand, we can provide the real Monge-
Ampe`re analog of Theorem 4.7, which recovers a result of Berman-Berndtsson [BB13,
Theorem 2.19], obtained using completely different variational techniques:
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Theorem 7.3. Let P be a convex body in Rn and let µ be a positive Borel measure on Rn
such that µ(Rn) =
∫
Rn
MAR(hP ). Then there exists h ∈ EP (R
n), unique up to an additive
constant, such that
MAR(h) = µ. (30)
For conditions on the measure µ which guarantee that the solutions h have the same
singularity type as hP , we refer to the next remark.
Proof. We can assume that P ⊂ rΣ for some r > 0. This can always be obtained after a
translation and big enough r > 0. Such a translation will only change the desired solution
h by a linear term.
Let µ˜ be the non-pluripolar measure on CPn that is (S1)n-invariant with L∗µ˜ = µ.
Given this choice, it is clear that
µ˜(CPn) =
∫
CP
n
(
rωFS + i∂∂¯φP
)n
=
∫
Rn
MAR(hP ).
Now the result follows after an application of Theorem 4.7 to µ˜ and the model singu-
larity type [φP ] (Theorem 7.2(i)). Indeed, uniqueness guarantees that a solution u ∈
E(CPn, rωFS, φP ) to the equation
(rωFS + i∂∂¯u)
n = µ˜ (31)
is (S1)n-invariant, since so is the data. Proposition 7.1 then immediately gives that u =
τP (h), for some h ∈ EP (R
n) that solves (30) and is unique up to a constant.
Remark 7.4. In [BB13, Remark 2.23] Berman and Berndtsson ask whether boundedness
of the solution to (30) follows from the following integrability condition:∫
Rn
|g − hP |
n+δdµ < +∞, ∀g ∈ EP (R
n). (32)
The answer is yes, and we summarize our reasoning. Via compactness, condition (32)
translates to relative pluripotential theory (as explained above) in the following form:
there exists a constant C0 > 0 such that∫
CP
n
|ϕ− φP |
n+δdµ˜ ≤ C0
for all ϕ ∈ E(CPn, rωFS, φP ) which are (S
1)n-invariant and supCPn(ϕ−φP ) = 0. The above
estimate then gives a volume-capacity comparison for (S1)n-invariant Borel sets E:
µ˜(E) ≤ C1
[
CapφP (E)
]1+ε
.
Since both the solution u ∈ E(CPn, rωFS, φP ) (to the equation (31)) and the model poten-
tial φP are (S
1)n-invariant, it follows that the sublevel sets {u < φP − t}, t > 0 are also
(S1)n-invariant. With this in hand, the proof of Theorem 3.3 carries over (with a = 0, dµ˜
in place of fωn, and φP in place of χ) giving the global boundedness of u− φP .
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7.2 The Brunn-Minkowski inequality
The Brunn-Minkowski inequality plays a central role in many branches of analysis and
geometry, especially in the theory of convex bodies. We refer to the beautiful survey of R.
Gardner [Ga02] for an extensive account on the subject.
Given two convex bodies P1, P2 ⊂ R
n we denote their Minkowski sum by
P1 + P2 := {p1 + p2 : p1 ∈ P1, p2 ∈ P2}.
Minkowski showed that if P1, . . . , Pk, k ≤ n are convex bodies in R
n and t1, . . . , tk ≥ 0,
the volume Voln(t1P1+ . . .+ tkPk) is a polynomial of degree n in the variables t1, . . . , tk. In
the special case k = n, the coefficient of t1t2 . . . tn in this polynomial is n!MV(P1, . . . , Pn),
where MV(P1, ..., Pn) is the mixed volume of P1, . . . , Pn. Here we choose the factor n! to
ensure that MV(P, ..., P ) = Voln(P ).
Lastly, we point out that Theorem B is the complex analog of the celebrated Brunn-
Minkowski inequality (and its variants):
Theorem 7.5. Let P1, · · · , Pn be convex bodies in R
n. Then
(i) MV(P1, · · · , Pn) ≥ Voln(P1)
1/n . . .Voln(Pn)
1/n.
(ii)(Voln(tP1 + (1− t)P2))
1
n ≥ tVoln(P1)
1
n + (1− t)Voln(P2)
1
n .
Proof. To start, after making a translation an choosing a big enough r > 0 we can assume
that Pj ⊂ rΣ, for all j. Comparing the support functions we deduce that
Ht1P1+...+tnPn = t1HP1 + . . .+ tnHPn .
It thus follows from (28) that∫
(C∗)n
(
i∂∂¯(t1HP1 + . . .+ tnHPn)
)n
=
∫
(C∗)n
(
i∂∂¯Ht1P1+...+tnPn
)n
=
n!
2n
Voln(t1P1 + . . .+ tnPn).
Since the first and last expressions are homogeneous polynomials of degree n in the variables
t1, . . . , tn, by comparing coefficients and using (29) we arrive at (c.f. [Ba17, Proposition
2.4]): ∫
CP
n
(
rωFS + i∂∂¯φP1
)
∧ . . . ∧
(
rωFS + i∂∂¯φPn
)
=
∫
(C∗)n
i∂∂¯HP1 ∧ . . . ∧ i∂∂¯HPn
=
n!
2n
MV(P1, . . . , Pn).
Putting this together with Theorem 6.1 and (28), the inequality of (i) immediately follows.
To argue (ii) one simply expands Voln(tP1 + (1 − t)P2) using multilinearity. Then an
application of the inequality of (i) for each resulting term yields the desired conclusion.
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