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Zinc-Oxide (ZnO) has been getting much attention over the past decades because
of its potential application in electronic devices and as a catalyst. The structure
and reactivity of ZnO surfaces have direct relevance for the performance and func-
tionality of these devices. Therefore, defining and understanding the atomistic
details of ZnO surface structures is of particular importance.
Numerous studies have shown that the atomistic details of ZnO surfaces critically
depend on the preparation procedures. After the crystal preparation, it is neces-
sary to perform a surface characterization, in order to achieve a knowledge-based
improvement in the functionality and efficiency of ZnO-based opto-electronic de-
vices and catalysts.
Furthermore, the atomistic perception of the reaction between an organic molecule
such as methanol and ZnO surfaces plays a crucial role in optimizing hydrogen-
on-demand delivery in fuel cells. In addition, understanding the atomistic details
of adsorption, diffusion and dissociation of a simple organic molecule paves the
way towards unravelling the procedures involved in the hydrogen liberation for
fuel cells as well as the formation of self-assembled monolayers from more complex
organic acids which are used to tune interfacial properties in hybrid inorganic/or-
ganic opto-electronic devices.
In this work, with the aim of enabling structure and stoichiometry determination
by using one of the most widely available surface-analytic methods, that is, X-ray
photoelectron spectroscopy, I present the results of a comprehensive theoretical
study on the core-level shifts of zinc-terminated (0001), oxygen-terminated (0001)
and mixed-terminated (1010) ZnO surface reconstructions. Moreover, I provide
a thorough investigation of the mixed-terminated (1010) surface by first exam-
ining the conditions under which methanol monolayers can form on this crystal
face and by then exploring all possible pathways for its adsorption, diffusion and
initial dehydrogenation. In addition, by computing the respective reaction paths
and barriers from first-principles, a complete understanding of technologically rel-
evant surface processes will be established. This study provides a comprehensive
picture to identify the most probable reaction steps that can be used to interpret
experimental findings and will help future theoretical studies for reactions similar




Zinkoxid (ZnO) hat in den vergangenen Jahrzehnten aufgrund seiner möglichen
Verwendung in elektronischen Geräten und als Katalysator viel Aufmerksamkeit
erregt. Die Struktur und die Reaktionsfreudigkeit von ZnO-Oberflächen hat einen
direkten Einfluss auf die Geschwindigkeit und die Funktionalität solcher Geräte.
Die Definition und das Verständnis der atomaren Details der ZnO-Oberfläche ist
daher von großer Wichtigkeit.
Eine Vielzahl von Studien hat ergeben, dass die atomaren Details der ZnO-Oberfläche
stark von der Prozedur der Aufbereitung abhängen. Nach einer kristallinen Auf-
bereitung ist es erforderlich eine Oberflächencharakterisierung vorzunehmen, um
eine wissensbasierte Verbesserung der Funktionalität und Effektivität von ZnO-
basierten opto-elektronischen Geräten und Katalysatoren zu erzielen.
Des Weiteren spielt die atomare Analyse der Reaktion zwischen einem organis-
chen Molekül, wie beispielsweise Methanol, und ZnO-Oberflächen eine entschei-
dende Rolle in der Optimierung der bedarfsgerechten Zufuhr von Wasserstoff in
Brennstoffzellen. Zusätzlich ebnet das Verständnis der atomaren Details von Ad-
sorption, Diffusion und Dissoziation eines einfachen organischen Moleküls den Weg
Prozeduren aufzudecken, die bei der Freisetzung von Wasserstoff in Brennstof-
fzellen sowie bei der selbstständigen Formation von Monolagen von komplexeren
organischen Säuren, welche Eigenschaften von Grenzflächen in hybriden anorgan-
ischen/organischen opto-elektronischen Geräten, eine Rolle spielen.
Mit dem Ziel die Struktur und die Stoichiometrie mittels einer der am häufigsten
verwendeten Analysemethode von Oberflächen, der Röntgen Fotoelektronen Spek-
troskopie, zu bestimmen, präsentiere ich in dieser Arbeit die Ergebnisse einer
umfassenden theoretischen Studie von Kernlevelanregungen von Zink-bestimmten
(0001), Sauerstoff-bestimmten (0001) und gemischt-bestimmten (1010) Rekon-
struktionen von ZnO-Oberflächen. Darüber hinaus liefere ich eine ausführliche Un-
tersuchung von gemischt-bestimmten (1010) Oberflächen, indem ich zunächst die
Bedingungen bestimme, bei denen sich Methanol-Monolagen auf diesem Kristall
bilden können, und anschließend alle möglichen Vorgänge der Adsorption, Diffu-
sion und initialen De-Hydrogenisierung untersuche. Des Weiteren wird durch die
Berechnung der jeweiligen Reaktionspfade und -barrieren mittels first-principles-
Methoden ein weitreichendes Verständnis der technologisch relevanten Oberflächen
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prozesse erlangt. Diese Studie bietet ein umfassendes Bild, um die wahrschein-
lichsten Reaktionsprozesse zu bestimmen, welche zum Verständnis von experi-
mentellen Resultaten herangezogen werden können und welche für zukünftige theo-
retische Untersuchungen von Reaktionen, ähnlich der hier studierten De-Hydrogen-
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In recent decades we have witnessed a dramatic increase of energy consumption in
the world as a result of our modern lifestyle. The sources that generate this energy
can be divided into three categories: hydrocarbon materials, nuclear energy and
renewable energy sources. The well-known environmental complications of green-
house gas emissions associated with burning fossil fuels as well as the unsolved
problem of radioactive waste produced by nuclear power plants are cogent rea-
sons to employ energy sources with less pollution and high efficiency. Regarding
renewable energy sources, fuel-cells and solar energy are so far prime candidates
to provide us with clean sources of energy. The Hydrogen after burning gives the
required energy and as byproduct water, and solar energy is provided by sun ra-
diation so both are clean technologies. However, there are major obstacles in the
way of using these energy sources. For instance, the storage of hydrogen molecules
is not easy due to the high chemical activity of hydrogen and its tendency to form
a bond with other atoms. On the other hand, converting the solar energy into us-
able energy such as electricity needs further technological improvement to create
a high-efficiency photovoltaic cell able to collect more solar radiation.
One solution that helps to store the hydrogen is to use hydrogen carrier molecules
which have a high number of hydrogen atoms in their structure and make the
transportation and storage of hydrogen much easier. Hydrogen atoms exist in
1
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many molecules such as methanol, but its bond needs to be broken when it is in
demand. Breaking the hydrogen bond should be fast which would increase the
efficiency and decrease the cost of this scenario. Furthermore, the dissociation of
hydrogen container molecules need a suitable catalyst material.
Zinc-Oxide (ZnO) is a material that can be used as a catalyst which can provide
Figure 1.1: The schematic picture of a self-assembled monolayer forma-
tion via methanol molecules
a basis for the dissociation of the hydrogen carrier molecule to give pure hydrogen.
Furthermore ZnO can also be employed as transparent conductive oxide (TCO) to
allow light-harvesting in photovoltaic cells. Being abundant, cheap and non-toxic
can be mentioned as other advantages of ZnO.
Another property of ZnO that makes it a catalyst but leads to unwanted reactions
is its high activity. To prevent and protect the surfaces og ZnO from unwanted
reactions its surface can be passivated by forming of a monolayer of a molecule
on it. This monolayer is known as the self-assembled monolayer, which covers the
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surface completely.
Before using ZnO practically as TCO or as a catalyst material, it is necessary to
know its surface structure and the behaviour of this surface when a molecule sits
on it.
The central goal of this thesis is to clarify the surface structure of ZnO under dif-
ferent conditions and by addition of an organic molecule on its surface investigate
the formation of a self-assembled monolayer on the surface, as well as building
the hydrogen molecule which is the product of organic molecule dehydrogena-
tion. To achieve this goal, I have first performed a general study to understand
the chemical medium of zinc-terminated (0001), oxygen-terminated (0001) and
mixed-terminated (1010) ZnO surfaces by using the core-level shift calculations
which resulted from the X-ray photoelectron spectroscopy simulation. Then, by
performing the reaction path calculations of provided structures of methanol on
the mixed-terminated (1010) surface of ZnO, I have drawn a map to receive a
hydrogen molecule.
The remainder of this thesis is structured as follows: In the second chapter which
is devoted to introduce the methodology, I will present the methods that are
employed to simulate X-ray photoelectron spectroscopy, which is a practical ex-
perimental method to probe crystal surfaces. In the third chapter, I will present
the results in detail and I will discuss the techniques that I used to understand how
reactions such as diffusion, dissociation, and reformations of molecules can happen
on the ZnO surface. Furthermore, I will also show the preliminary calculations,
which provide the infrastructure of the ZnO slab that was used in all simula-
tions and perform simulations for small systems to test the method for finding
the reaction path. In the continuation of this section I also present the results of
my calculations on the X-ray photoelectron spectroscopy simulations of the most
probable appearance surfaces of ZnO to provide an explanation of the results of
XPS experiments on ZnO. Moreover, the results of the reaction path calculations
of water and methanol molecules and also their byproducts on the ZnO surface
will be discussed. I will also elucidate how a hydrogen molecule is created while
using a catalyst and the formation of self-assembled monolayer to protect ZnO
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surface from unwanted reactions. These parts of the results section are published




Accurate description of the physical properties of nanoscale systems is provided
by quantum mechanics in which the whole information of a system is given by the
many-body wavefunction Ψ(~r1, ~r2, ~r3, ..., ~rN , t). The time-independent Schrödinger
equation, non-relativistically describes the ground-state properties of systems of
interest:
HΨ(~r1, ~r2, ~r3, ..., ~rN) = EΨ(~r1, ~r2, ~r3, ..., ~rN), (2.1)
here, H is the Hamiltonian of the system and it reads,
H = Te + Tc + Ve−c + Ve−e + Vc−c, (2.2)
where Te and Tc are kinetic energy operators of electrons and nuclei respectively,














and Ve−e , Vc−c and Ve−c are the standard electron-electron, nuclear-nuclear and
































In these equations atomic units are used. Here ~r and ~R define the spatial coordi-
nates of electrons and nuclei, respectively.
The Schrödinger equation at first glance is simple, but until now its numerically
exact solution has been given only for very small systems with few degrees of free-
dom. The coulomb interactions between the particles make this equation tough
to solve. In order to provide a physically sound and numerically feasible descrip-
tion of realistic systems that usually involve more than tens of degrees of freedom,
introducing efficient numerical approaches with suitable approximations are neces-
sary. The approximations are usually motivated by the physical properties of the
systems and are designed to take into account important aspects of interactions
between particles.
2.1 Born-Oppenheimer Approximation
Born-Oppenheimer approximation is a cornerstone of quantum descriptions of
molecules and solids. It relies on the fact that the heavier nuclei move much
slower than the much lighter electrons, hence, the electrons are adjusted to the
nuclear motion immediately and, in many situations, the nuclei can be considered
fixed points from the electronic perspective. Therefore, by neglecting the nuclear
kinetic energy operator, the Hamiltonian can be simplified to:
H = Te + Ve−c + Ve−e + Vc−c. (2.8)
The Hamiltonian 2.8 describes the electronic states of the system for a given
nuclear configuration R. Hence, the electronic states and energies depend on the
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Here, Ej(R) is the so called potential energy landscape and Φ
j
R is the associated
electronic wavefunction. Within the Born-Oppenheimer approximation the full
electron-nuclear wavefunction is written as a product of the electronic wavefunc-
tion that has a parametric dependence on the nuclear coordinate and the nuclear
wavefunction:
Ψ(~r, ~R) = Ψ(~r; ~R)χ(~R). (2.10)
The simplest molecules are made by combining of two atoms (A and B). If we
assume a one dimensional model of a simple diatomic molecule by neglecting the
rotational degrees of freedom, the nuclear degrees of freedom reduce to the dis-
tance separating the two atoms, we denote by |RA − RB|. In order to describe
a diatomic molecule within the Born-Oppenheimer approximation one needs to
vary the position of the two atoms and solve the electronic Schrödinger equation
2.8 for each internuclear separation. This will lead to different attractive or repul-
sive potentials between the two atoms and build up the Potential Energy Surface
(PES) of the system. In figure 2.1 we have presented a typical PES of a diatomic









Figure 2.1: The schematic plot of potential energy surface. The x-axis
shows the distance between two atoms and the y-axis shows the relative
energy of the system.
tance between the two atoms, where the attraction and repulsion forces are equal
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and therefore, the total force that acts between them will be zero. After moving
to the right from the red point on the curve, the total energy of the system will
increase, due to the rise of attraction force. And when both atoms get closer to
each other (moving to the left from the red point on the curve), the repulsion force
will increase.
In this part of my work I aim at finding the minimum energy by geometry opti-
mization calculations that will be described in section 2.6.
2.2 Density Functional Theory (DFT)
While by implementing the Born-Oppenheimer approximation the problem has
been simplified considerably, solving the electronic problem we are facing is be-
yond the capacity of today’s computers. For instance, if we consider the wavefunc-
tion of a Zinc atom, which has 30 electrons Ψ(~r1, ~r2, ..., ~r30), each electron having
three coordinates, and if we assume 10 entries necessary to write the data for each
coordinate and assume one byte per entry, then we need 1090 bytes of data space
to store the wavefunction of a single Zinc atom. It means that we need at least
1080 Gigabytes in order to store this wavefunction, which makes the calculations
almost impossible. While all the information about the system can be extracted
from the wavefunction, we are usually interested in only a small portion of the
information such as the ground-state energy.
Density Functional Theory (DFT) that is widely used in condensed-matter physics
and quantum chemistry lends itself as a unique alternative to reduce the computa-
tional cost of treating the many-electron problem. It is a formally exact approach
that allows one to express the observables of quantum systems in the terms of
single-particle density which only depends on three degrees of freedom instead of
a many-electron wavefunction which is a 3N-dimensional object.
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2.2.1 Thomas-Fermi theorems
One of the first theories which used density in calculations instead of wavefunction
was proposed in 1927 by Thomas and Fermi [3][4]. Within the Thomas-Fermi
theory the total energy of a many-electron system is given by:
ETF [ρ] = T TFS [ρ] + Eee[ρ] +
∫
V (~r)ρ(~r)dr3 + U. (2.11)
where

















is the energy related to the electron-electron repulsion which is known as Hartree
energy,











| ~Rl − ~Rk|
(2.15)
is the energy corresponds to the nuclear-nuclear repulsion. As it can be seen,
in the Thomas-Fermi model it is assumed that the kinetic energy density 2.12 is
locally equal to that of a homogeneous electron gas. Furthermore, often the last
term of equation 2.11 is neglected within the Born-Oppenheimer Approximation.
2.2.2 Hohenberg-Kohn theorems
The two Hohenberg-Kohn theorems are the pillars of DFT [5]. The first theorem
proves that the ground-state properties of a many-electron system can be uniquely
determined by an electron-density only, thereby, reducing the many-body problem
of N electrons with 3N spatial coordinates to 3 spatial coordinates by using the
density functionals instead of the wavefunction. The second Hohenberg-Kohn
Chapter 2. Methodology 11
theorem defines an energy functional (as a functional of the single particle electron-
density) for the system, i. e.,
E[ρ(~r)] = T [ρ(~r)] +
∫
ρ(~r)ϑ(~r)dr3 + Eee. (2.16)
Here, T [ρ(~r)] is the kinetic energy and the second term is the interaction with
external potential which proves that E[ρ(~r)] is minimized by the true ground
state electron density. The last term is the electron-electron interaction, which







dr3dr′3 + Exc[ρ(~r)], (2.17)





Figure 2.2: Hohenberg-Kohn theorem. F1 is the mapping from external
potential ϑext to the many electron ground-state wavefunction Ψ0, F2 is
the mapping from the many electron ground-state wavefunction Ψ0 to
the density of many electrons in ground state ρ0, and (F1F2)
−1 is the
proved Hohenberg-Kohn inverse mapping from ground-state density to the
external potential.
The exchange-correlation energy contains the part of the electron-electron interac-
tion potential that is not described by other terms. Approximating this function
is a major challenge and the accuracy of the calculations depends on the approxi-
mations that are being employed to estimate it. In the next sections, I will discuss
this in more detail.
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2.2.3 Kohn-Sham Equation
The main framework that is widely used to put DFT into practice is the Kohn-
Sham (KS) scheme that reduces the many-body problem of interacting electrons
in a static external potential to non-interacting electrons moving in an effective
potential that involves the external potential and the effects of the interactions
between the electrons. Treating the non-interacting electrons problem is fairly
easy as the wavefunction can be represented as a Slater determinant of KS states





Furthermore, the kinetic energy functional of such a system is known exactly:






where the states are required to be orthonormal:∫
ψ∗i (~r)ψj(~r)dr = δij. (2.20)










where εij are the Lagrange multipliers. By minimizing the equation 2.21 with
respect to ψ∗(~r) the Kohn-sham equation will be achieved:
[− ~
2m
∇2 + ϑeff (~r)]ψi(~r) = εiψi(~r). (2.22)
Here, ϑeff is the effective potential and can be written as:




dr′3 + ϑxc(~r). (2.23)
The first term in the above equation is external potential, the second term is
Hartree potential ϑH and the last term the exchange-correlation potential which






Therefore, the corresponding energy functional can be written as:
E[ρ(~r)] = T [ρ(~r)] + Eext[ρ(~r)] + EH [ρ(~r)] + Exc[ρ(~r)] (2.25)










dr3dr′3 + Exc[ρ(~r)]. (2.26)
The Kohn-Sham equation 2.22 with defined potential needs to be solved self con-
sistently i.e.,
1. Choose an initial appropriate density ρ(~r)
2. Calculate the effective potential using the density in step 1 and build Kohn-
Sham potential 2.23




i |ψi(~r)|2 −→ Etotal[ρ(~r)]
4. Introduce a convergence criteria, such as the difference between the old den-
sity and the new one. Then
(a) if the convergence criteria is satisfied, we have the output quantities
such as ground-state density as ρ0(~r) and energy E[ρ0],
(b) if the convergence criteria is not satisfied, use the new density or the
mixture of the old and new densities as an input and repeat the proce-
dure from step 2
2.2.3.1 Exchange-Correlation Functional
While DFT is a formally exact theory, particularly to obtain the ground-state
of the fully interacting system, in practice, the exact exchange-correlation func-
tional is unknown and approximations are needed. The most general form of the
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where, εxc(~r, [ρ(~r′)]) is an exchange-correlation (xc) energy per particle at ~r, which
is a functional of the density distribution ρ(~r′).
In this section the most typical functionals that are widely used are presented.
Local Density Approximation (LDA)
The simplest approximation that is employed to estimate exchange-correlation
functional is the Local Density Approximation (LDA). This approximation was
introduced by Kohn and Sham in 1965 [5]. The main idea here was to approximate
the exchange-correlation energy at each point locally by that of a homogeneous
electron gas, a neutral electronic system with uniform density ρ(~r) = ρ. The





where εLDAxc [ρ(~r)] is the LDA exchange-correlation energy per particle which only
depends on the density. Hence, the exchange-correlation potential is given by:
V LDAxc [ρ(~r)] =
δELDAxc
δρ(~r)




and can be split into exchange and correlation parts:
εxc = εx + εc. (2.30)
The exchange part can be parametrized by Hartree-Fock calculation:









and the accurate value for the correlation part has been determined by quantum
Monte-Carlo calculation [6].
The local density approximation was parametrized for a uniform electron gas and it
was expected to work well only for systems with homogeneous density. However,
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surprisingly the application of this approximation to a wide range of problems
shows very convincing descriptions even for the systems in which the density is
not slowly varying [7]. The satisfying performance of LDA despite its simplicity, is
due to the fact that it fulfills many exact conditions like the sum rule of the xc hole
and the negativity of the exchange hole of the exact functional. Nowadays this
approximation is widely used for studying the ground-state properties of matter
in physics, chemistry, biology and material science.
Gradient Expansion Approximation (GEA)
The first try to go beyond the LDA was to use Gradient Expansion Approximation
(GEA). The idea of this approximation is to add the gradient terms of the density
to the LDA in order to improve the accuracy for the systems with slowly varying
electron densities in space. To this end, the coefficients of gradient terms need
to be defined by applying a weak perturbation to the system of uniform electron
gas and with using the density response. The general equation of GEA until





















where Bxc(ρ(~r)), Cxc(ρ(~r)) and Dxc(ρ(~r)) are expansion coefficients which originate
from linear response and have been calculated by considering the effect of both
exchange and correlation. s and p are defined as measures of density variation and

















the exchange-correlation of GEA reduces to the LDA exchange-correlation energy
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functional and the coefficients of the gradient expansion in equation 2.32 can be
calculated.
GEA was introduced as a correction to LDA for electron densities that changes
slowly in space. However, the slowly varying limit is not often a good approxi-
mation for true electron densities. Furthermore, it turns out that GEA does not
satisfy many of EXC which instead, are satisfied by exact conditions of LDA. For
solids, GEA usually improve the energy obtained by the exchange part of LDA,
however, for systems with the band gap, the energies that are calculated via GEA
are worse than the ones computed by LDA [8][9].
Generalized Gradient Approximations (GGA)
LDA is a good approximation for systems that behave similar to a uniform electron
gas, but when we have a variation of density, it cannot be used to give a satisfactory
description of the said system in many cases. By considering the gradient of
electron density, we can have a good improvement over LDA, which is called





In this approximation, the correlation part of energy functional can be written as:
EGGAc [ρ(~r)] =
∫
ρ[εunifc (ρ) +H(ρ, t)]dr
3, (2.36)
with
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Here t is a dimensionless density gradient. Furthermore, the exchange energy





where Fx is enhancement factor and is given by:






Here κ = 0.804 and µ ' 0.21951. Several different expressions have been intro-
duced for f [ρ(~r),∇ρ(~r)] for the GGA approximation. One of the commonly used
approximations is the Perdew, Burke and Ernzerhof (PBE) functional [10]. It is
the approximation I have used in this work.
2.3 Periodic Systems
While Density functional based methods simplify the many-body problem of in-
teracting electrons significantly, calculating the electronic structure of extended
systems is a task beyond the capability of todays most advanced computational
facilities. Therefore, the solids are usually assumed to be a periodic system which
is built from the repetition of a small unit.
2.3.1 The Supercell Method
The supercell method is an approach for the study of solid-state systems with
the periodic boundary condition. Within this approach the complete system is
represented by a repetition of the smallest possible unit cell. To build a system
with this periodicity structure, a box of atoms which contains a primitive unit cell
of the crystal is used. If the aim is to study a specific surface, the periodicity in
the direction perpendicular to the surface is broken and a gap is considered. The
gap should have a reasonable distance to keep away the created surface far enough
from the next unit cell. This gap is used to protect the surface from the influence
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of the next unit cell. The schematic picture of a created system via the supercell
method is shown in figure 2.3.
Figure 2.3: Schematic picture of the supercell method for modeling a
surface.
2.3.2 Bloch’s Theorem
In well-ordered systems such as bulk crystals and two-dimensional surfaces we
have the option of using their periodicity to simplify the calculations. In a periodic
structure, the smallest unit that can build-up the whole system is called the unit
cell. By repeating the unit cell in three dimensions, the desired bulk is made.
The vectors to generate this periodicity in each direction is called primitive lattice
vector ~Lj, j ∈ {1, 2, 3}. In this kind of structure, the calculated effective potential
for a unit cell Veffective(~r) also obeys this periodicity,
Veffective(~r) = Veffective(~r + ~L), (2.41)
where L can be written as
~L = a1 ~L1 + a2 ~L2 + a3 ~L3, (2.42)
and aj is an integer. In the same manner, the wavefunction should also follow this
periodicity. By virtue of the Bloch theorem we consider that the eigenfunction
can be written as
ψn,~k(~r) = e
i~k.~run,~k(~r), (2.43)
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L1 L2
L3
Figure 2.4: A sample 2× 2 structure with two kinds of atoms. The L1,
L2 and L3 are defined by red lines. The unit cell of this structure has four
atoms, two of each kind.
where n is the band index and the wave vector that lies inside the first brillouin
zone is ~k. Bloch function u is a periodic function
un,~k(~r +
~L) = un,~k(~r) (2.44)
with the periodicity of the structure on the potential. It can be expanded in terms







Here the wave vector G is reciprocal lattice vector and satisfy:
~G.~L = 2πν (2.46)
where ~L is the lattice vector and ν is an integer number. Therefore, the considered







Eventually, based on Bloch’s theorem, one can expand the Kohn-Sham wave func-
tions by plane waves for periodic systems.
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2.3.3 Sampling of Brillouin Zone
For many physical properties such as density of states, charge density, response
functions, and total energy an integration over the Brillouin-zone is required.
These integrals can be evaluated in reciprocal space only for a finite number of








This equation shows a weighted sum over a finite number of k-points and ω~k is the
weight of each k-point. To increase the accuracy of the calculations a sufficiently
dense set of k-points needs to be used. Therefore, many preliminary calculations
are needed to be performed to determine the size of the relevant k-point mesh that
lead to converged results.
2.3.4 Plane Waves
The total wavefunction of the system assuming that the extended system is pe-
riodic was provided in Eq. 2.47 that, in principle, is an expansion in terms of
infinite number of plane waves. However in practice, the basis needs to be care-
fully truncated with an appropriate criteria. Here we use a widely used criteria
and consider only the plane waves with kinetic energy lower than a defined cutoff
are used in the basis set:
1
2
|~k + ~G| ≤ Ecutoff. (2.49)
Determining this cutoff energy Ecutoff requires a set of preliminary calculations
which probe the convergence of the total energy with respect to the cutoff energy
to reach an appropriate value.
2.4 Projector Augmented Wave method (PAW)
The numerical treatment of the KS-equation in the region close to the atomic cores
is complicated due to strong oscillations resulting from the large electronic kinetic
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energy of the valence electrons as they are orthogonal to core states. Therefore,
in order to describe the wavefunction accurately many Fourier components are
required or in the case of grid-based methods a very fine mesh needs to be im-
plemented. These oscillations become smaller with increasing distance from the
atomic cores and in the region between two atoms as the electronic kinetic energy
decreases, hence, the wavefunction is smooth.
In order to solve this problem, P. E. Blöchl introduced projector augmented wave
method (PAW) [11], which is a generalization of the linear augmented-plane-wave
and pseudopotential models. Within the PAW approach, these rapidly oscillating
wavefunctions are transformed into smooth wavefunctions that are easier to deal
with it computationally. Then, the all-electron properties are extracted from these
smooth wavefunctions. The idea behind PAW comes from two distinct behaviors
of the wavefunction that was described above i.e. the wavefunction is separated
into two parts, first inside the sphere with the radius rPAW , which is called aug-
mentation sphere, and outside this sphere between the atoms.
Suppose that a pseudo wavefunction Ψ̃ is transformed to the all-electron wave-
function Ψ, i. e.
|Ψ〉 = T̂ |Ψ̃〉, (2.50)
where |Ψ〉 is the all-electron wavefunction which contains the whole system wave-
function, and T̂ is a linear transformation operator. The linear operator T̂ is
written as




such that Ψ̃ and Ψ differ only in the regions near the atomic cores. Here, Ŝa only
acts inside the augmentation sphere with the radius rPAW . Inserting the equation






Ŝa|Ψ̃〉 = |Ψ〉 − |Ψ̃〉. (2.53)
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To satisfy the augmentation sphere assumption, the wavefunction for r > rPAW is
|Ψ̃〉 = |Ψ〉. (2.54)
It is then useful to expand each pseudo wavefunction |Ψ̃〉 into the pseudo partial





where cα is the expansion coefficient and |Φ̃α〉 is the pseudo partial wavefunction,
which produces the partial wavefunction using the transformation
|Φα〉 = T̂ |Φ̃α〉 =⇒ Ŝa|Φ̃α〉 = |Φα〉 − |Φ̃α〉. (2.56)
By inserting equation 2.55 into equation 2.50 for calculating inside the augmenta-
tion sphere the all-electron wavefunction will be




and in the general form (for both inside and outside the augmentation sphere) the
all-electron wavefunction is







The scalar expansion coefficient cα should be a linear functional of the pseudo
wavefunction, because the transformation T̂ should be linear in order to link the
relevant all-electron wavefunction to the artificial pseudo wavefunction. Hence,
the expansion coefficient is
cα = 〈p̃α|Ψ̃〉, (2.59)





and orthogonality condition follows
〈p̃α|Φ̃β〉 = δαβ. (2.61)






Figure 2.5: Schematic picture of PAW
The expression of Ŝa is obtained by inserting the equation 2.60 into the equation
2.56 for inside the augmentation sphere






(|Φα〉 − |Φ̃α〉)〈p̃α|, (2.62)
and the linear transformation is
T̂ = 1 +
∑
α
(|Φα〉 − |Φ̃α〉)〈p̃α|. (2.63)
Finally, the all-electron wavefunction can be obtained by inserting the equation








Here, |Ψ̃〉 is the pseudo wavefunction,
∑
α |Φα〉〈p̃α|Ψ̃〉 is the all-electron wave-
function inside the augmentation sphere which can be identified with |Ψ1〉, and∑
α |Φ̃α〉〈p̃α|Ψ̃〉 is the pseudo wavefunction inside the augmentation sphere, which
can be identified with |Ψ̃1〉. The schematic picture of PAW is shown in figure 2.5.






where |fβ〉 is any set of linearly independent functions and the localization of |fα〉
leads to the localization of 〈p̃α|.
In order to define the physical observables, we need to figure out how the operators
are transformed. By using equation 2.50, the expectation value of an operator A
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can be written as
〈Ψ|A|Ψ〉 = 〈Ψ̃|T̂ †AT̂ |Ψ̃〉, (2.66)
where T̂ †AT̂ can be written as Ã and using 2.63 it can be expressed as
Ã = T̂ †AT̂ = A+
∑
α,β
|p̃α〉(〈Φα|A|Φβ〉 − 〈Φ̃α|A|Φ̃β〉)〈p̃β|. (2.67)





where fn is the occupation of the state and n is the band index, which is the subset
of core electrons for inside the augmentation sphere and is the subset of valence
















































is the expectation value of the pseudo wavefunction inside the augmentation





Chapter 2. Methodology 25
Furthermore, by using the real-space projection operator |~r〉〈~r| and inserting it in













In order to simplify the equation above, we can write the first term as
[ρ̃v(~r) + ρ̃c(~r)] = ρ̃(~r), (2.75)
the second term as
[ρ1v(~r) + ρc(~r)] = ρ
1(~r) (2.76)
and the last term can be written as
[ρ̃1v(~r) + ρ̃c(~r)] = ρ̃
1(~r). (2.77)
Therefore, Eq. 2.74 can be simplified to
ρ(~r) = ρ̃(~r) + ρ1(~r)− ρ̃1(~r). (2.78)
































































Here, ρZ is the charge density inside the augmentation sphere.
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2.5 Core-Level calculation
The energy that is required to remove an electron from the core-level of an atom
is called core-level binding energy. Experimentally, this energy can be observed by
using X-ray photoelectrons spectroscopy (XPS). In the XPS method, the atoms
exposed to X-ray radiation lose an electron. Then, through the collision of the
electrons with the detector their energies are recorded (Figure. 2.6).












Figure 2.6: Schematic of X-ray Photoemission Spectroscopy (XPS). The
X-ray is illuminated to the substrate surface and kicks out an electron from
the core-level of an atom, the electron feels the inelastic mean free path of
the material that it moves across and finally, the energy of the electron is
measured via the energy analyser. The substrate can be rotated and by
increasing the angle between the surface normal and the energy analyser,
the distance that electron moves across the material increases.
show different properties of a crystal. XPS is particularly well-suited to provide
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such information by probing the relative abundance of different chemical envi-
ronments for each element. Through a careful analysis of the characteristics of
core-level shifts and the relative spectral weights obtained by this highly available
and widely used technique, the surface stoichiometry can be retrieved in princi-
ple. In practice however, the interpretation of XPS spectra and the unambiguous
assignment of various peaks is not always straightforward. Therefore, I attempt
to use theoretical simulations, which help to interpret the XPS results.
Theoretically and by performing DFT calculations, the core-level binding energy
of each atom can be computed by calculating the energy difference between the
neutral system E(nc) and the system with one electron less than the neutral sys-
tem (E(nc − 1)). The energy difference between these two situations gives the
core-level binding energy [12]:
Ecl = E(nc − 1)− E(nc). (2.80)
The absolute value of the core-level energy is usually less important than variations
of its value caused by changes in the chemical environment of the element under
consideration. When we consider a specific element in a crystal, the variation
of core-level energy between bulk (in the middle of the crystal) and close to the
surface is desired, which is called surface core-level shift M Escls and is defined as
[12][13]:
M Escls = [E
s(nc − 1)− E(nc)]− [Eb(nc − 1)− E(nc)]. (2.81)
Here, Es(nc − 1) and Eb(nc − 1) are the final total energies with one electron
removed from the core-level of a surface and a bulk of the specified atom, respec-
tively, and the total energy of a neutral system E(nc) that can be eliminated from
both terms to yield
M Escls = E
s(nc − 1)− Eb(nc − 1). (2.82)
In practice, I have used two different theoretical approaches to obtain M Escls:
In the first, both terms in Eq. 2.82 were directly and explicitly calculated. We
calculate Eb(nc−1) only once for every surface structure considered, and separately
for each (sub-)surface of the specified atom (it is Oxygen in our calculation) in
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every surface structure considered. In the second approach, Ecl was obtained
following the Slater-Janak transition-state theorem [14][15], which states that the
total-energy difference in Eq. 2.80 can be approximated as:









where εcl(nc − 12) is the Kohn-Sham eigenvalue (relative to the respective Fermi
level) of the considered core level with only half an electron removed. Inserting
equation (2.83) into equation (2.81), yields the surface core-level shift, i. e. [16]









where εbcl(nc − 12) and ε
s
cl(nc − 12) are the eigenvalues of the bulk and the surface
atoms, respectively. Then, for each surface structure, εbcl(nc− 12) is calculated once
and εscl(nc − 12) for all (sub-)surface of specified element atoms.
To simulate XPS spectra, the inverse of the experimental approach to estimate
surface stoichiometry, [17][18][19] was used. In particular, the intensities I of the











where lcry and ladl are the thickness of the crystal, and the adlayer above the atom
where applicable. Here, θ is the take-off angle of photoelectrons relative to the
surface normal 2.6 and λcry and λadl are the inelastic mean free paths of electrons
in the crystal and the adlayer, respectively. A sum of Gaussian and Lorentzian
peaks is subsequently employed to construct actual spectra corresponding to the
experimental XPS spectra.
2.6 Forces and Geometry Optimization
In chapter 2.2 I have discussed how DFT provides a reliable theoretical framework
to describe the ground state energy of systems in which the nuclei are considered
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fixed. However, the geometry of a system may not satisfy the local (or global)
minimum energy structure. Hence, finding the local (or global) minimum energy
on the Born-Oppenheimer surface is mandatory.
The procedure that is used to find the minimum energy structure is called geometry
optimization. In this procedure, an input structure has been used with an initial
guess, which needs to be logical and close to the expected structure. Then, by
minimizing the forces that are exerted on each atom, we look for a stationary point
of the Born-Oppenheimer surface for which the system has minimum total energy.
In order to understand the properties of each system, we first need to know the
geometries of the system and the positions of all the atoms in it. To this end, the
total force that acts on each atom should be zero. However, reaching the absolute
zero value of the force is often impossible. Therefore, a method which contains
convergence criteria is required to reduce the force that acts on each atom until
achieving the correct atomic structure. There are several methods to calculate the
forces such as finite difference, molecular dynamic, conjugate gradient and damped
molecular dynamics.
The optimized structure of each system at zero temperature is directly related to
the minimum total energy of the system. It is evident that at each minimum point
of the Born-Oppenheimer surface the slope is zero and the curvature is positive.
To achieve such minimum point at the surface, first the gradient of energy should





Zero gradient provides a necessary, but not sufficient, condition for the system
to be in the optimized structure with minimum energy. Therefore, to be sure
that the point with zero slope is the optimized structure of the system the cur-
vature of Born-Oppenheimer surface need to be calculated. The curvature of
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When the energy gradient ∇E is equal to zero and all eigenvalues of the Hessian
matrix Hij are positive, the structure is at its minimum. The system is at its max-
imum energy when the gradient is zero and all eigenvalues of the Hessian matrix
are negative, while when the eigenvalues have both positive and negative value at
zero energy gradient, the structure is at the saddle point on the BO surface.
There exist various optimization algorithms to solve the geometry optimization
problem in order to reach the minimum energy structure. In this way, finding the
local minimum is much easier than finding the absolute minimum, which mostly
depends on the initial guess of the structure. These optimization algorithms have
been categorized based on the six main methods: the steepest descent, quasi-
Newton methods, truncated-Newton methods, conjugate gradient method, itera-
tive subspace method and molecular dynamic methods.
The optimization method that is used in this work is based on the damped molec-
ular dynamics method that has been implemented in the VASP code. In this
method, after each optimization step the ionic positions are updated with
~̈x = −2α~F − µ~̇x. (2.88)
Here, µ is the damping factor and α is a force coefficient. In order to integrate













~xN+1 = ~xN + ~υN+ 1
2
. (2.90)
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Defining the inputs:
1- Initial guess for the structure of the system
2- α and μ (displacement criteria)
3- Force convergence criteria
Calculating the ground-state energy of the structure
Calculating the force that acts on each atom
Calculating the eigenvalues of Hessian
matrix to check curvature
Check the convergence factors
Are the forces smaller than force convergence
criteria?
Is the curvature positive?
No
Yes
Update the structure of the system with α
and μ
Done
Figure 2.7: Geometry optimization algorithm
The maximum value for the damping factor µ is 2 as is shown by the steepest de-






), and the minimum value for µ is 0 which means
the damping factor is zero. Choosing the damping factor can vary from system
to system, for instance, when a small component like hydrogen is considered, it is
better to increase the damping factor to control the hydrogen better in the area
of interest. Because the hydrogen atom is the lightest atom and the influence of
every force on a hydrogen atom results in larger displacement than on the heavier
atoms the higher damping factor makes up for that difference and doesn’t allow
the hydrogen to move too much.
























Figure 2.8: Schematic picture of Potential Energy Surface. The top
plot shows the schematic 3D view of Born-Oppenheimer surface and the
bottom one is the same from top view. The two minimums are tended to
blue color and the maximums are tended to red. The green dot line shows
the shortest distance between two minimums and the red dot line shows
the minimum energy path between two minimums. The transition state
on the minimum energy path is shown by red circle.
2.7 Nudged Elastic Band method (NEB)
The role of the actual reaction path is essential for the description of the re-
actions. It provides us valuable information on the outcome of reactions under
different conditions and makes it possible to use a suitable catalyst material to
reach the desired result at a lower cost. For example, while using Hydrogen as a
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clean source of energy is desirable, storing the Hydrogen molecule is rather com-
plicated. Therefore, it is better to use a suitable molecule which is capable of
releasing hydrogen at a high rate instead. To this end, it is necessary to use an
appropriate catalyst material. The reaction path is a tool to assay the capabilities
prospects of this catalyst material.
In the same context another important issue is to define the transformation path
with the lowest required energy between two different stable structures. This
transformation path is called Minimum Energy Path (MEP). For instance, in the
reaction between a molecule and a crystal surface the MEP plays a key role to
estimate the transition rate.
The important quantity to define the MEP is maximum potential energy along
the MEP that is called the saddle point. The saddle point along the reaction
path has the highest energy which means the lowest energy in order to activate a
transformation is the energy difference between the energy of the initial structure
and the energy of the saddle point in the related MEP.
There exist several methods to define the MEP and saddle point. One of the
methods that has been applied successfully to many of the relevant problems is
the Nudged Elastic Band (NEB) method proposed by H. Jónsson et al. in 1998
[20]. In order to use the NEB method it is necessary to know the initial and final
structures and their total energies. Then a number of intermediate structures is
defined (it is possible to use in many cases, as an initial guess linear interpolation
between the initial and final structures). These intermediate structures are known
as images. It is obvious that a higher number of images helps to define a more
accurate reaction path, but it also means a higher computational cost. The NEB
method inherited the basic ideas from Plain Elastic Band (PEB) method to form a
chain which is started from the initial structure and connected to the first interme-
diate structure (image) with a spring and on the other side, the first intermediate
structure is attached to the second intermediate structure with a similar spring.
This pattern continues until the last intermediate structure gets connected to the
final structure. After building this chain of states, the energy of each structure
needs to be calculated individually and the applied forces from the springs should
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be added. These forces hold the images along the reaction path. The energy path
of this system can be achieved by optimization of the object function S:








(~Ri − ~Ri−1)2 (2.91)
∂S(~R1, ~R2, ..., ~RP−1)
∂ ~Rk
−→ 0, (2.92)







2 results from the springs that connect images together. The PEB force that
acts on each image is given by:
F PEBi = −∇V (~Ri) + F si , (2.93)
where ∇V (~Ri) is the potential force, and F si represents the spring‘s forces. The
reaction path that obtained via PEB method is a good try, but it failed to present
the exact MEP due to the energy landscape distortion caused by the spring forces.
This problem is much visible in extreme cases, i.e. when the spring constant is
either too high or too low. With high spring constant the formed path cuts the
corner close to the saddle point and by over estimating the energy misses the
transition state. In the case that the spring constant is too low on the other hand,
the intermediate structures slide close to the local minimums (around the initial
and final structures) and reduce the number of intermediate structures around the
saddle point which is the most important point in this modeling. To overcome
these problems Mills and Jónsson et. al. [20] suggested to remove two critical
components from the PEB force, first, the parallel component of spring force,
which helps to remove the first problem of the PEB method, and second, the
perpendicular component of −∇V (~Ri) that treats the second failure of the PEB
method:
FNEBi = −∇V (~Ri) + F si − (−∇V (~Ri)‖ + F si⊥) = −∇V (~Ri)⊥ + F si‖ (2.94)
this force is known as nudging force.
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Climbing Image of NEB
Figure 2.9: The black line shows MEP with NEB method, the black
circles are discrete images along MEP. The blue line is the same reaction
path, it is shifted up to show the difference between NEB and CI-NEB
methods. The red circle shows the climbing image in both NEB and CI-
NEB, before and after applying the Fclimb.
The new attitude of the NEB method helps to define the MEP with a good ap-
proximation. Nevertheless, the discrete path of the MEP that is made by the
NEB along the MEP does not give an explicit transition state and saddle point.
For this purpose, in 2000, Henkelman and Jónsson presented the Climbing image
extension on NEB method that is called Climbing Image-NEB method (CI-NEB).
In this method, the image with the highest energy (in the discrete path made by
NEB) is chosen as the climbing image (~Rclimb). Then the climbing force (Fclimb)
acts on the climbing image to move this image until it reaches the saddle point.
The climbing force is given by:
Fclimb = −∇V (~Rclimb) + 2∇V‖(~Rclimb), (2.95)
where Fclimb moves the climbing image parallel to the MEP until the Fclimb reaches
zero. In this position, the climbing image reaches the saddle point and the slope
of the reaction path is then zero.
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2.8 Transition State Theory and Reaction Rates
In the previous section, we discussed how the reaction path could be defined by
employing the NEB method, morever, the CI-NEB has been also introduced to
find the transition state on the reaction path. Knowing these details are neces-
sary to understand a reaction properly, but not sufficient, because when a reaction
happens between two or more reactants, the products are not produced instan-
taneously. In reality the reactants need to gain energy, this energy increases the
vibration of the reactants atoms and some of the bonds between the atoms start
to break and some new bonds start to form. In this process, the minimum suffi-
cient energy that reactants need to break the bonds and lead to the products is
known as activation energy. This energy is exactly the energy difference between
the initial state and transition state that is explained in the previous section. At
the highest energy point of a reaction path, the system is in the transition state
also known as the activated complex. The lifetime of the activated complex is very
short and it can lead to both products or reactants.
The Transition State Theory (TST) provides the reaction rate concept. This con-
cept is depended on the temperature and concentration of reactants and shows
how many reactants transform into the products in a specific time. The TST can-
not offer the exact reaction rate constants due to the unclarity of the reaction path
and PES [21]. However, as explained in the previous section, the reaction path
can be obtained from NEB. Therefore, by combining the TST and NEB method,
an accurate reaction rate constant can be achieved.
To understand TST, let us consider two reactants, “A” and “B” which by passing
the activated complex state can be transformed to the products “C” and “D”.
This process can be shown as:
A+B  χ∗
k→ C +D, (2.96)
where χ∗ is the activated complex. In the above reaction, the reactants and
products are in the equilibrium state and the situation of activated complex is
not stable. In order to formulate this reaction, the equilibrium constant can be






here, [χ∗], [A] and [B] are the concentration of χ∗, A and B respectively. As the
rate of reaction has a direct relation to the concentration of the activated complex,
the reaction rate equation is:
Rate = ν[χ∗] = ν K∗{[A][B]}, (2.98)





where kβ is the Boltzmann’s constant and h is the Planck’s constant. Note that
equilibrium constant K∗, is a dimensionless constant which depends on the ratio
of reactants and products concentrations, therefore we can assume:
k = νK∗ = {kβT
h
}K∗. (2.100)
Furthermore, from the elementary thermodynamics we know:
∆G0∗ = −RT ln K∗ ⇒ K∗ = e−
∆G0∗
RT , (2.101)
here, ∆G0∗ is the variation of Gibbs energy from the reactants equilibrium state to
transition state. Furthermore, the variation of Gibbs energy can also be calculated
from:
∆G0∗ = ∆H0∗ − T∆S0∗, (2.102)
where ∆H0∗ and ∆S0∗ are the variation of enthalpy and entropy from the reactant
to the activated complex states respectively. In conclusion, equation 2.100 using
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here, Ea is the activation energy of a reaction and α is known as frequency factor






and Ea = ∆H








In 1919, Karl Herzfeld by using the equilibrium constant and kinetic theory also


















It is important to note that the oscillation range of the system at the transition
state should be rather small; Due to the unstable nature of the activated complex,
with an oscillation range larger than its tolerance the system coordinates would
proceed toward one of the local minimums which are close to the current position
of the system.
The vibrational partition function depends on the vibration of all atoms and all




















where i is an index to define each mode of frequency and n is the vibrational
quantum number.
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Finally, by inserting equation 2.108, for both initial and transition states, in equa-












where qinivib and q
TS
vib are vibrational partition functions of the system for the initial




This section consists of three main parts. The first part is devoted to outline the
details of the calculations. For instance, I discuss how the K-point mesh has been
defined, how the unit-cell size was chosen, as well as how many ZnO layers were
used to build the ZnO slab.
In the second part I present the theoretical simulations of XPS experiments on
both polar surfaces (Zinc-terminated and Oxygen-terminated) as well as the non-
polar surface of ZnO. The results of these simulations have been published in
Physica Status Solidi B 252, No. 4, 755764 [2].
Finally, in the last part I discuss the reaction path calculations based on the NEB
method. At first, HCN and NH3 are studied as test systems to trial the NEB
method. Then I present the results on the ZnO non-polar surface and discuss the
reactions of water and methanol molecules with focus on adsorption, dissociation
and diffusion. Furthermore, I present the results of hydrogen molecule formation.
This part of my results has been published in The Journal of Physical Chem-
istry C, 2015, 119 (37), pp 2157421584 [1] with the contribution of my colleague
Philipp Herrmann who did the calculations related to ZnO surface prediction un-
der methanol gas pressure.
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Figure 3.1: Zinc Oxide crystal at atomic scale. Zinc and Oxygen atoms
have been shown with gray and red spheres respectively. The top surface
represents the Mixed-terminated ZnO surface (101̄0), the right side shows
the Oxygen-terminated ZnO surface (0001̄) and the left side represents the
Zinc-terminated ZnO surface (0001).
3.1 Modeling Zinc Oxide Systems
The ZnO crystal has two main crystal structures, hexagonal wurtzite and cubic
zincblende. The most stable structure of ZnO in ambient conditions is the wurtzite
structure (Fig. 3.2). Therefore, this structure is used to perform the simulations
on ZnO. The hexagonal structure has two parameters a and c, which are known
as lattice constants.
3.1.1 Defining the K-point mesh
Before starting to optimize the structure to define lattice parameters the K-point
mesh should be determined. The criterion that defines the number of K-points in
each direction is the ratio between a and c in the unit cell; this ratio approximately
is c
a
∼ 1.60 [23]. It is obvious that with an increase of the number of K-points the
numerical costs increase significantly. Therefore, in order to achieve a desirable
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Figure 3.2: Wurtzite structure of ZnO. Zinc and Oxygen atoms are spec-
ified with blue and red circles respectively. The purple lines have been
shown the chemical bonds and the black lines have been distinguished the
unit-cell.
accuracy, a large number of K-points is required. To determine the K-point mesh,
thirty calculations are performed, from 1 to 30 K-points in the direction a while
in the direction c the number is being adjusted according to the c
a
= 1.6 ratio.
The results of these calculations are shown in Fig. 3.3. Each point in this plot
shows the results of one calculation, where the horizontal axis shows the number
of K-points in a direction and the vertical axis shows the relative energy. By
looking at the achieved results and also by considering numerical calculation costs
which we will have to confront during further calculations, a K-point mesh with 6
K-points in a direction has been chosen. The energy difference between the results
with 6 K-points and 30 K-points in a direction is less than 2meV which proves
that the selected K-point mesh provides us accuracy while it is efficient from a
computational cost point of view.
3.1.2 Defining the unit-cell size
Once the K-point mesh is fixed, the calculations to achieve the basic size of the ZnO
unit-cell can be performed. By changing the lattice constant in these calculations



















Figure 3.3: Energy Vs number of K-points in a direction. The X-axis
shows the number of K-points in a direction and the number of K-points
in c direction is adjusted accordingly. The Y-axis shows the total energy
of the system relative to each K-point.
we aim to minimize the total energy of the system. To this end, thirty-one unit-
cells have been considered, which are linearly generated, while we let the ZnO
atoms move until they reach their equilibrium in the related unit-cell. The result
of these calculations is shown in figure 3.4. The plot shows the outcome of these
calculations in the reciprocal space, and the minimum point in the curve shows
the basis of lattice constants which are equal to a = 3.29Å and c = 5.31Å. The
prepared unit-cell of ZnO with the obtained lattice constant parameters is shown
in figure 3.5.
3.1.3 Defining the number of ZnO layers
The next parameter that needs to be defined to produce the ZnO slab is the number
of ZnO layers. It is evident that with more layers of ZnO the calculations will be
more accurate and successful in simulating the real experiment situation but due to
the limitation of computational resources it is mandatory to optimize the number
of ZnO layers. Towards this end, eleven calculations have been performed with
different numbers of ZnO layers, from 1 to 11 layers. To do the first calculation,
one unit-cell of ZnO has been considered, for the second one, we expand the slab
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Figure 3.4: Energy Vs Lattice Constant. The X-axis shows the lattice
constant and the Y-axis shows the relative energy. Below, the unit-cell
coordinates have been shown.
+1.92 − 3.32 + 0.00
+1.92 + 3.32 + 0.00
+0.00 + 0.00 + 6.21
Figure 3.5: In the left picture the side view and in the right picture the
top view of the ZnO unit-cell is shown. The red and gray sphere shows
Oxygen and Zinc atoms relatively, and the black lines define the unit-cell.
by adding a layer of ZnO on top of the first layer, and this expansion has been
done up to eleven layers. Each calculation gives the total energy of the related
slab. It is obvious that by increasing the number of layers, the total energy of the
system will increase, therefore the energy per layer (the total energy divided by
the number of layers) has been considered and is shown in figure 3.6.
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The important parameter that should be considered in these calculations is the
dipole of the slab when the polar Zinc or Oxygen terminated slab is produced.
Hence, the termination of the slab has been passivated by pseudo Hydrogen, with
the −0.5 charge for Oxygen terminated and the +1.5 charge for Zinc terminated.
To find the desired number of ZnO layers in the slab, ZnO layers are added until
the point at which the energy per layer difference goes below 0.1 eV . Regarding




























0 1 2 3 4 5 6 7 8 9 10 11 12
Number of ZnO layers
Figure 3.6: Energy per layer Vs the number of ZnO layers. The X-axis
shows the number ZnO layers and the Y-axis shows the total energy of
relative ZnO structures divided by the number of their respective ZnO
layers.
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3.2 Core-level calculations and XPS simulations
3.2.1 Introduction
Wurtzite zinc oxide (ZnO) is a wide band-gap semiconductor with a 3.3eV di-
rect gap at the Γ-point [24], and it is widely used as a key material in modern
technology. For instance, ZnO is employed as a catalyst to synthesize industri-
ally important substances such as methanol [25][26][27][28][29], and it is used as
an active component in inorganic opto-electronic devices [30]. Due to its high
transparency, good electrical properties, and also because of its natural abun-
dance, ZnO is a good candidate for the replacement and/or enhancement of Indium
Tin Oxide (ITO) as a transparent conductive oxide [31]. Hence, in that capac-
ity, it has recently attracted considerable interest in research and development
of organic and hybrid organic/inorganic opto-electronic devices such as organic
light-emitting diodes (OLEDs) [31][32][33][34][35] and organic photovoltaic cells
(OPVCs) [36][37][38][39][40].
The atomistic surface structure of ZnO is obviously the most important aspect
of its performance as catalyst. When it is used as an electrode, the surface con-
stitutes the interface to the active materials in opto-eletronic devices [41]. The
structure of ZnO determines its work function [42] while the work function, in
turn, determines the interfacial energy-level alignment [43] and thus the charge-
carrier injection barriers in OLEDs [31] as well as extraction losses in OPVCs.
Together with potentially occurring defects that trap charge carriers and/or exci-
tons, details of the ZnO surface structure must therefore be expected to critically
affect overall device performance.
To determine the structure of surfaces in general, several experimental methods are
routinely used, such as Low-Energy Electron diffraction (LEED), Scanning Tun-
neling Microscopy (STM), or core-level X-ray photoelectron spectroscopy (XPS).
As a diffraction method, however, LEED can provide insight only on well-ordered
periodic (super)structures, which are not necessarily present on ZnO surfaces but,
on the contrary, must sometimes even be meticulously prepared first [44][45][46].
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On the one hand, STM, by its very nature, is geared towards revealing only rather
local structures, which might not necessarily be representative of the surface as a
whole. On the other hand, STM on transition-metal oxides must be regarded as
a highly specialized and rather laborious technique [47], not the least because of
potential issues arising with tip preparation and/or contamination [48][49][50].
Neither LEED nor STM provide any chemical contrast, i.e., no information on the
actual surface composition is obtained. XPS, in contrast, is uniquely well-suited
to provide such information by probing the relative abundance of different chemi-
cal environments for each element. Through careful analysis of the characteristic
core-level shifts and the relative spectral weights obtained by this highly available
and widely used technique, the surface stoichiometry can in principle be retrieved.
In practice, however, the interpretation of XPS spectra and the unambiguous as-
signment of various peaks is not always straightforward. In this work, I present
the results of a comprehensive theoretical study to shed light on the direct correla-
tion between experimentally observed XPS spectra and the ZnO surface structure.
Specifically, I employ density-functional theory (DFT) to calculate the O1s sur-
face core-level shifts for those ZnO surface structures that have been theoretically
predicted to occur under certain conditions. As good agreement with experiments
can be expected from DFT calculations [51][52][53][54], this choice allows us to
additionally provide a benchmark for methods of surface-structure prediction: If
an experimental XPS spectrum is observed that does not have a counterpart in
the results presented below, then the corresponding structure simply has not been
found by theory yet and techniques for doing so should be improved.
In considering all structurally distinct reconstructions proposed for the zinc-terminated
(0001) [44][55][56], the oxygen-terminated (0001̄) [57][58], and the mixed-terminated
(101̄0) [59][60][61] surfaces of ZnO, the present study goes well beyond previous
works [51], as I critically compare two different theoretical approaches to compute
core-level shifts and in addition I provide full XPS spectra for a range of photo-
electron take-off angles.
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3.2.2 Calculations and Results
I used both methods [62][12] shown in section 2.5 as implemented in the plane-
wave DFT code VASP [63][64], where the valence electron density is relaxed self-
consistently in the presence of the (partial) core hole and, therefore, final-state
screening effects are fully accounted for. To model the ZnO surface, I constructed
10-layer slabs of ZnO with the 5 bottom layers frozen to their bulk equilibrium
structure and the 5 top layers allowed to relax during geometry optimization. For
the zinc- and oxygen-terminated polar surfaces, the bottom sides of the slabs were
passivated with pseudo-hydrogens of nuclear and electronic charge 3/2 and 1/2,
respectively. Consecutive images of the slab were separated by > 12Å vacuum and
a dipole correction was employed to avoid spurious electric fields on the surface
[65]. The plane-wave cutoff for the valence wavefunctions was set to 440eV and the
PAW method [11][66] was applied for valence-core interactions. For Brillouin zone
integration, room-temperature Fermi smearing was used on a Monkhorst-Pack k-
point grid of 6 × 4 × 1 for geometry optimization and 12 × 8 × 6 for core-level
calculations on the mixed-terminated surface, and on a Γ-centered k-point grid of
6 × 6 × 1 for geometry optimization and 12 × 12 × 1 for core-level calculations
on the polar surfaces. These k-point grids are reported here for the primitive
1× 1 surface unit cell. For larger cells, employed to accommodate specific surface
reconstructions and furthermore, to suppress lateral interaction between periodic
replica of the core holes, the number of k-points in each direction was scaled
accordingly. All calculations were performed using the PBE exchange-correlation
functional [10].
3.2.2.1 Zinc-terminated (0001) Surface
2×1-OH overlayer
As discussed in detail in [44][55][56], this structure can be thought of as a bulk-
truncated ZnO (0001) surface covered by half a monolayer of OH groups residing in
threefold hollow sites. The OH groups are described as arranged in rows, resulting
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Figure 3.7: (a) Structure of the 2× 1−OH overlayer on the polar ZnO
(0001) surface. Zinc atoms are shown in gray, oxygens in red, H atoms
in green, and the surface unit cell is indicated by black lines. (b) Layer-
resolved O1s core-level energies relative to the bulk-like oxygen in layer
6. Layer “S” denotes the adsorbate. Results from the first, total-energy
based theoretical approach are marked by solid triangles and those from
the second, orbital-energy based approach by open squares. (c) Simulated
XPS spectra for photoelectron take-off angles from 0◦ (black) to 80◦ (gray).
Red circle and arrow highlight the signature of the surface hydroxy group.
in the 2 × 1 surface unit cell shown in Fig. 3.7. In the core-level calculations, a
2× 4 supercell thereof (containing eight such units) was employed to avoid lateral
interaction between periodic replica of the core holes.
The relative O1s core-level shifts from “reference” layer six (assumed to be
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bulk-like and, therefore, set to zero), over the topmost ZnO layer, on to the OH
groups adsorbed on the surface (indicated by “S”) are shown in Fig. 3.7b from
left to right. Results from the first theoretical approach (based on total energies)
are represented by solid triangles and results from the second (based on orbital
energies) by open squares. For the present structure, the maximum difference in
surface core-level shift between the two methods, i.e., the maximum “theoretical
uncertainty”, is 0.14eV and the mean absolute difference amounts to 0.08eV. The
only significant surface core-level shift of about +1.2eV, meaning towards higher
binding energies compared to the bulk contribution, is observed for the oxygen
of the adsorbed OH group (circled in red). Figure 3.7c shows the simulated XPS
spectra for photoelectron take-off angles from 0◦ to 80◦. The high binding-energy
shoulder in the simulated spectra, marked by a red arrow, is of course related to
the OH oxygen and, consequently, it is least attenuated when increasing the take-
off angle towards more surface-sensitive measurement conditions. My calculated
value for the surface core-level shift as well as the overall spectral shape is in good
agreement with experimental results reported, e.g., by Zhang et al. [67]. I do
not expect major changes when slightly decreasing the OH coverage to 4/9 of a
monolayer, which is suggested to occur under different conditions in [44][55][56]
and, therefore, I move on to a qualitatively different adsorbate.
The 2×2-O overlayer
In this structure, both theoretically predicted and actually observed [44][55][56],
the bulk-truncated ZnO (0001) surface is covered with a quarter monolayer of
oxygen adatoms, residing again in threefold hollow sites. These adatoms have
been observed to arrange in the regular 2× 2 surface unit cell shown in Fig. 3.8a.
For the core-level calculations, a 2 × 2 supercell thereof (containing four such
units in an overall 4× 4 surface unit cell) was employed. The results are shown in
Fig. 3.8b with the maximum/mean absolute deviation between the two theoretical
approaches amounting to 0.12/0.04eV. The only significant surface core-level shift,
highlighted by a red circle, is observed for the oxygen adatom with -1.7eV, i.e.,
toward lower binding energies compared to the bulk contribution. Consequently,
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Figure 3.8: (a) Structure of the 2×2-O overlayer on the polar ZnO (0001)
surface. Zinc atoms are shown in gray, oxygens in red, and the surface unit
cell is indicated by black lines. (b) Layer-resolved O1s core-level energies
relative to the bulk-like oxygen in layer 6. Layer “S” denotes the adsorbate.
Results from the first, total-energy based theoretical approach are marked
by solid triangles and those from the second, orbital-energy based approach
by open squares. (c) Simulated XPS spectra for photoelectron take-off
angles from 0◦ (black) to 80◦ (gray). Red circle and arrow highlight the
signature of the surface oxygen.
a pronounced low-binding energy shoulder (marked by a red arrow in Fig. 3.8c) is
observed in the simulated XPS spectra, which must be expected to dominate under
surface-sensitive measurement conditions, i.e., under high photoelectron take-off
angles. I am not, however, aware of any measurements exhibiting these features.
Chapter 3. Results 53





overlayer on the polar ZnO (0001) surface. Zinc atoms are shown in gray,
oxygens in red, H atoms in green, and the surface unit cell is indicated
by black lines. (b) Layer-resolved O1s core-level energies relative to the
bulk-like oxygen in layer 6. Layer “S” denotes the adsorbates. Results
from the first, total-energy based theoretical approach are marked by solid
triangles and those from the second, orbital-energy based approach by
open squares. (c) Simulated XPS spectra for photoelectron take-off angles
from 0◦ (black) to 80◦ (gray). Red/blue circle and arrow highlight the





3)R30◦ −O + (2× 1)-OH mixed overlayer
Interpolating between the two structures just discussed, a mixed O and OH over-
layer was predicted (and actually observed) on the ZnO (0001) surface at inter-
mediate hydrogen and oxygen partial pressures [44][55][56]. The regular lateral
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arrangement of the adsorbates, all residing in threefold hollow sites with an over-
all coverage of one third, is shown in Fig. 3.9a together with the resulting 3×
√
3
surface unit cell. For the core-level calculations, a 1× 2 supercell of that arrange-
ment has been employed, covering the area of 12 primitive surface unit cells. The
results, exhibiting a maximum/mean absolute difference between the two theoret-
ical approaches of 0.20/0.07eV, are shown in Fig. 3.9b. As maybe expected at this
point, significant surface core-level shifts are obtained only for the adsorbates, with
that of the OH group (marked in red) appearing at +1.4eV higher binding energy
compared to the bulk and that of the oxygen adatom (marked in blue) showing
up at -1.4eV lower binding energy. Comparison to the results for the pure OH
(+1.2eV) and pure O overlayers (-1.7eV) points toward mutual, substrate-induced
interaction between O and OH in the present structure. The simulated spectra
in Fig. 3.9c indicate that the relatively low individual coverages of the OH and
the O adsorbates (only one sixth each) might preclude their direct observation by
XPS, at least at low photoelectron take-off angles, where the associated shoulders
(marked by red and blue arrows respectively) merge into the tails of the main bulk
peak.
Triangular pits
At high temperatures and at low hydrogen and oxygen partial pressures, triangu-
lar pits were seen to emerge, both theoretically and experimentally [44][55][56]. To
limit computational load, I considered here only the smallest possible representa-
tive of these triangles, which is constructed by removing three zinc and one oxygen
atoms from the topmost layer of a bulk-truncated ZnO (0001) surface in a 3 × 3
unit cell (see Fig. 3.10a). The same unit cell was directly used for the core-level
calculations in this case. The results in Fig. 3.10b, with a maximum/mean abso-
lute difference between the two theoretical approaches of 0.03/0.01eV, show two
different species with a comparatively small, but noticeable core-level shift. The
first, marked by a red circle, is shifted by +0.5eV towards higher binding energy
compared to the bulk contribution. It arises from the oxygen buried under the
zinc atoms at the tips of the triangle.
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Figure 3.10: (a) Structure of the smallest representative from the family
of triangular pits on the polar ZnO (0001) surface. First/second-layer zinc
atoms are shown in light/dark gray, oxygens in red, and the surface unit
cell is indicated by black lines. (b) Layer-resolved O1s core-level energies
relative to the bulk-like oxygen in layer 6. Results from the first, total-
energy based theoretical approach are marked by solid triangles and those
from the second, orbital-energy based approach by open squares. Corner/-
side oxygens are highlighted in red/blue. (c) Simulated XPS spectra for
photoelectron take-off angles from 0◦ (black) to 80◦ (gray).
The second, marked in blue, is shifted by -0.4eV towards lower binding energy and
arises from the six (symmetry-equivalent) oxygen atoms at the sides of the triangle.
The simulated XPS spectra shown in Fig. 3.10c, however, indicate that neither
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species is straightforward to directly observe in experiments. Given that triangles
on an actual surface are likely to be larger than 3×3 [44][55][56], the corner oxygen
(red) has too little relative intensity and the under-coordinated oxygen atoms at
the sides of the triangle (blue) exhibit too small a core-level shift to give rise to
anything more than a slight shift of the single XPS peak towards lower binding
energy with increasing photoelectron take-off angle. This makes the spectra of





3)R30◦ − O + (2× 1)-OH mixed O/OH overlayer for all but the highest
take-off angles. Additional, complementary surface-analytic techniques are likely
required to distinguish between the two.
3.2.2.2 Oxygen-terminated (0001) Surface
The 2× 1-H overlayer
In analogy to the 2 × 1-OH overlayer on the zinc-terminated polar ZnO surface,
a pattern constructed by adsorbing half a monolayer of hydrogen atoms onto an
otherwise bulk-truncated ZnO (0001) surface has been proposed for the oxygen-
terminated side [57][58]. The hydrogens sit atop every other oxygen, forming
the regular 2 × 1 arrangement shown in Fig. 3.11a. As on the zinc-terminated
side, a 2× 4 supercell thereof (containing 8 such units) was used in the core-level
calculations, which gave a maximum/mean difference between the two theoretical
approaches of 0.13/0.01eV. The results, shown in Fig. 3.11b, indicate that the
“bare” oxygen atoms in the topmost ZnO layer are virtually indistinguishable
from their bulk brethren. The hydrogen-decorated oxygen atoms, circled in red,
resemble the hydroxy groups on the zinc-terminated ZnO face in that they exhibit
a surface core-level shift towards higher binding energies (compared to the bulk
value), if a slightly larger one. The simulated XPS spectra in Fig. 3.11c show that
the associated peak (indicated by a red arrow) should appear well-separated from
the main bulk contribution. My calculated shift of +2.4eV is somewhat larger
than the experimental values of +1.9 and +2.1eV reported in Ref. [68] where,
however, the respective spectra have been assigned to arise from 1 × 1-H and
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2×1-H overlayers, none of which have, so far, been found by theory. The fact that
Lauritsen et al. [69] have experimentally seen an even smaller surface core-level
shift of only +1.8eV but, based on theoretical structure prediction, still attributed
it to the 2 × 1-H overlayer I also consider in my present study, may be seen as a
hint that my understanding of this surface is not yet complete.
Figure 3.11: (a) Structure of the 2 × 1-H overlayer on the polar ZnO
(0001) surface. Zinc atoms are shown in gray, oxygens in red, H atoms
in green, and the surface unit cell is indicated by black lines. (b) Layer-
resolved O1s core-level energies relative to the bulk-like oxygen in layer 6.
Results from the first, total-energy based theoretical approach are marked
by solid triangles and those from the second, orbital-energy based approach
by open squares. (c) Simulated XPS spectra for photoelectron take-off
angles from 0◦ (black) to 80◦ (gray). Red circle and arrow highlight the
signature of the hydrogen-decorated surface oxygen.
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Figure 3.12: (a) Structure of the smallest representative from the family
of hexagonal holes on the polar ZnO (0001) surface. First/second-layer
zinc atoms are shown in light/dark gray, oxygens in light/dark red, and
the surface unit cell is indicated by black lines. (b) Layer-resolved O1s core-
level energies relative to the bulk-like oxygen in layer 6. Results from the
first, total-energy based theoretical approach are marked by solid triangles
and those from the second, orbital-energy based approach by open squares.
(c) Simulated XPS spectra for photoelectron take-off angles from 0◦ (black)
to 80◦ (gray). Red circle highlights the signature of the second-layer under-
coordinated oxygen atom.
Hexagonal-hole reconstruction
Upon heating the oxygen-terminated, polar ZnO surface under ultra-high vac-
uum conditions, hexagonal pits have been reported to form, the stability of which
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has been supported by theory [58][69]. As with the triangular pits on the zinc-
terminated, polar ZnO surface, I will consider here only the smallest representative
of this family of structures. The according 2× 2 unit cell, shown in Fig. 3.12a, is
constructed by removing two oxygen atoms and one zinc atom from the topmost
ZnO layer. One of the two remaining oxygen atoms is then shifted from its ideal
wurtzite lattice site to that corresponding to a zinc-blende stacking sequence. For
the core-level calculations, a 2× 2 supercell of this structure was used. The maxi-
mum/mean difference between the two different theoretical approaches amounts to
0.13/0.08eV in this case. The results in Fig. 3.12b show that the core-level bind-
ing energies of the two remaining, topmost oxygens are virtually indistinguishable
from those of the bulk oxygens. It is the under-coordinated second-layer oxygen
in the hexagonal pit (marked by a red circle) that exhibits a significant core-level
shift of -0.8eV toward lower binding energies (compared to the bulk contribution).
As however, there is only one such oxygen per unit cell, my simulated XPS spectra
(Fig. 3.12c) suggest that it does not contribute enough intensity to be observable
in experiment. Instead, I predict a single peak only, which is indeed what has been
observed in Ref. [69] for structures of that type. This agreement further suggest
that the spectral XPS signature does not dramatically change upon increasing the
size of the hexagonal depressions, thereby justifying my unit-cell choice.
3.2.2.3 Mixed-terminated (1010) Surface
The pristine case
As opposed to the two polar ZnO surfaces just discussed, which are not electro-
statically stable in their bulk-truncated, un-reconstructed, and un-decorated form,
no such restriction holds for the non-polar ZnO surfaces [56][70]. Not only can
the bulk-truncated, clean (1010) ZnO surface exist in principle, but with only mi-
nor buckling of the topmost ZnO dimers, it has indeed been predicted to be the
most stable one at high temperatures and low partial pressures of hydrogen and
oxygen [61] as well as water [59]. A top view is shown in Fig. 3.13a, highlighting
the characteristic ZnO dimer rows and the 1 × 1 primitive surface unit cell. As
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Figure 3.13: (a) Structure of the pristine, non-polar ZnO (1010) surface.
First/second-layer zinc atoms are shown in light/dark gray, oxygens in
light/dark red, and the surface unit cell is indicated by black lines. (b)
Layer-resolved O1s core-level energies relative to the bulk-like oxygen in
layer 6. Results from the first, total-energy based theoretical approach are
marked by solid triangles and those from the second, orbital-energy based
approach by open squares. (c) Simulated XPS spectra for photoelectron
take-off angles from 0◦ (black) to 80◦ (gray).
its area is larger than that of the primitive units on the polar surfaces, a 2 × 2
supercell was sufficient to yield converged results in the core-level calculations.
The maximum/mean energy difference between my two methods was 0.06/0.03eV
here. The results in Fig. 3.13b show rapidly decaying odd-even oscillations of
the core-level energies with layer number, starting with a -0.4eV shift towards
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lower binding energies (compared to bulk oxygens) in the surface layer. Overall,
however, the simulated spectra in Fig. 3.13c suggest that only a single XPS peak
can be observed in experiment and this has indeed been found to be the case in
Ref. [71]. Only a slight shift of that peak towards lower binding energies with
increasing photoelectron take-off angle is expected.
Half-dissociated water adlayer
At lower temperatures and/or higher partial pressures, a second surface structure
has been predicted to prevail on the mixed-terminated (1010) ZnO surface [59][61].
As illustrated in Fig. 3.14a, it consists of a monolayer of water molecules adsorbed
across the “trenches” between the ZnO dimer rows with every other water disso-
ciated into OH and H, binding to surface Zn- and O-atoms, respectively. Because
experimental STM studies [60][72] suggest a dynamically evolving surface with
frequent water dissociation and re-association events, this 2×1 unit cell should be
seen as a static “snapshot” representing the average surface configuration. A su-
percell containing two such units was used in the core-level calculations, where the
maximum/mean absolute energy difference between the two methods amounted
to 0.26/0.08eV. The results, shown in Fig. 3.14b, are slightly more complex ow-
ing to the presence of multiple inequivalent oxygen atoms in the topmost layers.
Starting with the adsorbate, the oxygens of the intact water molecules (circled in
blue) exhibit a surface core-level shift of +2.7eV towards higher binding energies
(compared to the bulk species), while the oxygens in the OH fragments of the
dissociated water molecules (marked in red) are shifted by only +1.7eV. The hy-
drogen fragment of the dissociated water molecules attaches to a surface oxygen,
which is thereby also turned into a surface OH with a very similar core-level shift
of +1.8eV. In contrast, the surface oxygens that interact with the intact water ad-
sorbates only via hydrogen-bonds are virtually indistinguishable from those in the
bulk. The odd-even oscillation in the core-level energies of deeper layers, found for
the clean mixed-terminated ZnO surface, are notably quenched upon adsorption
of a half-dissociated water monolayer. As opposed to all other structures, the pres-
ence of this water monolayer was explicitly taken into account in the simulation
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Figure 3.14: (a) Structure of the half-dissociated water monolayer on the
non-polar ZnO (1010) surface. First/second-layer zinc atoms are shown in
light/dark gray, oxygens in light/dark red, H atoms in green, and the sur-
face unit cell is indicated by black lines. (b) Layer-resolved O1s core-level
energies relative to the bulk-like oxygen in layer 6. Layer “S” denotes the
adsorbates. Results from the first, total-energy based theoretical approach
are marked by solid triangles and those from the second, orbital-energy
based approach by open squares. (c) Simulated XPS spectra for photo-
electron take-off angles from 0◦ (black) to 80◦ (gray). Red/blue circle and
arrow highlight the signatures of the surface hydroxy groups and adsorbed
water molecules, respectively.
of the XPS spectra shown in Fig. 3.14c. Its thickness lH2O ≈ 2.35Å, entering Eq.
2.85, was estimated by the vertical distance between the topmost atom of the sur-
face ZnO layer (a Zn atom) and the topmost atom of the adlayer (the hydrogen in
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the OH water fragments). The spectra show a broad high binding-energy shoulder
to the bulk signal, in which two contributions can be discerned. The more intense
of the two (marked by a red arrow) arises from the superposition of OH signals
from both the dissociated water molecules and the hydrated surface oxygen. The
less intense contribution (marked by a blue arrow) stems from the oxygen in intact
water molecules. Given the dynamic nature of the adlayer structure, however, I
do not expect these two contributions to appear well-resolved in experiment.
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3.3 Calculation of Reaction Paths
3.3.1 Introduction
Hydrogen fuel cells represent an environmentally friendly source of electricity
which may play a key role in the world’s energy infrastructure in the future
[73][74][75]. However, since safe and efficient transportation and storage of hydro-
gen poses major technological challenges other carriers of chemical energy are pre-
ferred to provide hydrogen on demand for the fuel cell [76]. Especially methanol,
with its high H/C ratio, has emerged as a promising medium for convenient and
relatively safe hydrogen storage and transportation. In order to efficiently detach
hydrogen from methanol, however, a catalyst is needed to lower the energy barriers
involved in the dissociation process(es). Here, naturally abundant and therefore af-
fordable zinc oxide (ZnO) has received considerable attention as it shows high cat-
alytic activity for the steam reforming of methanol reactions [77][78][79][80][81][82].
Clearly, a thorough understanding of the atomistic details governing the adsorp-
tion, desorption, and dehydrogenation mechanism(s) of methanol on ZnO surfaces
would be beneficial for further advancement of the efficiency of fuel-cell technology.
ZnO is also used as a transparent electrode in organic and hybrid organic/inorganic
optoelectronic devices[32][33][34][35]. For this purpose, the ZnO work function is
of particular importance as it governs the energy-level alignment and, thereby,
the charge-injection barriers or -extraction losses at interfaces to organic semicon-
ductors. To control it and to furthermore suppress defects on the ZnO surface
that could potentially give rise to electronic defect states within its fundamental
band gap (which, in turn, could act as interfacial charge-carrier and/or exciton
traps), self-assembled monolayers (SAMs) of small organic molecules covalently
attached to the oxide are frequently employed. Phosphonic acids, docking to
the surface via up to three oxygen atoms, are among the most promising moi-
eties to anchor SAMs to the polar zinc- and oxygen-terminated surfaces of ZnO
[52][83][84][85][86][87][88][89]. Because of its lower symmetry, a simpler chemical
anchoring group with one less docking oxygen would appear to be a good choice for
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the preparation of SAMs on the nonpolar ZnO (101̄0) surface. Indeed, Taratula
et al. [90] suggested carboxylic acids to be used for this mixed-terminated crystal
face [91][92][93]. Methanol, potentially docking to the ZnO surface with only a
single oxygen, is an even simpler molecule than carboxylic acids. Furthermore, as
it does form ordered monolayers on ZnO [94][95], it can be regarded as a model
system for the formation of SAMs from more complex organic acids.
Several theoretical studies have been dedicated to investigate the properties of
SAMs on ZnO surfaces [52][53][96][97][98]. Prior to focusing on their properties,
however, it is necessary to first understand how these SAMs actually form, that is,
by which mechanism(s) and under which conditions covalent bonds to the surface
are established. Moreover, the desired adsorbates might first have to diffuse on
the ZnO surface before self-assembling into the well-ordered 2D structures that
the term “SAM” implies. Hence, adsorption and desorption energies as well as re-
action and diffusion paths and barriers are the key to understanding the relevant
interactions of the model-molecule methanol with ZnO surfaces, which can be of
importance not only for fuel-cell applications but also for the formation of SAMs
potentially employed in next-generation optoelectronics.
Given its broad importance, numerous theoretical [77][95][99][100][101][102][103]
[104][105][106][107] and experimental [94][95][108][109][110][111][112][113][114] stud-
ies have addressed some aspect of the reactions of methanol with a wide variety
of ZnO surfaces. While much has been learned in terms of adsorption, decom-
position and desorption, the complex surface structure(s) of ZnO and qualitative
differences between its main exposed crystal faces make the unambiguous deter-
mination of the local atomistic structure at reaction sites and the involved mech-
anism(s) a formidable task. Smith et al., [77] by performing density-functional
theory (DFT) calculations, have shown that dissociatively adsorbed methanol is
more stable than molecularly adsorbed methanol on the polar, zinc-terminated
(0001) surface with an energy difference of -0.38 eV and a 0.39 eV dissociation
barrier; a picture confirmed by Zhao et al. [103], who have calculated an energy
difference of -0.44 eV and a dissociation barrier of 0.58 eV. These findings help
to understand the catalytic activity of that particular ZnO crystal face, which
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has previously been contrasted to the other polar ZnO surface, that is, the (0001̄)
oxygen-terminated crystal face, by Vohs and Barteau [114]. While they found it to
be inactive for methanol decomposition in experiment, Kiss et al. [100][101][102]
as well as Hättig and co-workers [104][105], suggested that the defective (0001̄)
surface can, however, be catalytically active. These examples only serve to high-
light the fundamental difficulties encountered on the polar surfaces of ZnO: both
exhibit complex reconstructions and neither is likely to occur in its clean and un-
decorated truncated-bulk structure [55][44][56][57][58]. In contrast, the nonpolar,
mixed-terminated ZnO (101̄0) surface can exist in its undecorated and essentially
unreconstructed truncated-bulk form [58][60][61] and it conveniently presents both
acid and base sites for the efficient binding of protons as well as of hydroxide and
methoxide groups. Therefore, establishing a comprehensive, atomistic picture for
the reaction of methanol with the defect-free, mixed-terminated ZnO (101̄0) sur-
face appears to be a logical first step.
On the experimental side the scanning tunneling microscopy (STM) work of Iwa-
sawa and co-workers [94], indicates that methanol preferentially adsorbs dissocia-
tively with only a minor fraction of molecularly adsorbed species. Furthermore,
from the dissociatively adsorbed methanol, the major part is found to form 2D
islands that the authors attribute to methoxide (CH3O-) and hydrogen (H-) ad-
sorbed onto neighboring surface zinc- and oxygen atoms. Further insight comes
from Kiss and co-workers [95] as well as Pala et al., [106] who have studied several
adsorption motifs of methanol on ZnO (101̄0) surfaces by means of DFT calcu-
lations. Their results suggest that, at low coverage, the molecularly adsorbed
form has the highest adsorption energy and that, among the two kinds of dis-
sociatively adsorbed methanol considered, methanol dehydrogenation results in
a higher adsorption energy of the products than methanol dehydroxilation. For
a full methanol monolayer, a mixture of molecular and dissociative adsorption
has been found as the lowest-energy structure, which hints towards the role of
(potentially surface-mediated) intermolecular interaction. Focusing more on re-
action kinetics, Vo et al. [107] have studied the decomposition of methanol on
the mixed-terminated ZnO (101̄0) surface by calculating the energy barriers along
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several competing reaction paths. However, by successively removing hydrogens
from only a single methanol on the same surface site, the authors could not pro-
vide insights into the diffusion likely needed to form the monolayers observed by
Iwasawa and by Kiss, and they categorically excluded the possible diffusion of
decomposition fragments and, thereby, the potential contribution of bimolecular
processes to hydrogen release.
In this theoretical study, I aim at filling the gaps in prevalent literature. To
this end, I first discuss the thermodynamic equilibrium conditions under which
methanol is likely to form monolayers on the mixed-terminated (101̄0) surface of
wurtzite ZnO. Then, I systematically characterize the individual steps that lead
to this situation, starting with molecular adsorption energies as well as diffusion
pathways and associated energy barriers. Subsequently, with the aim of proposing
a bimolecular pathway for the formation of molecular hydrogen I compute path-
ways and barriers for the initial dehydrogenation of methanol and for the diffusion
of the decomposition fragments methoxide and atomic hydrogen that I present
here. The first-principle calculations on all the processes involved in adsorption,
diffusion, dissociation, (re)association, and desorption, allow us to present a com-
prehensive atomistic picture portraying the life of methanol on the nonpolar (101̄0)
surface of ZnO, which helps to understand both the initial stages of methanol de-
composition as well as the process of SAM formation.
3.3.2 Calculations and Results
3.3.2.1 Testing method
As I mentioned in the theory section, the reaction path calculations aim at defin-
ing the activation energy and transition state of a system. Before starting the
calculations on the ZnO slab I performed two calculations to test the NEB and
CI-NEB methods.
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NH3 molecule
For the first test NH3 molecule has been chosen. The reaction that is considered
here has a two umbrella shape of NH3 and the initial and final structure have the
same energy. Therefore, a symmetrical reaction path has been expected.
















Figure 3.15: The umbrella mode structure variation of NH3. A large
gray sphere is Nitrogen and three light blue spheres are Hydrogens. The
left picture shows the initial structure of NH3, where three Hydrogen
atoms are located above. The middle picture shows NH3 at the transition
state structure, where a Nitrogen and three Hydrogens are located in a
same plane. The right picture shows NH3 in the final position, where
it has the same energy as the initial structure. The blue line shows the
pathway between initial and final structure and the red circles show the
intermediate structures along the reaction path.
molecules from each other and linear interpolation to produce five intermediate
structures between the initial and the final structures, and to optimize them on
the potential energy surface the NEB method was implemented. Then I performed
the CI-NEB calculations with the optimized structures as input to reach the exact
transition state structure which is shown in figure 3.15. The results of the struc-
ture optimization on the potential energy surface provides satisfactory results for
the reaction path and shows that the NH3 structure at the transition state is flat.
The obtained NH3 umbrella inversion barrier energy is 0.22 eV. In order to com-
pare the via the NEB method achieved results with the finding of others, the
results of Kölmel and co-workers et al. [115] have been considered. The pyramidal
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inversion barrier of NH3 that they calculated via the self-consistent-field method
is 0.25 eV. The 0.03 eV energy difference between the self-consistent-field and
NEB methods implies that our results are in a good agreements with the previous
calculations.
HCN molecule
The second trial system that I considered to benchmark the NEB and the CL-
NEB methods is isomerization of the HCN molecule to the CNH molecule. Both
molecules are known to be linear molecules.














Figure 3.16: The reaction path of the HCN molecule isomerization.
Carbon, Nitrogen and Hydrogen atoms have been shown with yellow, gray
and light blue. The blue line shows the pathway between initial and final
structure and the red circles show the intermediate structures along the
reaction path. The structure relative to each image has been shown above
it.
molecule as the final structure (figure 3.16). In contrast to the NH3 molecule
reaction path calculations, it is impossible to use linear interpolation in order to
produce the intermediate structures. This is due to the fact that because the
Hydrogen can not pass through the Carbon and Nitrogen. An initial guess on
intermediate structures is made manually with 9 images. Then, using the NEB
method they are optimized on the potential energy surface and finally the output
structures of the NEB calculations are inserted as input structures for the CI-NEB
calculation. The optimized structures have been shown in figure 3.16 where the
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fifth structure shows the transition state structure.
At the transition state of HCN isomerization to CNH the hydrogen atom leaves
its bond with the carbon atom and makes a bond with the nitrogen. In this
situation, the total energy of the system is 1.99 eV higher than the initial HCN
structure and 1.63 eV higher than the final CNH structure. This means that the
forward isomerization barrier is 1.99 eV, the reverse barrier is 1.36 eV, and the
variation energy between two stable HCN and CNH is 0.63 eV.
L. Deng and T. Ziegler et al. [116] have calculated the reaction path of HCN to
CNH isomerization by performing DFT calculations based on LDA approximation
and intrinsic reaction coordinate method to obtain the activation energy. The
reported forward and reverse barrier energies of their work is 1.95 eV and 1.30
eV respectively, and the energy difference between HCN and CNH is 0.65 eV.
Hence, our estimation of the reaction path using the NEB method is in a good
agreement with their results.
3.3.2.2 Preliminary calculations on the ZnO slab and modelling the surface
To model the surface, I set up a 10-layer ZnO slab where the top five layers and
all adsorbates were fully optimized and the bottom five layers were kept frozen to
their bulk structure, with the lattice constants a = 3.29Å and c = 5.31Å (resulting
in a ratio of c/a = 1.61) and the asymmetry parameter u = 0.378 (optimized in
a previous step). Consecutive images of the slab in the direction perpendicular
to the surface were separated by > 11Å of vacuum, and a dipole correction was
employed to avoid spurious electric fields [65]. To optimize the geometry and
to calculate the total energy of individual molecules in the gas phase, they were
placed into a 3D-periodic box larger than 20× 20× 20Å3.
DFT calculations with periodic boundary conditions were performed using the
Vienna Ab initio Simulation Package (VASP) [63][64]. There, the plane-wave
cutoff for the valence pseudo wave functions was set to 440 eV, and the projector
augmented-wave method was applied to treat valence-core interactions [11][66].
For Brillouin-zone integration, room-temperature Fermi smearing was used on a
Monkhorst-Pack k-point grid equivalent to 6 × 4 × 1 for the primitive surface
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unit cell, 6 × 4 × 3 for the corresponding bulk unit cell, and the Γ-point only for
individual molecules in the gas phase. All calculations were performed using the
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [10].
OH on ZnO
After modelling the ZnO slab I started to calculate the diffusion paths of small
species on the surface. This calculations provide an understanding for the surface
behavior in the presence of a molecule. The first species is •OH radical on the
surface that at the minimum energy position is bond to two Zincs on the surface
(Figure 3.17). The reaction path considered here is the diffusion between the two
symmetry structure, which means the •OH moves from in between two Zincs. To
simulate this, we have performed the NEB calculation with 13 intermediate struc-
tures. After optimizing the structures on the BO surface we have realized that a
local-minimum structure exists in this path. Therefore, an optimization has been
performed to reach the local-minimum structure, which is shown in figure 3.17 at
the middle of the reaction path (seventh image). At the local-minimum structure
•OH sits on top of the middle Zinc atom. This knowledge divides the reaction
path calculation into two parts, the first from the initial structure to the local-
minimum and the second from the local-minimum to the final structure. These
two paths are completely symmetric and give two saddle points at the same energy
level. Both calculations have been performed with six intermediate structures.
The activation energy of the •OH diffusion ∆E→ (energy difference between sad-
dle point and initial point) is 0.31 eV and the energy difference between absolute-
minimum and local minimum is 0.27 eV.
Oxygen on ZnO
The second species that is considered on the ZnO surface is single Oxygen atom.
When an oxygen sits on top of the surface’s Zinc the system is in the absolute-
minimum energy configuration (left structure in figure 3.18).
One of the possibilities for diffusion of an oxygen is diffusion along the rows, which
















Figure 3.17: The diffusion path of OH on a mixed-terminated (101̄0)
surface of Zinc Oxide. Zinc, Oxygen and Hydrogen atoms have been shown
with gray, red and light blue spheres respectively. The blue line shows
the pathway between initial and final structure and the red circles show
the intermediate structures along the reaction path. The first picture
from the left shows the initial structure of the OH on top of the mixed-
terminated ZnO surface, where it is located between two surface zincs. The
second picture from the left shows the first transition state and saddle point
structure, the third picture shows a local minimum structure between two
saddle points, where OH sits on top of a surface zinc. The fourth picture
shows the second transition state structure and the last picture shows the
final structure, which has the same energy and symmetry structure as the
initial structure.
means an oxygen detaches from one Zinc and sits on top of the next Zinc. These
calculations have been performed with seven intermediate structures which were
optimized on the BO surface via the NEB method. Then by performing CI-NEB
calculations the highest energy structure moved to the saddle point to show the
transition state (fourth structure in figure 3.18). The activation energy of this
diffusion ∆E→ is 2.06 eV. Because of the high electronegativity of Oxygen, the
energy required to detach the oxygen from the surface’s Zinc is relatively high.
H diffusion on the ZnO surface and inside the slab
A hydrogen atom is the third species that is considered on the ZnO slab’s surface.
The most stable place for a hydrogen is on top of the surface’s oxygen (left structure
in figure 3.19).
Diffusion along the rows is the first scenario for a hydrogen diffusion on the surface.
Using the same method as in previous calculations, at first I performed a NEB













Figure 3.18: The diffusion path of Oxigen on the mixed-terminated
(101̄0) surface of Zinc Oxide. Zinc and Oxygen atoms have been shown
with gray and red spheres respectively. The blue line shows the pathway
between the initial and the final structure and the red circles show the in-
termediate structures along the reaction path. The first picture on the left
shows the initial structure, where an Oxygen adatom sits on top of a sur-
face zinc, the middle structure shows the transition state structure, where
the Oxygen adatom is detached from the surface zinc and is located above
and between two zinc atoms. The last picture shows the final structure
with the same energy as the initial structure, where an Oxygen adatom is
attached to the next Zinc on the surface.
calculation, and then CI-NEB to find the exact transition state. In this simulation
nine intermediate structures have been used. The fifth image shows the saddle
point, which has an energy higher by 1.31 eV compared to the stable structure
(middle structure in figure 3.19).
Because of the hydrogen’s size there is an alternative scenario for diffusion. In this
scenario the hydrogen does not detach from the surface’s oxygen, it just rotates
around the oxygen and moves inside the slab (figure 3.20). This calculation has
been performed with eight intermediate structures and the fourth structure shows
the transition state. In the transition state the hydrogen has the closest distance
to the zinc in the second layer of slab. The energy barrier ∆E→ (1.11 eV) is needed
so that the hydrogen is rotated and placed inside the slab.
While the energy of the system with a hydrogen inside the slab is higher than that
of the system with a hydrogen on top, the energy barrier to reach this structure
is lower than that of the first scenario.
















Figure 3.19: The diffusion path of a Hydrogen on the mixed-terminated
(101̄0) surface of Zinc Oxide. Zinc, Oxygen and Hydrogen atoms have
been shown with gray, red and light blue spheres respectively. The blue
line shows the pathway between initial and final structure and the red
circles show the intermediate structures along the reaction path. The first
picture on the left shows the initial structure of a Hydrogen adatom on
the mixed-terminated surface of ZnO, where a Hydrogen adatom sits on
top of the surface Oxygen. The middle picture shows the transition state
structure, where a Hydrogen is detached from the surface Oxygen and is
located between two Oxygens. The last picture shows the final structure
with the same energy as the initial structure, where a Hydrogen adatom
is attached to the next surface Oxygen.
In contrast to the other species, the hydrogen is the only species with the ability
to tunnel through the barrier. This means that with a lower energy of the barrier
there is a possibility for hydrogen to diffuse.
Water dissociation
After investigating the hydrogen, oxygen and hydroxyl species which do not ex-
ist alone, it is time to investigate the water molecule. Water molecules are able
to form a monolayer on the mixed-terminated (1010) ZnO surface (figure 3.21).
After optimizing the water molecules on the ZnO slab three stable structures are
found, the non-dissociated, half-dissociated and full dissociated water on the 2×2
unit-cell. Therefore, I performed two NEB calculations, from the non-dissociated
to the half-dissociated water molecules and from the half-dissociated to the full-
dissociated water molecules. By looking at figure 3.21, it is obvious that the
















Figure 3.20: The diffusion path of a Hydrogen inside the slab of ZnO with
a mixed-terminated (101̄0) surface. Zinc, Oxygen and Hydrogen atoms
have been shown with gray, red and light blue spheres respectively. The
blue line shows the pathway between initial and final structure and the red
circles show the intermediate structures along the reaction path. The first
picture on the left shows the initial structure of a Hydrogen adatom on
the mixed-terminated surface of ZnO, where a Hydrogen adatom sits on
top of the surface Oxygen. The initial structure is the same as the initial
structure in picture 3.19, only the view point has been rotated by 90◦. The
middle picture shows the transition state and saddle point structure, where
the Hydrogen adatom is still attached to the surface Oxygen. The last
picture shows the final structure, where the Hydrogen adatom is located
inside the slab under the first layer.
half-dissociated water has the lowest energy. Both reaction paths show barrierless
reactions, and due to the small energy difference between structures, the mono-
layer of water over ZnO seems to be in a dynamic state.
In order to perform both NEB calculations I have used seven intermediate struc-
tures.
3.3.2.3 Methanol on ZnO
The adsorption energies Ead of different species onto the ZnO surface were calcu-
lated as:
Ead = Etot − (Eslab + Eref ) (3.1)
where Etot is the total energy of the considered system; Eslab is the energy of the
clean ZnO slab; and Eref is the reference energy of the adsorbed species in the gas












Figure 3.21: The dissociation path of the water molecules on the mixed-
terminated (101̄0) surface of Zinc Oxide. Zinc, Oxygen and Hydrogen
atoms are shown with gray, red and light blue spheres respectively. The
blue line shows the pathway between initial and final structure and the red
circles show the intermediate structures along the reaction path. The first
picture on the left shows the monolayer of water that formed on the mixed-
terminated surface of ZnO, where all of the water molecules are complete
without any dissociation. The middle picture shows the structure of the
local minimum, where half of the water molecules are complete and half
of them are missing a Hydrogen these Hydrogens being attached to the
surface Oxygens. The last picture shows the final structure, where all
water molecules are missing a Hydrogen and their Hydrogens are attached
to the surface Oxygens.
phase, usually methanol but, for comparative purposes, also H2, •OH, H•, •CH3,
and CH3O•, or a combination thereof, if indicated. Note that with this definition,
the more negative the values for Ead, the more energy is gained by binding the
adsorbate to the surface.
To evaluate under which conditions -in terms of partial pressure and temperature-
methanol actually adsorbs on the mixed-terminated, nonpolar ZnO (1010) surface,
the concept of adsorption energy needs to be extended. Following ref [117] we




(Etot −NZnOµZnO −NMetOHµMetOH) (3.2)
for a total of 23 different methanol adsorption motifs and coverages in lateral
supercells up to 2 × 2. Here, A is the supercell area; NZnO is the number of
ZnO formula units in the slab; and NMetOH is the number of methanol molecules
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adsorbed in the supercell. The chemical potential of ZnO, µZnO, is set to the
DFT-calculated energy, EZnO, of a single ZnO formula unit in the bulk. µMetOH is
calculated according to the familiar statistical-physics expression for monatomic
ideal gases, thus neglecting vibrations and rotations for compatibility with the
bulk and surface calculations (see below).




Here, EMetOH is the DFT-calculated ground-state total energy of a single methanol






De’Broglie wavelength with h denoting Planck’s constant and m the molecular
mass. Because µMetOH depends on the methanol partial pressure p and tempera-
ture T , so does γ and the surface with the lowest γ at any given p and T is the
thermodynamically most stable.
The transition-state energies and structures as well as the associated reaction
paths between two (initial and final) local-minimum structures were obtained by
the climbing-image nudged elastic band (CI-NEB) method [118][119], which was
explained in section 2.7. The force cutoff for the optimizations of the initial and
the final structures was 0.01 eV/Å, and for the reaction paths, which are much
harder to converge, it was 0.03 eV/Å. The activation energies ∆E→ and ∆E←
from initial to final structure (and reverse) were obtained as ∆E→ = ETS − Ei
and ∆E← = ETS −Ef , where Ei , Ef ,and ETS are the total energies of the fully
optimized reactant, product, and transition-state structures, respectively. These
calculations were conducted in a 3× 2 skewed supercell (Figure 3.22a) containing
a single adsorbed methanol (or fragments thereof). It is not uncommon to correct













with the sum running over all vibrational modes of the system under consideration
(save the one with imaginary frequency in the transition state) and νi denoting
the frequency of the ith vibrational mode. To estimate the contribution of F
to the barrier height consider a case where one vibrational mode changes from
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Figure 3.22: (a) Top view of the mixed-terminated (1010) surface of
zinc oxide. Oxygen atoms are drawn in red, and zinc atoms are shown in
gray. The black parallelogram highlights the lateral supercell used for the
reaction- and diffusion-path calculations, and the dotted lines mark the
characteristic ZnO dimer rows as well as the trenches between them. (b)
Phase diagram showing the excess surface Gibbs free energy as a function
of methanol partial pressure for temperatures of 250, 300, and 350 K.







, and 1) are colored orange, blue, brown, and green,
respectively. (c) Top and side views of the 3
4
-coverage surface structure
with carbon atoms in yellow and hydrogen atoms in cyan. (d) Top and
side views of the full-coverage surface structure.
2000 to 1000 cm−1 upon going from a local-minimum structure to a transition
state. The vibrational correction to the activation energy ∆E→ from reactants to
Chapter 3. Results 79
products then amounts to 0.06 eV at a temperature of 300 K. While I exemplar-
ily demonstrate in the following section that it can actually be much smaller, I
nevertheless chose to report the ∆E’s to only one significant digit and to neglect
vibrational corrections in the following. Rather than investing prohibitive com-
putational effort into countless frequency calculations, the present study focuses
on providing a comprehensive picture of all processes from the first contact of a
methanol molecule with the ZnO surface to bimolecular H2 and SAM formation,
thereby enabling a bird’s-eye view on potential kinetic bottlenecks.
Methanol/ZnO surface prediction
The experimental scenario [94] we aim at describing starts with a clean ZnO (1010)
surface under controlled conditions (Figure 3.22a). Such a surface can readily be
obtained by moderate heating in ultrahigh vacuum (UHV) [120][121][122]. After
cooling the surface to around room temperature, we then envision methanol to
be dosed into the preparation chamber at a partial pressure exceeding that of
the UHV residual gas (typically 6 10−10 mbar), thereby ensuring that potential
adsorption on the ZnO surface can occur at time scales shorter than the adsorption
of residual-gas components (e.g., H2 or CO). Figure 3.22b then displays the
surface energies computed via eq 3.2 as a function of µMetOH , which is converted
to partial pressure via eq 3.3 for three different temperatures (250, 300, and 350 K),
where complete dissociation of methanol is not yet expected [108][109][110][112],
but monolayers can readily form [94][95]. Each line corresponds to one of the
considered adsorption motifs, and since only energy differences matter, the zero of
the γ-axis is set to the value obtained for the clean surface (horizontal black line).
Clearly, this line is also the lowest at low methanol pressures, and therefore, the
surface is expected to remain clean under such conditions. Upon increasing p, I
find a transition region, where a structure with a 3
4
-coverage of methanol appears as
the thermodynamically most stable in the phase diagram (Figure 3.22c), followed
by a full-coverage structure at elevated methanol pressure (Figure 3.22d). Both
for entropic and for energetic reasons, a half-coverage structure (blue line) is a
likely intermediate between the clean and the 3
4
-coverage regions, but the lowest-γ
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structure with a coverage of 1
4
appears unlikely to occur (yellow line). The full-
coverage (2× 1) structure shown in Figure 3.22d contains one nondissociated and
one dissociated methanol molecule with its O-H bond broken. It is analogous to
the structure found for water adsorption on the same surface, [120][72][60] and
it closely resembles that proposed by Kiss and co-workers [95]. Comparing their
value of -0.94 eV for the adsorption energy per molecule with my result of -0.97
eV suggests that it might, in fact, be the same.
Diffusion of Methanol Molecule
With the surface phase diagram in Figure 3.22b providing insight into the expected
equilibrium structures, I now focus on the processes that lead to these situations.
Specifically, I start with the first methanol molecule adsorbing on the surface. The
lowest-energy structure for molecular adsorption (labeled M1(
′) in Figure 3.23) is
found to be across the “trench” between the ZnO dimer “rows” (cf. Figure 3.22a),
and I compute an adsorption energy of -1.00 eV with respect to a (static) methanol
in the gas phase. For comparison, Kiss et al. [95], Vo et al. [107], and Pala and
Metiu [106] reported -0.97, -1.14, and -1.14 eV, respectively, for the adsorption
energy of a very similar structure. To gain a feeling for how differences in compu-
tational methodology and system setup might be related to the observed spread in
numbers, consider that these authors used only six-layer slabs to model the ZnO
surface. Additionally, Kiss and co-workers performed their DFT calculations in a
4× 2 lateral supercell (i.e., larger than mine); Vo et al. chose Perdew and Wang’s
1991 (PW91) functional [123] and considered only a 2 × 2 lateral supercell (i.e.,
smaller than mine); whereas Pala and Metiu used the PW91 functional in a 2× 2
lateral supercell (i.e., the same area as mine but with orthogonal unit-cell vectors
resulting in a smaller intermolecular distance).
After (and if) methanol is adsorbed in structure M1, it can diffuse along the direc-
tion of the ZnO dimer rows via passing the transition state S1, ending up in the
symmetry-equivalent final structure M1’. The respective reaction path M1 → S1
→ M1’ is shown in the left panel of Figure 3.23 with the open symbols marking
the individually optimized images and the solid line being a spline interpolation.
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Figure 3.23: Reaction paths and barriers for the diffusion of methanol
on the mixed-terminated (1010) surface of ZnO with “M” denoting local-
minimum structures and “S” saddle points between them. Symmetry-
equivalent local-minimum structures are given identical numbers with that
of the final state being primed. Open circles mark the individual images
along the paths, and solid lines are spline interpolations between images.
The leftmost segment represents diffusion of methanol adsorbed across the
trenches between ZnO dimer rows; the center segment represents two dif-
ferent pathways for rotation of methanol toward the top of the ZnO dimer
rows; and the last segment represents diffusion on the ZnO dimer rows.
The top series of insets are views of the denoted structures perpendicular
to the ZnO dimer rows, whereas the bottom series of insets are views of
the denoted structures along the ZnO dimer rows. The y-axes show the
adsorption energy with respect to methanol in the gas phase.
Owing to the symmetry of the initial and final state, the forward and reverse
barriers for diffusion are identical in this case and amount to ∆E→ = ∆E← =
0.5(5) eV. Computing all vibrational frequencies for structures M1 and S1 with a
finite-displacement scheme and subsequently evaluating eq 3.4 yields a free-energy
correction to this energy barrier of only +0.012 eV at 300 K (and -0.007 eV at 0
K). This illustrates that the error incurred by neglecting vibrational contributions
can indeed be much smaller than what I had conservatively estimated in section
3.3.2.3.
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Energy Barriers (in eV) Across the Respective Transition States
(TSs) for All Reactions Considered in the Present Work
TS ∆E→ ∆E← Ef − Ei
S1 0.5(5) 0.5(5) 0
S21 0.7(6) 0.3(9) 0.37
S22 0.5(6) 0.1(9) 0.37
S3 0.1(3) 0.1(3) 0
S4 2.8(2) 2.5(8) 0.24
S5 0.6(1) 0.1(3) 0.48
S6 1.3(0) 1.1(6) 0.14
S7 0.4(4) 0.5(9) -0.15
S8 0.0(3) 0.2(0) -0.17
S9 1.6(0) 1.2(4) 0.36
S10 0.4(9) 0.8(5) -0.36
S11 0.2(8) 0.2(8) 0
S12 1.2(0) 1.2(0) 0
S13 1.2(2) 0.9(4) 0.28
S14 0.2(3) 0.5(0) -0.27
S15 0.3(7) 0.2(1) 0.16
See text and figures for numbering. The column ∆E→ refers to forward
barriers (from left to right in the respective figures), ∆E← to the reverse
barriers, and Ef − Ei to the energy differences between final and initial
local-minimum structures.
Starting from M1’ (or M1), methanol can also diffuse perpendicular to the ZnO
dimer rows; that is, it can move from “across the trench” to “on top of the row”
(or vice versa), to arrive in the local-minimum configuration M2. As shown in
the center panel of Figure 3.23, this may happen in two different ways, either by
rotating over the hydrogen (blue) or by rotating over the oxygen (green). The
forward barriers ∆E→ across the associated saddle points S21 and S22 are 0.7(6)
and 0.5(6) eV, respectively, revealing a clear preference for the latter mechanism.
On top of the row, the adsorption energy in configuration M2 is now reduced to
-0.63 eV which compares well to the value of -0.73 eV reported by Vo et al. [107],
despite their using a smaller lateral supercell and, thus, obtaining a slightly differ-
ent molecular orientation. Now in M2, methanol can again diffuse along the ZnO
dimer rows as shown in the right panel of Figure 3.23. The energy barrier across
saddle point S3 to reach the symmetry-equivalent final structure M2’ on top of
the row amounts to only 0.1(3) eV, which is notably smaller than for diffusion
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in the trench. For easier comparison, all energy barriers and adsorption-energy
differences are collected in the above Table.
Dissociation
Two mechanisms of initial methanol dissociation are generally considered in the
literatures [94][106]. In the first, H3COH dissociates into H3C− and −OH, ad-
sorbed at O and Zn surface sites, respectively, by breaking the C-O bond [94].
Following the second, methanol dissociates into H3CO− and −H fragments, ad-
sorbed at Zn and O surface sites, respectively, by breaking the O−H bond [106].
By comparing the total-energy differences between the initial and the respective
final states of the two scenarios, Pala and co-workers concluded that the second
dissociation mechanism is considerably more likely to occur than the first [106]. In
my calculation, however, the adsorption energy of the products in the first scenario
(H3C− and −OH) is still -0.77 eV in the M3 configuration (Figure 3.24), which
thus lies only 0.23 eV above the most stable M1 structure. That Pala et al. found
only Ead = -0.4 eV is likely due to the fact that their final, dissociated structure
differs from mine in that their −OH fragment is located on top of a surface zinc
atom [106], whereas I have found adsorption between two neighboring Zn atoms
to be more stable. This agrees with Kiss and co-workers, who reported Ead =
-0.58 eV for a structure similar to my M3 configuration [95]. Putting these minor
differences in final-state geometry and energy into perspective, my calculation in-
dicates that it is instead the appreciable energy barrier of 2.8(2) eV which renders
the C −O bond breaking via saddle point S4 an unlikely candidate for the initial
methanol decomposition step. I will, therefore, turn to the second scenario next.
The breaking of the O −H bond can happen for both methanol adsorption sites,
across the trench (M1) and on top of the row (M2). As shown in the left panel of
Figure 3.25, the forward barrier for dissociation in the trench across saddle point
S5 amounts to 0.6(1) eV, which is considerably lower than that across S4 just
discussed. Despite the fact that the adsorption energy of the products in final
state M4 is lowered to -0.52 eV, this pathway is thus a more likely candidate for
the initial decomposition of methanol than the breaking of the C −O bond. Note
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Figure 3.24: Reaction path leading from the lowest-energy adsorption
structure M1 of intact methanol on the mixed-terminated (101̄0) surface of
ZnO across saddle point S4 to the H3C−/−OH dissociated structure M3.
Open symbols mark individual images, and the solid line marks a spline
interpolation. The left y-axis denotes adsorption energy with respect to
intact methanol in the gas phase and the right y-axis with respect to the
neutral-radical H3C• and •OH fragments in the gas phase. Insets show
views of M1, S4, and M3 along the ZnO dimer rows.
that, like the OH- fragment, the H3CO− is bound to two surface zinc atoms as
well.
After initial dissociation, the liberated hydrogen can diffuse along the ZnO rows
away from the methoxide onto a neighboring oxygen by overcoming a diffusion
barrier of 1.3(0) eV to reach configuration M5 (center panel in Figure 3.25). In
contrast, the methoxide can diffuse away from the hydrogen by overcoming a bar-
rier of only ∆E← = 0.5(9) eV. Note that this path corresponds to the reverse
sequence M4’ → S7 → M5 in the right panel of Figure 3.25, whereas the for-
ward direction M5→ S7→ M4’ ,with a barrier of ∆E→ = 0.4(4) eV, corresponds
to the methoxide “catching up” with the surface hydrogen. In contrast to the
across-the-trench situation, the initial dissociation of methanol from its on-the-
row adsorption configuration M2 is essentially barrierless. As shown in 3.26, ∆E→
amounts to a negligible 0.0(3) eV, and the dissociated structure M6 is lower in
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Figure 3.25: The left segment shows the reaction path and barrier for
O-H bond cleavage in methanol adsorbed across the trenches between ZnO
dimer rows; the center segment shows the reaction path and barrier for hy-
drogen diffusion away from the methoxide residual; and the right segment
shows the reaction path and barrier for the methoxide segment “catching
up” with the surface hydrogen atom. The left y-axis refers to adsorption
energy with respect to an intact methanol in the gas phase and the right





energy by 0.17 eV. That my findings differ considerably from those of Vo et al.
[107], who obtained a barrier of 0.56 eV for a dissociation that proceeds uphill by
0.10 eV, can again be traced to the difference in final structure, where the authors
did not allow the methoxide to relax from on-top of a surface zinc atom into its
most stable final-state adsorption structure between two surface zinc atoms [107].
Nevertheless, their value of -0.73 eV for the adsorption energy of methanol that
dissociated into H3CO− and −H on the row is in fair agreement with the -0.80
eV I find and also with the -0.70 and -0.80 eV reported by Kiss et al. [95] and
Pala and Metiu [106], respectively.
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Figure 3.26: The left segment shows the reaction path and barrier for
O-H bond cleavage in methanol adsorbed on top of ZnO dimer rows; the
center segment shows the reaction path and barrier for hydrogen diffusion
away from the methoxide residual; and the right segment shows the reac-
tion path and barrier for the methoxide segment “catching up” with the
surface hydrogen atom. The left y-axis refers to adsorption energy with
respect to an intact methanol in the gas phase and the right y-axis with
respect to the sum of the energies of H3CO• and
H2
2
in the gas phase.
For a better comparison, the path M4 → S6 → M5 → S7 → M4’ from
Figure 3.25 is superimposed in light gray after matching M4 with M6 and
readjusting its length to match also M4’ with M6’.
After dissociation on top of the row, the same diffusion processes for the frag-
ments, as discussed before, may again occur. The liberated hydrogen can move
along the row to the next oxygen by overcoming a forward barrier of 1.6(0) eV to
reach structure M7 (center panel in Figure 3.26), and methoxide can diffuse away
from the liberated hydrogen along the M6’ → S10 → M7 path by overcoming the
much lower barrier ∆E← = 0.8(5) eV (right panel in Figure 3.26). Again, the
forward barrier M7→ S10→ M6’ for catching up with the hydrogen is lower with
only ∆E→ = 0.4(9) eV. Direct comparison with the across-the-trench situation
(light-gray trace in Figure 3.26) thus reveals that, while the dissociation itself may
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proceed all downhill, the barriers for separating the dissociated fragments H3CO−
and −H are somewhat higher on the row.
I have thus identified two competing pathways for initial methanol dehydrogena-
tion: (i) methanol can directly dissociate across the trench, and (ii) methanol can
first rotate onto the ZnO dimer rows and then dissociate there. The first, one-step
reaction has an activation energy of 0.6(1) eV, and the second, two-step reaction,
requires first overcoming a barrier of 0.5(6) eV to then dissociate barrierless. Given
the vanishing difference of only 0.0(5) eV between the two, both (i) and (ii) appear
likely to occur. To separate the dissociation products H3CO− and −H, diffusion
of the methoxide fragment appears more probable than diffusion of the hydrogen,
although nuclear tunneling (not considered in the present study) might somewhat
reduce the effective barriers for the latter process [124][125][126][127][128]. Since
the barrier for methoxide diffusion is lower by 0.26 eV in the across-the-trench sce-
nario, pathway (i) might be slightly preferred overall. To assess, however, whether
separation of H3CO− and −H ultimately prevails over reassociation, further in-
formation is required.
Diffusion of Products (single Methoxide and Hydrogen)
The decisive question is if, once either M5 or M7 is reached (see Figures 3.25 and
3.26), the barriers for further diffusion of methoxide are higher or lower than the
barriers encountered in the reassociation events M5 → S7 → M4’ and M7 → S10
→ M6’, which are 0.4(4) eV and 0.4(9) eV, respectively. To answer this question,
I also calculated the diffusion of an isolated H3CO− fragment without coadsorbed
hydrogen in the simulation cell. As shown in Figure 3.27a, the encountered barrier
of ∆E→ = ∆E← = 0.2(8) eV is indeed lower. Therefore, the kinetics of reaching
M5 or M7, i.e., the initial separation, defines the limits for the methoxide-hydrogen
splitting efficiency.
Since the absence of hydrogen apparently lowers the diffusion barrier for H3CO−,
the question naturally arises whether the reverse is also true; that is, if the substan-
tial diffusion barriers of hydrogen are also lowered by the absence of an H3CO−
fragment and if isolated hydrogen might, thereby, become a more mobile surface
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Figure 3.27: (a) Diffusion path and barrier for an isolated H3CO− frag-
ment on the mixed-terminated (101̄0) surface of ZnO. The y-axis refers
to adsorption energy with respect to the neutral-radical H3CO• species
in the gas phase. (b) Diffusion path and barrier for an isolated hydrogen
atom on the mixed-terminated (101̄0) surface of ZnO. The left y-axis refers
to adsorption energy with respect to
H2
2
in the gas phase and the right
y-axis with respect to a hydrogen atom in the gas phase.
species. The results in Figure 3.27b paint a mixed picture. With ∆E→ = ∆E←
= 1.2(0) eV, the remaining barrier is still substantial, and while being somewhat
lower than those for hydrogen diffusion away from H3CO−, it is essentially the
same as for the reverse cases of hydrogen diffusion toward H3CO− (cf. Figures
3.25 and 3.26). I note on the side that diffusion of hydrogen in the direction
perpendicular to the rows is even less likely; notwithstanding potential barriers,
already the intermediate structure of H− adsorbed onto a surface zinc atom is an
appreciable 2.09 eV higher in energy than structure M9, where it resides on top
of a surface oxygen.
3.3.2.4 Formation of Molecular H2 on ZnO
So far, I have established that the diffusion of intact methanol and of methoxide
fragments are the most frequently occurring processes on the ZnO (101̄0) sur-
face, while the cleaved hydrogens are a fairly stationary species in comparison.
These findings are certainly compatible with the formation of a partially disso-
ciated methanol monolayer (cf. Figure 3.22). However, comparing the diffusion
Chapter 3. Results 89
Figure 3.28: Possible pathway for the formation of molecular hydrogen
on the mixed-terminated (101̄0) surface of ZnO. The left y-axis refers to
adsorption energy with respect to H2 in the gas phase and the right y-axis
with respect to two separate hydrogen atoms in the gas phase.
barriers of atomic hydrogen with the reaction barriers encountered in other rate-
limiting steps proposed for the decomposition of methanol on several ZnO crystal
faces [77][101][103][104][107] suggests that they might not be insurmountable after
all and that, on the contrary, a rendezvous of two surface-hydrogen atoms, each
cleaved from the oxygen of a different methanol, could lead to the formation and
desorption of molecular hydrogen.
The premise for such a process is that, after consecutive diffusion events of the
type discussed in Figure 3.27b, two such hydrogens “meet” on the same ZnO dimer
row (structure M10 in Figure 3.28). Despite their spatial proximity and despite
their relatively modest adsorption energy of only -0.25 eV (relative to H2 in the
gas phase), I could not find a direct reaction pathway connecting M10 with M13,
which is the lowest-energy structure for a physisorbed H2 molecule. The inter-
esting and maybe somewhat counterintuitive results of my attempts reveal that,
instead, one of the hydrogens first has to cross the trench, overcoming a barrier of
1.2(2) eV in the process. Once there (M11), it encounters only a minor barrier of
0.2(3) eV to arrive at the surface zinc atom opposing the other hydrogen (M12),
which can then cross the trench as well with an equally modest barrier of 0.3(7)
eV to finally form a hydrogen molecule (M13), which is bound to the surface by
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a mere Ead = -0.08 eV and, therefore, should readily desorb. I stress that, how-
ever implausible this process might appear at first, the involved barriers are still
considerably smaller than those encountered in the methanol dehydroxylation pro-
cess (Figure 3.24). Whether it actually occurs or not and whether, therefore, the
mixed-terminated ZnO surface might be covered by a non-stoichiometric methanol
monolayer in thermodynamic equilibrium obviously depends not only on temper-
ature but also on the partial pressure of hydrogen in the gas phase. Extending the
phase diagram in Figure 3.22b into a second dimension, however, is beyond the




To summarize, I started out with the question if and how the elusive structure
of zinc-oxide surfaces, which has been shown to critically depend on preparation
conditions, can be correlated to core-level shifts readily observable by the widely
used method of XPS. To answer this question, I performed state-of-the-art DFT
calculations on a comprehensive set of reconstructions and adsorbate overlayers
theoretically predicted to occur on the polar zinc-terminated (0001) and oxygen-
terminated (0001) surfaces, as well as on the non-polar mixed-terminated (1010)
surface. Two different theoretical approaches to calculate core-level shifts were
compared, yielding maximum absolute differences of 0.03-0.26 eV and mean ab-
solute differences of 0.01-0.08 eV, depending on structure. To facilitate direct
comparison to experiment, also XPS intensities and full spectra were simulated
for a range of photoelectron take-off angles. Good agreement to experimental data,
where available, supports the adequacy of this approach.
Importantly, because of the complexity of the surface structures and because final-
state screening effects are present both in reality and in my calculations, the ob-
tained results do not lend themselves to a straightforward, global rationalization in
simple chemical terms. To illustrate this point, consider the 2× 1−OH structure
of the zinc-terminated (0001) surface, where each hydroxy group carries a formal
charge of minus one [56]. That the core-level energy of the oxygen in the OH− ad-
sorbate should be shifted to higher binding energies with respect to the (formally)
92
Chapter 3. Results 93
O2− species in the bulk is intuitively reasonable, both because of basic electrostat-
ics and because one less valence electron is locally available to screen the core hole.
Why the core-level energy of the adsorbed oxygen in the 2×2−O structure of that
surface, formally carrying a charge of minus two as well [56], should be different
from that of the bulk O2− species is less clear, especially when comparing it to the
2×1−H structure on the oxygen-terminated (0001) surface. There, the core-level
shift of the hydrogen-decorated oxygens again justifies regarding them as OH−
groups. The remaining, undecorated oxygen, however, is now indistinguishable
from a bulk O2− despite being under-coordinated as well. Potentially occurring
non-integer charge transfers between under-coordinated zinc- and oxygen atoms
on the heavily reconstructed (triangular and hexagonal) polar surfaces [56] as well
as on the mixed-terminated ZnO crystal face further underline the danger of trying
to present an oversimplified view.
In view of what has been said above, it appears all the more important to have
dependable ab initio data available in order to identify surface reconstructions on
the basis of their XPS signature. Therefore, I hope to contribute with this study
to the future development of ZnO-based applications that often critically depend
on ZnO’s surface stoichiometry and, should spectra be observed that do not find
their counterpart in the present study, I expect future experimental XPS studies
of the matter to further drive method development in theoretical surface-structure
prediction.
After understanding ZnO surface structures with the theoretical method that has
been mentioned, I have employed DFT calculations with periodic boundary con-
ditions to study the adsorption, diffusion, and initial dehydrogenation of water
and methanol molecules on the mixed-terminated (1010) surface of ZnO. The aim
was to provide an atomistic insight into processes that are relevant for providing
hydrogen-on-demand in fuel cells as well as for the formation of self-assembled
monolayers employed to control interfaces in hybrid inorganic/organic optoelec-
tronics. To this end, we have first investigated under which conditions -in terms
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of partial pressure and temperature- methanol forms closed monolayers. Subse-
quently, I identified the direction along the ZnO dimer rows as the preferred di-
rection for methanol diffusion with energy barriers as small as 0.1(3) eV, whereas
the diffusion perpendicular to the rows faces barriers of at least 0.5(6) eV.
Among two suggested reaction pathways for initial methanol decomposition, I have
clearly identified breaking of the O−H bond, with a barrier of at least 0.5(6) eV,
as the preferred mechanism over cleavage of the C −O bond [94]. After breaking
methanol molecule into H3CO− and −H fragments, methoxide is found to be
the likelier species to diffuse away from the reaction site with an initial barrier
of 0.5(9) eV and the barrier for subsequent diffusion steps lowered to only 0.2(8)
eV. In conclusion, both molecular methanol and the H3CO− fragment constitute
fairly mobile surface species, which facilitates the formation of ordered monolayers.
Despite the fact that the diffusion barriers for the H− fragment are considerably
larger, I have considered the possibility for the formation of molecular hydrogen
from two adsorbed atoms. This reveals an intricate multistep pathway with a
maximum barrier of 1.2(2) eV. Overall, the results of my present study suggest
the hydrogens cleaved from the oxygen of methanol stay on the ZnO surface and
methanol SAMs are expected to be largely stoichiometric. This is in contrast to
thiol SAMs on gold, where the hydrogens cleaved from the sulfur tend to leave the
surface [129].
Further insight into the kinetics of methanol dehydrogenation and SAM formation
on ZnO surfaces could be obtained by extending the frequency calculations exem-
plarily performed for one reaction path in the present study to all local-minimum
and transition-state structures considered here. The diffusion and reaction rates
obtainable from such calculations could then serve as input for, e.g., kinetic Monte
Carlo (kMC) simulations. Lastly, my work forms the basis for two alternative lines
of future research. One could either extend the range of considered methanol de-
composition pathways and follow this through to the end-products H2 and CO,
or there is a possibility to have the initial step of O−H bond cleavage and extend
reaction-path studies toward more complex docking groups, such as carboxylic
and phosphonic acids, commonly used to anchor self-assembled monolayers onto
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transition-metal oxides.
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and Interface Science 338, 16 (2009).
[72] O. Dulub, B. Meyer, and U. Diebold, Phys. Rev. Lett. 95, 136101 (2005).
[73] R. Parsons, and T. VanderNoot, Journal of Electroanalytical Chemistry and
Interfacial Electrochemistry 257, 9 (1988).
[74] W.-D. Hsu, M. Ichihashi, T. Kondow, and S. B. Sinnott, The Journal of
Physical Chemistry A 111, 441 (2007).
[75] G. A. Olah, Catalysis Letters 93, 1 (2004).
[76] N. Edwards, S. R. Ellis, J. C. Frost, S. E. Golunski, A. N. van Keulen, N. G.
Lindewald, and J. G. Reinkingh, Journal of Power Sources 71, 123 (1998).
[77] G. K. Smith, S. Lin, W. Lai, A. Datye, D. Xie, and H. Guo, Surface Science
605, 750 (2011).
[78] M. V. Twigg, and M. S. Spencer, Topics in Catalysis 22, 191 (2003).
[79] B. A. Peppley, J. C. Amphlett, L. M. Kearns, and R. F. Mann, Applied
Catalysis A: General 179, 31 (1999).
[80] Y.-H. Chin, R. Dagle, J. Hu, A. C. Dohnalkova, and Y. Wang, Catalysis
Today 77, 79 (2002).
[81] Y.-H. Chin, Y. Wang, R. A. Dagle, and X. S. Li, Fuel Processing Technology
83, 193 (2003).
[82] S. Fukahori, T. Kitaoka, A. Tomoda, R. Suzuki, and H. Wariishi, Applied
Catalysis A: General 300, 155 (2006).
[83] J. Chen, R. E. Ruther, Y. Tan, L. M. Bishop, and R. J. Hamers, Langmuir
28, 10437 (2012).
[84] I. Lange, S. Reiter, M. Pätzel, A. Zykov, A. Nefedov, J. Hildebrandt, S.
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