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Let M and N be two modules over a ring R . Recent works by
Kasch, Schneider, Beidar, Mader, and others have shown that some
of the ring and module theory can be carried out in the context of
homR (M,N). The study of substructures of homR (M,N) such as the
radical, the singular and co-singular ideals and the total has raised
new questions for research in this area. This paper is a continuation
of study of these substructures, focusing on when the total is equal
to the radical, as well as their connections with (semi)regularity of
homR (M,N). New results obtained include necessary and suﬃcient
conditions for the total to equal the radical, a description of the
maximal regular sub-bimodule of homR (M,N), the existence of the
maximal semiregular ideal of a ring, and answers to a number of
existing open questions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper rings R are associative with identity unless otherwise indicated. All modules over
a ring R are unitary left modules. Homomorphisms of modules are written on the right of their
arguments. We write J (R) and U (R) for the Jacobson radical and the group of units of a ring R . For
a submodule X of a module M , we use X ⊆⊕ M to mean that X is a direct summand of M , and
we write X e M and X  M to indicate that X is an essential, respectively small, submodule of M .
If RM and RN are modules, we use the notation: EM = EndR(M) and [M,N] = homR(M,N). Thus,
[M,N] is an (EM , EN )-bimodule. Our main concern is about the four substructures of homR(M,N)
and the (semi)regularity of homR(M,N) given as follows (see [11] or [19]):
• The Jacobson radical
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= {α ∈ [M,N]: 1N − βα ∈ U (EN) for all β ∈ [N,M]}
= {α ∈ [M,N]: αβ ∈ J (EM) for all β ∈ [N,M]}
= {α ∈ [M,N]: βα ∈ J (EN ) for all β ∈ [N,M]}.
Thus J [M,M] = J (EM). In particular, J [R, R] = J (R).
• The singular ideal [M,N] = {α ∈ [M,N]: Ker(α)e M}.
• The co-singular ideal ∇[M,N] = {α ∈ [M,N]: Im(α)  M}.
• The total
Tot[M,N] = {α ∈ [M,N]: α[N,M] contains no nonzero idempotents}
= {α ∈ [M,N]: [N,M]α contains no nonzero idempotents}.
• The regularity: α ∈ [M,N] is regular if α = αβα for some β ∈ [N,M]. And [M,N] is called regular
if each α ∈ [M,N] is regular. Thus, [M,M] is regular if and only if EM is a regular ring, and [R,N]
is regular if and only if RN is a regular module in the sense of Zelmanowitz [24].
• The semiregularity: α ∈ [M,N] is called semiregular if there exists β ∈ [N,M] such that β = βαβ
and α − αβα ∈ J [M,N]. And [M,N] is called semiregular if each α ∈ [M,N] is semiregular. Thus,
[R,N] is semiregular if and only if RN is a semiregular module in the sense of Nicholson [16].
Following [5, 11.20], a ring R is called semiregular if R/ J (R) is regular and idempotents lift mod-
ulo J (R). Thus, by [16, p. 119], [M,M] is semiregular if and only if EM is a semiregular ring.
The total is a concept that was ﬁrst introduced by Kasch [8] in 1982, and has been extensively
studied by Kasch, Schneider, Beidar, Mader, Wiegandt, Zelmanowitz, Zöllner, and others (see, for ex-
ample, [3] and [8–14]). For example, Kasch shows that for any module M with an LE-decomposition,
EM modulo Tot(EM) is a direct product of full linear rings, and such a decomposition complements
direct summands if and only if Tot(EM) = J (EM). An excellent reference on the study of the total as
well as its connections with the Jacobson radical and the singular and co-singular ideals is the book
by Kasch and Mader [11]. The semiregularity and regularity of [M,N] were discussed in Nicholson
and Zhou [19], and in Kasch and Mader [12] where the connection between regularity and the total
was addressed.
In the study of the total, one of the interesting questions is when the total equals the Jacob-
son radical. Toward this question, many results have been obtained, but several existing questions
remain unsolved. In Section 2, the semipotentness of [M,N] is introduced as a natural generaliza-
tion of the known notion of a semipotent (endomorphism) ring. It holds that [M,N] is semipotent
if and only if Tot[M,N] = J [M,N]. Thus, a ring R is semipotent if and only if Tot(R) = J (R); so
Tot(R) = J (R) for any exchange ring R (in particular for any semiregular ring R). Basic properties on
semipotentness of [M,N] are proved in Section 2. In Section 3, it is proved that for LE-decompositions
M = ⊕i Mi and N = ⊕ j N j , [M,N] is semipotent if and only if it is semiregular. This extends
a well-known result for endomorphism rings. In Section 4, we characterize the modules V and
W for which Tot[V ,N] = J [V ,N] and Tot[M,W ] = J [M,W ] for all N,M ∈ R-Mod. The main re-
sult states that EV is semipotent if and only if Tot[V ,N] = J [V ,N] for all N ∈ R-Mod if and only
if Tot[M, V ] = J [M, V ] for all M ∈ R-Mod. Interesting corollaries are obtained. In particular, some
questions on locally injective and locally projective modules raised by Kasch [9] and by Kasch and
Mader [11] are answered. It is also proved that a ring R is semipotent with J (R) left T -nilpotent
if and only if E P is semipotent for every projective left R-module P . Sections 5–7 are devoted to
regularity and semiregularity of [M,N]. In 1950, Brown and McCoy [4] proved that every non-unital
ring R has a unique maximal regular two-sided ideal M(R). In [12], Kasch and Mader observed that
[M,N] has a unique largest regular sub-bimodule Reg[M,N] and that Reg[M,N]∩Tot[M,N] = 0. Thus,
[M,N] = Reg[M,N] ⊕ Tot[M,N] in the trivial case when [M,N] = Reg[M,N]. A question raised there
asks if the equality holds non-trivially. In Section 5, a new description of Reg[M,N] is obtained in case
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holds non-trivially. Section 6 presents a counter-example to a question by Kasch and Mader [12] on
semiregularity and partial inverses. In Section 7, we prove that every non-unital ring has a unique
maximal semiregular two-sided ideal, though it is still unknown if [M,N] has a unique largest
semiregular sub-bimodule.
2. When is Tot[M, N] equal to J [M, N]?
Lemma 2.1. Let RM, RN be modules. The following are equivalent:
(1) If α ∈ [M,N]\ J [M,N], there exists β ∈ [N,M] such that 0 = βα = (βα)2 ∈ EN .
(2) If α ∈ [M,N]\ J [M,N], there exists β ∈ [N,M] such that 0 = αβ = (αβ)2 ∈ EM .
(3) If α ∈ [M,N]\ J [M,N], there exists γ ∈ [N,M] such that γαγ = γ /∈ J [N,M].
Proof. Suppose (1) holds. Then 0 = βα = (βα)2 ∈ EN for some β ∈ [N,M]. By letting γ = βαβ ∈
[N,M], one obtains γαγ = γ = 0, giving (3). Suppose (3) holds. Then 0 = (γ α)2 = γα ∈ EN gives (1).
Similarly, the equivalence (2) ⇔ (3) holds. 
Recall that a ring R is a semipotent ring, also called an I0-ring by Nicholson [15], if every principal
left (resp. right) ideal not contained in J (R) contains a nonzero idempotent. Examples of these rings
include exchange rings (see [17, Proposition 1.9]) (a ring R is an exchange ring if for each a ∈ R , there
exists e2 = e ∈ R such that a − e ∈ R(a2 − a)). Here we say that [M,N] is semipotent if the conditions
in Lemma 2.1 are satisﬁed. Thus [M,M] is semipotent if and only if EM is a semipotent ring.
Theorem 2.2. Tot[M,N] = J [M,N] if and only if [M,N] is semipotent. In particular, Tot(EM) = J (EM) if
and only if EM is a semipotent ring, and Tot(R) = J (R) if and only if R is a semipotent ring.
Proof. (⇒). If α ∈ [M,N]\ J [M,N], then α /∈ Tot[M,N]. So 0 = αβ = (αβ)2 for some β ∈ [N,M]. This
shows that [M,N] is semipotent.
(⇐). Suppose that Tot[M,N] = J [M,N]. Since J [M,N] ⊆ Tot[M,N], there exists α ∈ Tot[M,N]
such that α /∈ J [M,N]. So, for any β ∈ [N,M], either αβ = 0 or αβ = (αβ)2. Hence [M,N] is not
semipotent. 
Given two modules U and V , a family { f i}i∈I of homomorphisms in [U , V ] is called summable
if for each u ∈ U , (u) f i = 0 for almost all i ∈ I , and in this case ∑ f i is a well-deﬁned element
in [U , V ].
Given M =⊕i∈I Mi and N =⊕ j∈ J N j , we ﬁx some notation. Let πi : M → Mi and π ′j : N → N j
be the canonical projections, and let ιi : Mi → M and ι′j : N j → N be the canonical inclusions. For
α ∈ [M,N], denote αi j = ιiαπ ′j ∈ [Mi,N j]. Similarly, for ρ ∈ EM and σ ∈ EN , ρi j = ιiρπ j ∈ [Mi,M j]
and σi j = ι′iσπ ′j ∈ [Ni,N j].
Lemma 2.3.With the terminology above, let α,β ∈ [M,N], ρ ∈ EM and σ ∈ EN . The following hold:
(1) α = β if and only if αi j = βi j for all i and j.
(2) {πiαi jι′j: i ∈ I, j ∈ J } ⊆ [M,N] is summable and α =
∑
πiαi jι
′
j . In particular, 1M =
∑
πiι j =∑πiιi
and 1N =∑π ′i ι′j =∑π ′i ι′i .
(3) (α + β)i j = αi j + βi j , (ρα)i j =∑k ρikαkj , and (ασ )i j =∑k αikσkj .
Proof. (1) and (2). These are clear.
(3). It is obvious that (α + β)i j = αi j + βi j . Moreover,
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k
ρikαkj =
∑
k
(ιiρπk)
(
ιkαπ
′
j
)= (ιiρ)
(∑
k
πkιk
)(
απ ′j
)
= (ιiρ)1M
(
απ ′j
)= ιiραπ ′j = (ρα)i j .
Similarly, (ασ )i j =∑k αikσkj . 
Thus, [M,N] can be viewed as the collection of matrices with their entries the module ho-
momorphisms f i j ∈ [Mi,N j] such that {πi f i jι′j: i ∈ I, j ∈ J } is summable, and the addition and
module-multiplications of the (EM , EN )-bimodule [M,N] are performed in ‘matrix fashion’: Identi-
fying α,β,ρ,σ (as in Lemma 2.3) with (αi j), (βi j), (ρi j), (σi j), respectively, we have
α + β = (αi j) + (βi j) = (αi j + βi j),
ρα = (ρi j)(αi j) =
(∑
k
ρikαkj
)
,
ασ = (αi j)(σi j) =
(∑
k
αikσkj
)
.
Lemma 2.4. (See [19].) If M =⊕ni=1 Mi and N =⊕mj=1 N j are modules, then
J [M,N] =
⎛
⎜⎜⎝
J [M1,N1] J [M1,N2] · · · J [M1,Nm]
J [M2,N1] J [M2,N2] · · · J [M2,Nm]
...
...
...
J [Mn,N1] J [Mn,N2] · · · J [Mn,Nm]
⎞
⎟⎟⎠ .
Lemma 2.5. Let M1 ⊆⊕ M and N1 ⊆⊕ N. If [M,N] is semipotent then [M1,N1] is semipotent.
Proof. Let M
π1−−→ M1 ι1−→ M and N π
′
1−−→ N1 ι
′
1−→ N be the canonical projections and inclusions,
and let α¯ ∈ [M1,N1]\ J [M1,N1]. Then α := π1α¯ι′1 ∈ [M,N]. Since α11 = ι1απ ′1 = α¯, α /∈ J [M,N]
by Lemma 2.4. Thus there exists β ∈ [N,M] such that 0 = αβ = (αβ)2 ∈ EM . Let β11 := ι′1βπ1 ∈
[N1,M1]. So (αβ)2 = π1(α11β11α11)(ι′1β) and αβ = π1α11(ι′1β). Thus, α11β11 = 0, and it follows
from ι1(αβ)2π1 = ι1(αβ)π1 that (α11β11)2 = α11β11. That is (α¯β11)2 = α¯β11. So [M1,N1] is semipo-
tent. 
Lemma 2.6. Let M and N be modules with N = N1 ⊕ N2. Then [M,N] is semipotent if and only if [M,Ni] is
semipotent for i = 1,2.
Proof. The implication in one direction is by Lemma 2.5. Suppose that each [M,Ni] is semipo-
tent, and let α ∈ [M,N]\ J [M,N]. For i = 1,2, let N π
′
i−−→ Ni ι
′
i−→ N be the canonical maps, and
write αi = απ ′i ∈ [M,Ni]. Then α = α1ι′1 + α2ι′2. Since α /∈ J [M,N], by Lemma 2.4 we have either
α1 /∈ J [M,N1] or α2 /∈ J [M,N2]. Without loss of generality, we may assume that α1 /∈ J [M,N1].
Thus there exists β1 ∈ [N1,M] such that 0 = α1β1 = (α1β1)2 ∈ EM . Let β := π ′1β1 ∈ [N,M]. Then
αβ = (α1ι′1 + α2ι′2)(π ′1β1) = α1(ι′1π ′1)β1 = α1β1. So 0 = αβ = (αβ)2 ∈ EM . Hence [M,N] is semipo-
tent. 
Lemma 2.7. Let M and N be modules with M = M1 ⊕ M2. Then [M,N] is semipotent if and only if [Mi,N] is
semipotent for i = 1,2.
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i = 1,2. Let α ∈ [M,N]\ J [M,N]. For i = 1,2, let M πi−−→ Mi ιi−→ M be the canonical maps, and
write αi = ιiα ∈ [Mi,N]. Then α = π1α1 + π2α2. Since α /∈ J [M,N], by Lemma 2.4 we have either
α1 /∈ J [M1,N] or α2 /∈ J [M2,N]. Without loss of generality, we may assume that α1 /∈ J [M1,N].
Then there exists β1 ∈ [N,M1] such that 0 = β1α1 = (β1α1)2 ∈ EN . Let β := β1ι1 ∈ [N,M]. Then
βα = (β1ι1)(π1α1 + π2α2) = β1(ι1π1)α1 = β1α1. It follows that 0 = βα = (βα)2 ∈ EN . So [M,N] is
semipotent. 
Theorem 2.8. Let M =⊕ni=1 Mi and N =⊕mj=1 N j be modules. Then [M,N] is semipotent if and only if[Mi,N j] is semipotent for all i and j.
Proof. The necessity is by Lemma 2.5, and the suﬃciency is by a simple induction using Lemmas 2.6
and 2.7. 
Corollary 2.9. Let M be a ﬁnitely generated module and let N =⊕i∈I Ni . Then [M,N] is semipotent if and
only if [M,Ni] is semipotent for all i ∈ I.
Proof. The implication in one direction is clear by Lemma 2.5. Suppose that [M,Ni] is semipotent for
all i ∈ I. Let α ∈ [M,N]\ J [M,N]. Then Mα ⊆⊕i∈F Ni =: P where F is a ﬁnite subset of I, so α ∈[M, P ]. Because α /∈ J [M,N], we have α /∈ J [M, P ] by [19, Lemma 9(3)]. Because [M, P ] is semipotent
by Theorem 2.8, there exists β1 ∈ [P ,M] such that 0 = αβ1 = (αβ1)2 ∈ EM . Let N π−→ P ι−→ N be
the canonical maps, and let β = πβ1 ∈ [N,M]. Then α = αι and so αβ = αιπβ1 = α1Pβ1 = αβ1. It
follows that 0 = αβ = (αβ)2 ∈ EM . So [M,N] is semipotent. 
3. A semipotent-implies-semiregular result
By [19, Lemma 14], α ∈ [M,N] is semiregular if and only if α − γ ∈ J [M,N] for some regular
element γ ∈ [M,N]. It is easily seen that if [M,N] is semiregular then it is semipotent; but the
converse does not hold in general.
Lemma 3.1. Let M and N be indecomposable R-modules. The following are equivalent:
(1) [M,N] is semipotent.
(2) [M,N] is semiregular.
(3) Every α ∈ [M,N]\ J [M,N] is an isomorphism.
In this case, J [M,N] = {α ∈ [M,N]: α is not an isomorphism}.
Proof. (3) ⇒ (2). If α ∈ J [M,N], then clearly α is semiregular. If α ∈ [M,N]\ J [M,N], then by (3) α
is an isomorphism, and with β = α−1 we have β = βαβ and α−αβα ∈ J [M,N]; so α is semiregular.
(2) ⇒ (1). This is clear.
(1) ⇒ (3). Let α ∈ [M,N]\ J [M,N]. By (1) there exist β,γ ∈ [N,M] such that 0 = αβ = (αβ)2 ∈ EM
and 0 = γα = (γ α)2 ∈ EN . Thus M = M(αβ) ⊕ M(1M − αβ) and N = N(γ α) ⊕ N(1N − γα). Because
M , N are indecomposable, it follows that M(1M − αβ) = 0 and N(1N − γα) = 0. So αβ = 1M and
γα = 1N . Hence α is an isomorphism.
To see the last claim, (3) clearly implies that if α ∈ [M,N] is not an isomorphism then α ∈
J [M,N]. If α ∈ [M,N] is an isomorphism, then 1M = αα−1 ∈ EM . Since 1M /∈ J (EM), α /∈ J [M,N]
by [19, Lemma 9(2)]. 
Corollary 3.2. Let M =⊕ni=1 Mi and N =⊕mj=1 N j be indecomposable decompositions of modules. Then[M,N] is semipotent if and only if [M,N] is semiregular.
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semipotent by Lemma 2.5, and hence is semiregular by Lemma 3.1. So [M,N] is semiregular
by [19, Theorem 22]. 
A module M is called an LE-module if EM is local. An LE-decomposition of the module M is a
decomposition M =⊕i∈I Mi such that Mi is an LE-module for all i ∈ I .
Lemma 3.3. Let M =⊕i Mi and N =⊕ j N j be LE-decompositions of modules. The following are equivalent:
(1) [M,N] is semipotent.
(2) J [M,N] = {α ∈ [M,N] :Mi αi j−→ N j is not an isomorphism ∀i& j}.
Proof. By [11, Theorem 2.3, p. 73], Tot[M,N] consists of the morphisms α ∈ [M,N] such that
αi j : Mi → N j is not an isomorphism for all i and j. Thus, the equivalence (1) ⇔ (2) follows, in
view of Theorem 2.2. 
Lemma 3.4. The following hold:
(1) If M =⊕i∈I Mi and N =⊕nj=1 N j are LE-decompositions of modules, then [M,N] is semiregular.
(2) If M =⊕ni=1 Mi and N =⊕ j∈ J N j are LE-decompositions of modules, then [M,N] is semiregular.
Proof. We prove (1) only; (2) is proved similarly. By [19, Theorem 22], it suﬃces to show that [M,N j]
is semiregular for each j = 1, . . . ,n. So without loss of generality, we may assume that N = N1. We
ﬁrst show that [M,N1] is semipotent. In fact, if α ∈ [M,N1]\ J [M,N1], then 1N1 − βα /∈ U (EN1 ) for
some β ∈ [N1,M]. So 1N1 − βα ∈ J (EN1 ) because EN1 is a local ring. Thus, βα ∈ U (EN1 ). If γ =
(βα)−1β ∈ [N1,M], then 0 = γα = (γ α)2. So [M,N1] is semipotent.
Now let α ∈ [M,N1] and we prove that α is semiregular. We can assume that α /∈ J [M,N1].
Thus, by Lemma 3.3, αi1 ∈ [Mi,N1] is an isomorphism for some i. We can deﬁne a well-ordering
on I so that α11 ∈ [M1,N1] is an isomorphism. We identify α with the column matrix
⎛
⎜⎝
α11
α21
α31
.
.
.
⎞
⎟⎠
and identify u ∈ U (EM) with the invertible matrix
⎛
⎜⎜⎝
1M1 0 0 ··· ···
−α21α11−1 1M2 0 ··· ···
−α31α11−1 0 1M3 ··· ······ ··· ··· ··· ···
··· ··· ··· ··· ···
⎞
⎟⎟⎠. Then uα =
⎛
⎜⎝
α11
0
0
.
.
.
⎞
⎟⎠. By
[19, Corollary 17], it suﬃces to show that uα is semiregular. Since uα = π1α11, we have uα =
(π1α11)(α11
−1ι1)(π1α11) with α11−1ι1 ∈ [N1,M]. So uα is semiregular (regular indeed). 
A family of modules {Mi: i ∈ I} is called locally semi-t-nilpotent if, for any countably inﬁnite set
{ fn :Min → Min+1 ,n ∈ N} of non-isomorphisms where all the in are distinct indices from I , for any
x ∈ Mi1 , there is a k ∈ N (depending on x) such that (x)( f1 · · · fk) = 0.
In the next lemma, the equivalence (1) ⇔ (2) is due to Yu [23], (2) ⇔ (5) due to Zimmermann-
Huisgen and Zimmermann [25], and (3) ⇔ (4) ⇔ (5) due to Harada [6]. Most of the lemma is also
detailed as (13.6) and (14.22) in [5].
Lemma 3.5. Let M =⊕i Mi be an LE-decomposition of the module M. The following are equivalent:
(1) EM is a semipotent ring.
(2) EM is an exchange ring.
(3) EM is a semiregular ring.
(4) The LE-decomposition of M complements direct summands.
(5) The family {Mi}i is locally semi-t-nilpotent.
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if and only if [M,N] is semiregular.
Proof. The suﬃciency is clear. Suppose that [M,N] is semipotent. We write
M =
(⊕
k∈K
M(Ik)k
)
⊕
(⊕
k∈K1
M
(I ′k)
k
)
,
N =
(⊕
k∈K
M( Jk)k
)
⊕
(⊕
k∈K2
M
( J ′k)
k
)
,
where any two modules in {Mk: k ∈ K ∪ K1 ∪ K2} are not isomorphic. Let
A =
⊕
k∈K
M(Ik)k , B =
⊕
k∈K
M( Jk)k ,
C =
⊕
k∈K1
M
(I ′k)
k , D =
⊕
k∈K2
M
( J ′k)
k .
By Theorem 2.8, [A, D], [C, B] and [C, D] are all semipotent. Thus, by Lemma 3.3, [A, D] = J [A, D],
[C, B] = J [C, B] and [C, D] = J [C, D]; so [A, D], [C, B] and [C, D] are all semiregular. By [19, The-
orem 22], to prove the necessity it suﬃces to show that [A, B] is semiregular. To ﬁt in with our
terminology, write
A =
⊕
i∈I
Ai and B =
⊕
j∈ J
B j,
where I =⋃k∈K Ik , J =⋃k∈K Jk , Ai = Mi and B j = M j (for all i ∈ I and j ∈ J ). Let α ∈ [A, B] and
we prove that α is semiregular. Deﬁne β =∑πiβi jι′j ∈ [A, B] where βi j = 0 if αi j ∈ [Ai, B j] is not an
isomorphism and βi j = αi j if αi j ∈ [Ai, B j] is an isomorphism. Then α−β =∑πi(αi j −βi j)ι′j ∈ J [A, B]
(by Lemma 3.3). So α is semiregular if and only if β is semiregular by [19, Corollary 16].
For any k1 = k2 in K , [M(Ik1 )k1 ,M
( Jk2 )
k2
] = J [M(Ik1 )k1 ,M
( Jk2 )
k2
] (by Lemma 3.3); hence (M(Ik)k )β ⊆ M( Jk)k
for all k ∈ K . Let βk be the restriction of β on M(Ik)k . Then βk ∈ [M(Ik)k ,M( Jk)k ] and β =
⊕
k∈K βk . We
next show that each [M(Ik)k ,M( Jk)k ] is semiregular (so each βk is semiregular in [M(Ik)k ,M( Jk)k ]), and it
follows that β is semiregular in [M,N]. If |Ik| < ∞ or | Jk| < ∞, then [M(Ik)k ,M( Jk)k ] is semiregular by
Lemma 3.4. If Ik and Jk are inﬁnite sets, let us assume that |Ik| | Jk|. By Theorem 2.8, [M(N)k ,M(N)k ]
is semipotent. So, by Lemma 3.5, the family {Mkn := Mk: n ∈ N} is locally semi-t-nilpotent. This
clearly shows that the family {Mki := Mk: i ∈ Ik} is locally semi-t-nilpotent. Again by Lemma 3.5,
[M(Ik)k ,M(Ik)k ] is semiregular. So [M(Ik)k ,M( Jk)k ] is semiregular by [19, Theorem 22]. 
As noted in Example 4.9, there exist modules M and N such that [M,N] is semipotent, but neither
EM nor EN is semipotent.
For an indecomposable decomposition M =⊕i∈I Mi , EM being semipotent implies that the de-
composition is LE (by Lemma 3.1) and hence EM is semiregular (by Lemma 3.5). This, together with
Corollary 3.2 and Theorem 3.6, motivates the next question.
Question 3.7. Let M =⊕i∈I Mi and N =⊕ j∈ J N j be indecomposable decompositions of modules. If[M,N] is semipotent, then is it semiregular?
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Beidar and Kasch in [3] studied conditions on modules Q and P , which imply that Tot[Q ,N] =
[Q ,N] = J [Q ,N] and Tot[M, P ] = ∇[M, P ] = J [M, P ] for all N,M ∈ R-Mod, and they showed that
these equalities hold if Q is injective, respectively P is semiperfect and projective. This leads them
and the author of [9] to study conditions on modules V and W for which Tot[V ,N] = [V ,N] and
Tot[M,W ] = ∇[M,W ] for all N,M ∈ R-Mod. Following Kasch [9], a module V is called locally injective
(li) if, for every submodule A ⊆ V , which is not essential in V , there exists an injective submodule
0 = Q ⊆ V with A ∩ Q = 0; and a module W is called locally projective (lp) if, for every submodule
B ⊆ W , which is not small in W , there exists a projective direct summand 0 = P ⊆⊕ W , with P ⊆ B .
It was proved by Kasch [9] that Tot[V ,N] = [V ,N] for all N ∈ R-Mod if and only if V is locally
injective and that Tot[M,W ] = ∇[M,W ] for all M ∈ R-Mod if and only if W is locally projective. The
following questions were raised by Kasch [9].
Question 4.1. (See [9, p. 1504].) (1) If V is locally injective, then is it true that Tot[V ,N] = [V ,N] =
J [V ,N] for all N ∈ R-Mod? (2) If W is locally projective, then is it true that Tot[M,W ] = ∇[M,W ] =
J [M,W ] for all M ∈ R-Mod?
By [3, Theorem 2.3], M is locally injective if and only if M is an essential extension of a direct
sum of injective submodules. From this it is easily seen that the ring R is left Noetherian if and only
if every locally injective left R-module is injective. Thus, the answer to Question 4.1(1) is “Yes” if R is
left Noetherian. But in general, the answer to the question is “No”.
Example 4.2. There exists a locally injective module M such that Tot(EM) = J (EM).
Proof. We use a well-known example of Osofsky [20]. Let Ẑp be the ring of p-adic integers for
some prime p and let R be the trivial extension Ẑp ∝ Zp∞ , where Zp∞ is considered as a bimodule
over Ẑp by the canonical isomorphism Ẑp ∼= EndZ(Zp∞). Then R is a commutative local ring whose
maximal ideal is generated by a = (p,0). Moreover, R has an essential socle that is simple. By Osof-
sky [20], R is an injective cogenerator of the category of R-modules. Thus RR is an indecomposable
injective module. Let M =⊕∞i=1 Mi with each Mi = R . Then M is locally injective by, for example,
[11, Proposition 3.1, p. 45]. But as observed by Yamagata [22, p. 249], the family {Mi}i is not locally
semi-t-nilpotent. In fact, let f i : Mi → Mi+1 be the multiplication map (x) f i = ax (x ∈ Mi). Then each
f i is not an isomorphism and (1,0)( f1 f2 · · · fn) = (pn,0) = 0 for any n ∈ N. Thus, EM is not semipo-
tent by Lemma 3.5. Therefore, Tot(EM) = J (EM) by Theorem 2.2. 
Following Kasch and Mader [11], a module V is called large restricted (LR) if every monomorphism
f : V → V with Im( f ) e V is an automorphism and a module W is called small restricted (SR) if
every epimorphism g : W → W with Ker(g)  W is an isomorphism. Let
Φ(R) = {M ∈ R-Mod: Tot[M,N] = J [M,N], ∀N ∈ R-Mod},
Γ (R) = {N ∈ R-Mod: Tot[M,N] = J [M,N], ∀M ∈ R-Mod}.
Relevant to Question 4.1, it was proved in [11, Corollary 2.5, p. 43] that Φ(R) contains every locally
injective and large restricted module, and Γ (R) contains every locally projective and small restricted
module. Three questions were raised by Kasch and Mader [11]:
Question 4.3. (See [11, p. 51].) (1) Is every module in Φ(R) locally injective and large restricted? (2) Is
every module in Γ (R) locally projective and small restricted? (3) Is a direct sum of injective modules
large restricted?
The answer to each of the questions is negative.
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Proof. Let M be the module in Example 4.2. Then M is a direct sum of indecomposable injective
modules; so M is locally injective. But M /∈ Φ(R) by Example 4.2, so M is not large restricted. 
It is a bit surprising that Φ(R) = Γ (R).
Theorem 4.5. The following hold:
(1) Φ(R) = {M ∈ R-Mod: EM is a semipotent ring}.
(2) Γ (R) = {N ∈ R-Mod: EN is a semipotent ring}.
Proof. (1) (⇒). If M ∈ Φ(R), then Tot(EM) = J (EM), so EM is semipotent by Theorem 2.2.
(⇐). Suppose that EM is a semipotent ring. For any N ∈ R-Mod, let α ∈ [M,N]\ J [M,N]. Then for
some β ∈ [N,M], 1M −αβ ∈ EM\U (EM), so αβ /∈ J (EM). Because EM is a semipotent ring, ((αβ)γ )2 =
(αβ)γ = 0 for some γ ∈ EM . Thus (α(βγ ))2 = α(βγ ) = 0 with βγ ∈ [N,M]. Hence α /∈ Tot[M,N].
This shows that Tot[M,N] ⊆ J [M,N]. But it is always true that J [M,N] ⊆ Tot[M,N]. So J [M,N] =
Tot[M,N], for all N ∈ R-Mod. That is M ∈ Φ(R).
(2) (⇒). If N ∈ Γ (R), then Tot(EN ) = J (EN ), so EN is semipotent by Theorem 2.2.
(⇐). Suppose that EN is a semipotent ring. For any M ∈ R-Mod, let α ∈ [M,N]\ J [M,N]. Then for
some β ∈ [N,M], 1N − βα ∈ EN\U (EN ), so βα /∈ J (EN ). Because EN is a semipotent ring, (γ (βα))2 =
γ (βα) = 0 for some γ ∈ EN . Thus ((γ β)α)2 = (γ β)α = 0 with γ β ∈ [N,M]. Hence α /∈ Tot[M,N].
This shows that Tot[M,N] ⊆ J [M,N]. But it is clear that J [M,N] ⊆ Tot[M,N]. So J [M,N] = Tot[M,N],
for all M ∈ R-Mod. That is N ∈ Γ (R). 
Remark 4.6. Every semisimple module V is in Φ(R) and also in Γ (R), because EV is regular. It is
easily seen that a semisimple module is locally injective (respectively, locally projective) if and only
if it is injective (respectively, projective). So a non-injective semisimple module cannot be locally
injective and a non-projective semisimple module cannot be locally projective.
Corollary 4.7. The following are equivalent for a ring R:
(1) Φ(R) = {M ∈ R-Mod: M is li and LR}.
(2) Φ(R) = {M ∈ R-Mod: M is li}.
(3) Every module M with EM semipotent is injective.
(4) R is a semisimple Artinian ring.
(5) Every module M with EM semipotent is projective.
(6) Γ (R) = {M ∈ R-Mod: M is lp}.
(7) Γ (R) = {M ∈ R-Mod: M is lp and SR}.
Proof. (1) ⇔ (3). Suppose that (1) holds. If EM is semipotent, then M ∈ Φ(R) by Theorem 4.5, so M
is locally injective. In particular, every semisimple module is locally injective, and hence is injective. It
is well known that every semisimple left R-module being injective implies that R is left Noetherian.
So R is a left Noetherian ring, and hence every left R-module has a maximal injective submodule. It
follows that every locally injective module is injective. So (3) holds.
Suppose that (3) holds. Then, by Theorem 4.5, every module in Φ(R) is injective, and hence is li
and LR. But it is known that Φ(R) contains every li, LR module. So (1) holds.
(2) ⇔ (3). As argued above, (2) implies (3). Suppose that (3) holds. Then by Theorem 4.5, all
modules in Φ(R) are injective. So to show (2), it suﬃces to show that every li module is injective.
But (3) clearly implies that every semisimple right R-module is injective, so R is right Noetherian.
Hence every li module is injective.
(3) ⇔ (4). Suppose that (3) holds. For any continuous module M , EM is an exchange ring, so it is
semipotent. By (3), M is injective. So (3) implies that every continuous module is injective. By Huynh
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So it follows that R is a semisimple Artinian ring. On the other hand, (4) clearly implies (3).
In view of Theorem 4.5, either of (5)–(7) implies that every semisimple R-module is lp and hence
is projective, and this in turn implies that R is semisimple Artinian. If R is semisimple Artinian, every
R-module is semisimple and projective, so (5)–(7) all hold. 
Corollary 4.8. Let M =⊕ni=1 Mi. Then the following are equivalent:
(1) EM is semipotent.
(2) [Mi,M j] is semipotent for all i and j.
(3) EMi is semipotent for all i.
Proof. The equivalence (1) ⇔ (2) is by Theorem 2.8, and (2) ⇔ (3) is by Theorems 4.5 and 2.2. 
Example 4.9. There exist modules M and N such that [M,N] is semiregular, but neither EM nor EN
is semipotent.
Proof. Let p,q be two distinct primes, Rp = Ẑp ∝ Zp∞ and Rq = Ẑq ∝ Zq∞ . Set R = Rp × Rq . Since Rp
is an indecomposable injective module over Rp , Rp is an indecomposable injective module over R .
Similarly, Rq is an indecomposable injective module over R . Let M = R(N)p and N = R(N)q . Clearly, every
α ∈ [M,N] is the trivial zero homomorphism, so it is semiregular. But EndR(M) and EndR(N) are not
semipotent (as EndRp (M) and EndRq (N) are not semipotent by Example 4.2). 
Theorem 4.10. Let F0 = R(I0) with |I0| = ∞. The following are equivalent:
(1) E P is semipotent for every projective left R-module P .
(2) E F0 is semipotent.
(3) R is a semipotent ring and J (R) is left T -nilpotent.
Proof. (1) ⇒ (2). It is obvious.
(2) ⇒ (3). Let F = R(N) . Then (2) implies that E F is semipotent (in particular, R is a semipotent
ring) by Theorem 2.8, so Tot(E F ) = J (E F ). Moreover, ∇(E F ) = J (E F ) by [1, Proposition 17.11, p. 197].
Thus ∇(E F ) = Tot(E F ), and hence F is locally projective by [9]. By [1, Lemma 28.3, p. 314], to show
that J (R) is left T -nilpotent, it suﬃces to show that J (R)F  F . Suppose J (R)F is not small in F .
Then, since F is locally projective, there exists 0 = F1 ⊆⊕ F such that F1 ⊆ J (R)F . Write F = F1 ⊕ F2.
We now have J (R)F = F1 ⊕ [ J (R)F ∩ F2] and J (R)F = J (R)F1 ⊕ J (R)F2. It follows that F1 = J (R)F1,
and hence F1 = 0, a contradiction.
(3) ⇒ (1). Since a projective module is a direct summand of a free module, we only need to show
that E F is semipotent for each free module F by Theorem 2.8. Write F =⊕i∈I F i where R Fi ∼= R R for
each i. Let F
πi−−→ Fi ιi−→ F be the canonical maps. As before, for any α ∈ E F , let αi j = ιiαπ j ∈ [Fi, F j].
Note that (αi j) is a row-ﬁnite matrix (because each Fi is ﬁnitely generated). We have
J (EF ) =
{
α ∈ EF : αi j ∈ J [Fi, F j] for all i, j ∈ I
}
. (4.1)
In fact, if I is a ﬁnite set, then (4.1) holds by Lemma 2.4; if I is an inﬁnite set, then (4.1)
still holds by a well-known result of Patterson [21] because J (R) is left T -nilpotent. Let α ∈
E F \ J (E F ). Then αi j /∈ J [Fi, F j] for some i, j ∈ I . Since E Fi ∼= R is a semipotent ring by (3),[Fi, F j] is semipotent by Theorem 4.5. So, by Lemma 2.1 there exists γ¯ ∈ [F j, Fi] such that γ¯ =
γ¯ αi j γ¯ /∈ J [F j, Fi]. Let γ = π j γ¯ ιi ∈ E F . Since γ ji := ι jγπi = γ¯ /∈ J [F j, Fi], γ /∈ J (E F ). But γαγ =
(π j γ¯ ιi)(
∑
p,q πpαpqιq)(π j γ¯ ιi) = (π j γ¯ ιi)(πiαi jι j)(π j γ¯ ιi) = π j γ¯ αi j γ¯ ιi = π j γ¯ ιi = γ . So EF is semipo-
tent by Lemma 2.1. 
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locally projective module has a semipotent endomorphism ring.
5. A result on regularity
In their 1950 paper [4], Brown and McCoy proved that every non-unital ring R has a unique max-
imal regular two-sided ideal M(R) with the following “radical-like” properties: (1) M(R/M(R)) = 0;
(2) for any ideal A of R , M(A) = A ∩ M(R); (3) M(Mn(R)) = Mn(M(R)).
In this section and in Section 6, the ring R is unital and M,N are unitary left R-modules. A subset
of [M,N] is called regular if each of its elements is regular. Following [12], deﬁne
Reg[M,N] = {α ∈ [M,N]: EMαEN is regular in [M,N]}.
By [12, Theorem 4.1], Reg[M,N] is the unique largest regular sub-bimodule of [M,N]. Thus [M,N] is
regular if and only if Reg[M,N] = [M,N]. Several properties on Reg[M,N] were proved in [12]. Here
we prove some further properties and answer a question raised in [12].
Lemma 5.1. (See [12, Lemma 4.2].) Let α ∈ [M,N] and β ∈ [N,M]. If α − αβα is regular then α is regular.
Theorem 5.2. Let M =⊕ni=1 Mi and N =⊕mj=1 N j be modules. Then
Reg[M,N] = {α ∈ [M,N]: [Mp,Mi]αi j[N j,Nq] ⊆ Reg[Mp,Nq] for all i, j, p,q}.
Proof. Let α ∈ [M,N], and we say that (αi j) satisﬁes (∗) if [Mp,Mi]αi j[N j,Nq] ⊆ Reg[Mp,Nq] for all
i, j, p,q.
Suppose that α ∈ Reg[M,N]. We show that (αi j) satisﬁes (∗). For θ ∈ [Mp,Mi]αi j[N j,Nq],
EMp θ ENq ⊆ [Mp,Mi]αi j[N j,Nq], so it suﬃces to show that θ is regular. Write θ =
∑
k skαi jtk where
sk ∈ [Mp,Mi] and tk ∈ [N j,Nq] for all k, and let
ϕ := πpθι′q =
∑
k
(πpskιi)α
(
π ′jtkι
′
q
) ∈ EMαEN .
By hypothesis, ϕ = ϕψϕ where ψ ∈ [N,M]. It follows that
θ = 1Mpθ1Nq = ιp
(
πpθι
′
q
)
π ′q
= ιpϕπ ′q = ιpϕψϕπ ′q
= ιp
(
πpθι
′
q
)
ψ
(
πpθι
′
q
)
π ′q
= (ιpπpθι′qπ ′q)(ι′qψπp)(ιpπpθι′qπ ′q)
= θ(ι′qψπp)θ
with ι′qψπp ∈ [Nq,Mp]. So θ is regular.
Suppose that α ∈ [M,N] such that (αi j) satisﬁes (∗). We want to show that α ∈ Reg[M,N].
Step 1. We ﬁrst show that α is regular. For simplicity, we assume n = m = 2. The proof for the
general situation uses exactly the same idea. Since α12 is regular, there exists β21 ∈ [N2,M1] such
that α12β21α12 = α12. Let β = π ′2β21ι1 ∈ [N,M]. Then
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(∑
i, j
πiαi jι
′
j
)
(π ′2β21ι1)
(∑
i, j
πiαi jι
′
j
)
=
∑
i, j
πiαi2ι
′
2π
′
2β21ι1π1α1 jι
′
j
=
∑
i, j
πiαi2β21α1 jι
′
j,
so
α − αβα =
∑
i, j
πiγi jι
′
j,
where γi j = αi j − αi2β21α1 j . By Lemma 5.1, it suﬃces to show that α − αβα is regular. Noting that
[Mp,Mi]γi j[N j,Np] ⊆ Reg[Mp,Nq] (because (αi j) satisﬁes (∗)) and that γ12 = 0, without loss of gen-
erality, we may assume that α12 = 0.
Now we repeat the process for α11. Since α11 is regular, there exists β11 ∈ [N1,M1] such that
α11β11α11 = α11. Let β = π ′1β11ι1 ∈ [N,M]. Then
α − αβα =
∑
i, j
πiγi jι
′
j,
where γi j = αi j − αi1β11α1 j . So γ11 = γ12 = 0. As above, we may assume that α11 = α12 = 0.
Next we repeat the process for α22. There exists β22 ∈ [N2,M2] such that α22β22α22 = α22. Let
β = π ′2β22ι2 ∈ [N,M]. Then
α − αβα =
∑
i, j
πiγi jι
′
j,
where γi j = αi j − αi2β22α2 j . So γ11 = γ12 = γ22 = 0. As above, we may assume that α11 = α12 =
α22 = 0.
Thus, α = π2α21ι′1. There exists β12 ∈ [N1,M2] such that α21β12α21 = α21. Let β = π ′1β12ι2 ∈[N,M]. Then αβα = (π2α21ι′1)(π ′1β12ι2)(π2α21ι′1) = π2α21β12α21ι′1 = π2α21ι′1 = α. So α is regular.
Step 2. To show α ∈ Reg[M,N], let θ =∑k skαtk ∈ EMαEN . Then
θpq = ιpθπ ′q =
∑
k
ιpsk
(∑
i, j
πiαi jι j
)
tkπ
′
q
=
∑
i, j,k
(ιpskπi)αi j
(
ι′jtkπ
′
q
)
∈
∑
[Mp,Mi]αi j[N j,Nq].
It follows that (θpq) also satisﬁes (∗). Thus, by Step 1, θ is regular. 
Corollary 5.3. (See [19, Theorem 29].) Let M =⊕ni=1 Mi and N =⊕mj=1 N j be modules. Then [M,N] is
regular if and only if [Mi,N j] are regular for all i and j.
One is motivated by Theorem 5.2 to ask if it is true that Reg[M,N] = {α ∈ [M,N]: αi j ∈
Reg[Mi,N j] for all i, j}. The answer is “No” by the next example.
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Reg[M,N] = {α ∈ [M,N]: αi j ∈ Reg[Mi,N j] for all i, j}.
Proof. Consider the Z-modules M = Z2 and N = N1⊕N2 where N1 = Z2 and N2 = Z4. Let α ∈ [M,N]
given by a → (a,0) for a ∈ M . Then α11 = 1Z2 ∈ [M,N1] and α12 = 0 ∈ [M,N2]. It is clear that
• EMα11EN1 ⊆ [M,N1] = Reg[M,N1].• EMα12EN2 = (0) ⊆ Reg[M,N2].
But EMα11[N1,N2]  Reg[M,N2] (so α /∈ Reg[M,N] by Theorem 5.2): Consider g ∈ [N1,N2] given by
1¯ → 2¯. Then α11g = g ∈ [M,N2]. But for any h ∈ [N2,M], h(2¯) = 0¯, so ghg = 0 = g . Thus α11g is not
regular. 
Because Reg[M,N] ∩ Tot[M,N] = 0 (by [12]), [M,N] = Reg[M,N] ⊕ Tot[M,N] holds trivially if
[M,N] = Reg[M,N]. The following question was raised:
Question 5.5. (See [12, Question 8.4] or [10, p. 163].) Give examples of modules M,N such that
0 = Reg[M,N] = [M,N] and Reg[M,N] ⊕ Tot[M,N] = [M,N].
We answer this question in the next example. Let R V R be a bimodule which is a ring possibly
without identity in which, for all v,w ∈ V and all r ∈ R ,
(vw)r = v(wr), (vr)w = v(rw), (rv)w = r(vw).
Then the ideal extension I(R; V ) of R by V is the Abelian group I(R; V ) = R ⊕ V with multiplication
(r, v)(s,w) = (rs, rw + vs + vw), and I(R; V ) is an associative ring.
Example 5.6. Let V = Z2 ⊕ 2Z4 be the direct product of the ring Z2 and the non-unital ring 2Z4 (as
a subring of Z4). Let R = I(Z2, V ). Then V is an ideal of R . Consider [R, V ]. As noticed in [11, p. 26],
we can identify [R, V ] with V . The following hold:
(1) Reg[R, V ] = Z2 ⊕ (0).
(2) Tot[R, V ] = (0) ⊕ 2Z4.
(3) [R, V ] = Reg[R, V ] ⊕ Tot[R, V ].
Proof. Let x = (1¯, 0¯), y = (0¯, 2¯) ∈ V . If ϕ ∈ V ∗ := [V , R] is the natural inclusion, then x = (xϕ)x, so
x is regular in V . On the other hand, yV ∗ ⊆ R contains no nonzero idempotents. In fact, if 0 =
e = yψ = e2 ∈ R for some ψ ∈ V ∗ , then e ∈ {1R , x,1R + x}. Since ye = y(yψ) = (y2)ψ = 0ψ = 0,
it must be that e = x. Thus, e = e(yψ) = (ey)ψ = 0ψ = 0, a contradiction. Now since Z2 ⊕ (0) and
(0) ⊕ 2Z4 are submodules of V as an (ER , EV )-bimodule, it follows that Reg[R, V ] = Z2 ⊕ (0) and
that Tot[R, V ] = (0) ⊕ 2Z4. Hence (3) follows. 
6. A note on semiregularity
Recall that α ∈ [M,N] is called semiregular if there exists β ∈ [N,M] such that β = βαβ and
α − αβα ∈ J [M,N]. By [19, Lemma 14], this is equivalent to the condition that α − γ ∈ J [M,N]
for a regular element γ ∈ [M,N]. Following [12], a morphism α ∈ [M,N] is called J [M,N]-regular
if there exists β ∈ [N,M] such that αβα − α ∈ J [M,N]. In [12, Corollary 9.5 and Question 9.6], it
was claimed that if α ∈ [M,N] is semiregular, then it is partially invertible (i.e., α[N,M] ⊆ EM contains a
nonzero idempotent) and is J [M,N]-regular, and the next question was raised:
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is α semiregular?
We will answer the question. Let us point out that, because every morphism in J [M,N] is auto-
matically semiregular and because no morphism in J [M,N] is partially invertible, the claim by Kasch
and Mader should be restated as follows: If α ∈ [M,N]\ J [M,N] is semiregular, then it is partially
invertible and is J [M,N]-regular.
The answer to Question 6.1 is “No” by the next example.
Example 6.2. There exists a ring R containing an element r ∈ R such that
(1) r is a partial inverse.
(2) r − rsr ∈ J (R) for some s ∈ R .
(3) r is not semiregular.
Proof. We use the ring R constructed in [18, Example 25]. Let T = {mn ∈ Q: 6  n}. Then T is a
commutative ring with only two maximal ideals M1 and M2 such that not all idempotents lift modulo
J (T ). Choose a ∈ T such that a+ J (T ) is an idempotent of T / J (T ) and a+ J (T ) cannot be lifted to an
idempotent of T . Let V1 =⊕∞i=1 Ti where each Ti = T /M1 and V2 =⊕∞i=1 Si where each Si = T /M2.
Set V = V1 ⊕ V2, and let R = I(T , V ) be the ideal extension. Then, by [18, Example 25], J (R) =
{(t,0): t ∈ J (T )}. Let r = (a,0) ∈ R . Then r2 − r = (a2 − a,0) ∈ J (R), so r − r3 = (r − r2)(1+ r) ∈ J (R).
Because R is a semipotent ring (by [18, Example 25]) and because r /∈ J (R), there exists r′ ∈ R such
that 0 = rr′ = (rr′)2 ∈ R; so r is a partial inverse. To see that r is not semiregular, assume that there
exists a regular element (t, x) ∈ R such that (a,0)−(t, x) ∈ J (R). Then t ∈ T is regular and a−t ∈ J (T ).
Since a /∈ J (T ), t = 0; so t ∈ U (T ) (since T is a domain). This shows that a + J (T ) = t + J (T ) is
both an idempotent and a unit of T / J (T ). It follows that a + J (T ) = 1 + J (T ); so a − 1 ∈ J (T ),
a contradiction. 
7. The maximal semiregular ideal of a ring
It is still unknown if [M,N] has a unique maximal semiregular sub-bimodule (see [10]). In this
section, we prove that every non-unital ring R has a unique maximal semiregular two-sided ideal
and basic properties related to this ideal are proved. Throughout this section, R is a ring possibly
with no identity.
Lemma 7.1. (See [16, Proposition 2.2].) The following are equivalent for a ∈ R:
(1) There exists e2 = e ∈ Ra such that a − ae ∈ J (R).
(2) There exists e2 = e ∈ aR such that a − ea ∈ J (R).
(3) There exists a regular element c ∈ R such that a − c ∈ J (R).
(4) There exists b ∈ R with bab = b and a− aba ∈ J (R).
Proof. (1) ⇒ (4). Given e as in (1), write e = ba with b = eb. Then a − aba = a − ae ∈ J (R) and
bab = eb = b.
(4) ⇒ (3). Given b as in (4), let c = aba. Then a − c ∈ J (R) and cbc = abababa = c.
(3) ⇒ (1). Given c as in (3), write c = cc′c and let f = cc′ . Then a− f a = (a− c)+ f (c−a) ∈ J (R).
Since f − ac′ = (c − a)c′ ∈ J (R), there exists d ∈ R such that ( f − ac′) + d − ( f − ac′)d = 0. Thus,
0= f [( f − ac′)+ d − ( f − ac′)d] f a and this gives f a = ( f a)(c′ − c′d)( f a). So f a is a regular element
with a − f a ∈ J (R). Thus, we may assume that c ∈ Ra. Now let e = c′c ∈ Ra. Then a − ae = (a − c) −
(a − c)e ∈ J (R). So (1) holds.
The rest follows by symmetry. 
Recall that an element a ∈ R is called semiregular if the equivalent conditions of Lemma 7.1 hold,
and the ring R is called semiregular if each of its elements is semiregular (see [16]). Thus, regular
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idempotents can be lifted modulo J (R). Let I be an ideal of a ring R . We call the ideal I semiregular
if I is a semiregular ring. Thus, because J (I) = I ∩ J (R), I is semiregular if and only if every a ∈ I is a
semiregular element of R by Lemma 7.1.
Lemma 7.2. If I, K are semiregular ideals of R, then so is I + K .
Proof. Consider the exact sequence
0→ I + J (K )
J (I) + J (K ) →
I + K
J (I) + J (K ) →
I + K
I + J (K ) → 0.
Clearly, I+ J (K )J (I)+ J(K ) ∼= IJ (I) is regular, and I+KI+ J (K ) ∼= KJ (K )+I∩K is also regular (an image of KJ (K ) ). So
I+K
J (I)+ J(K ) is regular. Thus J (I + K ) ⊆ J (I) + J (K ), so J (I + K ) = J (I) + J (K ). Hence I+KJ (I+K ) is reg-
ular. Moreover, consider the exact sequence
0→ I → I + K → I + K
I
→ 0.
Since every semiregular ring is an exchange ring, I and K are exchange rings, and hence I+KI ∼=
K
I∩K is an exchange ring and idempotents of
K
I∩K can be lifted to idempotents of K . It follows that
idempotents of I+KI can be lifted to idempotents of I + K . Thus, by a result of Ara [2, Theorem 2.2],
I + K is an exchange ring. Hence idempotents of I+KJ (I+K ) can be lifted to idempotents of I + K . Since
I+K
J (I+K ) is regular, I + K is semiregular. 
Theorem 7.3. Every ring R has a unique maximal semiregular ideal, denoted as M ′(R).
Proof. Let M ′(R) be the sum of all semiregular ideals. Then M ′(R) is the unique maximal semiregular
ideal by Lemma 7.2. 
Remark 7.4. It is easily seen that M ′(R) ⊇ M(R)+ J (R) = M(R)⊕ J (R). Therefore, J (M ′(R)) = M ′(R)∩
J (R) = J (R) and M′(R)J (R) = M
′(R)
J (M′(R)) is regular.
Theorem 7.5. Let I be an ideal of a ring R. Then M ′(I) = I ∩ M ′(R).
Proof. We ﬁrst show that M ′(I) is an ideal of R . Let a ∈ M ′(I) and let r ∈ R . Then a = d + j where
d is regular and j ∈ J (I). So d = a − j ∈ M ′(I). Write d = dd′d = dd′dd′d with d′ ∈ R . Then ar =
(dd′)d(d′dr) + jr ∈ M ′(I). Similarly ra ∈ M ′(I). So M ′(I) is an ideal of R . Hence M ′(I) ⊆ I ∩ M ′(R).
Since I ∩ M ′(R) is an ideal of I and is semiregular, we have I ∩ M ′(R) ⊆ M ′(I). 
Let R1 := I(Z; R) be the standard unitization of a ring R .
Theorem 7.6. Let R be a ring. Then M ′(Mn(R)) = Mn(M ′(R)) for all n 1.
Proof. Let S = M ′(Mn(R)) and T = Mn(M ′(R)). Then
J (T ) = Mn
(
J
(
M ′(R)
))= Mn( J (R)), so T
J (T )
∼= Mn
(
M ′(R)
J (R)
)
.
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J (R) is regular,
T
J (T ) is regular by [4, Lemma 2]. Moreover, since M
′(R) is an exchange ring,
T is an exchange ring by [2, Theorem 1.4]; so idempotents of TJ (T ) can be lifted to idempotents of T .
Hence T is semiregular, and thus T ⊆ S .
By Theorem 7.5, S is an ideal of Mn(R1), so S = Mn(I) where I is an ideal of R1. But, clearly
we have I ⊆ R . For any a ∈ I , let α be in S with a in (1,1)-position and zeros elsewhere. Since α is
semiregular, there exists E2 = E ∈ αS such that α− Eα ∈ J (S) = Mn( J (I)). Write E = αβ where β ∈ S
with b the (1,1)-entry. It follows that e := ab is an idempotent and a− ea ∈ J (I). So a is semiregular.
Hence I is a semiregular ideal of R , so I ⊆ M ′(R). Thus S ⊆ T . 
It is a result of Nicholson [16, Proposition 2.7] that if R is a semiregular ring with identity so
is Mn(R).
Corollary 7.7. A ring R is semiregular if and only if so is Mn(R).
It is a well-known result of Brown and McCoy [4, Theorem 2] that for any ring R , M( RM(R) ) = 0. As
a contrast of this, we have the next example.
Example 7.8. There exists a ring R such that M ′( RM′(R) ) = RM′(R) = 0.
Proof. Let R = {mn ∈ Q: 6  n}. Then not all idempotents lift modulo J (R); so M ′(R) = R . Suppose
M ′(R) = J (R) and let a ∈ M ′(R)\ J (R). Then there exists e2 = e ∈ aR such that (1 − e)a ∈ J (R). Thus
e = 0. Because R has only the trivial idempotents, we have e = 1. This shows M ′(R) = R . The con-
tradiction shows that M ′(R) = J (R). But, J (R) = 2R ∩ 3R and R/ J (R) ∼= Z2 × Z3. So M ′( RM′(R) ) =
R
M′(R) . 
Example 7.9. There exists a ring R such that M ′(R) = M(R), M ′( RM(R) ) = RM(R) = 0 and idempotents
lift modulo M(R).
Proof. Let D be a division ring and let n 1. Consider the direct product Q = Mn(D) × Mn(D) × · · ·
of rings. Identify D[x]/(xn) canonically with a subring of Mn(D). Let R denote the following subring
of Q :
R = {(a1, . . . ,ak,b,b, . . .): ai ∈ Mn(D), b ∈ D[x]/(xn), k 1}.
Then J (R) = 0 and hence
M ′(R) = M(R) = {(a1, . . . ,ak,0,0, . . .): ai ∈ Mn(D), k 1}.
Since R/M(R) ∼= D[x]/(xn) is Artinian, M ′( RM(R) ) = RM(R) . By [18, Proposition 7], idempotents lift mod-
ulo M(R). 
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