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There usually is a large amount of sensory information about our
physical environment available to us at any given time. Even within a
single modality, such as vision, there is more sensory input coming in
than we are able to process perceptually. The human brain must thus
reduce the available sensory input to a more manageable amount,
without inadvertently losing potentially important information. One
way of doing so is to select only themost salient stimuli for further pro-
cessing, which we accomplish with the process of selective attention.
However, that ability to selectively process incoming sensory input
does require the investment of some cognitive effort.
In studies of temporal attention, it has been shown that attention
cannot be deployed effectively to multiple objects or events during an
interval of about half a second. This has been demonstrated experimen-
tally by presenting two (masked) target stimuli within a short time
frame, usually within a stream of rapid distractor stimuli (i.e., in rapid
serial visual presentation; RSVP) and scoring the identiﬁcation accuracy
of observers. In such experiments, it is typically found that the ﬁrst
target (T1) is identiﬁed relatively easily, but if the second target (T2)
follows within that critical interval, it is often missed (Broadbent &
Broadbent, 1987). This phenomenon has been called the attentionalgy, Experimental Psychology,
roningen, The Netherlands.
. This is an open access article underblink (AB), and it demonstrates that attentional selection is not effort-
less; otherwise T2 performance should have been similar to that of T1
(Raymond, Shapiro, & Arnell, 1992). The AB has typically been
attributed to the occupation of neuro-cognitive resources by T1, which
leaves T2 without (Chun & Potter, 1995; Jolicœur & Dell'Acqua, 1998;
Nieuwenhuis, Gilzenrat, Holmes, & Cohen, 2005), although more
recently alternative explanations of the attentional deﬁcit have also
been proposed (Di Lollo, Kawahara, Ghorashi, & Enns, 2005; Olivers &
Meeter, 2008).
This is not the whole story, however, because the AB is often accom-
panied by another, somewhat counterintuitive ﬁnding. In certain AB
paradigms, when target stimuli follow each other in close temporal
succession, without distractors in-between, the identiﬁcation rate of
the second target is quite high—in contrast to what one would expect
from a condition in which the time to process the target pair is most
limited. This phenomenon has traditionally been called Lag 1 sparing,
which indicates the apparent escape from the attentional blink when
T2 is the ﬁrst stimulus that “lags” after T1. The conditions under which
Lag 1 sparing occurs have been the subject of some research (Visser,
Bischof, & Di Lollo, 1999). For example, Lag 1 sparing is unlikely to
occurwhen targets appear at different spatial locations, or differ in stim-
ulus type as well as in the type of task they are associatedwith, suggest-
ing that a certain congruency between targets facilitates sparing.
How can the apparently limited nature of attentional selection and
the phenomenon of sparing be reconciled? Several theories of temporal
attention have been offered that attempt to do so. Initial accountsthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
1 The term “temporal integration”will be used here as a common denominator for var-
ious sub-processes that have been implicatedwhen rapid successive stimuli are perceptu-
ally merged. One well-known dissociation that has been made with regard to such
processes is between visible persistence and informational persistence, where the former
is considered to be lower-level and comparatively shorter lasting than the latter
(Coltheart, 1980; Di Lollo, 1980; Loftus & Irwin, 1998). For the current study, and for
RSVP in general, it is assumed that both lower and higher level integrational processes
may contribute to the overall behavioral outcome.
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imprecise, allowing items that directly trail a target in RSVP to enter fur-
ther processing stages simply because the selection window does not
close rapidly enough to exclude them (Shapiro, Raymond, & Arnell,
1994). When T2 appears at Lag 1, it can thereby enter the T1-initiated
attentional window, and be identiﬁed without much difﬁculty.
Although this account has intuitive appeal, recent demonstrations of
so-called extended sparing have called it into question. Extended
sparing is the preservation of the identities of more than two successive
targets (Di Lollo et al., 2005; Nieuwenstein & Potter, 2006; Olivers, van
der Stigchel, & Hulleman, 2007), which seems to occur under the
same conditions as Lag 1 sparing (Visser & Ohan, 2011).Whether atten-
tional sluggishness can last for such extended sequences is debatable.
Although the notion that extended sparing is entirelywithout cogni-
tive costs has been contested (Dell'Acqua, Jolicoeur, Luria, & Pluchino,
2009; Dell'Acqua, Dux, Wyble, & Jolicoeur, 2012; Dux, Wyble, Jolicœur,
& Dell'Acqua, 2014; but see also Olivers, Hulleman, Spalek, Kawahara
& Di Lollo, 2011a), this concept has nonetheless triggered new models
of sparing and the attentional blink, in which certain dynamics of atten-
tional selection play a prominent role. The “Boost and Bounce”model by
Olivers and Meeter (2008), for instance, proposes that target stimuli
(i.e., stimuli that match the attentional template) elicit an attentional
boost, facilitating their processing, as well as that of (temporally close)
incoming stimuli. When targets continue to appear, the attentional
boosting conceptualized in the model continues also, and sparing oc-
curs. When a distracting feature appears, an inhibitory bounce reaction
is evoked, impairing further processing and constituting an AB. Similar
dynamics of selection are implemented in the eSTST model by Wyble,
Bowman, and Nieuwenstein (2009), in which items that match the
target template receive an attentional excitation that affords sparing
and which can be sustained for successive inputs, while distractor
stimuli do not receive this excitation, and thereby trigger the AB. The
dynamics of attentional selection implemented in these models thus
seem able to account quite well for (extended) sparing in an overall
framework that includes also the AB itself. However, the account of
sparing does remain somewhat superﬁcial, because sparing by itself
does not fully comprise all properties of task performance at Lag 1.
1.1. An anatomy of Lag 1
Lag 1 sparing is said to occur when the average frequency of correct
responses related to the identity of T2 lies above a certain level, for
instance 5% above the lowest level of T2 task performance observed
across all lags (Visser et al., 1999). Although sparing thereby certainly
is a salient feature of performance at Lag 1, it is not the only one. First,
it has been shown that target reports at Lag 1 are remarkably often sub-
ject to order reversals (Hommel & Akyürek, 2005; Potter, Staub, &
O'Connor, 2002). To clarify, if T1 was the letter X and T2 the letter Y,
presented at Lag 1, observers frequently report Y as the ﬁrst target,
and X as the second. Second, competitive effects between targets are
also frequently observed at Lag 1, from which T1 report in particular
seems to suffer (e.g., Chun, 1997; Potter et al., 2002): Stronger T2s
that are easier to perceive tend to impair T1 performance.
It may seem these phenomena can be explained reasonably well by
the attentional dynamics as implemented in the models of Olivers and
Meeter (2008) and Wyble et al. (2009). Target competition at succes-
sive lags can in principle be accounted for by the assumption
made in the models that attentional facilitation has a small delay, so
that T1-elicited excitation arrives to enhance sensory input when T2 is
already on-screen in the case of direct target succession (as at Lag 1).
As a result, T1 is left short-changed and T2 gets the competitive edge.
In these models, increased order reversals at Lag 1 can be understood
as an epiphenomenon of attentional selection, namely as a precedence
or prior entry effect (Hilkenmeier, Olivers & Scharlau, 2012;
Hilkenmeier, Scharlau, Weiß & Olivers, 2012; Olivers, Hilkenmeier &
Scharlau, 2011b; Reeves & Sperling, 1986; Spalek, Lagroix, Yanko, & DiLollo, 2012; Titchener, 1908). Similar dynamics could furthermore ex-
plain both target competition effects and order reversals when
extended target sequences occur.
However, recent evidence has shown that this account may not be
fully accurate, or in any case may still be incomplete. Akyürek, Hommel,
and colleagues hypothesized that at short stimulus onset asynchrony
(SOA), as instantiated by Lag 1, the targets may both fall into a single
perceptual event (Akyürek & Hommel, 2005; Akyürek, Riddell,
Toffanin, & Hommel, 2007; Akyürek, Toffanin, & Hommel, 2008;
Akyürek et al., 2012; Hommel & Akyürek, 2005). Such merging of
stimulus representations into the same episodic entity is referred to as
temporal integration,1 and has long been observed with various tasks
that feature rapid stimulus successions (e.g., Averbach & Coriell, 1961;
Di Lollo, 1977, 1980; Eriksen & Collins, 1967, 1968; Fraisse, 1966;
Hogben & Di Lollo, 1974). Direct evidence for the idea that temporal
integration indeed underlies performance at Lag 1 was obtained in a
study by Akyürek et al. (2012). They presented target stimuli such as
“/”, “\”, and “X”, chosen in such a way that the integration of some of
these also appeared to be a valid target identity; in this case the ﬁrst
two stimuli together constitute the third. Correct reports of the (actual)
individual targets, ‘real’ order reversals amongst them, as well as illuso-
ry integrated percepts could thus be distinguished. Their observers
frequently reported the latter percepts at Lag 1, and committed few
order reversals.
It would thus seem that an account of Lag 1 performanceneeds to in-
corporate this aspect of temporal integration, which almost all current
models of temporal attention do not do (Di Lollo et al., 2005; Olivers &
Meeter, 2008; Taatgen, Juvina, Schipper, Borst, & Martens, 2009;
Wyble et al., 2009). One model of temporal attention that accommo-
dates a temporal integration mechanism does exist; the STST model
by Bowman and Wyble (2007), a precursor of the eSTST model
(Wyble et al., 2009). In the original STSTmodel, activated types (loosely
equivalent to sets of stimulus features) belonging to separate targets
can be bound to a single token (an episodic representation), which im-
plements a suitable mechanism of temporal integration. A complicating
factor is that the STSTmodel is not able to account for extended sparing.
Its successor, eSTST, is able to do so, but in this model the temporal
integration mechanism was removed, so that each token always repre-
sents one (target) stimulus (Wyble et al., 2009).
In summary then, there is currently no model of temporal attention
available that can account for (extended) sparing, the AB, as well as
temporal integration. Whether this lack of a unifying theory is a severe
problem depends on the degree to which these three concepts are con-
nected. First, it remains to be demonstrated, that temporal integration
can play a role in extended target sequences, which would connect
extended sparing (indirectly also implicating the AB) and temporal
integration. To date, all demonstrations of temporal integration in
RSVP have been restricted to Lag 1. Without proof of involvement of
temporal integration in extended target sequences, existing models
could justiﬁably conceptualize integration as an independent, perceptu-
al factor, whichdoes not interactwith the attentional dynamics. In other
words, instead of placing temporal integration within the attentional
system, as the STST model did (Bowman & Wyble, 2007), it might
thus be placed outside it, for instance earlier in the perceptual pathway,
perhaps within the 100–150 ms of the ﬁrst feed-forward sweep
(Lamme & Roelfsema, 2001; Thorpe, Fize, & Marlot, 1996). Attention,
as modeled by any of the respective models, could then simply
act on the resultant stimulus representations, integrated or not.
Fig. 1. Procedure and design of Experiment 1 (a 3-target sequence is shown). After a
variable number of letter distractors, 1–3 targets appeared in the stream, again followed
by several letters. Targets consisted of the corners of a square. The stimuli in the stream
appeared for either 40 or 70 ms each, followed by a 10 ms blank interval (i.e., 50 or
80 ms SOA). Frames with dashed edges represent varying numbers of distractors. Stimuli
are not drawn to scale. The two columns in the table present two example sequences of
three targets, and the possible integrated percepts that might result.
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models fully intact.
Second, it remains to be shown that temporal integration and
attention interact in the context of target selection in RSVP. Some
prior evidence for this interaction was presented by Visser and Enns
(2001). They assessed how the availability of attentional resources
affects temporal integration, using a modiﬁed version of the missing
element task (MET; e.g., Hogben & Di Lollo, 1974). Here, two displays
are quickly presented, each containing 12 black dots (without overlap)
on a regular 5 × 5 grid. Together, both displays contain all possible dots
on that grid except for one and the participant's task is to locate that
missing dot, which is only possible when the displays are temporally
integrated. Visser and Enns embedded this task within an RSVP and
asked participants to either detect both a target letter and the missing
dot in the matrix (AB or dual task condition), or only the missing dot
(single task). It was found that when the MET was presented at an
AB-prone interval, the detection of the missing dot was worse in the
dual task condition. Critically, when temporal integration was not
required in the MET, that is, when the two displays were shown simul-
taneously, performance did not suffer.
Although the results of Visser and Enns (2001) provide important
support for the idea that attention and integration can interact, the gen-
eralizability of their ﬁndings may be limited. First, their task required
participants explicitly to integrate the dot matrices, which might have
encouraged them to deploy other cognitive resources to accomplish it.
Conversely, in RSVP tasks, integration happens ‘naturally’; it is not
positively associated with correct report (e.g., Akyürek et al., 2012),
which may thereby constitute a less confounded measure. Second, not
all aspects of the results were equally convincing: The critical interac-
tionwas only observedwhen participantswere asked to detectwhether
a missing element was present, but not when they were asked to local-
ize it, while the latter is the established MET procedure. Furthermore,
while integration was most clearly impaired at the AB-sensitive lag
(Lag 3), overall MET performance at Lag 1 was actually worse. Finally,
some dual-task impairment was also visible outside the AB interval
(particularly in the 40ms ISI condition at Lag 7),where attention should
not have been limited.
1.2. The present study
In viewof the considerations presented above, the aimof thepresent
study was two-fold: To examine whether temporal target integration
can occur beyond Lag 1 and to establish whether temporal integration
is under attentional control. To this end, Experiment 1 examined inte-
gration across extended intervals, comprising 2- and 3-target sequences
of variable duration up to 240 ms in total. Experiment 2 examined the
possibility of endogenous (top-down) control of integration by means
of written task instructions that either encouraged or discouraged
integration by guiding attention to different target properties. Finally,
Experiment 3 examined the potential effects of more exogenous
(bottom-up) attentional control on integration by comparing integra-
tion across sequences of targets and visually compatible nontargets.
2. Experiment 1A
Experiment 1A was designed primarily to examine the frequency of
integration in stimulus sequences of two and three successive targets, in
conditionswith short aswell as long SOA. The experiment thus aimed to
testwhether temporal integration can occurwithmore than two targets
and/or across longer intervals (i.e., beyond classic Lag 1 conditions).
2.1. Method
2.1.1. Participants
Twenty students (9 female, 11 male) at the University of Groningen
participated in exchange for course credit. A priori, an overallperformance exclusion criterion was set at b30% correct on both T1
and T2 identiﬁcation (ignoring report order). This criterion did not
lead to exclusions in this experiment. Informed consent was obtained
inwriting and the studywas conducted in accordancewith the Declara-
tion ofHelsinki. The studywas approved beforehandby the ethical com-
mittee of the Department of Psychology. Participants were unaware of
the purpose of the experiment and reported normal or corrected-to-
normal visual acuity. Mean age was 20.3 years (range 19–25 years).
2.1.2. Apparatus and stimuli
The participants were seated individually in sound-attenuated test-
ing rooms with dimmed lighting, so that the viewing distance to the
computer screen came to approximately 60 cm. They received written
instructions, which could be read at leisure. The 19" CRT screen
refreshed at a frequency of 100 Hz, using a resolution of 1024 by
768 pixels in 16 bit color, and was driven by a standard PC running
the Microsoft Windows XP operating system. The experiment was pro-
grammed in E-Prime 2.0 Professional (Psychology Software Tools), and
responses were logged on a standard keyboard. The stimuli were
presented on a uniform, light gray background (RGB 192, 192, 192).
On each trial, distractor stimuli were randomly chosen from the full
alphabet, without replacement, and presented in black 52 pt. Courier
New font. The ﬁxation cross (“+”), with which each trial started, was
presented in the same color and font, but in 18 pt. size. As shown in
Fig. 1, the target stimuli consisted of 1–4 corners of a square of 54 by
54 pixels, which was an area comparable to that covered by the letter
distractors. Each of the four corner segments measured 23 pixels in
both directions and was 7 pixels wide. Each corner segment was thus
Table 1
Overall target identiﬁcation accuracy (% correct) for T1, T2, and T3 (if shown) in Experi-
ments 1A, 1B, and 2. Performance is calculated without requiring correct report order
and includes integration responses.
Experiment Condition T1 T2 T3
1A 50 ms - 2 targets 57.1 57
50 ms - 3 targets 68.8 71.6 65.9
80 ms - 2 targets 58.8 64.4
80 ms - 3 targets 68.6 80.5 72.2
1B 80 ms - 2 targets 60.1 67.5
80 ms - 3 targets - lag 1 63.2 77.2 68.7
80 ms - 3 targets - lag 8 78.5 70.9 70.7
2 50 ms - 2 targets 53 52
50 ms - 3 targets 56 65.9 58.9
80 ms - 2 targets 53 60.3
80 ms - 3 targets 48.4 70.8 58.9
Table 2
Overall target identiﬁcation accuracy (% correct) for T1 and T2 in Experiments 3A and 3B.
Experiment Condition T1 T2
3A Nontarget absent - lag 1 51.9 51.6
Nontarget absent - lag 2 50.1 42.1
Nontarget present - pre-t1 37.4 37.3
Nontarget present - post-t1 41.5 39
Nontarget present - post-t2 39.6 49
3B Nontarget absent - lag 1 58 61.6
Nontarget absent - lag 2 62.3 47.8
Nontarget present - pre-T1 47.4 44.4
Nontarget present - post-T1 38.3 37.8
Nontarget present - post-T2 40.3 51.3
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reports of integrated percepts from those of the separate targets, the
targets were drawn with the constraint that their features (i.e., corner
segments) were not repeated within the same trial. All remaining
combinations and sequences of targets were usedwith equal frequency,
and these target sets were drawn from randomly, without replacement.
Participants were thus exposed to ‘veridical’ versions of all possible
single- and multi-featured targets, consisting of one to four corners
in total.
2.1.3. Procedure
There were 544 experimental trials in the experiment, split in
two blocks of 272 trials each. One block contained fast trials, and
the other contained slow trials (SOA deﬁned below). After a full block,
participants were explicitly offered the opportunity to take a break.
The order of fast and slow blocks was counterbalanced between partic-
ipants. Prior to the experimental trials, 32 practice trials were given
(16 slow and 16 fast, again counterbalanced), which were discarded
from all analyses. The experiment took about one hour to complete.
Trials were self-paced and participants started each trial by pressing
Enter. 100 ms after the trial was initiated, the ﬁxation cross appeared
for 200ms, after which the RSVP followed. The RSVP contained 18 stim-
uli, each separated by 10ms. The duration of the stimuli themselveswas
either 40 ms (50 ms SOA), or 70 ms (80 ms SOA), depending on the
experimental condition. The ﬁrst target appeared randomly as the 5th
or 7th item in the stream, with equal frequency. If shown, the second
target followed as the next item. Likewise, if there was a third target
(T3), it followed the second target directly. One-target trials were inten-
tionally rare at just below 6% of all trials, and these were not further
considered in the analyses. Two- and three-target trials appeared in
just over 47% of trials each. After the end of the RSVP, a 100 ms blank
interval followed, after which three successive response-prompts
appeared. These prompts explicitly asked for the ﬁrst, second, and
third target stimulus, encouraging participants to order their responses
properly on every trial. The participants could thus enter up to three tar-
gets in sequence by pressing the corresponding keys on the numeric
keypad (4 for upper left corner, 5 for upper right corner, 1 for lower
left corner, and 2 for lower right corner). Identiﬁcation of a single target
thus required pressing 1–4 keys in total. Participants concluded their
input at each prompt by pressing Enter. The participants were
instructed they could press Enter immediately at any prompt if they
had not seen the corresponding target, but the instructions offered at
the start of the experiment encouraged them to guess if they merely
felt uncertain.
The design was aimed at obtaining a conservative estimate of
integration frequency. Accordingly, the number of keys that had to
be pressed for the identiﬁcation of multiple targets and that for a single
integrated percept was the same. For example, if a participant were
to perceive two corners, say the upper and lower left, and could will-
fully choose between reporting these separately or together
(i.e., ‘integrated’), then ﬁve key presses are required in both cases
(4-Enter-1-Enter-Enter vs. 4-1-Enter-Enter-Enter). Furthermore,
the structure of the task was quite explicit in that identiﬁcation of
multiple targets was expected of the participants, which did not favor
integration, because integration results in a singular response that
seemingly identiﬁes only one item.
2.1.4. Design
To check whether the participants were sufﬁciently able to perceive
the targets, the identiﬁcation rate of T1, T2, and T3was analyzed (inclu-
sive of order errors and integrations). Identiﬁcation rates in all of the
presently reported experiments were satisfactory. However, because
overall performance was not the primary variable of interest, these
analyses are not presented in detail. Any effect of overall performance
on the principal outcome measures of integrations and order reversals
is nonetheless made visible in the ﬁgures by means of relativefrequencies (see description below). For reference the mean identiﬁca-
tion rates in Experiment 1A, 1B, and 2 are given in Table 1, and those in
Experiment 3A and 3B are given in Table 2.
The primary analyses concerned the frequency of integrations, and
as a secondary measure, order errors were also analyzed. For these
analyses, speciﬁc response types were identiﬁed separately. Thus,
frequencies were computed for reversals and integrations between T1
and T2; T1 and T3; T2 and T3; and between T1, T2, and T3. A strict def-
inition of integration was furthermore upheld: Only those responses
that were the exact combination of the relevant targets (i.e., excluding
partial feature migrations), and only singular responses were counted
as such; cases in which the participants most clearly indicated to have
a phenomenological impression of but one stimulus and nothing else.
Finally, the main analyses were conducted on frequencies that were
computed relative to the total number of trials in each condition (cf.
Hommel & Akyürek, 2005), rather than relative to the number of trials
on which all of the targets involved were identiﬁed correctly (order-in-
sensitive; cf. Chun & Potter, 1995). In general, both relative and absolute
measures showed similar outcomes, with deviations occurring only
when relatively few correct responses were given overall. In such
cases, even a small number of integrations or order errors may consti-
tute a relatively high proportion thereof—which arguably overestimates
these response frequencies. Nevertheless, to provide a complete picture
of the data, performance-relative frequencies are also shown in the
ﬁgures, recessed behind the corresponding bar based on the absolute
frequency, without ﬁll and highlighted with a dashed left vertical
outline.
Formeasures that could be computed for both two- and three-target
sequences, the repeated measures analyses of variance (ANOVA) had
two variables. The ﬁrst variable was stimulus onset asynchrony (SOA;
50 ms or 80 ms). The second variable was the number of targets in the
sequence (Targets; 2 or 3). These analyses concerned integrations as
well as order reversals between T1 and T2. For the remainingmeasures
that were speciﬁc to three-target sequences, only the SOA variable was
retained. These analyses thus concerned integrations and order rever-
sals between T1 and T3, T2 and T3, and between T1, T2 and T3.
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The top panels of Fig. 2 show the frequency of integrations in 2-
target (T1-T2; left panel) and 3-target trials (T1-T2, T1-T3, T2-T3, and
T1-T2-T3; right panel). The frequency of T1-T2 integrations was not
reliably affected by SOA (F b 2.9). However, there was a pronounced
effect of Targets, F(1, 19) = 49.89, MSE = 0.031, p b 0.001. T1-T2
integrations were more frequent in two-target trials (32.1%) than
in three-target trials (4.2%). The two variables also interacted, F(1,
19)=7.16,MSE=0.004, p b 0.05,which reﬂected increased integration
at 50 ms SOA for two-target trials (6.7% difference), while three-target
trials showed little difference (−0.8%).
In the analyses speciﬁc to 3-target trials, T1-T3 integrations were
rare (1%), and not affected by SOA (F b 1). T2-T3 integrations were
more frequent, and SOA did affect these, F(1, 19) = 6.12, MSE =
0.003, p b 0.05. Somewhat counter-intuitively, there were more T2-T3
integrations at 80 ms (8%) than at 50 ms (3.7%). Importantly, T1-T2-
T3 integrations were most frequent in three-target trials, and showed
the expected effect of SOA, F(1, 19) = 10.03, MSE= 0.012, p b 0.005.
At 50 ms SOA, T1-T2-T3 integrations averaged 25.9% of all responses.
At 80 ms SOA, these came to 14.8%, still well above the frequency of
any other integration (or reversal) report in this condition. It may be
noted here that this absolute frequency corresponded to a substantial
rate of 30.8% of all responses in which all target features were correctlyFig. 2. Frequency (%) of integrations and order reversals in Experiment 1A. Integrations in 2-tar
of SOA. The foremost, solid bars represent frequency of report relative to the total number of tria
the number of trials inwhich at least all target featureswere correctly reported. The bottompan
the mean.identiﬁed (i.e., relative frequency as shown in the recessed bars of
Fig. 2).
The frequency of reversals is shown in the bottom panels of Fig. 2.
Reversal errors between T1 and T2 showed an effect of SOA, F(1,
19) = 9.46,MSE= 0.001, p b 0.01, but not of Targets (F b 1), and with-
out a reliable interaction (F b 2.3). Reversals were more frequent at
80ms (3%) than at 50ms (1.5%), although the frequency of these errors
was obviously quite low in all cases. In 3-target trials, no SOA effects
were observed on T1-T3 and T2-T3 reversals (F′s b 1). On T1-T2-T3
reversals, a marginally signiﬁcant effect was observed, however, F(1,
19)= 4.25,MSE=0.001, p b 0.053, associated with increased reversals
at 80 ms (3% vs. 1.6%), but even these reversals remained rare.
In summary, Experiment 1A provided a proof-of-principle of ex-
tended integration in RSVP. First, as observed previously by Akyürek
et al. (2012), integration of two targets (at 80 ms SOA) was relatively
frequent at Lag 1, while order reversals were far less common. It also
seemed that faster stimulus streams did not greatly increase two-
target integrations, with T2-T3 integrations even becoming slightly
more frequent in slower streams, perhaps as a result of increased
time-to-arrival of the ensuing distractor for these stimulus pairs. Sec-
ond, three-target integrations were reported relatively often, spanning
Lag 2, and possibly coming at the expense of two-target integrations
(as observed in the drop of T1-T2 integrations from two- to three-
target trials). At the short SOA, three-target integration frequencyget streams (top left panel) and 3-target streams (top right panel) are plotted as a function
ls in the relevant condition. Recessed, partially dashed bars represent frequency relative to
els similarly plot the frequency of order reversals. Error bars represent±1 standard error of
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SOA their frequency was reduced, but still substantial, particularly
considering the relatively long interval concerned (240 ms), and
considering that T3 was much less frequently shown than T2 (47% vs.
94% of trials), so that comparatively shorter integrationwindows should
have had the strategic advantage (Akyürek et al., 2007, 2008). Clearly,
these ﬁndings run counter to the idea that temporal integration in
RSVP should be restricted to two items and an interval of about
150 ms: The data suggested instead that, when feasible, longer integra-
tions were preferred instead.
3. Experiment 1B
Before the results of Experiment 1A can be considered deﬁnite, it is
necessary to check whether the pattern of results might have been
confounded by response bias. For instance, participants might tend to
enter all the stimulus features that they saw at once, despite this run-
ning counter to the goal of identifying multiple targets. Because this
‘strategy’ would correlate positively with the chance to report an inte-
grated percept, this could have inﬂated the observed frequencies. It
must be noted immediately that there is in fact clear evidence against
this notion from previous work on two-target RSVPs (Akyürek et al.,
2012), in which it was clear that in conditions where integration
would not be expected (i.e., when one or more distractors intervened
between targets), spurious integration rates were generally very low.
However, this work was based on the features of at most two targets,
so a new test that includes all three targets presently considered
would be a valuable reassurance.
In Experiment 1B, a control condition was thus added to the design,
in which the third target followed at Lag 8. In this condition, integration
across all three targets would not be expected, in contrast to the condi-
tion in which the targets were presented in direct succession. Thus, if
the 3-target integration reports in Experiment 1A were due to chance,
caused by response strategies, for instance, these should appear in the
present experiment at Lag 8 also. Conversely, the absence of such spuri-
ous integration reports at Lag 8 would support the interpretation that
the responses truly reﬂect integration processes.
3.1. Method
3.1.1. Participants
22 students (15 female, 7 male) participated in this experiment, fol-
lowing the same procedure and selection criteria as in Experiment 1A.
No participants were excluded on the basis of their performance.
Mean age was 23.7 years (range 18–54).
3.1.2. Apparatus and stimuli
The experimental equipment and stimuli were identical to those of
Experiment 1A.
3.1.3. Procedure and design
The experiment was fully identical to Experiment 1A, with two ex-
ceptions. First, in the interest of efﬁciency, the 50 ms SOA condition
was omitted, leaving only themore traditionally-paced 80ms condition,
for which integration across three targets was already observed in the
previous experiment. Second, for 3-target sequences, a new condition
was added in which the third target appeared at Lag 8, instead of direct-
ly behind the second target. This T3 Lag variable was added to the
analyses where appropriate. The total number of experimental trials
remained unchanged at 544, but 2- and 3-target trials were divided
differently, at just over 35% and almost 59%, respectively. The 3-target
trials were further subdivided evenly between T3 Lag 1 and Lag 8.
For measures that could be computed in both 2- and 3-target trials
(i.e., integrations and order reversals between T1 and T2), only 3 cells
now remained in the design. Thus the Targets variable was collapsed
into a single new T3 Lag variable, where Lag 0 denoted the absence ofT3. This analysis was followed up by planned comparisons (paired
t-tests) to assess 1) the effect of the number of targets within se-
quences of successive targets speciﬁcally, by comparing Lag 0 and
Lag 1, and 2) the differences within 3-target trials between short
and long T3 Lag, by comparing Lag 1 and Lag 8. For the remaining
measures that could only be computed in 3-target trials, a single
analysis with a Lag variable of 2 levels (Lag 1 and 8) sufﬁced. Finally,
when applicable due to violations of sphericity, Greenhouse-Geisser
adjusted degrees of freedom were used.3.2. Results and discussion
The top panels of Fig. 3 show integration frequency in 2-target (T1-
T2; left panel) and 3-target trials (T1-T2, T1-T3, T2-T3, and T1-T2-T3;
right panel). Integrations between T1 and T2 ranged from 23.3% at T3
Lag 0, to 4.9% at Lag 1, and 5.4% at Lag 8, and were thus affected by
Lag, F(1, 26) = 17.61, MSE = 0.022, p b 0.001, ε = 0.61. This effect
was driven by a clear difference between Lag 0 and Lag 1
(i.e., successive 2- and 3-target sequences), t(21) = 4.7, p b 0.001. By
contrast, T1-T2 integrations were not reliably different between Lag 1
and 8, t(21) = 0.27, p b 0.79.
T1-T3 integrations were seldom reported; 0.8% at Lag 1, and 0.3%
at Lag 8. Somewhat surprisingly, this minute difference was none-
theless signiﬁcant, F(1, 21) = 5.6, MSE = 0.001, p b 0.05. T2-T3
integrations were more frequently observed; 8.7% at Lag 1, and
0.3% at Lag 8. These means also differed reliably, F(1, 21) = 17.66,
MSE = 0.004, p b 0.001. Critically, T1-T2-T3 integrations behaved
very similarly, with reports averaging 7% at Lag 1 and 0.4% at Lag 8,
F(1, 21) = 7.42, MSE = 0.006, p b 0.05. As can be seen from the
recessed bars in the ﬁgure, T1-T2-T3 integrations at Lag 1 thereby
constituted 20.9% of those trials in which all target features were cor-
rectly identiﬁed (and only 2.7% at Lag 8).
Order reversal frequency is shown in the bottom panels of Fig. 3. T1-
T2 reversals ranged from 4.7% at Lag 0, to 3% at Lag 1, and 5.6% at Lag 8,
and showed a signiﬁcant effect of Lag, F(2, 42) = 3.93, MSE = 0.001,
p b 0.05. Both the number of successive targets, t(21) = 2.22, p b 0.05,
and the lag between T2 and T3, t(21) = 2.64, p b 0.05, contributed to
this effect. In 3-target trials, reversals between T1 and T3 were infre-
quent (1.1% at Lag 1 and 0.6% at Lag 8), and not reliably affected by
Lag (F b 1.8). Reversals between T2 and T3 were likewise rare (1.3% at
Lag 1 and 0.9% at Lag 8), and also not affected by Lag (F b 1.3). However,
order reversals between all three targetsweremore common, averaging
3.3% at Lag 1 and 1% at Lag 8; a difference that proved reliable, F(1,
21) = 11.54,MSE= 0.001, p b 0.005.
In summary, the principal outcome of Experiment 1B was clear:
Integration reports were virtually eliminated when the targets involved
were farther removed from one another in time. This means that the in-
tegration rates observed for targets across which integration is actually
feasible (i.e., up to three successive targets) are very unlikely to be due
to response strategies and/or associated chance rates—if theywere, sim-
ilar rates should have applied to the long lag trials, whichwas obviously
not the case at all.4. Experiment 2
Experiment 2 was designed to establish whether temporal integra-
tion is under endogenous attentional control. In Experiment 2, partici-
pants received instructions to attend primarily to the collective target
features in some blocks, while in others they received instructions to
prioritize the order of the individual targets. The former condition
should thus increase integration, while the latter should decrease it.
In other words, if endogenous control of (extended) integration is
possible, the different instructions should modulate the frequency of
integrations, particularly in longer target sequences.
Fig. 3. Frequency (%) of integrations and order reversals in Experiment 1B. Integrations in 2-target streams are shown in the top left panel. Integrations in 3-target streams are shown in the
top right panel, plotted as a function of T3 lag. The remaining ﬁgure conventions in this and in subsequent similar ﬁgures follow Fig. 2.
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4.1.1. Participants
Twenty-one students (14 female, 7 male) participated in this
experiment, following the same procedure and selection criteria as in
Experiment 1. No participants were excluded on the basis of their
performance. Mean age was 21.3 years (range 19–25).
4.1.2. Apparatus and stimuli
The experimental equipment and stimuli were identical to those of
Experiment 1.
4.1.3. Procedure and design
The experiment was fully identical to Experiment 1A, with the
exception of additional task instructions that were shown prior to
both blocks of trials, as well as halfway through a block (the latter acting
as a reminder). Thus, four sets of instructions appeared during the
experiment. The instructions given prior to a block and halfway through
a block of trials were always identical. Next to the usual written instruc-
tions to identify the targets as well as possible, the instructions
presented during the experiment either encouraged integration or
segregation. In the former case, these instructions read: “For the coming
trials, it is more important that you try to report all features of the target
ﬁgure(s) than it is to separate and order each target ﬁgure correctly.” In
the latter case they read: “For the coming trials, it is more importantthat you try to report each target ﬁgure separately and in the correct
order than it is to report all target features correctly.” The order of these
pairs of instructions was counterbalanced between participants, ac-
counting for SOA block order also. The resulting condition (to integrate
or segregate) was added to the analyses as a two-level Instruction
variable.4.2. Results and discussion
Fig. 4 shows the frequency of integration in 2-target (top left) and 3-
target trials (top right). Integrations in 3-target trials are split arbitrarily
across two joint panels to improve visual clarity: T1-T2 and T1-T3
integrations are shown in the left half of the plot, and T2-T3 as well
as T1-T2-T3 integrations in the right half. T1-T2 integrations were af-
fected by SOA, F(1, 20)= 4.43,MSE=0.017, p b 0.05, aswell as Targets,
F(1, 20) = 47.45,MSE= 0.042, p b 0.001, but not Instruction (F b 1.2).
No interactions involving Instruction were reliable either (F′s b 1.3).
At short SOA there were more T1-T2 integrations than at long SOA
(21.5% vs. 17.3%). As before, there were far more T1-T2 integrations in
2-target (30.3%) than in 3-target sequences (8.6%). SOA and Targets
furthermore interacted, F(1, 20) = 16.04,MSE= 0.009, p b 0.001. This
effect seemed to reﬂect a pronounced decrease in integration frequency
from 50 ms SOA to 80 ms in 2-target trials (9.9% decrease) that was
absent in 3-target trials (1.5% increase). The lack of an SOA effect in 3-
target trials may be attributed to the low frequency of T1-T2
Fig. 4. Frequency (%) of integrations and order reversals in Experiment 2. Integrations in 2-target streams (top left panel) and 3-target streams (top right panel) are plotted as a function of
SOA, separated by instruction condition. Integrations in 3-target trials are split arbitrarily between two joint panels for visual clarity (T1-T2& T1-T3 on the left, and T2-T3& T1-T2-T3 on the
right).
57E.G. Akyürek, M.J. Wolff / Acta Psychologica 168 (2016) 50–64integrations in this condition, something which was also observed in
Experiment 1A.
In 3-target sequences, the number of T1-T3 integrations (2.3%) was
not affected by either variable (F′s b 1). T2-T3 integrationswere affected
by SOA, F(1, 20) = 5.87, MSE= 0.015, p b 0.05, but not by Instruction
and its interaction with SOA (F′s b 1). As in Experiment 1A, there was
more T2-T3 integration at 80 ms SOA (17.4%) than at 50 ms (10.9%).
Since longer integrated target sequences, that is, T1-T2-T3 integrations,
may offer more opportunity for control, the effect of the different
instructions might be expected to be strongest here. T1-T2-T3 integra-
tions were indeed affected by both SOA, F(1, 20) = 39.12, MSE =
0.011, p b 0.001, and Instruction, F(1, 20) = 10.1, MSE = 0.004,
p b 0.005. The variables did not interact (F b 1.6). At 50 ms SOA, T1-
T2-T3 integrations occurred in 23% of all trials, and in 8.8% of trials at
80 ms SOA. With instructions to segregate, T1-T2-T3 integrations aver-
aged 13.7%, while with instructions to integrate the average was 18.1%.
The corresponding relative frequency of the latter instructions
(i.e., averaged across SOA) was 58.7%, indicating that it was challenging
to correctly identify the features of all three targets, but also that when
the observers did so, they reported the integrated percept (and nothing
else) more than half the time.
The bottom panels of Fig. 4 show the frequency of order reversals.
T1-T2 reversals showed effects of SOA, F(1, 20) = 9.48, MSE= 0.001,
p b 0.01, and of Targets, F(1, 20) = 6.33, MSE= 0.001, p b 0.05. There
was no main effect of Instruction (F b 1). Reversal frequency increased
from 1.8% at 50 ms SOA to 3.4% at 80 ms. There were more reversals
in 2-target sequences (3.2%), than in 3-target sequences (2%). None of
the two-way interactions were reliable (F′s b 1.6). The three-way inter-
action term was marginally signiﬁcant, F(1, 20) = 3.69, MSE= 0.001,
p b 0.07. However, given the low overall frequency of these errors
(below 5% in all conditions), the importance of these effects seemed
limited.
Concerning 3-target trials, T1-T3 reversals were insensitive to SOA
(F b 1), but were affected by Instruction, F(1, 20) = 5.32, MSE =
0.001, p b 0.05. The interaction was unreliable (F b 1.4). There weremore T1-T3 reversals when observers were asked to segregate (2.3%),
than when they were not (1.2%). This effect may reﬂect increased
attempts to report separate targets, which in turn affords more
‘opportunity’ to commit order errors, if the latter is something which
cannot be controlled endogenously. T2-T3 reversals showed a similar
trend. There was no effect of SOA (F b 1.1), but there was a marginal
effect of Instruction, F(1, 20) = 3.18, MSE = 0.001, p b 0.09, without
an interaction (F b 1.1). The marginal effect suggested increased order
errors with instructions to segregate (1%), than with the opposite
instructions (0.5%). The analysis of T1-T2-T3 reversals did not reveal
systematic effects (F′s b 1.7). It may be noted that the frequency of
reversals was low in 3-target trials, as it was in 2-target trials, again
limiting the scope of the observed effects.
The principal outcome of Experiment 2was support for the idea that
temporal target integration in RSVP is under a degree of endogenous
attentional control. Speciﬁcally, the number of T1-T2-T3 integrations
increased when the instructions prompted participants to attend to
the collective set of target features, which encouraged integration rather
than separation. Interestingly, although the level of order reversals was
low, there were some hints of increased reversals between pairs of tar-
gets when instruction encouraged observers to attend to the individua-
tion and ordering of targets (i.e., when they encouraged separation).
Target separation, even if successful, may thus not resolve the typical
loss of order information. Yet, this ﬁnding must be interpreted with
caution, because there appeared to be no modulation of the frequency
of integrations of two targets, leaving the possibility that shorter events,
or events that hold less information (stimuli), may elude control.
The speciﬁcity of the currently observed effect of the task instruc-
tions (i.e., involving T1-T2-T3 integrations only) also suggests that
the instructions did not cause a general response bias (e.g., to just
enter everything at once). This would have had visible effects on other
responsemeasures, such as two-target integrations, whichwere not ob-
served. It can thus be concluded that after Experiment 1 demonstrated
the existence of extended temporal integration (i.e., across 3 targets),
Experiment 2 provided clear evidence for a degree of endogenous
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were trying to avoid them, long 3-target integrationswere still relative-
ly frequent, suggestive of a baseline integration rate that escapes endog-
enous control.
5. Experiment 3A
In Experiment 3, the possibility of exogenous attentional control
over (extended) temporal integration was tested. To this end, in
Experiment 3A, 3-target sequences were replaced by sequences of two
targets, plus a special distractor (henceforth “nontarget” or “NT”)
stimulus in a variable temporal position, as illustrated in Fig. 5. This non-
target was not to be selected by itself, but it could be combined visually
with the actual targets to produce an illusory target ﬁgure. The experi-
ment allowed the comparison of integrations and order reversals across
actual target pairs (T1-T2), as well as target-nontarget pairs (T1-NT, T2-
NT), and the full sequences (T1-T2-NT), dependent on the position of
the nontarget. If exogenous control over temporal integration is possi-
ble, then integration of the nontarget should be strongly inhibited,
given that it is not task-relevant, and particularly so for the 3-item se-
quences. It was furthermore hypothesized that the level of control
might depend on the temporal position of the nontarget; it might for
instance be able to slip in when it trails a target pair, while it might be
ﬁltered out effectively when it precedes them.
5.1. Method
5.1.1. Participants
Twenty-four students (12 female, 12 male) participated in this
experiment, following the same procedure and selection criteria as in
Experiment 1. The data of 8 additional participants were excluded
from analysis because they did not meet the set criterion (i.e., overallFig. 5. Design of Experiment 3. Three possible target-nontarget sequences are shown on
the left: Nontarget before targets (bottom), in-between targets (middle), and after
targets (top). Trials without a nontarget at a relevant position are not represented. The
columns on the right show an example set of target-nontarget combinations and the
possible resultant integrations, for stimuli used in Experiments 3A (left column) and 3B
(right column).performance on both T1 and T2 identiﬁcation was below 30% correct),
which suggested increased task difﬁculty. Mean age was 20.9 years
(range 19–29).
5.1.2. Apparatus and stimuli
The experimental equipment and stimuli were identical to those of
Experiment 1, with the following exceptions: For the target stimuli,
the vertical edges of the corner segments now measured 17 pixels in
height (still at 7 pixels width). The vertical gap between the segments
was thus increased to 20 pixels. Two new distractors to act as nontar-
gets were added that consisted of a single vertical line segment, with a
height of 14 pixels and a width of 7. These were aligned either to the
left edge of the target stimuli, or the right, so that they ﬁt between the
vertical edges with a gap of 3 pixels in-between (see Fig. 5 for an exam-
ple). Stimuli were drawn with the constraints and randomization used
before, but when a nontarget appeared, an additional constraint was
that it should ‘connect’ to at least one target line segment in the trial
(the frequency of which was equally divided over T1 and T2), to
enhance target-nontarget congruency.
5.1.3. Procedure
The experiment had 552 trials, divided in two blocks of 276 trials
each, and which were preceded by 20 practice trials. As in Experiment
1B, the 50ms SOA conditionwas omitted from the design. In thepresent
task, one-target trials constituted just over 4% of all trials, and these
were excluded from analysis as before. Two-target trials accounted for
about 44%, and three-item trials (containing two targets and a nontar-
get) for 52% of trials. The latter condition was slightly more frequent
to accommodate the variable nontarget positions that were used. The
nontarget could appear before, in-between, or after the two targets,
denoted as position 1–3 in the 3-item sequence. Two-target trials
were evenly divided between Lag 1 and Lag 2 trials (i.e., a normal letter
distractor appeared in-between the targets in the latter condition).
Furthermore, to reafﬁrm the task-irrelevant status of the nontarget as
such, in one third of the two target trials, it made an extra appearance
late in the stream, as the 16th item (the stream still consisted of
18 items in total).
After the RSVP, two response prompts appeared, since there were
only two real targets remaining and the nontarget should not be report-
ed. However, the response key layout was adapted to allow inclusion of
the nontarget feature in the target report. On the keypad, the upper left
corner corresponded with the 7, the upper right corner with the 9, the
lower left corner with the 1, and the lower right corner with the 3.
The left nontarget feature correspondedwith the 4, and the right feature
with the 6, completing the square outline.
The instructions were similar to those of Experiment 1, but aimed at
categorizing the letters and the special nontarget distractor as task-
irrelevant stimuli, and the corner segments as task-relevant. The illuso-
ry conjunction of corner segments and a nontarget was also presented
as if it was a valid target, even though these illusory targets were
never shown as such in the experiment (i.e., as one stimulus). Thus, in
the instructions a set of target example pictures was presented, in
which a pair of illusory targets (i.e., containing a nontarget feature)
was shown, next to actual targets. Furthermore, a set of distractors
was also explicitly depicted, and in this set a nontarget was included.
5.1.4. Design
Therewas no longer an actual third target in the experiment, so only
the frequency of order errors between T1 and T2 was analyzed. The
analysis of integration frequency, however, included not only integra-
tions between T1 and T2, but also between T1 and the nontarget, T2
and the nontarget, and the full sequence; T1-T2-NT. As indicated, the
50 ms SOA condition was dropped and the variable was thus removed
from the design. Analyses were conducted on nontarget-present trials,
and examined the rate of integrations between targets, integrations
between targets and nontargets, and order reversals between targets.
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Position 1 denoted an appearance before the targets, Position 2 in-
between, and Position 3 after the target pair. For brevity, an analysis of
performance in trials without nontargets is omitted, but mean accuracy
in the relevant conditions is given in Table 2. Integration and order re-
versals frequencies are similarly shown for reference in the leftmost
panels of Fig. 6, plotted as a function of T1-T2 lag.
5.2. Results and discussion
Fig. 6 shows the frequency of integrations (top), for trials without
a nontarget (left) and with a nontarget (right). The analysis of T1-T2
integrations in nontarget-present trials produced a reliable effect of
nontarget position, F(1, 30) = 6.69, MSE = 0.003, p b 0.01, ε = 0.66.
T1-T2 integrations were less frequent when the nontarget appeared
in-between targets (2.4% vs. 7.1% before and 6.2% after).
As will be apparent from Fig. 6 also, the number of integrations
involving a nontarget was generally low, consistent with attentional ﬁl-
tering behavior. Integrations between T1 and the nontarget, ranging
from 0.4% to 1.3%, were not reliably affected by nontarget position
(F b 2.5). T2-NT integrations were marginally affected by nontarget
position, F(1, 30) = 3.56, MSE = 0.001, p b 0.06, ε = 0.65. It seemed
that a trailing nontarget elicited more integrations (2.1%) than trials in
which the nontarget preceded the targets (0.9%) or fell in-between
(1.2%). Surprisingly, the number of T1-T2-NT integrations was reliably
affected by nontarget position, F(2, 46) = 3.19,MSE= 0.001, p b 0.05.
Trials in which the nontarget appeared in-between targets averaged
lower T1-T2-NT integrations (0.5%) than trials in which the nontarget
came ﬁrst (1%) or last (1.1%). However, the low numbers of these inte-
grations preclude strong conclusions based on this effect.
The frequency of order reversals is shown in the bottom panels
of Fig. 6. The analysis of these reports produced a straightforwardFig. 6. Frequency (%) of integrations and order reversals in Experiment 3A. Integrations innontar
present trials (top right panel) are plotted as a function of nontarget position. These integration
and T2-NT & T1-T2-NT on the right). T1-T2 order reversals in nontarget absent trials (bottom l
(bottom right panel) are plotted as a function of nontarget position.outcome: The position of the nontarget in nontarget-present trials
(right bottom panel) had no reliable effect on their frequency
(F b 1).
The results of Experiment 3A can be summarized as follows. Errone-
ous integrations that included nontarget features were clearly very rare
in comparison to the integration rates observed with actual targets in
the present experiment, as well as in both 2- and 3-target sequences
in Experiments 1 and 2. This was true even in situations in which the
nontarget appeared between or after targets, where it might have
been expected to proﬁt from attentional sluggishness (cf. Chun &
Potter, 1995). These ﬁndings thus show that visual conﬁgural compati-
bility between stimuli is not sufﬁcient for integration to occur. The
results suggest instead that integration occurs by the grace of attention-
al target selection: Nontarget items are likely to be excluded, even in
relatively brief 2-item sequences.
6. Experiment 3B
There is onepossible caveatwith the results of Experiment 3A in that
the nontarget features might have been ambiguous, because nontarget
features were not only classiﬁed as distractors (when presented in iso-
lation), but also as part of possible (though illusory) targets. Nontarget
features were identiﬁable as such from those target identities. This
might have caused selection difﬁculties or target-nontarget interference
not because one stimuluswas a target and another was not, but because
target and nontarget identities were harder to tell apart. The nontarget
features used in Experiment 3Bwere thus designed so that theywere no
longer identiﬁable as a part of an (illusory) target, as shown in Fig. 5.
Presented in isolation, the nontargets were simply elongated vertical
line segments, but when combined (overlaid) with a target stimulus,
the vertical line merged seamlessly into an unbroken bracket shape
with the corner segments.get absent trials (top left panel) are plotted as a function of T2 lag. Integrations innontarget
s are split arbitrarily between two joint panels for visual clarity (T1-T2 & T1-NT on the left,
eft panel) are plotted similarly as a function of T2 lag. Reversals in nontarget present trials
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6.1.1. Participants
Twenty students (11 female, 9 male) participated in this experi-
ment, following the same procedure and selection criteria as in Experi-
ment 1. As was also necessary in Experiment 3A, the data of 10
additional participants were excluded from analysis because they did
not meet the set performance criterion. Mean age was 21.4 years
(range 18–26).
6.1.2. Apparatus and stimuli
The experimental equipment and the stimuli were fully identical to
those of Experiment 3A, with the sole exception of the appearance of
the nontargets. These now consisted of vertical line segments of in-
creased length (40 pixels, with an unchanged 7 pixels width). As before,
the nontargets were aligned with the left or right edge of the target
stimuli, so that they overlapped their vertical parts, and in the present
conﬁguration leaving no gap in-between.
6.1.3. Procedure and design
Procedure and design were identical to those of Experiment 3A.
6.2. Results and discussion
The frequency of integrations is shown in the top panels of Fig. 7. The
analysis of T1-T2 integrations in nontarget-present trials showed a sig-
niﬁcant effect of nontarget position, F(2, 38) = 9.4, MSE = 0.001,
p b 0.001. Unsurprisingly, it was again the condition in which the non-
target appeared in-between targets that elicited the fewest T1-T2
integrations (3.1% compared to 6.9% before and 7.2% after).
Despite the change in nontarget appearance, the number of target-
nontarget integrations remained low as before. Integrations between
T1 and the nontarget produced a marginally reliable effect of nontarget
position, F(2, 38) = 2.67, MSE = 0.001, p b 0.08. T1-NT integrations
tended to be slightly more frequent when the nontarget appearedFig. 7. Frequency (%) of integrations and order reversals in Experiment 3B. Integrations in nontar
trials as a function of nontarget position (top right panel). T1-T2 order reversals are plotted simbetween targets (1.3%) than when it preceded (0.8%) or followed
them (0.4%). T2-NT integrations showed a signiﬁcant effect of nontarget
position, F(1, 27) = 6.13,MSE= 0.001, p b 0.05, ε= 0.71. T2-NT inte-
grations were more frequent when the nontarget followed the targets
(1.6%), than when it preceded them (0.2%) or appeared in-between
(0.6%). T1-T2-NT integrations were similarly affected, F(1, 27) = 6.05,
MSE = 0.001, p b 0.05, ε = 0.71. T1-T2-NT integration occurred in
2.1% of the trials when the nontarget trailed the targets, compared to
0.7% when it preceded them, and 0.9% when it appeared in-between.
To reiterate, however, the frequencies of all these target-nontarget
integrations remained so low that the predominant conclusion should
remain that integrations of this kind were simply rarely committed.
Nontarget position also affected the frequency of order reversals,
F(1, 25) = 5.98, MSE = 0.001, p b 0.05, ε = 0.66. There were more
reversals when a nontarget preceded the targets (3.4%) than when it
appeared in-between (1.1%) or after them (1.2%).
In summary, the outcomes of Experiment 3B were thus clearly sim-
ilar to those of Experiment 3A. There was again no evidence for integra-
tion between targets and nontargets. In Experiments 3A and 3B, despite
the decreased ambiguity in the latter experiment with regard to what
(features of) the stimuliwere targets andwhichwere not, the attention-
al selection process, and the resultant exclusion of nontargets, operated
similarly. The preliminary conclusion of Experiment 3A that more
stimulus-driven, exogenous attentional selectionmodulates integration
to a considerable degree, was thus conﬁrmed.
7. General discussion
The present study set out to investigate the role of temporal integra-
tion in sequences of up to three successive targets in RSVP.Most current
models of temporal attention do not account for integration, and would
thus predict that it does not interact with attention (Di Lollo et al., 2005;
Olivers & Meeter, 2008; Taatgen et al., 2009; Wyble et al., 2009). By
extension, this means that temporal integration should be restricted
to a more or less peripheral appearance at Lag 1 (the shortest timeget absent trials are plotted as a function of T2 lag (top left panel), and innontarget present
ilarly in the bottom panels.
2 We are grateful to Roberto Dell'Acqua for suggesting this idea and the associated em-
pirical prediction.
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the attentional dynamics that underlie sparing, and in particular target
selection in extended sequences. The original STST model by Bowman
and Wyble (2007) is somewhat of an exception in that it does account
for integration, but it can only do so at Lag 1, so that the predictions
for extended target sequences would presumably be similarly negative.
The main question addressed here was thus whether a comprehensive
model of temporal attention could justiﬁably treat temporal integration
and attention as independent processes, or not.
The evidence presented here suggests that temporal integration
does play a role in processing sequences of even three successive
targets, and that it is under attentional control; both top-down, endog-
enous control, and (more) bottom-up, exogenous control. These results
are in line with, and elaborate on, previous ﬁndings (Akyürek et al.,
2007, 2008; Visser & Enns, 2001), suggesting that temporal integration
and attention are intertwined and that modelling this as such seems
justiﬁed. Below the main ﬁndings are reviewed in detail and followed
by a discussion of theoretical implications.
In Experiments 1A and 1B, substantial integration was observed
across 3 successive targets, comprising an interval of 240 ms. The
frequency of (T1-T2) integrations in 2-target streams was furthermore
very similar to the aggregate of all possible types of integrations in 3-
target streams (1A: 32.1% vs. an aggregate of 31.3%, 1B: 23.3% vs.
21.4%). Of note, on average the integrations spanning all three targets,
and hence the most extended interval, actually made up the largest
proportion of integrations in the 3-target condition, in spite of possible
strategic effects due to the comparatively lower frequency of appear-
ance of the third target. These ﬁndings run counter to the idea that
integration should be restricted to short intervals and/or 2-target
sequences.
The occurrence of 3-target temporal integration may have implica-
tions for the current debate on whether sparing in extended sequences
is truly an escape from the AB. It has been argued that target identiﬁca-
tion in such sequences should be calculated on the premise that all pre-
ceding targets were correctly identiﬁed (within-trial contingency;
Dell'Acqua, Jolicoeur et al., 2009; Dell'Acqua, Dux et al., 2012; Dux
et al., 2014), and that doing so results in a blink-like performance pat-
tern, not sparing. However, others have found no evidence for this effect
(e.g., Olivers et al., 2011a). The current ﬁndings suggest it is conceivable
that this confusing status quo is mediated by differences in integration.
Because integration depends on the visual properties of the targets and
distractors that are beingused (e.g.,masking strength), it is possible that
seemingly small differences therein between experiments could result
in differential integration rates, which in turn could affect overall iden-
tiﬁcation success. Future studies might attempt to characterize this
relationship.
Turning back to the results, it should be recognized that the ob-
servers in Experiment 1A also produced fewer 3-target integrations
when interval length was increased; there was an SOA effect similar
to that of T1-T2 integrations in 2-target trials. Such a ﬁnding is fully
compatible with accounts of temporal integration, however, which
readily acknowledge this phenomenon (e.g., Dixon & Di Lollo, 1994):
As the time to process a stimulus increases in the absence of new
input, the chance that the stimulus is perceived as a separate, individual
entity (i.e., an object or event) increases also. Importantly, even at a total
duration of 240ms, in just under a third of trials in which the features of
all 3 targets were correctly identiﬁed, this was achieved in the exclusive
report of a single integrated percept.
Experiment 1B furthermore proved that relying on these exclusive
integration responses, that is, responses in which only one stimulus
was reported (the integrated percept), is an appropriate safeguard
against spurious reports.When the time between targets was increased
well beyondwhat could possibly be integrated,with T3 appearing at Lag
8, the number of false positives reached just 0.4%.
In Experiment 2 the frequency of 3-target integrations increased
when instructions encouraged the participants to attend to thecollective set of stimulus features (beneﬁting integration), compared
to instructions that encouraged the participants to attend to the individ-
ual targets and their order (beneﬁting segregation). This evidence for
endogenous, top-down control was observed despite the relatively ab-
stract and implicit wording of the instructions, which were additionally
presented only twice for each condition during the experiment.
At the same time, there was no evidence for endogenous control
over the rate of 2-target integrations. This may appear to be at odds
with previous (albeit more indirect) evidence from studies of target
order reversals in canonical letter/digit RSVP tasks, in which integration
of two targets were found to be sensitive to expected stimulus speed,
which was induced by overall trial type frequency or trial-by-trial cues
(Akyürek et al., 2007, 2008). However, it is conceivable that the manip-
ulation carried out by Akyürek et al. (2007, 2008) was more stimulus-
driven, that is,more reliant on the appearance of the stimuli themselves,
which may have allowed their participants to engage exogenous, or
bottom-up control mechanisms. This idea aligns well with the results
of the current Experiment 3, in which integration rate in two-target tri-
als was strongly determined by the appearance of the stimuli (i.e., it was
stimulus-driven; this experiment is discussed in more detail below).
The current results cannot rule out that a degree of endogenous control
over two-target integration is possible, but it seems like such control is
more pronounced at longer target-sequences and durations.
Alternatively, the exclusive modulation of integration in 3-target
sequences that was currently observed may reﬂect that visible persis-
tence, which is often associated with shorter durations (b 100 ms), is
not under endogenous control, while informational persistence, which
is thought to last longer, is (Coltheart, 1980; Di Lollo, 1980; Loftus &
Irwin, 1998). It is important to note that both forms of persistence
may contribute to temporal integration in the current paradigm. Be-
cause of their different temporal proﬁles, informational persistence
should play the biggest role in extended target sequences, while visible
persistence should contribute relatively more to the shorter (two-
target) sequences. In the current study, these forms of integration
cannot be quantiﬁed separately, but recent evidence suggests that
electrophysiological measures might offer future avenues to do so:
Dell'Acqua, Doro, Dux, Losier and Jolicœur (2016) showed that P3b off-
set latencywas postponed by 100ms at Lag 1, compared to single target
trials. This might reﬂect that consolidating two targets (episodes) takes
longer than one. If this measure could be taken in a task in which inte-
gration is enabled, such as the present one, a straightforward prediction
would be that P3b offset latencymight be less delayed when targets are
integrated into a single episode.2
There was also some evidence for instruction effects on some of the
order reversals that were committed. Intriguingly, these hinted at an
increased propensity to make such errors when segregation was en-
couraged. This might mean that even if observers are able to separate
targets correctly, they remain unable to retrieve their order. One expla-
nation could be that some of these targets were in fact integrated, but
‘disassembled’ post-hoc for report. Another possibility is that there
was true segregation of target identities, but that the perception of
order remained challenging, for instance due to contributions from
prior entry effects, which next to integration may still affect a propor-
tion of trials (Akyürek et al., 2012; Olivers et al., 2011b).
In Experiments 3A and 3B, integration across visually compatible
target-nontarget combinations was tested. The outcomes clearly
showed such integrations were rarely reported, compared to target-
target integrations, suggesting that items that do not match the atten-
tional template for selection are excluded also from integration, which
constitutes an instance of exogenous control. There was little evidence
also for any temporal imprecision or sluggishness (Shapiro et al.,
1994), at least with regard to selection in the present task. Nontargets
trailing targets did not often ‘slip through’ compared to situations in
3 It must be noted that although order errors in classic RSVP paradigms probably reﬂect
contributions from integration processes, they can also have different sources, such as pri-
or entry (Akyürek et al., 2012). In the present paradigm, these can be properly isolated
from each other. Thus, although dissociations between (extended) sparing from the atten-
tional blink and order errors at successive lags have been observed in classic tasks (Spalek
et al., 2012; Visser, 2015), these cannot be attributed to temporal integration unambigu-
ously, and caution iswarrantedwhen drawing inferenceswith regard to that process from
such data.
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itemswas examined hardly seemed tomatter; even 2-item integrations
(e.g., T1-NT) were rare, which suggested selection (exclusion) was
rapid enough to intervene even at such shorter intervals.
In general, the presence of a nontarget stimulus seemed to reduce
task performance; in both experiments there were several participants
who failed to do the task at an acceptable level of performance, and
had to be excluded, while this was not an issue in Experiments 1 and
2. Part of this might simply have been due to the increased complexity
of the response (6 response keys/features as opposed to 4). However,
this alone seems insufﬁcient to account for the full extent of the
observed differences. It seems likely that the presence of the
nontarget also introduced additional ﬁltering costs to the attentional
system, further impairing performance. This was supported by the
detrimental effects on performance observed whenever a nontarget
appeared (as can be seen from Table 2). Nonetheless, the measures of
relative frequencies (relative to trials inwhich all features were correct-
ly identiﬁed) did not show a different picture when it came to the
likelihood of integration between targets and nontargets. This
suggested that the overall level of performance by itself did not affect
the tendency to integrate. Indeed, similar patterns between relative
and absolute frequencymeasureswere observed across all experiments
reported here.
7.1. Temporal integration within the attentional system
In summary, the results of the present experiments, as described
above, provided support for the idea that models of temporal attention
need to accommodate integration in such away that it can interact with
the attentional system. Note that such interaction does not imply that
other, more low-level factors such as stimulus duration or luminance
do not also play a role in integration and at Lag 1 in RSVP in general
(e.g., Giesbrecht, Bischof, & Kingstone, 2004). A descriptive account of
possible implementations in selected current models of temporal
attention is given below. The intention thereby is to examine the degree
of convergence that might be achieved and to explore theoretical possi-
bilities, rather than to specify precise computational parameters.
As discussed, the original STST model proposed by Bowman and
Wyble (2007) provides an implementation of integration. STST imple-
ments a temporal integration process when sufﬁciently activated stim-
ulus features (known as types) are consolidated to more durable
episodic representations (tokens). During this so-called tokenization
process stimulus features belonging to different targets may end up
being bound to the same token, which the authors saw ﬁt to account
for Lag 1 sparing and the associated order reversals. This implementa-
tion is largely compatible with the present results, because attentional
enhancement and salience ﬁltering (selective mechanisms implement-
ed in the model) act on types, which thereby control access to the inte-
gration process, and provide amethod of endogenous control thereof in
general. However, as previously indicated, the unmodiﬁed model does
not account for behavior during extended target sequences, which
also precludes an account of presently observed 3-target integrations.
It is nonetheless conceivable that a relatively modest extension of
the time interval during which types are available for tokenization
would sufﬁce. With integration enabled across 3 targets, blink-
resistant identiﬁcation rate patterns may mostly be addressed with
the same stroke also.
Such a modiﬁcation of STST may not yet enable that model to ac-
count also for even longer sequences of four or more targets that also
produce high identiﬁcation rates, though. The eSTST model explains
that phenomenon by proposing that targets become part of a sustained
attentional episode (Wyble, Potter, Bowman, & Nieuwenstein, 2011;
Wyble et al., 2009). In eSTST, however, each token represents the
features of a single target, precluding full temporal integration, even
though “mispairing” of some target features to the token of another
target can take place (i.e., partial feature migration).On the onehand,when it comes to four ormore targets, it does seem
unlikely that these are all temporally integrated, because of the
timespan involved, even though the present data suggest that it is
equally unlikely that the targets are all individually represented therein.
On the other hand, there does seem to be a degree of similarity between
the attentional episodes proposed by Wyble and colleagues in eSTST,
and temporal integrations. Similarities include the propensity to end
an episode when a demarcating event occurs, such as a blank interval
or the arrival of a distracting feature, the occurrence of feature migra-
tions, and the observation that order errors are frequent within atten-
tional episodes.3 It may therefore be conceivable to adjust eSTST in
such a way that it allows (once again) for the full temporal integration
ofmultiple types into single tokens, with relativelyminor consequences
for the resultant dynamics of the model. Temporally integrated events
might thus be construed as building blocks of higher level event repre-
sentations (attentional episodes). For instance, an attentional episode of
four targets might consist of two integrated target pairs, and similar ef-
fects of the bindings within and across pairs might be observed,
differing only in the strength of association (with the latter kind pre-
sumably being weaker). It remains to be determined to what extent
identiﬁcation rates in extended target sequences beneﬁt from temporal
integration per se, and from stimulus- or type-speciﬁc attentional en-
hancement. Either way, thus suitably modiﬁed, the eSTST model could
account well for the presently observed effects of temporal integration.
As alluded to in the introduction, the Boost and Bounce model
(Olivers & Meeter, 2008) features selection dynamics that are similar
in nature to those of (e)STST. Here, attentional enhancement is evoked
by targets, and inhibition by distracting features. Although themodel of
Olivers and Meeter is largely representation-agnostic, the authors
propose that the delay in the attentional enhancement function (of
about 100 ms) might be understood as an episodic property. Although
this is a hopeful opening, as the present data show, it is yet insufﬁcient
to account for extended temporal integration. Particularly if the atten-
tional enhancement function is interpreted as a ﬁxed parameter, set
by properties of neuro-biological mechanisms (e.g., governed by the
Locus Coeruleus; Nieuwenhuis et al., 2005), the model would be left
unable to account for extended integrations as well as attentional con-
trol thereof. However, the model also assumes that the attentional
gate remains open in the absence of inhibition evoked by distracting
features. This property allows extended sparing, and might in principle
also serve to allow integration, but an additional assumption may be
needed to conclude an episode when a sufﬁciently long blank interval
occurs. Adaptive control of integration would be feasible also, because
the attentional gate is assumed to govern it.
Such an implementation of an integration process in the Boost and
Bouncemodel would implicate the addition of a consolidation or trans-
fer stage, in which episodic representations are formed, and fromwhich
various integration effects (possibly including target competition) could
originate. In the currentmodel, such a stage does not exist, and complex
representation (i.e., involving recurrent processing) takes place in
working memory exclusively, where it does not further affect task per-
formance. This is also an aspect of themodel that differs from(e)STST, in
which integration can be accounted for within the existing components
of the model. In the model by Olivers and Meeter, it is more difﬁcult to
conceive such a parsimonious implementation.
Another model that attributes the AB to dynamics of attentional
selection is the TLC model proposed by Di Lollo et al. (2005). TLC
assumes that the maintenance of an attentional set or search template
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This effort cannot be sustained when a target is found and is being
processed further (e.g., identiﬁed, associated with a response), so that
control over the attentional set is lost. This fragile state becomes prob-
lematic only when new items appear that do not match the original
set (i.e., distractors). These stimuli cause an exogenous reconﬁguration
of the attentional set, leaving it in a suboptimal state for further target
detection and thereby causing the blink. When further targets appear
instead of distractors, however, the existing set allows them to pass
and no reconﬁguration occurs, which accounts for (extended) sparing.
It would seem there is no fundamental aspect of the TLC model that
would preclude incorporation of temporal integration in general. In fact,
Di Lollo et al. (2005) discuss an alternative account of their data, which
might rely on similar temporal grouping mechanisms. The authors
thought temporal integration beyond 100 ms unlikely –which the
current data seem to contradict– but admit that such a process might
ﬁt theirmodel if it operated on the same selectionmechanics. TLC selec-
tion dynamics are essentially compatible with the present results, in
particular concerning the fact that integration is halted for nontarget
items. However, because there is no real formation of episodic represen-
tations in TLC, it currently does not explicitly explain why observers are
prone to assemble 3-target percepts, when the opportunity presents
itself, or how the tendency to integrate might be controlled endoge-
nously. A fragile attentional set seems like a poor candidate for such
control. These are issues that would need to be resolved, if integration
is to be incorporated in the model.
One such solution might in fact be found in the “Threaded Cogni-
tion”model proposed by Taatgen et al. (2009). This model similarly as-
sumes the blink is caused by a control problem, but rather than
assuming control is lost, it holds that it is overexerted by trying to pro-
cess or consolidate one target and to detect the next. In the model, this
exertion can be reduced in various ways (e.g., by de-emphasizing the
RSVP task), and so it is conceivable that endogenous control of integra-
tion could thus be achieved. Again, however, in the current iteration of
the model, there is no episodic representation beyond that of single
stimuli, which would have to be added to account for integration in
RSVP tasks. One possibility presents itself: The authors use a special vi-
sual module to account for order reversals, which can produce two si-
multaneous target activations. This output is then read and order
between the targets is randomly assigned post-hoc. Given that the visu-
al module is part of the competition for resources in the model (and
thus at the core of the attentional dynamics), if this module could be
modiﬁed to produce extended integrated percepts, which would im-
plicitly subsume the order problem also, it might be able to provide
an account for the present data.7.2. Conclusion
The present study showed that extended temporal integration
occurs in RSVP, and that it is under attentional control. Although most
current models of temporal attention do not account for integration,
and thereby fail to provide an explanation for the effects presently
observed, modiﬁcations that would address this issue are conceivable,
as there are few fundamental barriers in the models that would
preclude this. Of all the models that were discussed, it would appear
that the STST and eSTST models could account for temporal integration
in RSVP most naturally and parsimoniously.Acknowledgements
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