Abstract. We discuss the use of Dirac structures to obtain a better understanding of the geometry of a class of optimal control problems and their reduction by symmetries. In particular we will show how to extend the reduction of Dirac structures recently proposed by Yoshimura and Marsden [Yo09] to describe the reduction of a class of optimal control problems with a Lie group of symmetry. We will prove that, as in the case of reduction of implicit Hamiltonian or Lagrangian systems, the reduction of the variational principle and the reduction of the Dirac structure describing the Pontryagin Maximum Principle first order differential conditions coincide. Moreover they will also reproduce E. Martínez Lie algebroids reduction approach [Mr04] to optimal control systems with symmetry. The geodesic subriemannian problem considered as an optimal control problem on the Heisenberg group, will be discussed as a simple example illustrating these results.
1. Introduction 2 2. Geometrical and Variational aspects of a class of optimal control problems with symmetry 5 2.1. A geometrical picture of optimal control problems 5 2.2. The presymplectic picture of geometric optimal control problems 6 2.3. The Lagrange-Pontryagin principle for optimal control problems 7 2.4. Dirac structures for optimal control problems 8 2.5. Symmetries and Optimal Control Systems 10 3. The reduction of the Lagrange-Pontryagin principle for a class of optimal control problems with symmetry 11 3.1. Description of some canonical reduced bundles 
Introduction
We will discuss in what follows the reduction of a class of optimal control problems with symmetry by using the geometry of Dirac structures. The class of optimal control problems that are suitable to be discussed from this perspective are those that have a nice geometrical description, i.e., such that both the state and control spaces are smooth manifolds (that will be assumed throughout all this paper without boundary). Moreover the controlled dynamics is given by a vector field depending on the control parameters and the objective functional is defined by means of a local density. There is a nice geometrical setting to describe such systems that allows for the introduction of auxiliary geometrical structures that clarify and help with the search and analysis of their solutions. This is the case for instance of the presence of symmetries.
Consider an optimal control problem such that there is a Lie group acting on the system and such that it preserves both the dynamics and the objective functional. We will say then that the Lie group is a group of symmetries of the optimal control problem and that the optimal control problem has the given Lie group as a group of symmetries. The presence of a symmetry group is always a important tool to solve the problem. The standard way to proceed in the search for solutions of Hamiltonian or Lagrangian systems is to use the constants of the motion to simplify the problem and eventually to solve it. More generally, various reduction techniques permit to convert the problem at hand into a reduced one on a (family of) smaller spaces that sometimes are much simpler to deal with. From the solutions of the reduced problems a reconstruction procedure allows to obtain the solutions to the original problem.
The history of reduction techniques for dynamical systems with symmetry is involved enough to be accurately described here. Let us just mention the recent contributions by Yoshimura and Marsden to the problem of reduction of variational principles of (possibly implicit) Lagrangian and Hamiltonian systems on tangent or cotangent bundles by using Dirac structures and their reductions with respect to the action of a Lie group. We can follow the development of these ideas starting with the use of Dirac structures on Lagrangian mechanics [Yo06a] , [Yo06b] , the reduction of the canonical Dirac structure on the cotangent bundle of a Lie group [Yo07a] , the first analysis of Dirac structures for implicit Lagrangian and Hamiltonian systems [Yo07b] and finally the Dirac reduction of cotangent bundles [Yo09] that has been the main inspiration of this paper.
Pontryaguine Maximum Principle (PMP) for regular geometrical optimal control problems (to be precise the differential first order conditions of PMP) admits a presymplectic formulation that has been systematically developed in a number of papers (see for instance the recent contribution by Barbero et al [Ba07] - [Ba08] and references therein), hence PMP can be discussed from the point of view of Dirac structures by using the canonical Dirac structure defined by the presymplectic form of the system. As it was stated before, the problem we are facing consists in exploiting the symmetries of the problem to simplify it. One way to do that is to "reduce" the system getting rid of the "redundant" degrees of freedom of the problem. This could be done in various ways. The first and most obvious one will be to reduce the presymplectic system (M, Ω, H) by (pre)symplectic reduction. However we need a deeper analysis of the problem of reduction. (Pre)symplectic reduction is obtained by selecting sub manifolds on M and quotienting them out with respect to the residual symmetry on them. In this way we obtain a reduced system with fewer degrees of freedom whose solutions allow us to reconstruct the actual solutions of the original system. However when we pass to the reduced system the variational structure of the problem, i.e. the objective functional in our case, is lost, and we cannot be sure that the solutions we obtain in this way are really the minimum of the original objective functional. For this reason it would be better to have a reduction procedure, that will allow us to recover both a nice geometrical structure on the reduced system, as well as a reduced variational structure that would allow us to test the properties of the extremals we are computing.
The notion of Dirac structures and their reductions is particularly useful in this sense because as it has been mentioned before, it has been shown by Marsden and Yoshimura that they provide the right geometrical structure that allows to recover the reduced variational principle. Hence describing the geometry of optimal control problems by using the notion of Dirac structure is useful in this sense because this framework allows us to reduce optimal control problems with symmetry preserving the variational structure. Consequently in this paper we will take the road started in [Yo09] and we will apply the same principles to deal with geometrical optimal control problems with symmetry. We will show that the geometrical picture of the PMP implies to consider a bundle over the state space P of the system that will be called the Pontryaguine bundle and that plays the same role that the space T Q ⊕ T * Q for an implicit Lagrangian system over the configuration space Q. We will describe the PMP first order differential conditions as the dynamics defined on the Pontryagin bundle by a Hamiltonian and a canonical Dirac structure and we will consider the problem of their reduction with respect to the action of a symmetry group G. We will obtain the equations describing the reduced PMP in two different ways. On one side we will derive them from the direct reduction of the variational principle determined by the use of a Lagrange multipliers theorem and, on the other side, we will proceed directly by considering the reduction of the Dirac structure determining the PMP on the Pontryagin's bundle. The two reductions, which are computed independently, will lead to the same equations, that can be properly called the reduced PMP. The diagramme 1 below reflects the various ideas involved in this paper. Section 2 will be devoted to establish basic notations and terminology as well as the discussion of the geometrical structures involved in the description of the mentioned class of optimal control problems. The notion of a symmetry group for such systems will be also made precise here and the first discussion on the role of Dirac structures in relation with such systems will be also introduced here. Section 3 will deal with the computation of the reduced Pontryagin bundle, the reduced variational principle and the corresponding critical points. The equations describing such critical points will be called the reduced PMP. Section 4 will address the reduction problem from the Dirac structure perspective, thus the definition of the reduced Dirac structure on the Pontryagin bundle will be discussed and its relation with the cotangent bundle reduction of the canonical Dirac structure on T * P , the space of states and costates of the control problem. Taking advantage of such relation we will be able to show quite straightforwardly the corresponding reduced equations that will reproduce the reduced PMP above. Finally, section 4 will illustrate the previous ideas by the explicit computation of the solutions of the geodesic subriemannian problem determined by the Heisenberg group H 1 considered as an optimal control problem on the Heisenberg group with symmetry.
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Dirac structures and reduction of optimal control problems with symmetry Figure 1 . Reduction of Dirac structures for optimal control problems 2. Geometrical and Variational aspects of a class of optimal control problems with symmetry
As it was indicated in the introduction we will consider in what follows geometrical optimal control problems. This implies that we are going to make some assumptions about the structure of the systems in order to make transparent the geometrical ideas involved. As it was already indicated all spaces will be assumed to be smooth manifolds without boundary as well as all functions, curves, vector fields and forms will be assumed to be smooth. In addition we will not address the discussion of abnormal extremals and singular optimal control systems, i.e., we will only consider regular optimal control problems (see below). Moreover we consider that the class of admissible controls consists of smooth functions. In doing so we will exhibit clearly the geometrical ideas without paying attention to the analytical difficulties that arise when non-smooth functions are shown. It must be pointed out that the various constructions can be extended in a more or less natural way to more involved situations where other analytical or geometrical considerations will be needed, for instance in dealing with bounded domains or singular problems. We will provide now some background to fix the notation.
2.1.
A geometrical picture of optimal control problems.
Definition 1 (Control System). A control system is a triple (P, C, Γ) where:
i. P is a smooth manifold which is the state space of the control system. Local coordinates in P will be denoted by x i , i = 1....n and generic points by x. ii. π : C / / P is a locally trivial bundle over P which models the controls, i.e.
the fiber C x = π −1 (x) ⊂ C over the state x ∈ P , is the space of controls acting on the system at the state x, which is assumed again to be a smooth manifold. Adapted local coordinates on the control bundle will be denoted by (x i , u a ), i = 1, . . . , n, a = 1, . . . , r, and a generic point by (x, u). iii. Γ is a vector field on C along the projection map π which describes the dynamics of the control system, i.e., Γ : C → T P such that τ P • Γ = π, where τ P : T P → P denotes the canonical projection map.
Natural local coordinates on the tangent bundle T P will be denoted by
if there is not risk of confusion. The local expression of Γ will be thus Γ = f i (x, u)∂/∂x i and its integral curves x i (t) will satisfy the system of differential equations:
for u(t) belonging to some class of smooth functions u : I ⊂ R → C.
Definition 2 (Optimal Control Problem
). An optimal control problem (OCP for short) is a quadruple (P, C, Γ, L) where:
ii. L : C → R is a smooth function defined on the control bundle, which is the lagrangian density of an objective functional to be minimized along the integral curves of the control system with fixed endpoints x 0 = x(0), x T = x(T ). The objective functional of the problem will have the form:
2.2. The presymplectic picture of geometric optimal control problems. It is well known that the basic tool for Optimal Control Theory is the Pontryagin Maximum Principle (PMP for short). Here we consider the first order conditions in the PMP and we assume that the minimum of (2) exists. It is natural to give a presymplectic geometrical description of the first order conditions in the PMP.
Definition 3 (Pontryagin bundle). We call the Pontryagin bundle over P the manifold M = T * P × P C defined as the bundle over the base space P such that the fiber over x ∈ P is the cartesian product of the corresponding fibers T * x P and C x over x ∈ P .
The manifold M = T * P × P C is the fiber cartesian product of the two bundles T * P and C over P and it has natural local coordinates (x i , p i , u a ) induced from local coordinates (x i , p i ) of the cotangent bundle T * P and (x i , u a ) of the control bundle C. We will denote the canonical projection maps from M into the factor T * P and C by p P and p C respectively, thus:
The total space manifold M carries a natural presymplectic structure Ω obtained by pulling-back to M the canonical symplectic structure ω P in T * P , i.e., (3) Ω = p * P ω P = dx i ∧ dp i .
Moreover the vector field Γ and the lagrangian L combine to define a natural "energy" function on M , namely the Pontryagin Hamiltonian,
The presymplectic system (M, Ω, H P ) provides a geometrical model for the PMP because the integral curves of (M, Ω, H P ) are extremals for the optimal control problem defined by (P, C, Γ, L). In fact we can notice that the characteristic distribution K of Ω, ker Ω = K, is spanned by vertical vector fields with respect to the projection map p P , i.e.
Thus if we denote by X P a vector field defined by the presymplectic system above, i.e.
(5) i X P Ω = dH P , a necessary condition [Go79] for the existence of solutions for the previous implicit differential equation in M , i..e. integral curves of a vector field X P satisfying eq.
(5), is Z, dH = 0, ∀Z ∈ K, or in local coordinates:
(6) ϕ a = ∂H P ∂u a = 0. The conditions ϕ a = 0, a = 1, . . . , r, generically define a sub manifold M 1 and if the presymplectic system eq. (5) has solutions they will satisfy the set of differential equations:
on M 1 . This is equivalent to the first order conditions in the PMP, i.e, the vector fields X P defined by (5) together with the consistency conditions (6) provide the extremals for the optimal control problem (P, C, Γ, L). In the case that the initial value problem posed by the differential-algebraic equations (6)- (7) at any point x ∈ M 1 , has a unique solution we will say that the OCP is regular. A necessary and sufficient condition for the system (P, C, Γ, L) to be regular is that W ab = ∂ 2 H P /∂u a ∂u b has maximal rank everywhere on M 1 . We just consider regular OCP's in this paper.
On the other hand, an alternative way to think about the dynamics provided by the presymplectic structure Ω is to consider the complete lifting of the control vector field Γ to 
we can consider the vector fields X determined by eq. (5) as a vector field along the projection map
2.3. The Lagrange-Pontryagin principle for optimal control problems. We provide here a variational picture of an optimal control problem which leads directly to the presymplectic picture above. Consider the OCP (P, C, Γ, L) and denote as before by M = T * P × P C its Pontryagin bundle. We can consider this optimal control problem as a constrained minimization problem for the functional (2) with constraints given by the control equations (1), then under appropriate analytical conditions the Lagrange multipliers theorem allow us to characterize the extremals of such problem as the critical points of the functional S :
where C x0,x T (M ) is the space of the smooth curves γ :
Although the solutions for an optimal control problem are the minima of the objective functional, we emphasize that in this geometrical framework we are looking for the extremals of S, assuming that the minimum exists in the class of curves where we are considering. Then if we denote a tangent vector to the space C x0,x T (M ) at the curve γ(t) by ξ ∈ T γ C x0,x T (M ), and standard calculation renders (see for instance [De04] ):
for the differential of S in the direction of ξ at γ, where Ω is the presymplectic structure on M , eq. (3), and H(x, p, u) is the Pontryagine Hamiltonian, eq. (4).
The differential of S is a local 1-form on C x0,x T (M ) with local density the 1-form along γ(t) given by iγΩ γ − dH P • γ, which is precisely the geometrical structure present in the presymplectic picture. Moreover γ is an extremal curve for S iff:
Even if in a mechanical framework a variational principle of this form was called Hamilton-Pontryagine variational principle [Yo09] , in the sequel we will call it Lagrange-Pontryagine Principle for the OCP (P, C, Γ, L), because it is obtained from a Lagrangian density and is defined on the Pontryagine bundle. We will call Hamilton-Pontryagine Principle the corresponding hamiltonian formulation, that is obtained from eq. (8) rearranging the terms in under the integral:
2.4. Dirac structures for optimal control problems. Once the presymplectic and the variational pictures for optimal control problems have been introduced we proceed further and we will describe their geometry by using Dirac structures. We recall here the definition of a Dirac structure [CW88] , [Co90] .
Definition 4 (Dirac structure on a vector bundle E). Let E → N be a vector bundle on a smooth manifold N , a Dirac structure D on E is a maximally isotropic sub bundle of the bundle E ⊕ E * under the bilinear form ·, · given by
Definition 5 (Integrability of a Dirac structure). If E = T N → N is a tangent bundle of a smooth manifold N , then we will say that a Dirac structure D on T N (i.e. a maximally isotropic sub bundle
where L X denotes the Lie derivative along the vector field X on M . This condition is equivalent to say that D is involutive with respect to the Courant Bracket [Co90] defined on the set of the sections of the bundle T N ⊕ T * N :
Definition 6 (Dirac structure on a manifold N). An integrable Dirac structure on T N is called a Dirac structure on the manifold N A distinguished class of Dirac structures are provided by graphs of both presymplectic or Poisson structures on manifolds. Thus we define the Dirac structure D Ω associated to a given 2-form Ω on a smooth manifold N as:
and the closedness of Ω is equivalent to the integrability of D Ω .
Thus it is natural to consider the Dirac's structure associated with an optimal control problem as the Dirac structure defined by its presymplectic picture.
Definition 7 (Dirac structure picture of an OCP). We will call the Dirac structure D Ω ⊂ T M ⊕ T * M defined by the canonical presymplectic structure Ω on the Pontryagine bundle M = T * P × P C the Dirac structure of the optimal control problem (P, C, Γ, L).
If D is a Dirac structure on a manifold N and H is a smooth function on it, the dynamics defined by D and H are given by the vector fields X on N satisfying: (X, dH) ∈ D. We can conclude therefore with the proposition-definition for the Dirac picture for the PMP of an optimal control problem.
defines the Pontryagin's Hamiltonian, then the dynamics defined by D Ω and dH describe the extremal curves for the PMP of the optimal control problem:
Because we are interested in regular optimal control problems there is a further refinement of the description of the OCP in terms of Dirac structures that will be very helpful later on.
Then we can consider the canonical Dirac structure D P ⊂ T (T * P ) ⊕ T * (T * P ) defined by the canonical symplectic structure ω P in T * P . We have seen in section (2.2) that the equations of the system related to the PMP are described by a vector field X along the canonical map p P :
/ / R allow us to define dH : M / / T * M and we can take the restriction of dH to the reduced subspace T M 1 , where
/ / M is the sub manifold defined by the consistency conditions of the Gotay-Nester algorithm (6) : ϕ a = ∂H ∂u a = 0. We stress that i 1 * : T M 1 → T M allow us to consider in a natural way the restriction of dH to T M 1 . In this way the implicit Dirac formulation of the Optimal Control Problem (P, C, Γ, L) is given by the equations:
Notice that this equations restricted to M 1 have the same meaning of the hamiltonian equations in the presymplectic picture when we solve the consistency conditions (6).
2.5. Symmetries and Optimal Control Systems. The main purpose of this paper is the study of geometrical optimal control systems with symmetries, and in particular, their reduction both from the point of view of the reduction of the variational problem that define them and the reduction of the corresponding PMP. For it we will start by specifying the notion of symmetry of an optimal control problem.
Let (P, C, Γ, L) be an optimal control problem. Let G be a Lie group acting on the bundle C. We will assume that the action of G on C is fibered with respect to the fiber bundle structure of C over P . We denote the action of G on C by:
and the action of G on P by: u) ), ∀g ∈ G, (x, u) ∈ C or, in other words, the following diagram commute:
The optimal control problem (P, C, Γ, L) will be said to be G-invariant, or to have G as a group of symmetries, if the Lie group G has a fibered action (Φ, Ψ) on the bundle C and moreover it satisfies:
First, we must notice that the action Φ of the group G on P lifts both to T P and T * P by tangent and cotangent lifting respectively. Thus we shall denote by
x P, g ∈ G the corresponding lifted actions. Then the group G will also act on the Pontryagine bundle M = T * P × P C as:
. Secondly, we observe that the presymplectic picture of the control system is also G-invariant and the group G is represented (pre)symplectically on such system. Proposition 2. The group G acts (pre)symplectically on (M, Ω, H). Moreover, there is an equivariant momentum map J M : M → g * such that:
where ξ ∈ g and ξ M is the vector field on M describing the infinitesimal action of ξ. Moreover, we have p
In general we will assume for simplicity in what follows that the orbit space of G on P , i.e., P/G is a smooth manifold and that the canonical projection map ρ : P / / P/G is a submersion. Later on in order to work out compact expressions for the expressions describing the reduced optimal control problems, we will even assume that the action of G on P is free and proper, i.e., that P is a principal fiber bundle over P/G with structural group G.
Besides it will be convenient for the stated purposes to assume that the control bundle C has a particular form that will make easy to work out the expressions and equations on the reduced spaces. We will assume thus that C is the pull-back to P of an associated space to P , i.e., let U be a smooth manifold where the group G acts on the left, i.e., there is an action Σ : G × U / / U . Then, assuming the P/G is a smooth manifold, consider the bundle over P/G with standard fiber U given bỹ U = (P × U )/G = P × G U . We shall denote the pull-back ρ * Ũ ofŨ to P or to T * P with the same symbol if there is no risk of confusion. Notice that ρ * Ũ ∼ = P × U , however we will keep the notationŨ whenever it will be convenient to indicate the we are considering a bundle over P .
3. The reduction of the Lagrange-Pontryagin principle for a class of optimal control problems with symmetry
Assuming that (P, C, Γ, L) is an OCP with symmetry G, then the LagrangePontryagin's functional
defined on the space C(M ) of smooth curves γ(t) = (x(t), p(t), u(t)) on the Pontryagin's bundle M , is invariant with respect to the induced action of the group G on such space of curves, g · γ(t) = (g · x(t), g · p(t), g · u(t)):
If we were dealing with an specific optimal control problem with fixed endpoints x 0 , x T , we will assume that they are fixed points for the action of G, in such a way that the group G acts on the space C x0,x T (M ). Alternatively in the presence of symmetries, the optimal control problem with fixed endpoints x 0 , x T can be replaced by a slightly generalized version where we consider endpoints belonging to the sub manifolds Gx 0 and Gx T respectively. In both cases the group G acts naturally in the corresponding space of curves. In any of the previous circumstances, we will have that the Lagrange-Pontryagin functional S will descend to the quotient space of equivalence classes of curves with respect to the action of the group G, C(M )/G and we will call it the reduced Lagrange-Pontryagin functional. If we denote such functional by [S] G , then we will like to characterize its extremal curves because there is a natural one-to-one correspondence between extremal curves of [S] G and equivalence classes of extremal curves of S. The problem we will study in the next paragraphs is the computation of the critical points of [S] G by using the geometry of the quotient of the Pontryagin bundle M by G. The explicit expression of the Euler-Lagrange's equations δ[S] G = 0 in terms of geometrical objects on M/G will be called the reduced Lagrange-Pontryagin's equations and because they will correspond to the reduced expression of the first order differential conditions of the PMP, we will also call them the reduced (first order conditions of the) Pontryagin Maximum Principle for the optimal control system (P, C, Γ, L). In order to work them out we will need first the description of various quotient bundles related to a reduced optimal control problem. This is the task of the next section.
3.1. Description of some canonical reduced bundles. We will need first to describe in a convenient form a few bundles that will show up along the description of both, the reduction of the Lagrange-Pontryagin variational principle and the reduction of the presymplectic Dirac structure D Ω . As we said, we will assume in what follows that the action of the Lie group G on P is free and proper, hence the quotient space P/G is a smooth manifold and the canonical projection map ρ P : P / / P/G is a submersion, i.e., we are assuming that P is a principal fiber bundle over P/G with structure group G. Orbits of G on P will be denoted either by G · x or [x] = {gx | g ∈ G}. Thus points z ∈ P/G will be just z = [x], with ρ P (x) = z. Local coordinates on P/G will be denoted by z α , α = 1, . . . , s.
3.1.1. The adjoint and coadjoint bundles,g andg * of a principal bundle P (G, P/G). Given a principal fiber bundle with total space P and structure group the Lie group G, we can construct two canonical associated bundles the adjoint and the coadjoint bundle AdP and Ad * P . They are the associated bundles corresponding to the adjoint action of G on the Lie algebra g of G and the coadjoint action of G on the dual of the Lie algebra g * . The adjoint bundle is the vector bundle over P/G with fiber the linear space g and structure group G, this is AdP = P × G g, where P × G g = (P × g)/G and the group G acts on the left on P × g as g · (x, ξ) = (xg −1 , Ad g ξ).
The adjoint bundle will be also denoted in what follows byg and its points will be denoted by (z, ζ). In a similar way we will define the coadjoint bundle as the associated bundle to the principal bundle P (G, P/G) with respect to the coadjoint action of G on the dual of the Lie algebra g * , thus Ad * P = P × G g * . Notice that because the coadjoint action is the dual action of G on g, then the bundles Ad * P is the dual bundle to AdP , thus it makes sense to denote it byg * .
3.1.2.
The principal bundles T P and T * P . We will stablish now some notations and identities for T P and T * P . Because G acts freely and properly on P , it also acts freely and properly over T P . We will denote this action by Φ T P : G × T P / / T P , Φ T P (g, x, v x ) = (gx, T Φ g (x)v x ), g ∈ G, x ∈ P , v x ∈ T x P , or simply by g(x, v x ) = (gx, gv x ) if there is no risk of confusion. Then ρ T P : T P / / T P/G is a principal bundle with fiber G. It is worth mention that T P is also a principal fiber bundle over T (P/G) with fiber T G. We can see it in two steps. First, we consider the tangent map to the projection ρ P , T ρ P :
Second, consider the Lie group T G. We can use left translations to identify it with G × g by means of the map Λ :
h(t))/dt| t=0 and v g = dg(t)/dt| t=0 , v h = dh(t)/dt| t=0 respectively and the composition law induced on G × g becomes (g, ξ).(h, ζ) = (g.h, Ad h ξ + ζ), for all (g, ξ), (h, ζ) ∈ G × g. Moreover there is a natural action of T G on T P given as:
In a similar way the right action of G on P can be lifted to a right action of G on
The action of G on T * P is free and proper hence T * P is a principal bundle over T * P/G. Moreover the cotangent bundle T * G of G carries a natural Lie group structure. This structure can be easily described by using the last characterization of the Lie group structure of T G as a semi-direct product. In fact, we can identify T * G with the cartesian product G × g * by using right translations, i.e. Λ * :
Hence because G acts naturally on g * by the coadjoint representation, we can define the semidirect product with composition law (g, µ) · (h, ν) = (gh, Ad * h µ + ν). With this group structure T * G acts on T * P as (x, α x ) · (g, µ) = (xg, ).
3.1.3. The associated bundleÑ determined by a subgroup K of the structure group H of a principal bundle X. Some features of the description and properties of the quotient bundle T P/G are going to appear repeatedly on what follows, thus it is worth to spend some lines commenting the general framework to such problem. Consider X to be a right principal bundle with structure group H, base space X/H and projection map ρ X,H : X / / X/H. Let K be a subgroup of H and N = H/K the corresponding homogeneous H-space. Notice that H acts naturally on the left on N by h · (h K) = (hh )K, for all h K a coset in N . Then X is also a principal bundle with structure group K, base space X/K and projection map ρ X,K : X / / X/K. There is also a natural projection map η : X/K / / X/H given by xK → η(xK) = xH. We observe that the previous map η defines a bundle over X/H with standard fiber N . Moreover this projection map is nothing else but the associated bundle to the H principal bundle X by the action of H on N above, this is X × H N ∼ = X/K, where X × H N denotes the quotient space of X × N with respect to the left action of H on it defined by h · (x, h K) = (xh −1 , (hh )K). We can denote by Π : X × N / / X × H N the map sending each point (x, h K) into the corresponding equivalence class [x, h K] (the diagrams below illustrate some of these maps).
In fact, it is clear that the canonical map X × N / / X/K defined by (x, h K) → (xh )K descends to a map X× H N / / X/K, that provides the identification between both spaces. In the particular instance that H is a semidirect product of two groups K and N where N is a normal subgroup of H, then we conclude that the quotient space X/K is a bundle with standard fiber the group N and structure group K with respect to the action of K on N provided by the semidirect structure, i.e., K acts on N by the restriction to N of the inner automorphism h → hkh −1 . Finally if, N is a vector space with the natural abelian group structure, then the quotient space X/K is the associated vector bundle to X / / X/H with structure group K and fiber N .
In the situation we were considering above the principal bundle X was the space T P and the structural group H of the principal bundle was T G. The structure group T G is a semidirect product of the subgroups G and the abelian group g where the action of G on g is given by the adjoint action. Then, using the remarks above we conclude that T P/G is the associated bundle over T P/T G = T (P/G) with fiber g with respect to the adjoint action of G on g, T P × T G g. To complete the description of this bundle we shall only notice that the associated bundle T P × T G g is just the pullback of the adjoint bundle τ P/G (g).
3.1.4. The reduced tangent bundle T P/G or Atiyah bundle. The bundle T P/G can be identified with the pull-back to T (P/G) of the adjoint bundleg → P/G, and with some slight abuse of notation will be denoted as T (P/G) ⊕g. This elements will be of the form [x, v x ] = (z, v z , ζ) with (z, v z ) ∈ T (P/G) and ζ ∈ g.
If we choose a principal connection A on P → P/G, then we have an explicit identification of T (P/G) ⊕g and T P/G. The map given by:
where T ρ x : T x P → T G·x (P/G) is the tangent map to the projection map ρ : P → P/G. The dual of this map allows also for an explicit identification of T * P/G ∼ = T * (P/G) ⊕g * . We have shown that T P/G ∼ = T (P/G) ⊕ g is a bundle over P/G.
3.1.5. The reduced cotangent bundle T * P/G or Weinstein space.
[We78] The space T * P/G has a canonical bundle structure over T * (P/G). The projection mapπ P :
is the pull-back of the coadjoint bundleg to T * (P/G) along the projection map π P/G : T * (P/G) / / P/G. Again with some slight abuse of notation we will denote it for T * (P/G)⊕g * . Elements on T * P/G will be denoted as
. . , m are local coordinates on P/G, and µ ∈ g * . As we have seen in the previous section both in the geometrical and in the variational picture appears the Pontryagin's bundle M . Thus the quotient space M/G plays a fundamental role for the reduction procedure in either treatment of optimal control problems with symmetries.
3.1.6. The reduced control bundle C/G. If G is a symmetry group of the optimal control system (P, C, Γ, L), then the quotient space C/G fibrates over P/G. In fact the bundleπ : C/G / / P/G is nothing else but the push-forward of the bundle C along the projection map ρ. Notice that the mapπ :
. Elements onC = C/G will be of the form [x, u] = (z, u) with z ∈ P/G. In what follows and in order to make more transparent some constructions relative to quotient spaces, we will assume that the control bundle π : C / / P is the pull-back to P of the associated bundle to the principal bundle ρ : P / / P/G with fiber the space U where the group G acts on the left. With the notation above such associated bundle will be denoted byŨ / / P/G and its pull-back to P , ρ * (Ũ ) is simply C = P ×U . Hence we will consider that the control bundle is trivial, however the action of the symmetry group G on both factors is such that the quotient bundle is not necessarily so and becomes C/G =Ũ as a bundle over P/G.
3.1.7.
The reduced Pontryagin bundle M/G = (T * P × P C)/G. The Pontryagin bundle M = T * P × P C is a bundle over P . Moreover if G is a symmetry group of the corresponding control system the action of G lifts to M and fibrates over P , hence the quotient space M/G is a bundle over P/G, and it can easily be identified with the bundle T * (P/G) ⊕g * ⊕Ũ over P/G. Then the elements of the reduced Pontryagin bundle will be of the form: [x, p, u] = ((z, p z ), µ, u) where (z, p z ) ∈ T * (P/G), µ ∈ g * and u ∈Ũ .
The reduced Lagrange-Pontryagin principle. Now we can write the explicit form of Lagrange-Pontryagin principle. The lagrangian L being invariant defines a function l :Ũ = C/G / / R, by l(z, u) = L(x, u), (z, u) ∈Ũ and x ∈ P such that ρ P (x) = z. The dynamical vector field Γ :
, and γ defines an element on the bundleg over P/G. Moreover, if we computeΓ(gx, gu) = T ρ P (Γ(gx, gu)) = T ρ P (g * Γ(x, u)) =Γ(x, u), thusΓ induces a map (denoted with the same symbol) Γ :Ũ / / T (P/G),Γ(z, u) ∈ T z (P/G). Using the previous observations we can write then the density L(x, u, p) = L(x, u) + p,ẋ − Γ(x, u) of the Lagrange-Pontryagin variational principle as:
whereẋ ∈ T x P is decomposed according to the identification T x P = T z (P/G) ⊕ g, andż = T ρ P (ẋ) and ξ = A x (ẋ) with A a principal connection on P . We have also used the identification above T *
Notice that J P (p x ) = µ and p x is the horizontal lifting of p z with respect to the connection A again.
The reduced Lagrange-Pontryagin variational principle is defined on a space of curves on M/G, however those curves are directly related to curves on M , thus the variations of such curves are not completely independent. Because of the previous discussions, we have that M/G = T * P × G C = T * (P/G) ⊕g * ⊕Ũ with elements of the form (z, p z , µ, u) and variations δz, δp z , δµ, δu. Notice that δz(0) = 0 = δz(T ), because curves x(t) projects down to curves z(t) ∈ P/G, x(0) = x 0 , x(T ) = x T , and
Moreover, given a principal connection A on P , we can always write x(t) = g(t)x h (t) where x h (t) is the unique horizontal curve on P starting at x 0 and projecting onto z(t) = ρ(x(t)). Thus x 0 = g(0)x h (0) = g(0)x 0 , then g(0) = e and similarly g(T ) = e. If we writeẋ(t) =ġ(t)
ζ ∈ G we get that the curve ζ(t) ∈ g corresponds to the vertical component of the curveẋ. Moreover ζ(t) =ġ(t)g −1 (t), then:
and the variations of the curve ξ(t) will have the form:
for an arbitrary η(t) ∈ g.
3.3. The Lagrange-Pontryagin's reduced equations. The Euler-Lagrange equations defined by the reduced Lagrange-Pontryagin's principle will provide us with the differential conditions of PMP for the reduced system. We can compute them from the reduced variational principle S G on M/G defined by the density eq. (11):
or from the hamiltonian version given by:
where h : M/G / / R is the reduced Pontryagin Hamiltonian defined by:
A standard analysis parallel to that in [Yo09] will provide us the Euler-Lagrange equations of the functional eq. (12), δS G = 0:
that will be called the reduced PMP.
4. Reduction of the Dirac structure of optimal control problem with symmetry
The Dirac structure D Ω defined on the Pontryagin bundle M of an optimal control problem is a sub bundle of the bundle T M ⊕T * M over M . It the optimal control problem has a symmetry group G, then we can therefore reduce D Ω by taking the quotient space D Ω /G and consider it again as a sub bundle of (T M ⊕ T * M )/G. That this idea is consistent is the content of the following simple observation:
Proposition 3. Under the same hypotheses as in section 2.5, the Dirac structure associated to the presymplectic form Ω,
Proof. We notice that the action of G on M lifts canonically both to T M and
A simple calculation using the identification M/G ∼ = T * (P/G) ⊕g * ×Ũ (as bundles over P/G) discussed in 3.1.7, shows that
where we assume as in section 3.1 that P / / P/G is a principal bundle with fiber G and that the bundle of the controls π : C / / P is the pullback to P of a bundle associated to ρ P : P / / P/G with standard fiber U , i.e., we have an action of G on the space U and we consider the bundle on P/G defined by (P × U )/G = P × G U and we denote this bundle byŨ . We see that C = ρ * PŨ is a bundle over P with fiber U and group structure G. With a little abuse of notation we shall denote even withŨ the pull-back of this bundle to T * (P/G), T (P/G), etc. In both equations (14) and (15), we denote, as usual, byg,g * the associated bundles to g, g * by the adjoint and coadjoint actions respectively, and byṼ andṼ * the associated bundles to V = g ⊕ g * and V * = g * ⊕ g by the corresponding induced actions respectively (notice that we have identified (g * ) * =g and (Ṽ * ) * =Ṽ ). Again another calculation shows that:
We call this bundle a fiber Dirac structure.
As it follows from the expressions above, dealing directly with the reduced Dirac structure [D Ω ] G is quite involved. However, the presymplectic form Ω is the pullback to M with respect to the projection map p P : M / / T * P of the natural symplectic structure ω P on the cotangent bundle T * P , Ω = p * P ω P . Then the Dirac structure D Ω will be related to the canonical Dirac structure on T * P associated to the symplectic form ω P in a similar way. This simple observation that will help enormously on this task. The precise definition of such relation is given by the notion of pull-back and push-forward of Dirac structures [Yo09] . 
and the backward map Bψ : Dir(N ) / / Dir(N ) can be defined for D ∈ Dir(N ) by:
Using these mappings we can define a pullback and a push forward of Dirac structures along a map ψ as:
Now we see immediately that the pullback p * P D P of the canonical Dirac structure on T * P , i.e. D P = D ω P ⊂ T (T * P ) ⊕ T * (T * P ) defined by the canonical symplectic structure ω P in T * P , with respect to the projection map
and Bp P (D P ) = D Ω and similarly, the push-forward of the Dirac structure D Ω with respect to the projection map p P is D P , i.e,.
The main idea is brought from the description of Marsden and Yoshimura [Yo09] of implicit lagrangian systems. Therefore we will name this description as the implicit description of regular optimal control problems in terms of Dirac's structures.
Moreover we can consider directly the Dirac structure on the quotient space M/K =M , associated to the symplectic structureΩ, i.e., DΩ ⊂ TM ⊕ T * M . The application p : M →M induces an application T p : T M → TM and D Ω is the backward with respect to T p of DΩ.
In fact, following the notation of [Yo09] we can introduce the backward map, given by BT p(DΩ) = {(X, p * α ) ∈ T M ⊕ T * M | (p * X,α) ∈ DΩ} and we can see that BT p(DΩ) = D Ω .
We shall denote the relation too by D Ω /K := DΩ where K = KerT p and we shall say that the presymplectic Dirac structure D Ω projects on the symplectic Dirac structure DΩ.
Finally we observe that the Lie -Dirac reduction of the Dirac structure DΩ give us another fiber Dirac structure [DΩ] G on T (M /G), i.e.:
It is easy to prove that also the forward map of [D Ω ] G with respect to the projection p P : M → T * P is the reduced Dirac structure on T * P . 
4.1.
Reduced Dirac equations of an optimal control problem with symmetry. Once the reduced structure is defined, we would have to present the associated reduced equations:
where the symbol [x] indicates the reduced system. Determine these equations directly is possible but complicated. To render this calculation more easily we make the following observation: the presymplectic structure Ω on M is given by the pull-back with respect to the projection p P : M → T * P of the natural symplectic structure ω on the cotangent bundle T * P : Ω = p P * ω. Then Ω doesn't contains information on the control bundle C. In other words if we consider the Dirac structure on T * P associated to the natural symplectic form ω P :
it is easy to prove that the projection of [D Ω ] G with respect to the bundleŨ ⊕Ũ * , projects on the cotangent reduction of the canonical Dirac structure on T * P because the factorsŨ andŨ * don't appear in the definition of Ω. We shall denote this projection by Π :
On the other hand, we can collect here the results obtained by Marsden et al regarding the cotangent bundle reduction of the Dirac structure D P . Thus we have:
and in local form 
Therefore we will define Pontryagin's implicit equation as the dynamics defined by the equation:
These equations coincide with the reduced equations of the PMP obtained previously.
Theorem 1. Given a regular optimal control system (L, Γ, C → P ) with symmetry group G, the equations of the Reduced Pontryagin Maximum Principle obtained as reduction of Lagrange-Pontryagin's variational principle, coincide with the equations of Dirac's reduction of the equations of the description of implicit Dirac of the problem of ideal control, equations 18.
Proof. The proof of the theorem relies on the description of Dirac's reduction of Dirac's structure cotangent D P obtained in [Yo09] . We will use the above mentioned result without proving it again. This way we obtain that the structure [
Then if we denote [X] G as the reduced vector field such that for every curve (z(t), p z (t); µ(t), u(t)) ∈ T * (P/G) ⊕g * ⊕Ũ , take the value
and bearing in mind that
and finally:
together with ∂h ∂u = 0.
A simple example: The subriemannian geodesic problem for the Heisenberg group
This problem is a basic example in subriemannian geometry and has been solved in many different ways. We will use it here to illustrate how the variational theory discussed above as well as the Dirac reduction procedure translate into this very fundamental example. It is worth to point it out that in this case the hypothesis of non existence of abnormal extremals and regularity coincides. It is also interesting to remark that the reduction procedure provides a very simple and descriptive way to solve this problem.
The geodesic problem for the 3-dimensional real Heisenberg group H 1 in subriemannian geometry is formulated as the optimal control problem of joining two points in R 3 by using two non commuting vector fields Γ 1 = [
and minimizing the length of the corresponding curve, i.e.: if we denote by q = (x, y, z), a point in the three dimensional space R 3 , by u(t) = (u 1 (t), u 2 (t)) a curve in R 2 and Γ 3 = ∂ ∂z , and we integrate the differential equation:
we want to minimize the length of the integral curves of the vector field Γ with respect to the subriemannian metric η D defined on the distribution D spanned by Γ 1 and Γ 2 and given by with λ ∈ (λ 1 , λ 2 , λ 3 ) ∈ R 3 * . The maximization condition provides an explicit expression for the controls: λ, Γ a = u a ; a = 1, 2 from which we obtain the hamiltonian function on T * R 3 :
and the corresponding hamiltonian system is:
              ẋ = λ 1 + yλ 3 y = λ 2 − xλ 3 z = λ 1 y − λ 2 x + λ 3 (y 2 + x 2 ) λ 1 = (λ 2 − xλ 3 )λ 3 λ 2 = −(λ 1 + yλ 3 )λ 3 λ 3 = 0 .
The previous equations are solved in various ways in literature, but here we will proceed to integrate it by exploiting the fact that the optimal control problem above has a natural symmetry. In order to make it explicit we will describe the optimal control problem as a problem on the 3 dimensional Heisenberg group. For our purposes is better to realize the 3-dimensional real Heisenberg group H 1 as the group of 3 × 3 upper triangular matrices of the form:   1 A C 0 1 B 0 0 1   and the composition law of the group is matrix multiplication. Thus, the left action L : G×G / / G is given by the left product of matrices. Notice that as a manifold the Heisenberg group H 1 is diffeomorphic to R 3 . The Heisenberg group is a nilpotent Lie group whose Lie algebra is generated by the matrices: Given the element ξ = u 1 γ 1 + u 2 γ 2 on the Lie algebra of H 1 , we can define the left invariant vector field on H 1 : which is the control equation in the problem (21).
In this formulation we can identify the state space of the system P = H 1 ∼ = R 3 , the control bundle is the trivial bundle C = H 1 × R 2 over R 3 and the Pontryagin bundle M is given by:
The Pontryagin Hamiltonian H P : M / / R is the function (22). The group H 1 acts on the left on P and this action lifts trivially to C. Hence the optimal control problem is invariant under H 1 . In what follows we will indicate the symmetry Lie group of this problem either by H 1 :
where h : M/G / / R is the Hamiltonian function induced by the invariant Pontryagin Hamiltonian H P , [g, λ, u] denotes the orbit of the point (g, λ, u) ∈ M under the action of G, and the reduced Pontryagin's bundle has the structure M/G = T * G/G × U = g * × U = R 3 × R 2 . We are using left translations to identify
.e., (g, λ g ) ∈ T * G → (g, λ) ∈ G × g * with λ = L and finally, recalling the expression of (26) To solve the geodesic problem it is sufficient to reconstruct the dynamic for g(t) on G. Remembering that L g − 1 * ġ (t) = ξ(t) we have: 
