The past three decades witnessed the birth and growth of neurodynamic optimization which has emerged and matured as a powerful approach to real-time optimization due to its inherent nature of parallel and distributed information processing and the hardware realizability. Despite the success, almost all existing neurodynamic approaches work well only for convex and generalized-convex optimization problems with unimodal objective functions. Effective neurodynamic approach to constrained global optimization with multimodal objective functions is rarely available. In this talk, starting with the idea and motivation of neurodynamic optimization, I will review the historic review and present the state of the art of neurodynamic optimization with many individual models for convex and generalized convex optimization. In addition, I will present a multiple-time-scale neurodynamic approach to selected constrained optimization. Finally, I will introduce population-based collaborative neurodynamic approaches to constrained distributed and global optimization. By deploying a population of individual neurodynamic models with diversified initial states at a lower level coordinated by using some global search and information exchange rules (such as PSO or DE) at a upper level, it will be shown that distributed, global, and multi-objective optimization problems can be solved effectively and efficiently.
