A modified statistical method for the detection of outlying values has been applied to five fortnightly sets of data from the National Quality Control Scheme. The overall outlier rate
was 2·4 %, not varying greatly between analytes. Many of the outliers appear to be due to sample identification errors.
The National Quality Control Scheme (NQCS) (Whitehead et al., 1975) sends out portions of a bulked serum to some 400-500 participating laboratories at fortnightly intervals. The results for each laboratory are reported in terms of a variance index (Whitehead, 1977) ; each result is expressed as a deviation from the mean for all participants in units of the standard deviation, and this quantity is expressed as a percentage of a standard value based on previous experience. Both mean and standard deviation (SD) are estimated from the sample; readings more than 3 SD from the mean are eliminated, and the mean and SD are recalculated before the variance indices are formed.
The occurrence of outlying values which distort estimates of standard deviation is a universal experience in quality control schemes (proficiency surveys) (see, for example, Burnett, 1975) . The detection of outliers is discussed in a recent article (Healy, 1979) ; it is shown how they can so inflate the estimate of standard deviation that the rejection technique described above fails to detect them, and an alternative methodology is described which may have better properties. This was developed using data from the NQCS obtained on five consecutive occasions in 1977, and the object of this article is to describe the analysis of these data as far as outliers are concerned.
Methods
The method used was to estimate the mean, m, and standard deviation, s, of each sample and to label as outliers any readings outside limits m±ks, where k was taken (somewhat arbitrarily) as 3·2. However, the estimators m aad s were not the usual ones but were chosen to be robust to the possible presence of outliers (Barnett and Lewis, 1978) . Such estimates are reasonably precise when applied to a sample from a normal distribution but are much less affected than the usual estimators when the sample is contaminated by additional outlying values.
The estimators chosen are both based on the sample values sorted into ascending order. First, the sample is trimmed, that is, a certain number of readings at the top and bottom are temporarily discarded. The population mean is simply estimated by the mean of the trimmed sample; if a fraction g of the sample is trimmed, this has an efficiency in the uncontaminated situation of approximately I-g/3, so that with 10% trimming only 3 % of the information on the mean is lost. For the standard deviation, we can form a linear function of the ordered values with weights in arithmetic progression adding to zero: for a sample of 6 (after trimming) these would be -5, -3, -I, +1, +3, +5. To estimate the standard deviation, the result is divided by n.(n -!) where n is the size of the trimmed sample, and multiplied by a factor which depends only on the fraction trimmed (Healy, 1978) . By ignoring the values of extreme sample readings, these two estimators are both satisfactorily robust.
In estimating m and s from NQCS data, it was found that there are quite large differences between method groups, so that the results for each method group had to be treated separately. This means that the sample sizes were sometimes quite small, and it was very desirable to pool estimates of standard deviation over successive occasions. Before doing this, the variation of the standard deviation with the mean was studied, and it was found that three patterns of standard deviation could be distinguished: it was constant (in the cases of sodium, chloride, calcium, urate, albumin, cholesterol), it was proportional to (mean)! (in the cases of glucose, iron, creatinine, bilirubin),
Results
Using method-specific estimates of m and s obtained with 10% trimming as described above, outliers in the five sets of data have been identified. In interpreting the results below, it must be remembered that not all laboratories participated on all five occasions, and that laboratories differed in the number of analyses performed. instance. These were presumably caused by submitting results for the wrong sample or by misfunction of a multiple analyser. Figure 2 shows the number of occasions on which each laboratory submitted at least one outlier. It must be recalled that not every laboratory participated on five occasions. Figure 3 shows the sizes of the outliers in standard deviation units. Readings at 40 and 92 SD from the mean might be regarded as rogue outliers! it was proportional to the mean itself (in the cases of potassium, urea, phosphate, total protein, alkaline phosphatase). These findings are based on five occasions only and must be regarded as provisional. However, we should like the coefficient of variation of the estimated SDs, after appropriate adjustment for the mean, to vary as lint, when n is the sample size, and investigation showed that this had been at least roughly achieved. Table I gives the numbers of results submitted, the numbers of outliers detected, and the outlier rates for the 15 analytes covered by the scheme. The rates vary from 1·7% to 3'3%, with a mean of 2·4 % overall. Contrary to the findings of Burnett (1975) , there is no tendency for analytes with low coefficients of variation, such as sodium and calcium, to show high outlier rates; if anything, the reverse is true. In subsequent tables, the results for all the analytes are lumped together. Figure I shows graphically the overall outlier rates for the 410 laboratories in terms of the total numbers of results they submitted. Some 4t% of laboratories submitted more than 10% of outliers among their results. Several laboratories gave many outliers on single occasions, up to nine in one A possible cause of outliers at a particular laboratory would be the presence of a large analytical bias, constant from occasion to occasion. That this does not explain the extreme results in Fig. 2 is shown by Table 2 , which gives the magnitudes of outliers in SO units for the laboratories with outliers on four or five occasions. There is little consistency of sign or magnitude between occasions.
DIseussIOll
The occurrence of outlying values in a laboratory's results may be regarded as one of the most serious failures of quality control. Even when a major departure from the general consensus of values is consistent within a particular laboratory-and the present results suggest that this situation is not common-the quality of patient care is at risk either when a patient moves to or from another hospital or when new medical staff rely on experience gained elsewhere.
It is sometimes claimed that the non-standard circumstances of a quality control scheme are liable to lead to an increased risk of outliers. In so far as extra transcription is involved, this may well be true; however, laboratory staff know that their performance is going to be compared with that +5-9 3 -16'5 -12-7 -10,6 -3,8 -3·2 -3,9 -7'8 -5·7 -3,2 5 -5,1 of their colleagues, and it might equally well be expected that extra care will be taken with the results submitted to the scheme. The causes of outliers are undoubtedly multiple, but the NQCS results underline the importance of sample identification errors. Transcription errors are also commoner than is usually suspected, and it is a merit of computer-aided laboratories that these two sources of major quality failure are minimised.
If they are at all representative of everyday practice, the outlier rates reported here must be regarded as disturbingly high. Consideration is being given to ways in which the NQCS can report outlier rates to the participating laboratories so that attention can be drawn to the problem where it exists.
