Abstract. In this paper, by means of the Melnikov functions we consider bifurcations of harmonic or subharmonic solutions from a periodic solution of a planar Hamiltonian system under impulsive perturbation.
Consider the planar Hamiltonian systeṁ
and its perturbationẋ = f (x) + εg(t, x, ε),
where x = (x 1 , x 2 ) ⊤ ∈ R 2 , ε ∈ R is small, and f and g are C r functions with r ≥ 3 and g is periodic in t of period T 1 . For the unperturbed system (1), we make the following assumptions:
(A 1 ) there exists a C r function H(x) : R 2 → R, r ≥ 4, such that f (x) = (H x 2 (x), −H x 1 (x)).
(A 2 ) there exists an open interval V such that for h ∈ V , the level curve H(x) = h contains a smooth closed curve L h with period T (h).
In this paper, we consider impulsive perturbations of systems (1) with the form   ẋ = f (x) + εg(t, x, ε), t = t k
where x = (x 1 , x 2 ) ⊤ ∈ R 2 , ε ∈ R is small and the assumptions (A 1 ) − (A 2 ) are satisfied. We further impose the following conditions:
(C 1 ) · · · < t −n < · · · < t −1 < t 0 < t 1 < · · · < t n < · · · , and t n → ±∞ for n → ±∞.
(C 2 ) There exist a constant T 2 > 0 and an integer q ≥ 1 such that t k+q − t k = T 2 and l k+q = l k for any integer k.
(C 3 ) T 2 /T 1 = p/s is rational with p ≥ 1, s ≥ 1 and (p, s) = 1.
(C 4 ) The functions l k (k = 0, ±1, ±2, · · · ) are C r functions with respect to x and continuous with respect to (x, ε) for any k = 0, ±1, ±2, · · · .
Let T = pT 1 = sT 2 . From (C 2 ) and (C 3 ), we can see that system (3) is a periodic system having (the least) period T . For system (1) , besides the assumption of (A 1 ) and (A 2 ), we further make the following assumption:
(A 3 ) there exists h 0 ∈ V , such that T (h 0 ) T = m K with m ≥ 1, K ≥ 1 and (m, K) = 1.
From [13] , we know that a solution x(t,t 0 , x 0 ) of an impulsive differential equation is piece continuous in t, i.e., it is continuous in each interval (t k−1 , t k ), continuous from the left at the impulsive moment t = t k and has discontinuities of the first kind at t = t k for any integer k.
We have the following definition from [13] Definition 1.1. Let x(t,t 0 , x 0 ) denote the solution of (3) satisfying x(t 0 ,t 0 , x 0 ) = x 0 . If x(t + mT ±,t 0 , x 0 ) = x(t±,t 0 , x 0 ) for all t ∈ R for some integer m ≥ 1, that is, x(t,t 0 , x 0 ) is of period mT in t, then the solution is said to be harmonic (or subharmonic of order m) if m = 1 (or m > 1).
There have been many studies on impulsive differential systems, see [11] [12] [13] . However, there are few results on studying bifurcations of periodic solutions of impulsive differential system. In [14] , we studied the periodic solution and its bifurcations of one dimensional periodic impulsive differential systems by using Poincare map. In this paper, we will use Melnikov function to study harmonic or subharmonic solutions of two dimensional impulsive differential system (3).
We organize the paper as follows. In section 2 we give some preliminary lemmas, and study in detail the solution of system (3) with the initial value condition. In section 3 we state the main results of the paper with their proofs. In section 4 we provide a simple example to demonstrate how the methods works.
Preliminaries
Suppose that assumptions (A 1 ) − (A 3 ) and conditions (C 1 ) − (C 4 ) are satisfied. Then, we consider the existence of mT −periodic solution of system (3) near L h 0 . We will introduce new coordinates around L h by using its time-parameter representation. Note that for each h ∈ V , L h is periodic. We suppose that L h has the representation
We rescale the first variable of q introducing
where Ω(h) = 2π/T (h). Then G is of C r , 2π−periodic in θ and satisfies
Differentiating (5) in θ and h separately we have
Note that q is a solution of (1) . From (4) we have
where the partial derivatives D h G and D θ G of the vertical vector G in h and θ separately are 2 × 1 vectors. From [8] we have the following lemma.
Lemma 2.1. There exists a unique 1 × 2 vector α(θ, h) which is C r in (θ, h) and 2π−periodic in θ for h ∈ V and 0 ≤ θ ≤ 2π, such that
In fact, let
Then, by the first equation of (9) we can set
with a real numberk(θ, h) for any (θ, h) ∈ [0, 2π]×V . Substituting (10) into the second equation
of (9), we havek
For the impulsive differential system (3) we have Lemma 2.2. The periodic transformation
transforms system (3) into the system
where θ
Proof. We prove the lemma following the idea of lemma 1.2 of [8] . When t = t k , differentiating both sides of equation (12) with respect to t, and using (3) we have
Multiplying both sides of (14) from the left by DH(G) and using (7) − (8), we can obtaiṅ
Similarly, multiplying both sides of (14) from the left by α(θ, h) and using Lemma 1.1 and (8),
we haveθ
For any k ∈ Z, when t = t k we have
where
Hence, we conclude that
Multiplying both sides of (15) from the left by DH(G(θ k , h k )) and using (6)− (7), we obtain
Similarly, multiplying both sides of (15) from the left by α(θ k , h k ) and using Lemma 1.1, we
From (16) and (17), we can obtain
Under the hypothesis (C1) − (C4), the solution of the of initial value problem for system (13) is unique. By lemma 2.2, under the periodic transformation (12), system (3) is transformed into (13) . When ε = 0, system (13) becomeṡ
Then, the solution of system (18) satisfying the initial valueθ(t 0 ) = 0,h(t 0 ) = r is given bỹ
For convenience, we suppose that t 0 <t 0 ≤ t 1 . Let
for any k ∈ Z, and let (θ(t,t 0 , r, ε), h(t,t 0 , r, ε))(t ≥t 0 ) be the solution of system (13) satisfying the initial value problem
Let (θ(t, τ, θ, r, ε),h(t, τ, θ, r, ε))(t ≥ τ ) be the solution of the system
satisfying the initial valueθ
Then, obviously, fort 0 < t ≤ t 1 we have
Moreover, the solution (θ(t,t 0 , 0, r, ε),h(t,t 0 , 0, r, ε))(t >t 0 ) has the expansion
for |ε| small enough, whereθ
Notice that
Substituting the above and (20) into (19) and comparing the coefficients of ε on both sides of the equation, we obtaiṅ
Consequently, we find
Obviously,
. By (22) and lemma 2.2, we can obtain
and
Similarly, for t 1 < t ≤ t 2 , the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) is equal to the solution (θ(t, t 1 , θ
of (19). In other words, the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) for t 1 < t ≤ t 2 is determined by the value (θ
is also determined by the value (θ , then we will know all the values of (θ
By definition of solutions (θ, h) and (θ,h), for t k < t ≤ t k+1 we have (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) = (θ(t, t k , θ
As
for ε small, whereθ k+1 (t, t k , r) = ∂θ ∂ε (t, t k , θ
In the same way, we havė
From (25), we obtain
By lemma 2.2, using (27) − (28) and noting that θ k = θ * k + O(ε) and h k = r + O(ε) for |ε| small enough, we have
The above two equations give a relation between (θ
). By induction, we can obtain (θ + n , h + n ) for any n ≥ 1 easily. For any t ∈ (t n , t n+1 ](n ≥ 1) we know that (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) = (θ(t, t n , θ
In fact, for the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε))(t ≥t 0 ) we have Lemma 2.3. For any t ∈ (t n , t n+1 ] with n ≥ 1,
DH(q(s −t 0 , r))g(s, q(s −t 0 , r), 0)ds
Proof. Combining (23) − (24) and (29) − (30), for any n ≥ 1 by induction we can obtain (θ + n , h + n ) = (θ(t n +,t 0 , r, ε), h(t n +,t 0 , r, ε)) as follows
with
which givesĥ
Moreover, for any t ∈ (t n , t n+1 ](n ≥ 1) we know that the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) equals to the solution (θ(t, t n , θ + n , h + n , ε),h(t, t n , θ + n , h + n , ε)) of system (19). Therefore, for t ∈ (t n , t n+1 ](n ≥ 1) we have
Substituting (35) − (39) into (40) − (41), we can easily derive (31).
Therefore, we have obtained the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε))(t ≥t 0 ) of the impulsive differential equation (13) satisfying the initial value (θ 0 , h 0 ) = (0, r) at t =t 0 with t 0 <t 0 ≤ t 1 .
It is easy to see that the solution is unique for t ≥t 0 . Note that the function x + εl k (x, ε) is monotonically increasing with respect to x for any k ∈ Z for ε small. Hence, the solution can be well-defined for t <t 0 . Thus for any initial value (θ 0 , h 0 ) = (0, r) at t =t 0 with t 0 <t 0 ≤ t 1 ,
we can obtain a unique solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) (t ∈ R) of system (13). When we discuss the existence of T −periodic(or mT −periodic) solutions of the system (13), we only need to consider the periodicity of the solution (θ(t,t 0 , r, ε), h(t,t 0 , r, ε)) for t ≥t 0 .
Moreover, ift 0 ∈ (t k , t k+1 ] with some k ∈ Z/{0}, then we can similarly obtain the solution of system (13) with initial value (θ 0 , h 0 ) = (0, r) at t =t 0 .
Main Results
In this section, using the lemmas obtained in section 2, we study the existence of harmonic or subharmonic solutions of system (13) .
Introduce the Poincare map of the system (13) as follows
where (θ * (t,t 0 , θ 0 , h 0 ), h * (t,t 0 , θ 0 , h 0 )) is the solution of impulsive system (13) with initial value (θ 0 , h 0 ) at t =t 0 . Denote by P m ε,t 0 the mth iteration of P ε,t 0 .
we know, mT = msT 1 = ms(t k+q − t k ) for any integer k. So we have mT = t msq − t 0 and
Applying θ * k = Ω(r)(t k −t 0 ) for any integer k, by lemma 2.3 we have
Similarly, for t ∈ (t j−1 , t j ] with an integer j ∈ Z, we have
Further, we have the following lemma. Proof. By [8] we know that the function mT 0 DH(q(s, h 0 ))g(s −t 0 , q(s, h 0 ), 0)ds is periodic and both T (h 0 ) and T (h) are its periods. Therefore, we need only to prove that the function
is periodic and has T as its period.
For anyt 0 ∈ (t j−1 , t j ] with j ∈ Z, by T = sT 1 = s(t k+q − t k ) for any integer k, we know thatt 0 + T ∈ (t sq+j−1 , t sq+j ] and
That is, the function ∆ is periodic and T is its period.
As the result, from (42) − (46) we have
Recall that
Hence, from (48), for small ε = 0 and |r − h 0 | small (0, r) is a fixed point of P m ε,t 0 if and only if
By [13] , we know that a solution x(t,t 0 , r, ε) of system (3) . Therefore, we can now prove the following theorem. 
(2) Suppose that (50) is satisfied. Let further
Then, for any small ε = 0 the system (3) has a subharmonic (or harmonic) solution x ε (t) of order m > 1 (or m = 1) with the property
Proof. The conclusion (1) follows directly from the second equation of Eq. (49).
(2) By (49) we have
.
Inequalities (51) imply that the determinant of the Jacobian of (F 1 , F 2 ) with respect to (t 0 , r)
at (t * 0 , h 0 , 0) is not zero. Hence, from the implicit function theorem we know that there exist neighborhoods U 0 of (t * 0 , h 0 ) and V 0 of ε = 0 such that for each ε ∈ V 0 (49) has a unique solution
Substituting the above into (37) and (39), we see that system (13) has a subharmonic solution of order m of the form
Then inserting the above into (12) and using (4), we find that system (3) has a subharmonic solution of order m of the form
which yields (52).
Now suppose the period T (h) = T 0 is a constant. Then Ω(h) ≡ 2π/T 0 and Ω ′ (h) = 0.
Therefore, the above theorem is not valid in this case. Note that the first equation of (38)
Example 4.1. As a simple application of the above theorem, we consider the system
As we know, without impulsive terms there is no periodic solution of system (59) for ε = 0 small. However, we will prove that there may be one or more periodic solutions of the system under impulsive perturbation.
We have that
For any h > 0, L h = {(x, y) : H(x, y) = h} is a closed orbit with the period T (h) = 2π = T .
This closed orbit can be expressed as
Moreover, 
we can obtain three solutions (t * 0 , h 0 ) = ( Therefore, by theorem 3.2, system (59) has three harmonic solutions x ε (t), y ε (t) and z ε (t) with the property 
