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STOCHASTIC BURGERS EQUATION FROM LONG RANGE
EXCLUSION INTERACTIONS
PATRÍCIA GONÇALVES AND MILTON JARA
ABSTRACT. We consider one-dimensional exclusion processes with long jumps given
by a transition probability of the form pn(·) = s(·) + γna(·), such that its symmetric
part s(·) is irreducible with finite variance and its antisymmetric part is absolutely
bounded by s(·). We prove that under diffusive time scaling and strength of asymmetryp
nγn →n→∞ b 6= 0, the equilibrium density fluctuations are given by the unique
energy solution of the stochastic Burgers equation.
1. INTRODUCTION
Scaling limits of one-dimensional, stochastic interface models and their relation
with the Kardar-Parisi-Zhang (KPZ) [23] equation
∂tXt =∆Xt +λ
 ∇Xt)2+ ξ
have been the subject of intense study in the mathematical physics community during
the last few years. In this equation, ξ stands for a standard, space-time white noise.
One line of research corresponds to what is known as the weak universality of the
KPZ equation. Roughly speaking, the KPZ equation should arise as the scaling limit
of any one-dimensional, non-reversible family of stochastic interface models with local
interactions on which there is a natural way to scale down the asymmetry of the model
as the scale grows.
From the point of view of interacting particle systems, it is more natural to look at
the derivative of the interface. The stochastic process obtained in this way corresponds
to a non-reversible particle system with a conservation law, most of the times the num-
ber of particles of the system. This conservation law is equivalent to the local character
of the dynamics in the interface model. The limiting equation will be the stochastic
Burgers equation
∂tYt = 12σ
2∆Yt +λ∇Y 2t + ν∇ξ, (1.1)
where ξ is a space-time white noise and σ2, λ, ν are model-dependent constants. This
equation is the one satisfied by the space derivative of the solution of the KPZ equation.
The first mathematically rigorous work showing the convergence of the density
fluctuations of an interface growth model is the one of Bertini and Giacomin [2].
The authors considered the weakly asymmetric simple exclusion process (WASEP) and
they proved that its density fluctuations converge to the so-called Cole-Hopf solution of
(1.1). Their result holds for a large class of initial conditions and it was also the first
article where a proper mathematically rigorous definition of the KPZ/Burgers equation
was given. Interpreted in terms of interface models, in [2] the authors proved that the
scaling limit of current fluctuations in the WASEP is given by the KPZ equation.
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The results of [2] heavily rely on the so-called Gartner transform (see [11, 13]),
which is a discrete version of the Cole-Hopf transform that effectively linearizes the
asymmetric simple exclusion process (ASEP). This linearization is a blueprint of the
richer integrable structure of the ASEP. This integrable structure was discovered by
relating the ASEP to the Bethe Ansatz [31], [34]. The theory of MacDonald processes
[3] allows to discover various other systems with rich integrable structure, as well as
to extend the integrable structure of ASEP [4].
In order to prove convergence of density fluctuations to solutions of (1.1), there
are two well developed strategies, which are very different and complementary in
nature. One strategy is to consider a model with enough structure to allow a linearizing
transformation, similar to Gartner transform. If this strategy is successful, the original
method of Bertini and Giacomin [2] should work, modulo model-dependent technical
points. This strategy has been performed by instance in [1], [8], [7], [6], [26]. When
this strategy works, the underlying integrable structure usually allows to obtain fine
details of the solutions of the KPZ equation starting from special initial conditions, as
well as to allow very general initial data.
The second strategy relies on the concept of energy solutions of the KPZ/Burgers
equation (1.1), introduced in [14]. Conditioned on the uniqueness of stationary so-
lutions of this equation, the authors proved in [14] convergence of the density fluc-
tuations to this stationary solution for a large class of weakly asymmetric stochastic
models. In particular, no integrability assumptions are made. The convergence of in-
terface fluctuations of the associated growth models is also obtained as a consequence
of the convergence of current fluctuations. Uniqueness of stationary energy solutions
of the KPZ/Burgers equations as defined in [18] were proved to hold on the torus
in [19] and on the real line in [10], closing the gap in the proof of convergence of
[14]. In [16], the proof of convergence was generalized to include particle systems
without product invariant measures and to include non-stationary initial data for the
KPZ/Burgers equation. This strategy has been applied to show convergence to the
stationary energy solution of (1.1) for a variety of models in [5], [17], [19], [12],
[10].
These two strategies to prove convergence to (1.1) are complementary in the fol-
lowing sense. On one hand, the main drawback of the method based on the Gartner-
Cole-Hopf transform is that it only works for models satisfying very specific conditions
of algebraic and/or combinatoric type. Therefore, even perturbations vanishing in the
limit will prevent the use of this transform. For the method based on energy solutions,
the set of assumptions required for the model are basically the same required to prove
convergence of the symmetrized model to the Ornstein-Uhlenbeck equation
∂tYt =
1
2
σ2∆Yt + ν∇ξ.
On the other hand, the main drawback of the method based on energy solutions is that
convergence can be proved only for almost stationary initial conditions, in the sense
that the initial condition of (1.1) should have bounded entropy with respect to the
stationary one.
Let us mention here that a satisfactory theory of solutions of (1.1) has been elusive
for a long time. The main difficulty comes from the fact that solutions of the linear part
of (1.1) are locally absolutely continuous with respect to spatial white noise, and scal-
ing arguments show that the nonlinear term should not modify the local regularity of
the solution. This means that solutions are distribution-valued, and it is far from clear
how to properly define the square of the solution appearing in the nonlinearity. In a
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pair of breakthrough works [21] and [22]M. Hairer developed the theory of regularity
structures to deal exactly with this kind of difficulties. In [21] he formulated a notion of
solution of (1.1) that gives uniqueness and he proved that this solution coincides with
the Cole-Hopf solution introduded in [2]. However, the notion of regularity structures
is yet to be successfully adapted to the context of interacting particle systems. The
notion of energy solutions, based on martingale problems, is close in spirit to the clas-
sical martingale characterization of Markov processes of Stroock and Varadhan [33],
and the method of proof is inspired by the theory of hydrodynamic limits of particle
systems. Therefore it fits very well in the context of interacting particle systems.
The exclusion process, as introduced by Spitzer [32] (see the classical book of
Liggett [27] for a detailed exposition of this process) has been one of the most studied
interacting particle systems. Despite its simplicity, it is remarkable that many phenom-
ena in non-equilibrium statistical physics can be modeled using the exclusion process.
As can be seen from the list of references already mentioned, the KPZ/Burgers equa-
tion is not an exception to this rule. The seminal article [2] derived the KPZ/Burgers
equation from the WASEP, and [1] took one step further by computing the probabil-
ity laws of some observables of interest of the KPZ equation using the convergence
of WASEP to the KPZ equation. In [8], the proof of [2] was extended to exclusion
processes with range at most 3. Looking at the discussion in [8], it becomes more or
less clear that their result is optimal in the sense that no exclusion process with range
greater or equal to 4 should be linearized by a properly chosen Gartner transform. The
aim of this article is to treat the exclusion process with arbitrary range as a test case
for the method of energy solutions. As already pointed out in [8], [16], [15], the pa-
rameters in (1.1) depend on the first moment of the jump rate of the exclusion process
and on the second moment of the symmetric part of this jump rate. Therefore, it is
reasonable to consider a weakly asymmetric jump rate of the form
pn(z) = s(z) + γna(z), (1.2)
where s(·) is a symmetric jump rate in Z, γ satisfies γn
p
n → b 6= 0 and a(·) is an
antisymmetric function on Z, and to assume that
σ2 =
∑
z∈Z
z2s(z)<+∞. (H1)
In [8], it is shown that the Gartner transform linearizes the problem if and only if
s(z) has range at most 3 and a(·) is chosen as a particular function of s(·) (the one-
parameter family of rates mentioned in [8] corresponds to the choice of b here). Since
we also want pn(·) to be non-negative, it is necessary to assume that
there exists a finite constant C such that |a(z)| ≤ Cs(z) for any z ∈ Z. (H2)
The main objective of this article is to prove Theorem 2.3, which states that under these
two assumptions on pn(·), plus the irreducibility of s(·), the density fluctuations of the
weakly asymmetric exclusion processes associated to pn(·) starting from the stationary
state converge to the stationary energy solution of (1.1). Notice that (H1) is necessary
to have a well-defined limit on the diffusive time scale, even for symmetric exclusion
processes, and (H2) is necessary to have a well-defined process. Therefore, we say
that our result is optimal for the exclusion process, and that the weak universality of
(1.1) at stationarity is proved for the exclusion process. We point out here that the s(·)
and a(·) can have arbitrary, or even infinite range, as long as (H1) and (H2) remain in
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force. For example, the choice s(z) = c|z|1+β , a(z) = sgn(z)s(z) with β > 2, is covered
by Theorem 2.3.
Note that the WASEP considered in [2] corresponds to the choice pn(1) =
1
2
, pn(−1) =
1
2
+ 1p
n
. This jump rate does not match (1.2), since its symmetric part depends on n.
This difference is irrelevant, since it can be understood as a time change of the process
that vanishes in the limit n→∞. We have chosen (1.2) basically for aesthetic reasons;
if instead of (1.2) we take
pn(z) = s(z) + γna(z)1(z > 0),
assumption (H1) has to be replaced by∑
z>0
z2(s(z) + |a(z)|)<+∞,
which we find less pleasant than (H1).
The proof of Theorem 2.3 follows the method introduced in [14]. The main diffi-
culty in this method is to obtain a second-order Boltzmann-Gibbs principle, which im-
proves the classical Boltzmann-Gibbs principle (see Chapter 11 of [24] for a discussion
on the Boltzmann-Gibbs principle and further references) from the theory of hydro-
dynamic limits in two ways. First it includes second-order terms and second it gives
quantitative bounds on the error terms which are sharp up to constants. For the exclu-
sion process considered in this article, since we are not assuming that pn(·) has finite
range, we have to deal with non-local functions at the level of the Boltzmann-Gibbs
principle. This is the main point where new arguments are needed. In fact, the micro-
scopic currents are non-local. A naïve cut-off of large jumps is not enough. In Section
3.2.1 we use an integration-by-parts formula to first replace the non-local currents of
the system by local terms. This replacement is inspired on Proposition 5 in [17]. After
this replacement is performed, the proof follows like in [14].
Here follows an outline of this paper. In Section 2 we introduce the model and we
state our main result, namely Theorem 2.3. In Section 3 we characterize the limiting
points of the sequence of density fluctuation fields and in Section 4 we prove the
existence of such limit points by showing that this sequence is tight. In Section 5 we
prove Theorem 2.3. In the Appendix we collect some aside results that are needed
along the article.
2. MODEL AND DEFINITIONS
2.1. The exclusion process. The one-dimensional exclusion process is a Markov pro-
cess denoted by {ηt ; t ≥ 0} and with space state Ω := {0,1}Z. Its dynamics is defined
in the following way. Let p : Z → [0,1] be a probability measure which, to avoid
degeneracies, satisfies p(0) = 0. We call p(·) a transition probability. The value of
ηt(x) represents the presence or absence of a particle at site x at time t, depending on
whether ηt(x) = 1 or ηt(x) = 0. The fact that η(x) ∈ {0,1} is known as the exclusion
rule which prohibits more than one particle at each site at a given time. We call ηt(x)
the occupation variables. Each particle has its own, independent Poissonian clock of
rate 1. Each time a clock rings, the corresponding particle tries to give a jump of a
size z chosen according to the transition probability p(·). If the destination site, let us
say x + z is empty, then the particle jumps from the departure site x; otherwise the
particle stays at the site x . When the initial number of particles is finite, this process is
just a continuous-time Markov chain with bounded rates, and therefore this definition
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does not pose any problem. When the initial number of particles is infinite, a more
careful construction is needed, see Chapters I.3 and VIII of [27] for details. The dy-
namics introduced above can be characterized by means of an infinitesimal generator
as follows. We say that a function f : Ω → R is local if there exists A ⊆ Z finite such
that f depends on η only through the coordinates η(x) with x ∈ A and in that case we
say that the support of f belongs to A. For f : Ω→ R local we define L f : Ω→ R on
η ∈ Ω as
L f (η) =
∑
x ,y∈Z
p(y − x)η(x)(1−η(y)) f (ηx ,y)− f (η)
where for x , y ∈ Z and η ∈ Ω the configuration ηx ,y ∈ Ω is defined as
ηx ,y(z) =

η(y) ; z = x ,
η(x) ; z = y,
η(z) ; z 6= x , y.
It can be checked that this sum is absolutely convergent since f is local and p(·) is
a probability measure. The linear operator L defined in this way turns out to be a
pregenerator of a Markov process {ηt; t ≥ 0}, see Proposition I.3.2 in [27]. We call
this process the one-dimensional exclusion process with transition probability p(·).
For ρ ∈ [0,1], let µρ be the Bernoulli product measure in Ω with density ρ. The
measures {µρ;ρ ∈ [0,1]} are invariant under the evolution of {ηt ; t ≥ 0}. If p(·)
is irreducible, then the measures {µρ;ρ ∈ [0,1]} are also ergodic. Notice that in
the dynamics defined above, particles are neither destroyed nor created, they simply
move according to the clocks and the transition probability. This conservation law
is reflected in the fact that there are many ergodic measures, (at least) one for each
density of particles.
2.2. Weakly asymmetric exclusion processes. In this section we introduce a weak
asymmetry in the dynamics that we defined above. For that purpose, let s : Z→ [0,1]
be a symmetric transition probability, namely such that s(z) = s(−z) for any z ∈ Z. We
assume that
s(·) is irreducible and σ2 :=
∑
z∈Z
s(z)z2 <+∞. (H1)
In other words, we assume that s(·) has finite second moment. Let a : Z → R be an
antisymmetric function, namely such that a(z) = −a(−z) for any z ∈ Z. We assume
that
there exists a finite constant C such that |a(z)| ≤ Cs(z) for any z ∈ Z. (H2)
Let n ∈ N be a scaling parameter and let −∞ < b < +∞ be a non-zero constant.
Let {γn;n ∈ N} be a real-valued sequence such that
i)
p
nγn → b as n→∞,
ii) pn(z) =: s(z) + γna(z) is a transition probability.
Notice that (H2) is necessary and sufficient for the existence of such a sequence.
Necessity follows from the positivity of pn(·), and sufficiency follows from taking γn =
bp
n
1(n≥
p
Cb). Notice as well that (H1) and (H2) imply that the series
m =
∑
z∈Z
za(z) (2.1)
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is absolutely summable. For that purpose notice that∑
z∈Z
|za(z)| ≤ C
∑
z∈Z
|z|s(z) ≤ C
∑
z∈Z
z2s(z) <+∞.
We will also use several times that∑
z∈Z
z2|a(z)|<+∞ and, in particular, that lim
z→±∞
z2a(z) = 0.
The weakly asymmetric exclusion process is the family of processes {ηn
t
; t ≥ 0} gener-
ated by
Ln f (η) = n
2
∑
x ,y∈Z
pn(y − x)η(x)(1−η(y))

f (ηx ,y)− f (η).
In other words, {ηn
t
; t ≥ 0} is the exclusion process with transition probability pn(·)
and accelerated by n2. From this acceleration we can already guess that we will be
interested in scaling limits of {ηn
t
; t ≥ 0} in a diffusive space-time scaling. Therefore, it
makes perfect sense to ask for (H1). Once (H1) is in force, (H2) is the least we can ask
in order to have a well-defined, weakly asymmetric, family of transition probabilities.
It is in this sense that we say that (H1) and (H2) are optimal.
Notice that the adjoint of Ln with respect to L
2(µρ) is the generator of the exclusion
process with transition probability given at z ∈ Z by p∗
n
(z) = pn(−z). In particular, the
symmetric part of Ln is equal to n
2S, where
S f (η) = 1
2
∑
x ,y∈Z
s(y − x) f (ηx ,y)− f (η). (2.2)
As remarked above, the weakly asymmetric exclusion process is not a process, but
rather a family of processes in which the asymmetric part of the transition probability
converges to 0 at speed n−1/2.
We consider the process {ηn
t
; t ≥ 0} in a stationary state, that is, starting from µρ for
some ρ ∈ (0,1). To simplify the exposition we take ρ = 1
2
. For ρ 6= 1
2
, the characteristic
velocity of the system is non-zero. The results proven in this article remain in force
after performing a Galilean transformation which puts the system in a reference frame
on which it has zero characteristic velocity. We denote by Pn the law of {ηnt ; t ≥ 0}
starting from µ1/2 and by En the expectation with respect to Pn. We denote by 〈·, ·〉 the
inner product in L2(µ1/2) and for an integrable function f : Ω→ R we denote by f¯ its
centred version, that is f¯ := f − 〈 f 〉, where 〈 f 〉 := 〈 f , 1〉.
2.3. The density fluctuation field. Let T be a finite time horizon. Let S (R) denote
the Schwartz space of test functions and let S ′(R) be the space of distributions, de-
fined as the topological dual of S (R) with respect to the inner-product in L2(R). Let
D([0, T];S ′(R)) (resp. C ([0, T];S ′(R))) be the Skorohod space of càdlàg (resp. con-
tinuous) paths in S ′(R). For n ∈ N we define the process {Y n
t
; t ∈ [0, T]} with trajec-
tories in D([0, T];S ′(R)) in the following way. For t ∈ [0, T] and f ∈ S (R),
Y n
t
( f ) =
1p
n
∑
x∈Z
η¯n
t
(x) f
  x
n

.
The process {Y n
t
; t ∈ [0, T]} is called the density fluctuation field associated to the
process {ηn
t
; t ∈ [0, T]}. The main objective of this article is to prove a convergence
result for this field. Before stating this result we need to define the limiting object
{Yt ; t ∈ [0, T]}.
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2.4. Stationary energy solutions. In this section we define what it is known as the
stationary energy solution of the stochastic Burgers equation
∂tYt = 12σ
2∆Yt + bm∇Y 2t + 12σ∇ξ, (2.3)
where ξ is a standard space-time white noise, σ2 is defined in (H1), b is fixed in i) and
m is given in (2.1). First we introduce the notion of controlled processes.
Definition 2.1 (Controlled process [19]).
A pair of stochastic processes {(Yt ,At); t ∈ [0, T]} with trajectories inC ([0, T];S ′(R))
is controlled by the Ornstein-Uhlenbeck equation
∂tYt =
1
2
σ2∆Yt +
σ
2
∇ξ. (2.4)
if:
i) For each t ∈ [0, T], Yt is a white noise of variance 14 ,
ii) for each f ∈ S (R), the process
Mt( f ) = Yt( f )− Y0( f )−
∫ t
0
Ys(
1
2
σ2 f ′′)ds− At( f )
is a Brownian motion of variance 1
4
σ2 t‖ f ′‖2
L2(R)
,
iii) for each f ∈ S (R) the process {At( f ); t ∈ [0, T]} is a.s. of zero quadratic
variation,
iv) for each T > 0, the pair {(YT−t,−(AT−t − AT )); t ∈ [0, T]} satisfies ii).
In this case we say that {(Yt ,At); t ∈ [0, T]} is a controlled process.
Above ‖ · ‖2
L2 (R)
denotes the usual L2-norm. Note that if At ≡ 0, then {Yt ; t ∈ [0, T]}
is the stationary solution of the Ornstein-Uhlenbeck equation (2.4). Moreover, ii) can
be understood as a weak formulation of the equation
∂tYt = σ
2∆Yt + dAt +
1
2
σ∇ξ.
For controlled processes, it is possible to define the nonlinear term in the stochastic
Burgers equation (2.3) by approximation:
Proposition 2.1.
Let {(Yt ,At); t ∈ [0, T]} be a controlled process and let {ιǫ;ǫ ∈ (0,1)} be an approxi-
mation of the identity. Then, for any f ∈ S (R) the limit
Bt( f ) = lim
ǫ→0
∫ t
0
∫
R
 
Ys ∗ ιǫ(x)
2
f ′(x)d xds
exists and it is independent of the choice of ιǫ. Above ∗ denotes the convolution operator.
This proposition has been proved in [18], [19], [20]. The process Bt( f ) can be
understood as a weak version of ∇Y 2
t
.
Definition 2.2 (Stationary energy solution of (2.3)).
A controlled process {(Yt ,At); t ∈ [0, T]} is a stationary energy solution of the sto-
chastic Burgers equation (2.3) if At( f ) = bmBt( f ) a.s. for all f ∈ S (R) and t ∈ [0, T].
Proposition 2.2 (Uniqueness of stationary energy solution of the stochastic Burgers
equation [10]).
Any two stationary energy solutions of the stochastic Burgers equation (2.3) have the
same law.
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This proposition has been proved in [20] in the circle and the proof can be extended
to the real line R without too many changes [10]. The main drawback of Proposition
2.2 is that only gives uniqueness for the solution of the stochastic Burgers equation
with initial datum given by a white noise. In a seminal paper [21], Martin Hairer
introduced a stronger notion of solution of the stochastic Burgers equation, for which
he was able to obtain existence and uniqueness starting from fairly general initial data.
This result follows the setting of regularity structures. In [19] the authors also obtain
existence and uniqueness for solutions of the stochastic Burgers equation with general
initial data. Their approach is based on the concept of paraproducts. Both approaches
are not very suitable for proving convergence of microscopic particle systems to the
stochastic Burgers equation.
The notion of stationary energy solution of the stochastic Burgers equation can be
understood as a martingale problem for (2.3). It was first introduced in a slightly
different way in [14], where Proposition 2.2 was conjectured to be true and where,
assuming Proposition 2.2, the next result was proved for a large class of weakly asym-
metric interacting particle systems with finite-range interactions.
Theorem 2.3. The process {Y n
t
; t ∈ [0, T]} converges in law, as n → ∞, with respect
to the Skorohod topology of D([0, T];S ′(R)), to the stationary energy solution of the
stochastic Burgers equation given in (2.3).
Remark 2.4. We stress that the hypotheses (H1) and (H2) are optimal in the sense
that the very same conditions needed to define the approximations and limiting objects
appearing in Theorem 2.3 are the ones assumed for the transition probability pn(·).
Our main goal will be to prove Theorem 2.3. We will prove convergence of the
sequence {Y n
t
; t ∈ [0, T]}n∈N following the classical strategy of convergence in law,
namely we will prove tightness of the sequence with respect to the Skorohod topology,
then we will show that any limit point is a stationary energy solution of the stochastic
Burgers equation, and then we will invoke uniqueness of such solutions to close the
proof of convergence.
3. THE MARTINGALE PROBLEM
3.1. The associated martingales. As pointed out in Section 2.4, the energy formu-
lation of the stochastic Burgers equation given by (2.3) can be understood as a mar-
tingale problem. Therefore, martingales will play a prominent role in the proof of
Theorem 2.3. In this section we will introduce various martingales and we will ex-
plore their relation with the density fluctuation field Y n
t
. By Dynkin’s formula, for any
function f ∈ S (R), the process
M n
t
( f ) = Y n
t
( f ) = Y n0 ( f )−
∫ t
0
LnY ns ( f )ds (3.1)
is a martingale and its quadratic variation is equal to
〈M n
t
( f )〉 =
∫ t
0
n
∑
x ,y∈Z
pn(y − x)ηns (x)
 
1−ηn
s
(y)

( f
  y
n
− f   x
n

)2ds. (3.2)
SBE FROM LONG RANGE EXCLUSION INTERACTIONS 9
We have that
Lnη
n
t
(x) = n2
∑
y∈Z

pn(x − y)ηnt (y)(1−ηnt (x))− pn(y − x)ηnt (x)(1−ηnt (y))

= n2
∑
y∈Z
s(y − x)(ηn
t
(y)−ηn
t
(x))− n2γn
∑
y∈Z
a(y − x)(ηn
t
(x)−ηn
t
(y))2.
Let us rewrite (ηn
t
(x)−ηn
t
(y))2 in term of centred variables:
(ηn
t
(x)−ηn
t
(y))2 = 1
2
− 2η¯n
t
(x)η¯n
t
(y).
Therefore, we can rewrite the last term at the right hand side of (3.1) as∫ t
0
1p
n
∑
x ,y∈Z
η¯n
s
(x)n2s(y − x)

f
  y
n
− f   x
n

ds
−
∫ t
0
p
nγn
∑
x ,y∈Z
η¯n
s
(x)η¯n
s
(y)a(y − x)n

f
  y
n
− f   x
n

ds.
From this we conclude that∫ t
0
LnY ns ( f )ds =
∫ t
0
Y n
s
(Sn f )ds+
γn
p
n
b
A n
t
( f ),
where
Sn f
  x
n

= n2
∑
y∈Z
s(y − x)

f
  y
n
− f   x
n

, (3.3)
and,
A n
t
( f ) =−b
∫ t
0
∑
x ,y∈Z
η¯n
s
(x)η¯n
s
(y)a(y − x)n

f
  y
n
− f   x
n

ds.
By Lemma A.1, Sn f ( xn ) is a discrete approximation of
1
2
σ2 f ′′( x
n
). Therefore, our
aim will be to show that the identity
M n
t
( f ) = Y n
t
( f )−Y n0 ( f )−
∫ t
0
Y n
s
(Sn f )ds−
γn
p
n
b
A n
t
( f ) (3.4)
is a discrete version of the energy formulation of the stochastic Burgers equation in ii)
of Definition 2.1.
3.2. The microscopic non-linear term of stochastic Burgers equation. In this sec-
tion we analyze the microscopic process that corresponds to the non-linear term in the
stochastic Burgers equation, namely A n
t
( f ) which, after a change of variables, can be
rewritten as:
A n
t
( f ) = −2b
∫ t
0
∑
x∈Z
z>0
η¯n
s
(x)η¯n
s
(x + z)a(z)n

f
  x+z
n
− f   x
n

ds. (3.5)
Notice that the process A n
t
( f ) can be written as
∫ t
0
g(ηn
s
)ds for a properly defined
function g ∈ L2(µ1/2). We call this kind of processes additive functionals of the process
{ηn
t
; t ∈ [0, T]}. Our goal in this section is to write the additive functional (3.5) as
a function of the density fluctuation field Y n
t
. This will be done in two steps. First,
we use an integration by parts formula to write the fieldA n
t
( f ) as the sum of another
field which is “more local” plus an error term which is negligible in L2(Pn). This “more
local” field will only involve terms of the form η¯(x)η¯(x + 1). Second, we use the
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second-order Boltzmann-Gibbs principle, to replace the function η¯(x)η¯(x + 1) by a
function of the density fluctuation field.
3.2.1. An integration by parts formula. In this section we show that we can replace the
product η¯n
t
(x)η¯n
t
(x + z) by the nearest-neighbour product η¯n
t
(x)η¯n
t
(x + 1) in (3.5), at
the cost of an error that goes to 0 in L2(Pn), as n→∞. This is the content of the next
lemma.
Lemma 3.1. For any t ∈ [0, T] and any f ∈ S (R) it holds that
En
h∫ t
0
∑
x∈Z
z>0

η¯n
s
(x)η¯n
s
(x+z)−η¯n
s
(x)η¯n
s
(x+1)
	
a(z)n

f
  x+z
n
− f   x
n

ds
2i
≤ C( f )t
n
.
(3.6)
Proof. Let us introduce the notation
∇n
x ,x+z f := n

f
  x+z
n
− f   x
n

. (3.7)
From Lemma 2.4 of [25], the expectation in (3.6) is bounded from above by
C t sup
h local
n
2
∑
x∈Z
z>0
a(z)∇n
x ,x+z f 〈η¯(x)η¯(x + z)− η¯(x)η¯(x + 1),h〉 − 〈h,−Lnh〉
o
. (3.8)
Using the change of variables η→ ηx+1,x+z, under which the measure µ1/2 is invariant,
we can rewrite the first term of the previous expression as
2
∑
x∈Z
z>0
a(z)∇n
x ,x+z f


η¯(x)η¯(x + 1),h(ηx+1,x+z)− h(η). (3.9)
Now we use the weighted Cauchy-Schwarz estimate for each x , z, to get the bound
η¯(x)η¯(x + 1),h(ηx+1,x+z)− h(η)≤ β(x , z)
2
∫  
η¯(x)η¯(x + 1)
2
dµ1/2
+
Ix+1,x+z(h)
2β(x , z)
,
where for y, y ′ ∈ Z,
I y,y ′(h) =
∫  
h(ηy,y
′
)− h(η)2dµ1/2. (3.10)
By Lemma 3.2 below, for any x , z ∈ Z with z > 0,
Ix+1,x+z(h)≤ (4z− 7)
x+z−1∑
y=x+1
I y,y+1(h). (3.11)
Let us define the Dirichlet form D(h) as
D(h) = 1
2
∑
x∈Z
Ix ,x+1(h). (3.12)
Let us choose β(x , z) = 16β |∇n
x ,x+z f |. Then (3.9) is bounded above by
β
∑
x∈Z
z>0
|a(z)|
∇n
x ,x+z f
2 + 1
8β
∑
z>0
|a(z)|z2D(h). (3.13)
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Here we use that
∫  
η¯(x)η¯(x + 1)
2
dµ1/2 =
1
16
, that
∑
x∈Z
z−1∑
i=1
Ix+i,x+i+1(h) = 2(z − 1)D(h)
and that (4z − 7)(z− 1) ≤ 4z2.
Now, since the symmetric part of Ln is equal to n
2S, where S is given in (2.2), we
have 〈h,−Lnh〉 = n2〈h,−Sh〉. By Lemma A.2, the sum
1
n
∑
x∈Z
z>0
|a(z)||∇n
x ,x+z f |2
is uniformly bounded in n. From Lemma 3.3, taking β = C2
8n2
∑
z>0 z
2|a(z)| we get
that (3.13) is bounded above by C( f )/n, where C( f ) only depends on f , a(·) and the
constant C2 of Lemma 3.3. This ends the proof of the lemma. 
The method described above can be seen as a long-range version of the integrations-
by-parts formula used for example in Section 7.2 of [24]. The particular form presented
here was taken from [17].
Finally, we show the equivalence between Dirichlet forms that was used above.
Lemma 3.2 (Moving-particle lemma [29], [9]). Recall (3.10). For any x , z ∈ Z with
z > 0 and any h ∈ L2(µ1/2),
Ix ,x+z(h)≤ (4z − 3)
x+z−1∑
y=x
I y,y+1(h). (3.14)
Proof. This result was proved in [29] and [9] with a smaller constant in front of the
sum. At the expenses of a constant factor, we can give a quicker proof. First we observe
that
ηx ,x+z =
 
(ηx ,x+1)x+1,x+z
x ,x+1.
Then we observe that for any θ ∈ (0,1/2),
(a1+ a2 + a3)
2 ≤
a21 + a
2
2
θ
+
a23
1− 2θ .
Now we write
h(ηx ,x+z)− h(η) = h
 
(ηx ,x+1)x+1,x+z
x ,x+1− h (ηx ,x+1)x+1,x+z
+ h
 
(ηx ,x+1)x+1,x+z
− h(ηx ,x+1)
h(ηx ,x+1)− h(η)
to get the bound
Ix ,x+z(h)≤
2
θ
Ix ,x+1(h) +
1
1− 2θ Ix+1,x+z(h).
Now we can proceed in an iterative way: assume that
Ix+1,x+z(h)≤ a(z− 1)
z−1∑
y=x+1
I y,y+1(h).
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Then taking θ = 2
4+a(z−1) we see that
Ix ,x+z(h)≤ (4+ a(z − 1))

Ix ,x+1(h) +
1
a(z− 1) Ix+1,x+z(h)

.
Since we can trivially take a(1) = 1, the lemma is proved. 
Lemma 3.3 (Equivalence of Dirichlet forms). For any h ∈ L2(µ1/2), let D(h) be the
Dirichlet form defined in (3.12). There exist constants C1,C2 such that
C1〈h,−Sh〉 ≤ D(h)≤ C2〈h,−Sh〉. (3.15)
Proof. First we note that
〈h,−Sh〉= 1
4
∑
x ,z∈Z
s(z)
∫
(h(ηx ,x+z)− h(η)2dµ1/2 = 12 ∑
x ,z∈Z
z>0
s(z)Ix ,x+z(h).
Now, from (3.14) and by translation invariance, we get
〈h,−Sh〉 ≤ 1
2
∑
x ,z∈Z
z>0
s(z)(4z − 3)
x+z−1∑
y=x
I y,y+1(h)≤
∑
z∈Z
(4z − 3)zs(z)D(h) ≤ 4σ2D(h).
(3.16)
This proves the estimate on the left-hand side in the statement of the lemma for the
choice C1 =
1
4σ2
.
In order to prove the second estimate, let {x0, . . . , xm} be a sequence in Z such that
x0 = 0, xm = 1 and s(x i − x i−1)> 0 for any i ∈ {1, . . . ,m}. This sequence exists by the
irreducibility of s(·). Notice that the proof of Lemma 3.2 also shows that
Ix ,x+1(h)≤ (4m− 3)
m∑
i=1
Ix i−1 ,x i(h).
Define zi = x i − x i−1, i = 1, . . . ,m. By translation invariance, we have that∑
x∈Z
Ix ,x+1(h)≤ (4m− 3)
m∑
i=1
∑
x∈Z
Ix ,x+zi (h)≤
(4m+−3)m
mini s(zi)
∑
x ,z∈Z
z>0
s(z)Ix ,x+z(h),
which proves the second estimate in the statement of the lemma for C2 =
(4m−3)m
mini s(zi)
. 
Remark 3.4. In this article we only need the second estimate in (3.15), but for complete-
ness we included also the first estimate.
3.2.2. The second-order Boltzmann-Gibbs principle. Notice that by (3.5) and (3.7) we
have that
A n
t
( f ) =−2b
∫ t
0
∑
x∈Z
z>0
η¯n
s
(x)η¯n
s
(x + z)a(z)n∇n
x ,x+z f ds.
Define e∇n
x
f = 2n
∑
z>0
a(z)∇n
x ,x+z f . (3.17)
By Lemma A.3,
lim
n→∞
1
n
∑
x∈Z
 e∇n
x
f −mf ′  x
n
2
= 0.
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Let us define the process {Aˆ n
t
( f ); t ∈ [0, T]} as
Aˆ n
t
( f ) =−b
∫ t
0
∑
x∈Z
η¯n
s
(x)η¯n
s
(x + 1)e∇n
x
f ds.
In Lemma 3.1 above, what we have showed is that the processesA n
t
( f ) and Aˆ n
t
( f ) are
asymptotically equivalent in L2(Pn). The following proposition shows that the process
Aˆ n
t
( f ) can be approximated by a functional of the density of particles:
Proposition 3.5. There exists a finite constant C such that
En
h∫ t
0
∑
x∈Z

η¯n
s
(x)η¯n
s
(x + 1)−ψℓ
x
(ηn
s
)
	e∇n
x
f ds
2i
≤ Cℓt
n2
∑
x∈Z
 e∇n
x
f
2. (3.18)
for any t ≥ 0, any f ∈ S (R) and any ℓ,n ∈ N, where for η ∈ Ω,
ψℓ
x
(η) := ℓ
ℓ−1
 
ηℓ(x)− 1
2
2 − 1
4(ℓ−1)
and
ηℓ(x) :=
1
ℓ
x+ℓ−1∑
y=x
η(y).
Last proposition is known as the second-order Boltzmann-Gibbs principle and it was
introduced in [14]. The version presented here is a particular case of Corollary 2 in
[14], so we refer to that article for a proof.
Define ψ˜ℓ
x
(η) :=

ηℓ(x)− 1
2
2
. By the Cauchy-Schwarz inequality we see that
En
h∫ t
0
∑
x∈Z

ψℓ
x
(ηn
s
)− ψ˜ℓ
x
(ηn
s
)
e∇n
x
f ds
2i
≤ C t
ℓ2
∑
x∈Z
 e∇n
x
f
2, (3.19)
Let ǫ > 0 be fixed. Note that taking ℓ = ǫn, the right hand-side of (3.18) is of order tǫ
and the right-hand side of (3.19) is of order t2/(ǫ2n). Moreover, observe that for the
choice ℓ = ǫn we have that∑
x∈Z
ψ˜ǫn
x
(ηn
s
)e∇n
x
f =
1
n
∑
x∈Z

Y n
s
(ǫ−11[ x
n
, x
n
+ǫ))
  x
n
2 e∇n
x
f . (3.20)
Define ιǫ = ǫ
−11[0,ǫ) and let ∗ denote the convolution operator. The right-hand side of
(3.20) can be written as
1
n
∑
x∈Z

Y n
s
∗ ιǫ
  x
n
2 e∇n
x
f , (3.21)
which is a function of the density field Y n
s
. We conclude, at least heuristically, that
A n
t
( f ) looks like an approximation of the field m∇(Y n
s
)2 acting on the test function
f . For later reference, we define for ǫ > 0, n ∈ N, t ∈ [0, T] and f ∈ S (R)
A n,ǫ
t
( f ) =
∫ t
0
∑
x∈Z
ψ˜ǫn
x
(ηn
s
)e∇n
x
f ds.
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4. TIGHTNESS
In this section we prove tightness of the sequence {Y n
t
; t ∈ [0, T]}n∈N. We will use
Mitoma’s criterion:
Proposition 4.1 (Mitoma’s criterion [28]).
Fix T > 0. A sequence {Y n
t
; t ∈ [0, T]}n∈N of distribution-valued processes is tight
in D([0, T];S ′(R)) if and only if the sequence {Y n
t
( f ); t ∈ [0, T]}n∈N of real-valued
processes is tight in D([0, T];R) for any f ∈ S (R).
Under this criterion we are left to check tightness for the real-valued processes
{Y n
t
( f ); t ∈ [0, T]}n∈N for any f ∈ S (R). By (3.4), it is enough to show tightness for
the sequence of random variables {Y n0 ( f )}n∈N and for each one of the sequences of
processes
{M n
t
( f ); t ∈ [0, T]}n∈N, {A nt ( f ); t ∈ [0, T]}n∈N, {
∫ t
0
Y n
s
(Sn f )ds; t ∈ [0, T]}n∈N.
(4.1)
4.1. Tightness at the initial time. We start with the simplest one which is the initial
data {Y n0 ( f )}n∈N. In fact, a simple computation shows that the characteristic function
of Y n0 ( f ) satisfies
lim
n→∞
logEn

eiθY
n
0 ( f )

=−1
8
θ‖ f ‖2
L2(R)
.
Therefore, {Y n0 ( f )}n∈N converges to a Gaussian law of mean 0 and variance 14‖ f ‖
2
L2(R)
and, in particular, it is tight.
4.2. Convergence of the martingales. Now we turn into the proof of tightness for
the martingales. In fact we are going to prove that the sequence of martingales
{M n
t
( f ); t ∈ [0, T]}n∈N converges in law, as n → ∞ to a Brownian motion of qua-
dratic variation 1
4
σ2‖∇ f ‖2
L2(R)
t, with respect to the uniform topology of D([0, T];R).
We will use the following criterion, taken from Theorem 2.1 in [35]:
Proposition 4.2. Let {Mn
t
; t ∈ [0, T]}n∈N be a sequence of square-integrable martingales.
Let {〈Mn
t
〉; t ∈ [0, T]} denote the quadratic variation of {Mn
t
; t ∈ [0, T]} and define the
maximal jump size of Mn
t
as the process
∆Mn
T
= sup
s≤t
Mn
t
−Mn
t−
.
Assume that
i) the quadratic variation {〈Mn
t
〉; t ∈ [0, T]} is a continuous process,
ii) the maximal jump satisfies
lim
n→∞
E
 
∆Mn
T
2
= 0,
iii) the quadratic variation processes {〈Mn
t
〉; t ∈ [0, T]}n∈N converge in law to the
deterministic path {σ2 t; t ∈ [0, T]}.
Then {Mn
t
; t ∈ [0, T]}n∈N converges in law to a Brownian motion of quadratic variation
σ2 t.
Recall from (3.2) that
〈M n
t
( f )〉 =
∫ t
0
n
∑
x ,y∈Z
pn(y − x)ηns (x)
 
1−ηn
s
(y)

( f
  y
n
− f   x
n

)2ds. (4.2)
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Therefore, condition i) of Proposition 4.2 is automatically satisfied. Now, we show that
the jumps of {M n
t
( f ); t ∈ [0, T]}n∈N are asymptotically negligible. First, from (3.4)
we see that
sup
t∈[0,T ]
M n
t
( f )−M n
t−( f )
 = sup
t∈[0,T ]
Y n
t
( f )−Y n
t−( f )
,
since all the other terms in (3.4) are continuous in time. Now, since at each time
t there is at most one jump, which changes the value of η at two positions, this
supremum is bounded by 2‖ f ‖∞p
n
, which vanishes as n → ∞. Therefore, we are left
to prove convergence in law of the process {〈M n
t
( f )〉; t ∈ [0, T]}n∈N. Note that
s(z) = (p(z) + p(−z))/2≥ p(z)/2 for any z ∈ Z. Therefore, from (4.2) we get that
d
dt
〈M n
t
( f )〉 ≤ 2
n
∑
x ,y∈Z
s(y − x) ∇n
x ,y f
2. (4.3)
By Lemma A.2, the right-hand side of this expression converges to 2σ2‖∇ f ‖2
L2(R)
as
n → ∞, and in particular it is uniformly bounded in n by a constant c( f ) that does
not depend on t. In particular, the process {〈M n
t
( f )〉; t ∈ [0, T]}n∈N is uniformly
Lipschitz in t ∈ [0, T] and n ∈ N. Therefore, the sequence {〈M n
t
( f )〉; t ∈ [0, T]}n∈N is
equicontinuous and, in particular, tight.
The convergence of finite-dimensional distributions can be shown as follows. First,
recall (4.2). We can write the sum in (4.2) as twice its half and in one of the halves we
can make the exchange of variables x ↔ y to get that
En
h
〈M n
t
( f )〉
i
=
t
4n
∑
x ,y∈Z
s(y − x) ∇n
x ,y f
2 n→∞−−→ 1
4
σ2 t‖ f ′‖2
L2(R)
.
Last convergence above follows from Lemma A.2. Then we prove the convergence of
the quadratic variation. From (4.2) and by centering, we get that
En
h
〈M n
t
( f )〉−En
h
〈M n
t
( f )〉
i2i
= En
h∫ t
0
1
n
∑
x ,y
pn(y − x)
 
ηn
s
(x)(1−ηn
s
(y))−χ(ρ) ∇n
x ,y f
2
ds
2i
≤ 2En
h∫ t
0
− 1
n
∑
x ,y
pn(y − x)η¯ns (x)η¯ns (y)
 ∇n
x ,y f
2
ds
2i
+ 2En
h∫ t
0
1
n
∑
x ,y
pn(y − x)
2

η¯n
s
(x)− η¯n
s
(y)
 ∇n
x ,y f
2
ds
2i
By a change of variables, the second term above can be written as
En
h∫ t
0
1
n
∑
x ,y
a(y − x)η¯n
s
(x)
 ∇n
x ,y f
2
ds
2i
and by the Cauchy-Schwarz inequality and independence, it is bounded from above by
C t2
n2
∑
x∈Z
∑
y∈Z
a(y − x) ∇n
x ,y f
22 ≤ c( f )t2
n
.
Similarly, by a change of variables, the remaining term can be written as
En
h∫ t
0
− 1
n
∑
x ,y
sn(y − x)η¯ns (x)η¯ns (y)
 ∇n
x ,y f
2
ds
2i
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and by the Cauchy-Schwarz inequality plus independence, it is bounded from above
by
C t2
n2
∑
x ,y∈Z
s(y − x)2 ∇n
x ,y f
4 ≤ c( f )t2
n
.
From this, we conclude that the martingales {M n
t
( f ); t ∈ [0, T]}n∈N converge in
law, as n→∞, to a Brownian motion of quadratic variation 1
4
σ2 t‖ f ′‖2
L2(R)
.
4.3. Tightness of the integral terms. Let us now prove tightness for the sequence
{
∫ t
0
Y n
s
(Sn f )ds; t ∈ [0, T]}n∈N. In this case we use the so-called Kolmogorov-Centsov
criterion:
Proposition 4.3 (Kolmogorov-Centsov’s criterion). A sequence {xn
t
; t ∈ [0, T]}n∈N of
continuous, real-valued, stochastic processes is tight with respect to the uniform topology
of C ([0, T];R) if the sequence of real-valued random variables {xn0}n∈N is tight and there
are positive constants K ,α,β such that
E[|xn
t
− xn
s
|α]≤ K |t − s|1+β
for any s, t ∈ [0, T] and any n ∈ N.
In the case of integral processes, that is, processes of the form {
∫ t
0
xn
s
ds; t ∈ [0, T]},
a simple consequence of Proposition 4.3 is the following:
Proposition 4.4. A sequence of processes of the form {
∫ t
0
xn
s
ds; t ∈ [0, T]}n∈N is tight,
with respect to the uniform topology of C ([0, T];R), if
limsup
n→∞
sup
0≤t≤T
E[(xn
t
)2] <+∞.
By independence, a simple computation shows that
En
Y n
s
(Sn f )2

= 1
4n
∑
x∈Z
 Sn f   xn2.
We can bound the previous expression from above by
1
2n
∑
x∈Z
 Sn f   xn− 12σ2

f ′′
  x
n
2
+ c( f )
≤ 1
2n
sup
x∈Z
Sn f   xn− 12σ2 f ′′  xn
∑
x∈Z
Sn f   xn− 12σ2 f ′′  xn
+ c( f ) (4.4)
By Lemma A.1, the term on the left hand side of the previous expression vanishes as
n→∞, from where we conclude that this sum is uniformly bounded in n. Therefore,
Proposition 4.4 shows that the sequence {
∫ t
0
Y n
s
(Sn f )ds; t ∈ [0, T]}n∈N is tight.
4.4. Tightness of the non-linear term. In order to prove tightness of {Y n
t
( f ); t ∈
[0, T]}n∈N, the most demanding term is {A nt ( f ); t ∈ [0, T]}n∈N. By Lemma 3.1, if
Rn
t
( f ) =A n
t
( f )− Aˆ n
t
( f ), then En[(Rnt ( f )2] ≤ c( f )t/n, so that Rnt ( f ) converges to
0 in L2(Pn), as n→∞. But this is not enough to get convergence to 0 as a process. If
we were able to prove tightness of {Rn
t
( f ); t ∈ [0, T]}n∈N, then the convergence, as a
process, would follow. We note however that since the variance bound we have so far
is linear in t, we cannot use the Kolmogorov-Centsov’s criterion (Proposition (4.3)).
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Neverthless, using the Cauchy-Schwarz inequality we can obtain a crude estimate on
the variance of Rn
t
( f ):
En
Rn
t
( f )2
 ≤ t2 ∫ ∑
x∈Z
z>0
a(z)
 
η¯(x)η¯(x + z)− η¯(x)η¯(x + 1)∇n
x ,x+z f
2
dµ1/2
≤ t
2
8
∑
x∈Z
z>0
a(z)2
 ∇n
x ,x+z f
2
+
∑
x∈Z
∑
z>0
a(z)∇n
x ,x+z f
2
≤ c( f )t2n,
for some constant c( f ). Therefore, now we have the bound
En
Rn
t
( f )2
 ≤ c( f )min{tn−1, t2n}.
One can easily check that these two bounds imply that, for any δ > 0,
En
 Rn
t
( f )−Rn
s
( f )
2≤ c( f ) |t − s|3/2−δ
nδ
.
In particular, the Kolmogorov-Centsov’s criterion now applies, from where we con-
clude that the sequence {Rn
t
( f ); t ∈ [0, T]}n∈N is tight. To finish, we are left to prove
tightness of {Aˆ n
t
( f ); t ∈ [0, T]}n∈N. By Proposition 3.5,
En
 Aˆ n
t
( f )−A n,ǫ
t
( f )
2≤ c( f )tǫ,
and by the Cauchy-Schwarz inequality we have that
En
A n,ǫ
t
( f )2
≤ t2
8ǫn
∑
x∈Z
 e∇n
x
f
2 ≤ c( f )t2ǫ−1.
Taking ǫ =
p
t we get the bound
En
 Aˆ n
t
( f )− Aˆ n
s
( f )
2≤ c( f )|t − s|3/2. (4.5)
Therefore, by Proposition 4.3, the sequence {Aˆ n
t
( f ); t ∈ [0, T]}n∈N is tight. From this
we conclude that the sequence {A n
t
; t ∈ [0, T]}n∈N is tight.
5. PROOF OF THEOREM 2.3
Since, from the computations of Section 4, we know that the sequence {Y n
t
; t ∈
[0, T]}n∈N is tight, then it has limit points. Let {Yt ; t ∈ [0, T]} be one of those
limit points and let n′ be a subsequence such that Y n′
t
→ Yt . If we can prove that
{Yt ; t ∈ [0, T]} is a stationary energy solution of the stochastic Burgers equation
(2.3), then convergence in law of {Y n
t
; t ∈ [0, T]} to {Yt ; t ∈ [0, T]} follows from
the uniqueness in law of such solutions. Before proving that {Yt ; t ∈ [0, T]} is a sta-
tionary energy solution of (2.3), we need to find a process {At ; t ∈ [0, T]} such that
the pair {(Yt ,At); t ∈ [0, T]} is a controlled process according to Definition 2.1. Let
us now check all the conditions of Definition 2.1.
We start with i). A simple computation, which was in fact done in Section 4, shows
that {Y n0 ( f )}n∈N converges to a Gaussian random variable of mean 0 and variance 14 .
Therefore, Y0 is a white noise of variance 14 . By stationarity of the measure µ1/2, the
same is true for Yt , for any t ∈ [0, T]. This shows i).
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For ii), the idea now is to take the limit n′→∞ in the equation (3.4). Without loss
of generality, we can assume that each one of the processes
{M n
t
( f ); t ∈ [0, T]}n∈N, {A nt ( f ); t ∈ [0, T]}n∈N, {
∫ t
0
Y n
s
(Sn f )ds; t ∈ [0, T]}n∈N
(5.1)
converges, as n′→∞, to some limiting process. Let {At( f ); t ∈ [0, T]} be the limit of
{A n′
t
( f ); t ∈ [0, T]}. From Section 4 we know thatMt( f ) given by
Yt( f )−Y0( f )−
∫ t
0
Ys(σ2 f ′′)ds− bAt( f )
is a Brownian motion of variance 1
4
σ2 t‖ f ′‖2
L2(R)
. Therefore, the pair {(Yt ,At); t ∈
[0, T]} satisfies condition ii) of the definition of controlled processes.
Now we prove condition iii). First we observe that since {Rn′
t
( f ); t ∈ [0, T]} con-
verges to 0, as n′ →∞,At( f ) is also the limit of Aˆ n
′
t
( f ). Since the bound (4.5) is an
upper bound which is uniform in n, it is preserved by convergence in law. Therefore,
E
 At( f )−As( f )2≤ c( f )|t − s|3/2. (5.2)
From this, one can conclude that the process {At(H); t ∈ [0, T]} is a.s. of zero qua-
dratic variation in the sense of Russo and Vallois [30]. Indeed, from (5.2), Fatou’s
lemma and Fubini’s Theorem, we have that
E

lim
ǫ→0
∫ t
0
1
ǫ
 As+ǫ(H)−As(H)2 ds≤ lim
ǫ→0
c( f )T
p
ǫ = 0.
This proves condition iii). Condition iv) of the definition of controlled processes follows
from the following observation: the law of the process {ηn
T−t; t ∈ [0, T]} corresponds
to an exclusion process with transition probability p∗
n
(z) = p∗
n
(−z) and initial measure
µ1/2. Therefore, we can repeat the computations that we did above for the process
{ηn
T−t; t ∈ [0, T]}, from where iv) follows. Putting all together, we have just proved
that {(Yt ,At); t ∈ [0, T]} is a controlled process. In particular, from Proposition 2.1,
the limit
lim
ǫ→0
∫ t
0
∫  Ys ∗ ιǫ(x)2 f ′(x)d xds
exists. Taking the limit in (3.21) along the subsequence n′ we see that
lim
n′→∞
A n′ ,ǫ
t
( f ) = m
∫ t
0
∫  Ys ∗ ιǫ(x)2 f ′(x)d xds.
Therefore, on one hand
lim
ǫ→0
lim
n′→∞
A n′ ,ǫ
t
( f ) = mBt( f ) and lim
n′→∞
Aˆ n′
t
( f ) =At( f );
and on the other hand
En
 Aˆ n
t
( f )−A n,ǫ
t
( f )
2≤ c( f )tǫ.
In particular, the limits in ǫ and n′ are interchangeable, from where we conclude that
At( f ) = mBt( f ) a.s which implies that {(Yt ,At); t ∈ [0, T]} is an energy solution of
the stochastic Burgers equation (2.3). This proves Theorem 2.3.
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APPENDIX A. DISCRETE APPROXIMATIONS
Lemma A.1. Let f ∈ S (R). Then,
(a) lim
n→∞
sup
x∈Z
Sn f   xn− 12σ2 f ′′  xn
= 0,
(b) lim
n→∞
1
n
∑
x∈Z
Sn f   xn− 12σ2 f ′′  xn
= 0. (A.1)
Proof. We start by showing (a). Recall (3.3) and, for ǫ > and n ∈ N split there the sum
into the sets {|z| ≤ ǫn} and {|z| > ǫn}. Then,Sn f   xn− 12σ2 f ′′  xn
≤  ∑
|z|≤ǫn
n2s(z)

f
  x+z
n
− f   x
n
− z2
2n2
f ′′
  x
n

+
 ∑
|z|>ǫn
n2s(z)

f
  x+z
n
− f   x
n
− z2
2n2
f ′′
  x
n
 (A.2)
Using Taylor’s formula, we have that f   x+z
n
− f   x
n
− z
n
f ′
  x
n
− z2
2n2
f ′′
  x
n
≤ z3
6n3
‖ f ′′′‖∞.
The term z
n
f ′( x
n
) can be added into the first sum in (A.2) using the symmetry of s(·).
Therefore, the first sum in (A.2) is bounded above by c( f )σ2ǫ. In the second sum in
(A.2), cancellations do not play a role. We get the bound ∑
|z|>ǫn
n2s(z)

f
  x+z
n
− f   x
n
− z2
2n2
f ′′
  x
n
≤ ∑
|z|>ǫn
s(z)

2n2‖ f ‖∞ + 12‖ f
′′‖∞z2
	
≤   2
ǫ2
‖ f ‖∞ + 12‖ f
′′‖∞
 ∑
|z|>ǫn
s(z)z2.
Putting all these estimates together we get the boundSn f   xn− 12σ2 f ′′  xn
 ≤ c( f )σ2ǫ+ C‖ f ‖∞
ǫ
+ ‖ f ′′‖∞
 ∑
|z|>ǫn
z2s(z).
Taking n→∞ and then ǫ→ 0, (a) is proved.
Now we prove (b). Since we already know that Sn f ( xn )−
1
2
σ2 f ′′( x
n
) converges uni-
formly to 0, as n→∞, if we can show that the tails of Sn f ( xn ) are uniformly summable
in n, (b) follows from standard arguments. Fix x ∈ Z. Since s(·) is symmetric we can
write
n2
∑
z∈Z
s(z)

f
  x+z
n
− f   x
n

= n2
∑
z∈Z
s(z)

f
  x+z
n
− f   x
n
− z
n
f ′
  x
n

1(|z| ≤ 1
2
|x |)

.
(A.3)
Now define the function F : R→ R as
F(u) = sup
|y−u|≤u/2
 f ′′(y)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and split the sum on the right-hand side of (A.3) into the sets {|z| ≤ 1
2
|x |} and {|z >
1
2
|x |}. In the set {|z| ≤ 1
2
|x |} we use the bound f   x+z
n
− f   x
n
− z
n
f ′
  x
n
 ≤ z2
2n2
sup
|y−x |≤1
2
|x |
 f ′′  y
n
 ≤ z2
2n2
F
  x
n

to get the bound
n2
∑
|z|≤ 1
2
x
s(z)
 f   x+z
n
− f   x
n
≤ 1
2
σ2F
  x
n

.
In the set {|z| > 1
2
|x |} the points x
n
and x+z
n
are far away, so cancellations are not
useful. Therefore, we bound the difference | f ( x+z
n
)− f ( x
n
)| by 2‖ f ‖∞ to get the bound
n2
∑
|z|>1
2
|x |
s(z)
 f   x+z
n
− f   x
n
≤ 8‖ f ‖∞σ2|x/n|2 .
Since f ∈ S (R), the function F(u) decays to 0 at infinity faster than any power of
u. Moreover, we have also seen that S f (x/n) is uniformly bounded, from where we
conclude that there is a constant C( f ) such that
Sn f   xn ≤ C( f )1+(x/n)2 . The limit in b)
then follows from a) and standard truncation over sets of the form {|z| ≤ Mn}. 
This lemma has the following consequence:
Lemma A.2. Let f ∈ S (R). Then,
lim
n→∞
1
n
∑
x ,y∈Z
s(y − x) ∇n
x ,y f
2
= σ2‖ f ′‖2
L2(R)
.
Proof. We start by observing that, by writing the sum in S f (x/n) as twice its half and
in one of the terms by making a change of variables and using the symmetry of s(·),
we get that
1
n
∑
x∈Z
f
  x
n
 Sn f   xn=− 12n ∑
x ,z∈Z
n2s(z)

f
 x + z
n

− f
 x
n

= − 1
2n
∑
x ,y∈Z
s(y−x) ∇n
x ,y f
2.
Now, to prove the result we do the following:
1
n
∑
x ,y∈Z
s(y − x) ∇n
x ,y f
2
= 2
n
∑
x∈Z
f
  x
n
 −Sn f   xn+ 12σ2 f ′′
 x
n
− σ2
n
∑
x∈Z
f
  x
n

f ′′
 x
n

.
From (a) in Lemma A.1 the first term on the right hand side of the previous expression
vanishes as n→∞. The second term, by a summation by parts, converges, as n→∞,
to σ2‖ f ′‖2
L2(R)
, which finishes the proof. 
The computation used to prove part b) of Lemma A.1 can also be used to prove the
following lemma:
Lemma A.3. Let f ∈ S (R) and recall (3.17). Then,
lim
n→∞
1
n
∑
x∈Z
 e∇n
x
f −mf ′  x
n
2
= 0.
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Proof. Notice that
e∇n
x
f −mf ′  x
n

= 2n
∑
z>0
a(z)

f
  x+z
n
− f   x
n
− z
n
f ′
  x
n

.
Fix L ∈ N. Using Taylor’s formula we see that2n L∑
z=1
a(z)

f
  x+z
n
− f   x
n
− z
n
f ′
  x
n
 ≤ 2n L∑
z=1
|a(z)|z2
n2
sup
0≤y≤L
 f ′′  x+y
n

≤ C
n
sup
0≤y≤L
 f ′′  x+y
n
.
On the other hand,2n∑
z>L
a(z)

f
  x+z
n
− f   x
n
≤ 4n‖ f ‖∞∑
z>L
|a(z)|z2
L2
≤ C( f )n
L2
and 2n∑
z>L
a(z) z
n
f ′
  x
n
 ≤ 2 f ′  x
n
∑
z>L
z2
L
≤
C f ′
  x
n

L
.
Taking L = n for |x | ≤ 2n and L = x
2
for |x | ≥ 2n we see that e∇n
x
f −mf ′  x
n
≤ C
n
F
  x
n

,
where
F(u) =min

(1+ u2)−1/2, sup
|y |≤ 1
2
|u|
F ′′(y)	.
Since f ∈ S (R), the sum
1
n
∑
x∈Z
F
  x
n
2
is uniformly bounded in n, which proves the lemma. 
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