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RÉSUMÉ
La maintenance du logiciel est une phase très importante du cycle de vie de celui-ci.
Après les phases de développement et de déploiement, c’est celle qui dure le plus long-
temps et qui accapare la majorité des coûts de l’industrie. Ces coûts sont dus en grande
partie à la difficulté d’effectuer des changements dans le logiciel ainsi que de contenir les
effets de ces changements. Dans cette perspective, de nombreux travaux ont ciblé l’ana-
lyse/prédiction de l’impact des changements sur les logiciels. Les approches existantes
nécessitent de nombreuses informations en entrée qui sont difficiles à obtenir.
Dans ce mémoire, nous utilisons une approche probabiliste. Des classificateurs bayé-
siens sont entraînés avec des données historiques sur les changements. Ils considèrent les
relations entre les éléments (entrées) et les dépendances entre changements historiques
(sorties). Plus spécifiquement, un changement complexe est divisé en des changements
élémentaires. Pour chaque type de changement élémentaire, nous créons un classifica-
teur bayésien. Pour prédire l’impact d’un changement complexe décomposé en change-
ments élémentaires, les décisions individuelles des classificateurs sont combinées selon
diverses stratégies.
Notre hypothèse de travail est que notre approche peut être utilisée selon deux scéna-
rios. Dans le premier scénario, les données d’apprentissage sont extraites des anciennes
versions du logiciel sur lequel nous voulons analyser l’impact de changements. Dans le
second scénario, les données d’apprentissage proviennent d’autres logiciels. Ce second
scénario est intéressant, car il permet d’appliquer notre approche à des logiciels qui ne
disposent pas d’historiques de changements. Nous avons réussi à prédire correctement
les impacts des changements élémentaires. Les résultats ont montré que l’utilisation des
classificateurs conceptuels donne les meilleurs résultats. Pour ce qui est de la prédiction
des changements complexes, les méthodes de combinaison "Voting" et OR sont préfé-
rables pour prédire l’impact quand le nombre de changements à analyser est grand. En
revanche, quand ce nombre est limité, l’utilisation de la méthode Noisy-Or ou de sa
version modifiée est recommandée.
Mots clés: Genie logiciel, impact du changement, classificateur bayésien.
ABSTRACT
Software maintenance is one of the most important phases in the software life cycle.
After the development and deployment phases, maintenance is a continuous phase that
lasts until removing the software from operation. It is then the most costly phase. Indeed,
those costs are due to the difficulty of implementing different changes in the system and
to manage their impacts. In this context, much research work has targeted the problem
of change impact analysis/prediction. The existent approaches require many inputs that
are difficult to extract.
In this Master thesis, we propose a probabilistic approach that uses Bayesian classi-
fiers to predict the change impact. These classifiers are trained with historical data about
changes. The consider the relations between the elements of a system (input), and the
dependencies between the occurred changes (output). More precisely, a complex change
in a system is divided into a set of elementary changes. For each type of elementary
change, we create a classifier. To predict the impact of complex change, the individual
decisions of each classifier are combined using different strategies.
We evaluate our approach in two scenarios. In the first, we extract the learning data
from the oldest versions of the same system. In the second scenario, the learn data comes
from other systems to create the classifiers. This second scenario is interesting because
it allows us to use our approach on systems without change histories.
Our approach showed that it can predict the impact of elementary changes. The best
results are obtained using the classifiers based on conceptual relations. For the prediction
of complex changes by the combination of elementary decisions, the results are encou-
raging considering the few used inputs. More specifically, the voting method and the
OR method predict better complex changes when the number of case to analyze is large.
Otherwise, using the method Noisy-Or or its modified version is recommended when the
number of cases is small.
Keywords: Software engineering, change impact, Bayesian classifier.
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CHAPITRE 1
INTRODUCTION
Notre travail s’inscrit dans le cadre de la maintenance des logiciels. Dans ce cha-
pitre, nous présentons la problématique reliée à l’analyse de l’impact du changement.
Nous discutons, en particulier, pourquoi les approches existantes n’apportent pas des so-
lutions complètes à cette problématique. Par la suite, nous exposons nos contributions
par rapport à la problématique ciblée.
1.1 Context
La maintenance du logiciel désigne la modification d’un système pour corriger un
bogue, améliorer la performance ou adapter le système à un nouvel environnement [39].
Elle est reconnue comme la phase la plus longue et la plus coûteuse du cycle de vie d’un
logiciel. Elle ne s’achève que par le retrait de ce dernier. D’après plusieurs études dont
celle publiée dans [28], au moins 50% des coûts de mise en oeuvre des logiciels sont
attribuables à la maintenance et ce chiffre ne cesse d’augmenter, malgré les avantages du
paradigme des objets.
Changer le logiciel est une nécessité. Lehman et Balady [27] propose un ensemble de
lois qui caractérisent l’évolution dynamique des systèmes. Le changement continuel est
l’une des lois proposées. Le changement introduit sur le système est l’élément déclen-
cheur de toute forme de maintenance. Il est évident que l’application d’un changement
aura différents effets sur l’ensemble du système. Pour cela, évaluer et comprendre les
implications du changement aide à mieux gérer les activités de maintenance, et donc de
maîtriser ses coûts.
L’analyse de l’impact du changement est l’identification des conséquences d’un chan-
gement déjà introduit ou l’estimation des modifications à faire afin d’accomplir un chan-
gement [11]. Elle consiste en un ensemble de techniques qui déterminent les sous-parties
du système affectées par le changement. Le problème du bogue de l’an 2000 (Y2K) est
un exemple qui montre l’importance de l’analyse d’impact du changement [13]. Contrai-
rement à la croyance générale, la difficulté de ce problème n’est pas dans l’identification
des champs de type date. Elle est surtout dans l’analyse des autres parties des systèmes
pour déterminer l’impact de changement des champs de type date (variables dérivées,
paramètres de fonctions, méthodes de calcul, etc.).
1.2 Problématique
Introduire des changements sur le système est une phase cruciale. En fait, chaque
changement appliqué, sur un composant du système, va affecter d’autres composants
et nécessite donc leurs changements. Détecter manuellement ces composants affectés
requiert beaucoup de ressources, d’effort et de temps. Par ailleurs, même quand les res-
sources sont disponibles, déterminer certains composants impactés requière une exper-
tise de haut niveau. Pour cela, ce type de tâche doit être automatisé. Ainsi, une fois les
composants affectés sont identifiés, les mainteneurs procèdent à leurs modifications pour
assurer le bon déroulement du système.
L’importance de l’analyse de l’impact des changements est reconnue tant par la com-
munauté académique ainsi qu’industrielle. Pour cela, plusieurs approches ont été propo-
sées pour résoudre ou contourner les problèmes liés à l’analyse de l’impact des change-
ments. Nous pouvons distinguer deux catégories de techniques dans la littérature : (1)les
techniques qui identifient les conséquences d’un changement après son introduction dans
le système et (2) celles estiment les effets avant l’application du changement.
Les premières techniques partent du composant modifié afin de déterminer les élé-
ments impactés. Un exemple connu de ce type de technique est celui de Ren et al. [36]
qui proposent une approche qui identifie les causes de l’échec de l’exécution des pro-
grammes en JAVA suite à un changement. Leur outil Crips part d’un ensemble de chan-
gements élémentaires et construit des versions intermédiaires en ajoutant un changement
à la fois. Chaque version intermédiaire est compilée. Ainsi, si une compilation échoue,
l’échec est attribuable au dernier changement introduit. Le fait de réduire l’analyse à un
changement élémentaire facilite la localisation des parties affectées par le changement
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(cause de l’échec de la compilation). Généralement, ces techniques donnent des résultats
précis. Cependant, ils requièrent une analyse gourmande en temps et en ressources. De
plus, l’analyse ne peut se faire que si le changement a été déjà effectué. Ceci n’est pas
souhaitable quand le mainteneur a plusieurs options de changement et qu’il doit choisir
celle qui requiert le moins d’effort. En effet, implanter toutes les options avant de décider
n’est pas réaliste.
La deuxième catégorie de techniques effectue l’analyse de l’impact de changements
avant l’introduction de ceux-ci [16, 47]. Ces techniques permettent d’estimer les compo-
sants affectés en analysant leurs relations avec l’élément à changer. Certaines sont reliées
à l’historique des changements simultanés de composants (co-changements), p.ex., si
deux classes ont changées ensemble dans le passé, la probabilité qu’elles changeront en-
semble dans le futur est plus élevée. D’autres génèrent des modèles de prédiction en par-
tant spécifiquement de l’historique du système analysé. Ces modèles prennent la forme
de règles d’association connues sous le nom de patrons de changement. Malgré leur suc-
cès relatif, ces contributions ont des limites importantes. Dans le premier cas, l’absence
de dépôt de versions (p.ex. CVS et SVN) ne permet pas d’extraire les co-changements.
Même quand ces dépôts sont disponibles, le fait que deux changements ont été effectués
simultanément ne veut pas dire nécessairement que l’un est la conséquence de l’autre.
D’autre part, les modèles de prédiction proposés nécessitent l’historique du système ana-
lysé. Dans le cas où un système ne dispose pas d’historique ou qu’il est à ces premières
versions, les patrons de changements identifiés dans un autre système ne peuvent pas
être réutilisés. Finalement, les modèles de prédictions requièrent également des types
d’entrées additionnelles, p.ex., dates, auteurs des changements, etc.. Ces derniers sont
difficiles à obtenir dans beaucoup de cas.
1.3 Contribution
Nous proposons dans ce mémoire une approche probabiliste d’analyse de l’impact de
changements qui se base uniquement sur les informations extraites du code source. Notre
approche produit des modèles prédictifs (classificateurs bayésiens) qui prennent, en en-
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trée, les relations entre les éléments du système et produisent, en sortie, la probabilité
qu’un composant soit affecté sachant qu’un autre a été changé. L’utilisation d’une ap-
proche probabiliste, en plus de gérer explicitement l’incertitude inhérente au problème,
permet d’analyse l’impact du changement avant son introduction dans le système. Cela
permet de réduire le coût de la phase de la maintenance. En effet, le mainteneur n’a à
analyser que les éléments avec une grande probabilité d’impact. D’autre part, elle donne
la possibilité au mainteneur d’évaluer divers scénarios de changements sans avoir à mo-
difier le code source.
Notre approche utilise le principe de “diviser pour régner". En effet, nous construi-
sons des classificateurs pour chaque type de changement élémentaires. Chaque classifi-
cateur estime la probabilité qu’un élément B soit affecté si l’on applique un changement
C à un élément A. Comme dans les applications réelles, les changements à introduire
sont complexes, ceux-ci sont décomposés en changements élémentaires, chacun pou-
vant être analysé par le classificateur approprié à son type. Finalement, les décisions
individuelles sont combinées pour déterminer l’impact du changement complexe.
Pour construire les classificateurs pour les types de changements élémentaires, nous
utilisons un ensemble de versions d’un système donné. Ces versions nous permettent de
générer les exemples d’apprentissage. Chaque exemple relate un épisode de changement
d’un certain type sur une classe et si, oui ou non, une autre classe en a été affectée. Les
relations entre les deux classes mises en cause servent comme entrées du futur classi-
ficateur à apprendre. L’existence, ou non, de l’impact renseigne sur la sortie. Les types
de relations qui nous intéressent concernent le couplage structurel, c.-à-d., les références
explicites dans le code, et le couplage conceptuel, c.-à-d., la proximité sémantique.
Nous avons évalué notre approche par rapport à deux perspectives. La première
concerne le choix de la famille de relations qui ont le meilleur pouvoir prédictif. La
deuxième perspective concerne la possibilité de réutiliser les classificateurs dans des
contextes autres que ceux de leurs données d’apprentissage. Les deux perspectives sont
les suivantes.
(a) Choix des entrées. Nous avons construit trois versions de classificateurs : (1) avec
juste le couplage structurel, (2) avec juste le couplage conceptuel et (3) avec la com-
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binaison des deux types de couplage. Nous avons utilisé ces trois types de classifica-
teurs appris à partir de l’évolution d’un système sur les nouvelles versions du même
système. Les résultats obtenus ont montré que le couplage conceptuel seul donne
généralement les meilleures prédictions.
(b) Réutilisation des classificateurs. En plus du scénario de l’apprentissage et de l’utili-
sation au sein du même système, nous avons exploré empiriquement la réutilisation
des classificateurs appris à partir d’un système pour la prédiction de l’impact d’un
autre système. Nos résultats ont montré que, même si nous n’obtenons pas le même
niveau de prédiction, la qualité de cette dernière demeure élevée en général.
1.4 Organisation du mémoire
Le reste dans ce mémoire est organisé comme suit. Le chapitre 2 discute des ap-
proches connexes proposées dans la littérature. Ensuite, nous présentons un aperçu de
notre approche dans la première partie du chapitre 3, la deuxième partie étant consa-
crée aux différents types d’information d’apprentissage utilisés par notre méthode. Le
chapitre 4 décrit la dérivation et l’utilisation des modèles de prédiction pour les types
de changements élémentaires. Une évaluation de ces modèles est effectuée et rappor-
tée à la fin du même chapitre. Dans le chapitre 5, nous présentons diverses méthodes
de combinaison des décisions des classificateurs élémentaires pour la prise en compte
des changements complexes. Ces méthodes sont évaluées et comparées empiriquement
dans la deuxième partie du chapitre. Enfin, le chapitre de conclusion discute les idées
proposées dans ce mémoire, les résultats empiriques obtenus, ainsi que les perspectives




Dans ce chapitre, nous présentons un état de l’art sur les différentes méthodes d’ana-
lyse de l’impact de changement. Nous commençons par discuter les travaux qui se basent
sur les dépendances structurelles, et qui sont en relation étroite avec notre approche.
Ensuite, nous décrivons les méthodes qui utilisent les techniques de recherche d’infor-
mations pour comparer les descriptions des éléments logiciels. Dans la troisième partie,
nous nous intéressons aux approches, qui comme nous, utilisent des modèles probabi-
listes et particulièrement les réseaux bayésiens. Finalement, nous regroupons dans la
dernière partie les autres approches qui utilisent diverses heuristiques pour analyser la
propagation des changements.
2.1 Dépendances structurelles et analyse d’impact de changements
La structure du système joue un rôle important dans la propagation des effets de
changements. Chaumun et al. [9] proposent une approche qui s’appuie sur l’analyse de
la structure d’un système du point de vue de la propagation des changements. Pour cela,
ils se concentrent sur l’influence de chaque type de lien entre classes sur la propagation
du changement. Ils proposent ainsi pour chaque type de changements l’ensemble des
liens qui sont les plus susceptibles de le propager. Les liens considérés sont ceux de
l’association, l’agrégation, l’héritage et l’invocation. Pour ce qui est des changements,
les auteurs en définissent 13 types qui couvrent différents niveaux de granularité :
(i) Variable : ajout, suppression, changement de type, changement de visibilité.
(ii) Méthode : ajout, suppression, changement de signature, changement de visibilité.
(iii) Classe : ajout, suppression, changement de structure.
Le modèle d’estimation proposé est de type booléen. Pour un type de changement ch
dans la classe c, l’ensemble des classes potentiellement affectées est dérivé à partir d’une
expression booléenne dont les variables sont les relations structurelles. Par exemple,
l’expression 2.1 signifie que les classes qui sont invoquées par une méthode m de c et
qui n’héritent pas de c sont potentiellement affectées par un changement de visibilité cv
de la méthode m :
Impact(c,cv) = IH ′ (2.1)
Les auteurs ont appliqué leurs modèles sur des systèmes écrits en C++. Ils ont évalué
l’un de ces modèles (changement de signature d’une méthode) sur un système. Ils ont
également étudié la relation du modèle choisi avec les différentes métriques définies par
Chidamber et Kemerer [18]. Ce dernier volet de l’évaluation a été développé plus en
détail dans un autre travail. En effet, les mêmes auteurs ont proposé d’étudier dans [10]
la relation entre les mêmes métriques définies par Chidamber et Kemerer de certaines
autres dérivées de celles-ci avec les sorties de 6 de leurs modèles d’impact. Ce travail est
intéressant, car il propose des modèles analytiques de l’estimation de l’impact de chan-
gements. Cependant, ces modèles sont théoriques et ne tiennent pas compte de données
historiques. De plus, les validations ont porté sur l’existence d’une relation entre les mé-
triques structurelles et les modèles et non pas sur l’adéquation des sorties des modèles
avec les propagations réellement observées.
Briand et al. [14] se sont intéressés à examiner la relation entre le couplage et l’effet
de ricochet (ripple effect) des changements. Ce dernier a été introduit par Haney dans
[22]. Il indique que prédire seulement les classes affectées directement par un change-
ment ne couvre pas toutes les modifications à apporter sur le système suite à ce chan-
gement. Il préconise d’étudier également les effets qui peuvent être propagés suite au
changement sur les classes affectées. Les auteurs proposent une approche qui observe
l’effet de ricochet en triant les classes à analyser selon leur degré de couplage avec la
classe changée. Pour cette fin, les auteurs utilisent trois métriques PIM (invocations po-
lymorphiques de méthodes), CBO’ (couplage entre objets n’ayant pas de lien d’héritage)
et INAG (agrégations indirectes). La moyenne entre ces trois métriques sera utilisée pour
trier les classes. L’historique du changement est utilisé pour calculer la corrélation entre
les classes triées et l’effet de ricochet. Les résultats montrent que le modèle proposé a de
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bons résultats. Cependant, un nombre substantiel des paires de classes qui ont un effet
de ricochet n’ont pas été capturées. Ceci montre la limite du modèle utilisé qui se base
uniquement sur trois métriques structurelles.
2.2 Méthodes de recherche d’information et analyse d’impact de changements :
Canfora et Cerulo [16] proposent une méthode qui utilise les requêtes des change-
ments fournis par l’utilisateur, afin de déterminer une liste des entités du système qui
pourraient être affectées par ces changements. Pour ce faire, une comparaison entre la
nouvelle requête et les anciennes est faite. Plus que les requêtes sont similaires, plus
grande est la probabilité qu’ils impactent les mêmes entités. Leur approche consiste en
deux étapes importantes, la construction des descripteurs pour décrire les différentes par-
ties du système, et le processus d’indexation qui relie les descripteurs construit avec le
code source du système, comme le montre la figure 2.1, extraite de leur article. Les au-
Figure 2.1 – Approche d’analyse d’impact par similarité de requêtes de changements.
teurs proposent d’utiliser les commentaires des développeurs, qui existent dans le dépôt
de contrôle de versions (CVS dans ce travail), et les requêtes de changement soumis
dans le passé (système de suivi de problème Bugzilla), afin de décrire les différentes
entités du système. Ces types de données contiennent les informations sur les change-
ments appliqués, les entités affectées, les identificateurs des changements, les auteurs
du changement, etc.. Pour cela, une base de données est générée. Elle est définie sous
la forme d’un document texte qui indexe les différents descripteurs des entités du sys-
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tème. La similarité entre descripteurs (nouvelle et anciennes requêtes) est calculée par un
algorithme de recherche d’informations. Cette approche couvre la propagation du chan-
gement à deux niveaux de granularité : lignes de code et fichiers de code source. Cette
nouvelle façon de procéder est tributaire de la présence et de la qualité de l’historique
des requêtes et de leurs effets. Cependant, l’utilisation seule des commentaires de CVS
limite la qualité des effets de changement répertoriés.
Dans la même famille de travaux, Poshyvanyk et al. [35] définissent des mesures
de couplage conceptuel pour analyser la propagation des changements dans un système.
Contrairement aux mesures de couplage structurel, celles-ci sont calculées par des tech-
niques de recherche d’informations. En effet, le code source du système est considéré
comme un ensemble des documents texte, où chaque document contient l’implémen-
tation d’une entité du système selon le choix du niveau de granularité de l’utilisateur
(méthodes ou classes). Plus concrètement, le calcul du couplage se fait par la similarité
cosinus entre les documents qui chacun est indexé selon la technique de l’indexation de
la sémantique latente. Cette dernière tient compte du contexte dans l’indexation des do-
cuments et non seulement de la présence simultanée des mêmes mots. Pour déterminer
les entités du système impactées, les valeurs du couplage sont générées entre la classe
où le changement a été introduit et les autres classes du système. Ces valeurs sont ordon-
nées pour déterminer les classes qui sont le plus susceptibles d’être affectées. Les auteurs
s’inspirent, dans leur intuition, de l’idée de Briand et al. [15] selon laquelle la probabi-
lité d’impact augmente quand la classe potentiellement affectée est fortement couplée
avec la classe changée. Cette intuition lie la probabilité uniquement au couplage et non
à l’historique, c.-à-d., le nombre de fois qu’il y a eu un impact sachant que le couplage
était élevé.
Kagdi et al [24] propose de combiner le couplage conceptuel et le couplage évolutif
afin de détecter les parties du système potentiellement affectées par un changement.
Le premier type de couplage est extrait à partir du code source, alors que le couplage
évolutif est obtenu en analysant le répertoire du système de dépôt de contrôle. Leur
approche consiste en quatre étapes :
1. Initialisation : l’utilisateur doit fournir l’entité es du système à changer pour ana-
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lyser la propagation des changements appliqués sur celle-ci.
2. Calcul du couplage conceptuel : le couplage conceptuel entre es et chaque autre
entité selon l’approche de Poshyvanyk et al. [35]. L’ensemble EI(es) illustre les
entités relie conceptuellement avec l’entité es. Une valeur seuil du couplage est
utilisée pour décider de l’inclusion dans cet ensemble.
3. Calcul du couplage évolutif : une technique de forage de données est utilisée pour
déterminer quelles sont les classes qui changement fréquemment ensemble dans
l’historique d’évolution (dépôt de contrôle de version). Cette technique, item-
set mining [8], permet de dériver des règles d’association qui montre les co-
changements entre les entités. Chaque règle d’association a une probabilité qui
dépend de sa récurrence dans l’historique, c.-à-d., plus deux entités changent si-
multanément dans l’historique, plus la règle qui les associe a une forte probabilité.
L’ensemble EM(es) contient toutes les entités en lien avec es selon les règles d’as-
sociation.
4. Détermination de l’impact du changement : si les deux ensembles EI(es)etEM(es)
sont égaux, alors toutes les entités contenues sont choisies. Si, par contre, ils sont
différents, alors, l’utilisateur peut choisir l’union ou l’intersection des deux en-
sembles.
Dans le même cadre de combinaison entre diverses techniques d’analyse d’impact du
changement, Gethers et al [20] présentent une approche qui combine par paires les mé-
thodes de recherche d’information, de forage de données et d’analyse dynamique. Pour
se faire, les auteurs ont utilisé différents types de donnée, chaque type est utilisé comme
information d’entrée pour l’une des trois techniques implémentée. Ainsi, la transforma-
tion du code source du système en des documents texte est utilisée pour la méthode
de recherche d’information. L’historique des changements appliqués sur le système est
quant à lui fourni à la méthode de forage des données. Finalement, les traces d’exécution
du système sont analysées pour déterminer les liens dynamiques entre les entités. Les au-
teurs suggèrent que leur approche peut être utilisée avec différents scénarios, selon les
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types des données disponibles. Les combinaisons suivantes sont proposées :
(a) Recherche d’information avec analyse dynamique. Dans un premier temps, une trace
d’exécution est enregistrée. Par la suite, un algorithme de recherche d’information
est exécuté sur les méthodes impliquées dans l’exécution. Celui-ci va calculer l’en-
semble des entités impactées. Les informations obtenues par analyse dynamique sont
utilisées comme un filtre qui permet de donner moins d’importance aux méthodes
non utilisées pendant l’exécution. L’utilisation des traces d’exécution réduit ainsi la
proportion des cas faux-positifs causés par l’utilisation de la technique de recherche
d’information.
(b) Recherche d’information et le forage de données. La combinaison de ces deux mé-
thodes se déroule en quartes étapes : choisir l’entité à étudier, calculer le couplage
conceptuel, calculer le couplage évolutionnaire, générer l’ensemble d’entités pré-
dites impactées. Pour le forage de données, c’est la technique proposée par [24] qui
est également utilisé ici. Cependant, les auteurs de ce travail se distinguent par rap-
port au précédent dans leur manière de calculer les entités affectées dans la quatrième
étape. En effet, les résultats finaux sont la combinaison de N/2 premiers éléments de
chaque liste obtenus dans la deuxième et la troisième étape. L’ensemble final des
entités impactées sera de N entités, dont le choix est laissé à l’utilisateur. Si une
entité est trouvée affectée selon les deux techniques, elle n’apparaîtra qu’une seule
fois dans l’ensemble final.
(c) La combinaison des trois techniques. Afin d’intégrer les trois techniques dans un
même processus, les auteurs proposent de combiner les résultats obtenus par la com-
binaison de la recherche d’informations avec l’analyse dynamique, tels qu’expliqué
précédemment, avec les résultats obtenus par la méthode de forage des données.
L’utilisation de l’analyse dynamique avec la recherche documentaire est bénéfique
parce que l’analyse dynamique élimine les méthodes non utilisées pendant l’exécu-
tion. En revanche, il est possible que des méthodes réellement affectées par le chan-
gement soient éliminées. Pour cela, les auteurs tentent de contourner cette limite en
intégrant également la technique de forage des données. Ainsi, la combinaison de la
11
recherche d’informations avec l’analyse dynamique identifie N/2 méthodes affectées
alors que le forage de données en proposera N/2 autres méthodes.
2.3 Modèles probabilistes et analyse d’impact du changement
Tang et al [40] proposent de construire des réseaux bayésiens à partir des modèles
AREL (Architecture Rational and Element Linkage). Ces réseaux permettent de prédire
l’impact du changement au niveau architectural. En effet, le modèle AREL représente
la relation entre les décisions prises (AR : Architecture Rationals) lors d’un change-
ment et les éléments de conception impliqués dans le changement (AE : Architecture
Element). Cependant, ce modèle ne fournit pas des valeurs qui quantifient le degré d’in-
fluence des AE sur les décisions, ni un moyen de connaître l’impact de la décision sur
l’architecture du système. Pour cela, les auteurs proposent de transférer ce modèle en
des réseaux bayésiens dont les nœuds sont les éléments d’AREL, et les arcs sont les re-
lations entre les nœuds. Les tableaux de probabilité, paramètres du réseau bayésien, sont
définis par des spécialistes. Ces réseaux bayésiens ont été définis selon trois scénarios.
Dans le premier, les auteurs prédisent l’impact du changement d’environnement ou d’un
besoin sur l’architecture du système. Dans le second scénario, les réseaux bayésiens sont
utilisés pour diagnostiquer et analyser une situation de propagation du changement dans
laquelle un concepteur peut identifier les éléments qui ont causé l’impact, en trouvant
les nœuds "pères" de l’élément en question. Finalement, la prédiction et le diagnostic
peuvent être combinées.
Abdi et al [7] présentent une approche probabiliste qui utilise les réseaux bayésiens
pour évaluer l’impact potentiel du changement d’une classe à partir de son coulage avec
les autres classes. En effet, deux types de couplage entre les classes ont été choisis,
couplage de conception et couplage d’implémentation. Chaque type est représenté par
un ensemble de métriques. Les métriques de conception utilisées sont AMMIC (An-
cestors Method-Method Import Coupling) et OMMIC (Others Method-Method Import
Coupling), alors que les métriques d’implémentation sont MPC (Message Passing Cou-
pling), CBOU (Coupling Bewtween Object Using) et CBONA (Coupling Bewtween
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Object no Ancestors). Ces métriques ont été utilisées pour construire le réseau bayésien
illustré par la figure 2.2.
Figure 2.2 – Réseau du changement d’impact
Les nœuds des réseaux bayésiens sont regroupés en deux catégories. Les nœuds d’en-
trées représentent les métriques et les nœuds intermédiaires représentent les deux types
de couplage. Après avoir défini la structure du réseau bayésien, les auteurs ont utilisé
des données sur un système réel pour apprendre les paramètres du réseau, c.-à-d., les
probabilités qui quantifient l’influence des métriques dans la détermination de l’impact.
Les résultats ont montré que les deux métriques CBONA et CBOU influencent la valeur
d’impact calculé, en ce sens que l’augmentation des valeurs de ces métriques augmente
la probabilité d’impact et inversement. Par ailleurs, les auteurs ont remarqué que pour
des valeurs similaires de de CBONA et CBOU, l’augmentation de la valeur AMMIC
augmente légèrement l’impact du changement.
Dans la même mouvance, Mirarab et al. [29] utilisent deux types d’information pour
définir des réseaux bayésiens, des métriques de dépendance et l’historique du change-
ment extrait à partir des dépôts de contrôle de versions. La figure 2.3 donne un aperçu
sur la génération et l’implémentation des réseaux bayésiens. Tout le processus est divisé
en deux étapes, construction des réseaux et inférence. À partir des données extraites, les
auteurs génèrent trois modèles sous la forme de réseaux bayésiens. Le premier modèle
BDM (Bayesian Dependency Model) utilise seulement les informations de dépendance.
La construction de ce réseau commence par la génération d’un common model. Ce der-
nier est un graphe dont les nœuds sont les éléments du système et les arcs indiquent le
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poids de dépendance entre les éléments. L’étape suivante consiste à enlever les cycles du
Figure 2.3 – Processus de prédiction du changement
graphe généré en se basant sur l’ensemble de requêtes du changement fourni par l’utili-
sateur. Ainsi, les arcs avec un poids faible sont éliminés. Le deuxième modèle proposé
par les auteurs, BDHM (Bayesian Dependency and History Model), intègre, en plus des
dépendances, les données historiques. Le BDHM a la même structure que le premier
modèle, mais avec des paramètres sont différents. Finalement, le BHM (Byesian His-
tory Model) est construit en utilisant seulement l’historique du changement. Cependant,
le problème avec le BHM est la structure du réseau. En effet, comme les dépendances ne
sont pas utilisées, la structure n’est pas facile à déterminer. Pour résoudre ce problème,
les auteurs proposent d’utiliser un algorithme d’apprentissage de structure, l’algorithme
Greedy [19].
Dans la même idée de combiner les dépendances entre entités et l’historique du chan-
gement, Zhou et al [46] proposent un modèle de type réseaux bayésiens qui prédit les
co-changements. Les deux types d’information utilisés servent à construire les réseaux
bayésiens, leur approche déroule en trois étapes :
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1. Extraction des données : le dépôt de contrôle de version, comme CVS, est uti-
lisé pour obtenir l’historique des co-changements. Les résultats sont stockés dans
une base de données RHDB (Relaese History Data Base). D’autre part, les dé-
pendances entre les entités du système sont calculées en analysant statiquement
le code source. Les auteurs utilisent deux types de relation, l’association et l’héri-
tage. Finalement, l’analyse de l’historique de co-changement permet de classifier
les changements en différents types.
2. Définir les facteurs d’influence : dans cette étape, les auteurs définissent un en-
semble des facteurs qui affectent les co-changements. Ces facteurs sont quantifiés
à partir des résultats de l’analyse des co-changements. Les facteurs proposés sont :
degré de dépendance entre deux entités, fréquence de leur co-changement, âge du
changement, auteur du changement.
3. Apprentissage des réseaux et prédiction : après avoir extrait les données de pro-
pagation des changements, le réseau bayésien est construit par apprentissage de la
structure. Par la suite, ce réseau est entraîné pour générer la probabilité d’impact.
2.4 Analyse de l’impact du changement à l’aide d’autres types d’heuristiques
Les approches présentées dans la première partie du chapitre se basent sur l’ana-
lyse statique du code source pour déterminer la propagation du changement. L’analyse
dynamique a également été utilisée dans d’autres travaux. Ainsi, Law et Rothreml [26]
propose une approche qui utilise les informations dynamiques extraites de la trace de
l’exécution du système pour construire une représentation qui aide à prédire l’impact
du changement. En fait, la méthode enregistre une trace d’exécution en conservant les
noms des méthodes et les entrées et les sorties de chaque méthode selon l’ordre d’exé-
cution. Par la suite, ces traces sont compressées et transformées dans une description
sous la forme de grammaire grâce à l’algorithme SEQUITUR. Ce dernier élimine les re-
dondances dans la trace. Cette grammaire est utilisée pour générer un graphe acyclique.
Pour estimer les méthodes affectées par un changement, un autre algorithme, PathIm-
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pact, prend en entrée le graphe généré, et le parcourt en commençant par le nœud qui
représente la méthode à modifier m. Chaque méthode qui appelle m ou qui a été exécutée
après m est considérée comme méthode potentiellement affectée.
Orso et al [31] étudient un scénario où un programmeur développe un système pour
un ensemble d’utilisateurs. Lors de la maintenance de ce système ou la production d’une
nouvelle version, le programmeur devrait procéder à l’analyse de l’impact du change-
ment pour réduire le coût de sa tâche. Pour cela, les auteurs proposent de collecter les
traces d’exécution auprès des utilisateurs. Leur approche nécessite trois types d’informa-
tion, le code source du système, les traces d’exécution et l’ensemble des entités à changer
C. Afin de détecter les entités affectées, l’approche se déroule en trois étapes. Les au-
teurs identifient les exécutions dont le comportement a été affecté par l’entité à changer
c. Les exécutions affectées sont enregistrées dans l’ensemble AE (Affected Execution).
Par la suite, l’approche détecte les entités du système, impactées par c. Ceci est fait par
un slicing statique sur le code source du système, en utilisant les variables de c comme
critère de slicing. Les méthodes qui se trouvent dans les parties (slices) obtenues sont en-
registrées dans l’ensemble SL. L’ensemble des entités affectées IE (Impacted Entities)
par le changement dans c est donné par l’intersection des deux ensembles AE et SL.
Pour obtenir toutes les entités affectées par l’ensemble C, l’approche calcule l’ensemble
IE pour chaque entité à changer c.
Dans un autre travail [32], Orso et al. comparent les deux techniques précédentes,
PathImpact [26] et CoverageImpact [31], en se basant sur les trois métriques suivantes :
la précision des prédictions, le coût en termes d’espace utilisé et le temps d’exécution.
Les résultats ont montré essentiellement ce qui suit :
(a) La méthode PathImpact est plus précise dans les prédictions. Cependant, l’approche
n’est pas recommandée quand la taille de la trace est grande, car elle est coûteuse en
termes de mémoire utilisée et de temps d’exécution.
(b) La méthode CoverageImpact est considérablement moins coûteuse en termes de mé-
moire et de temps d’exécution. Par contre, les expériences ont montré que cette mé-
thode est moins précise.
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Zimmermann et al [47] s’intéressent à l’exploration des données sur l’historique des
versions. Ils ont développé l’outil ROSE afin d’aider le programmeur dans sa tâche de
maintenance. Cet outil comporte des règles qui prédisent et suggérèrent des changements
à faire, repèrent le couplage entre les entités du système et détectent les erreurs causées
par des changements non faits. En effet, ROSE récupère l’archive des versions existantes
dans le dépôt CVS afin de calculer des règles d’associations entre éléments. Un exemple
de règles est Si fKey[] change, alors initDefaults() sera probablement changé. Les au-
teurs définissent le concept d’entité pour représenter les éléments du système, où chaque
entité est donnée par le triple (f,c,i) avec f le fichier qui contient l’élément, c la catégorie
de l’élément (classe, méthode, attribut . . . ), et i l’identificateur du composant. Ces entités
sont utilisées dans la représentation des des règles comme le montre l’exemple suivant :
(Comp, f ield, f keys[])⇒ (Comp,method, initDe f aults()),(properties, f ile, properties)
Cette règle signifie que le changement de fkeys[] nécessitera un changement dans
initDefaults() et plug.properties. Quand un programmeur commence à faire des change-
ments, le ROSE suggère des changements à faire en se basant sur les règles existantes.
Les résultats de l’évaluation de l’outil ROSE ont montré que cet outil a bien prédit 26%
des fichiers affectés et 15% des fonctions ou variables impactées avec un seuil de proba-
bilité de 67%.
Hassaine et al [23] présentent une nouvelle approche qui se base sur les concepts de
la séismologie. Les auteurs se sont inspirés de la prévision des débris qui prédit les places
impactées par un séisme. En effet, les notions de la séismologie sont définies pour l’ana-
lyse de l’impact du changement comme le montre le tableau 2.I. Les auteurs estiment
qu’il y a une ressemblance entre la propagation du changement et les ondes sismiques.
Un site géographique sera impacté par le séisme, s’il est près du centre de séisme. Ce
qui pourrait être projeté sur l’analyse de l’impact du changement, où plus qu’une classe
est près de la classe changée, sa probabilité d’impact augmente. Leur approche consiste
en trois étapes suivantes :
1. Calculer les classes importantes : les classes importantes sont les classes potentiel-
lement exposées aux changements durant la phase de la maintenance, un change-
ment d’une classe importante affectera un grand nombre des classes. Pour ranger
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Tableau 2.I – La séismologie et l’analyse d’impact du changement
Change Impact Analysis Seismology
“Important” classes Active seismic areas
Software change Earthquake
“Important” changed class Epicenter
Change propagation Seismic wave propagation
“Other” changed classes Damaged sites
Class level Distance from an epicenter to a damaged site
les classes du système selon leur importance, les auteurs combinent deux types de
métrique. Le nombre du changement introduit sur une classe durant toute l’évolu-
tion de système, cette métrique est extraite à partir du système de dépôt de contrôle
de version (CSV, SVN . . . ). La deuxième métrique se base sur le nombre des ap-
pels entrants pour chaque classe. Plus ce nombre est grand, plus la classe est rangée
dans la tête de liste, pour cette fin les auteurs utilisent l’algorithme PageRank [33].
Finalement, la valeur qui illustre l’importance d’une classe est obtenue en divisant
la deuxième métrique par le nombre de changements introduits sur la classe.
2. Identifier le niveau des classes : après avoir défini les classes importantes (classes
épicentres), une distance est calculée entre les autres classes du système avec les
classes importantes. Les classes qui ont une relation directe avec les classes im-
portantes sont classées au niveau 1, les classes qui ont une relation avec les classes
du niveau 1 sont groupées dans le niveau 2, et ainsi de suite. Les auteurs utilisent
l’algorithme bit-vector [12].
3. Prédire les classes impactées : ils utilisent une fenêtre du temps T à travers laquelle
ils observent et analyse l’historique du changement de la classe à changer (classe
épicentre). Le nombre des changements et les classes qui ont été changées après






Quand un élément logiciel est changé, un sous ensemble des autres éléments peut
être affecté par ce changement. Ce sous-ensemble est appelé "ensemble d’impact". Il y
a deux façons de procéder pour définir cet ensemble d’impact : (i) faire les changements
concrètement et déterminer par analyse statistique les éléments affectés [36], ou (ii) avant
même d’appliquer les modifications [16, 47], prédire quels éléments seront impactés en
nous basant sur les dépendances entre éléments et/ou l’historique des changements.
Dans ce mémoire, nous proposons une approche probabiliste qui utilise les relations
entre les classes, ainsi que l’historique des dépendances entre les changements. Afin de
prédire l’ensemble d’impact résultant d’un ou de plusieurs changements. Notre méthode
consiste à calculer une probabilité d’impact pour chaque classe dans le système, suite à
un changement élémentaire effectué sur une classe. Ces probabilités sont ensuite com-
binées selon diverses stratégies pour déterminer l’ensemble d’impact de changements
complexes décomposables en changements élémentaires.
Dans ce chapitre, nous commençons par présenter un aperçu de notre approche.
Ainsi, nous décrivons les différentes étapes à suivre pour la prédiction de l’impact de
changements. Dans la seconde partie, nous détaillons les divers types de données uti-
lisées dans notre approche, ainsi que les procédures pour les extraire à partir du code
source.
3.2 Aperçu de l’approche
Nous optons pour une approche qui calcule la probabilité qu’une classe, dans un sys-
tème orienté objet JAVA, soit impactée suite à un changement apporté dans une autre
classe. Nous nous basons sur les liens entre les classes du système « donnée d’entrée »
pour identifier la dépendance entre les changements « donnée de sortie ». Pour cela, nous
énumérons les relations entre les classes qui influencent la propagation du changement
dans le système ainsi que l’historique du changement. Ces données d’apprentissage sont
extraites à partir du code source du système ce qui nous permet d’être indépendant des
données des systèmes de contrôle de version (e,g. CVS,SVN) qui s’avèrent, dans cer-
tains cas, difficiles à obtenir. Des classificateurs bayésiens sont générés à partir de ces
données. Ils sont implémentés pour calculer la probabilité qu’une classe soit affectée par
un changement élémentaire introduit sur une autre classe.
Notre approche se déroule en trois étapes, comme le montre la figure 3.1. Nous pré-
sentons dans la suite de cette section chacune d’elles. :
Figure 3.1 – Les étapes de notre approche
3.2.1 Extraction des données d’apprentissage :
Notre méthode nécessite des données d’apprentissage afin de générer le modèle de
prédiction. Ces données sont extraites à partir de code source des versions successives de
système considéré. Il y a deux sortes d’informations essentielles pour notre approche :
les relations entre les classes et l’historique des changements. En effet, les relations entre
les classes permettent de connaitre les liens qui sont susceptibles de propager les effets
d’un changement. D’autre part, l’historique des changements permet de savoir quand un
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type de changement donné a été propagé dans le système.
Nous commençons par définir les relations qui influencent la propagation du change-
ment, en sachant que la nature de ces relations est hétérogène. Les relations entre classes
peuvent être structurelles c.à-d., liens explicites dans le code, ou conceptuelles.
Certains types de relations reflètent la structure du système. Elles comportent l’exis-
tence ou l’absence de certains types de liens entre les classes ainsi que le nombre ou
la fréquence d’un type de liens. Les liens structurels utilisés sont : héritage, implanta-
tion, agrégation, association et le nombre d’invocations. Afin extraire ces liens entre les
classes du système, nous implémentons une méthode de rétro-ingénierie statique.
Nous analyserons aussi la propagation à travers les relations conceptuelles. Les iden-
tificateurs utilisés par les développeurs pour les noms des classes, méthodes, attributs et
variables dans le code source contiennent des informations importantes [20]. La modi-
fication d’un identificateur dans une classe donnée influence le changement des autres
classes qui utilisent cet identificateur. Plus deux classes utilisent les mêmes identifica-
teurs plus la probabilité de propagation du changement augmente. Un lien conceptuel
consiste en un nombre qui exprime la similitude entre deux classes. L’analyse textuelle
des classes du système permet d’extraire les identificateurs et de calculer la similarité en
implémentant une méthode de pondération et une méthode de similarité.
Le second type de donné nécessaire est l’historique du changement. Les modifica-
tions appliquées entre chaque deux versions successives du système considéré sont ex-
traites en analysant le code source. Les changements complexes sont représentés par un
ensemble simplifié appelé des changements atomiques (élémentaire). Nous traitons ces
modifications en trois niveaux de granularité : classe, méthode et attribut. Ainsi que le
mainteneur peut procéder à trois types d’opération : ajout, modification et suppression.
3.2.2 Génération du modèle de prédiction :
Nous nous intéressons à prédire l’impact d’un seul type de changement élémentaire
avant son application dans le système. Pour cela, nous utilisons un modèle de prédiction
pour chaque type de changement. Le mainteneur fournit le type du changement à appli-
quer ainsi que la relation entre la classe à changer et la classe à analyser. Notre modèle
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évalue cette relation en se basant sur les informations d’apprentissage afin de calculer la
probabilité de propagation du changement entre les deux classes.
L’hétérogénéité des facteurs d’influence rend la tâche de la construction du modèle
plus difficile. En effet, un changement pourrait être propagé par une relation structurelle,
et/ou une relation conceptuelle. En plus, ces liens propagent le changement dans un cas
et pas dans un autre. D’autre part, le problème de propagation du changement est de
nature incertaine ce qui rend la phase de la prédiction difficile.
Tenant compte des problèmes cités dessus, nous avons décidé d’utiliser les classifi-
cateurs bayésiens comme modèle de prédiction. Ce type de modèle est facile à mettre en
œuvre. Il nous permet d’étudier la propagation à travers les deux types de relation utili-
sés (structurel, conceptuel) séparément et de façon combinés. Ces caractéristiques nous
permettent de pallier l’incertitude qui existe dans les problèmes de l’analyse de l’impact.
Pour générer ce modèle, les données extraites dans la première phase servent comme
base d’apprentissage pour les classificateurs bayésiens.
3.2.3 Modèle de prédiction pour un ensemble des changements
En général, la maintenance des systèmes ou leur modification impose de faire plu-
sieurs changements de différents types en même temps. Un ensemble des changements
élémentaires peuvent être introduits sur une seule classe.
Nous devrions calculer une seule valeur de probabilité qui reflète la possibilité de
propagation de l’ensemble des changements à appliquer. Dans ce mémoire, nous propo-
sons une façon pour prédire les classes qui seront impactées suite à l’introduction d’un
ensemble des changements élémentaire sur une classe à changer. En effet, pour chaque
type de changement existant dans l’ensemble à appliquer, nous générons une probabi-
lité en utilisant le classificateur bayésien associé à ce type. Par la suite, les probabilités
obtenues sont combinées dans une seule valeur en utilisant une méthode de logique com-
binatoire.
Le reste de ce chapitre consiste à détailler et expliquer la première étape de notre
approche. La deuxième et la troisième étape seront exposées dans les chapitres 4 et 5.
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3.3 Extraction des données d’apprentissage
L’approche, que nous proposons, extrait les informations nécessaires pour la pré-
diction à partir du code source. Nous avons besoin de deux types d’informations, les
relations entre les classes du même système qui propagent l’effet du changement, ainsi
que l’historique du changement du système considéré.
3.3.1 Extraction des donnés de dépendance entre les classes
La définition des facteurs qui causent la propagation du changement est une phase
très importante. Nous avons choisi d’étudier deux types de relation entre les classes d’un
système orienté objet JAVA, les relations structurelles et les relations conceptuelles.
3.3.1.1 relations structurelles
Nous nous basons sur le travail fait par Zoghlami [48] qui a implémenté un outil pour
extraire les liens structurels entre les classes du même système. Il s’est inspiré par le tra-
vail de [17, 21]. L’outil en question a été développé dans le cadre de développement Soot
[25]. Le système à étudier sert à des données d’entrées pour l’outil développé. Le résultat
est une matrice qui contient toutes les relations pour chaque couple des classes dans le
système. Une relation entre deux classes est représentée par quadruplet (H,A,G,N) où :
• H : la relation d’héritage entre deux classes.
• G : la relation d’agrégation entre deux classes.
• A : la relation d’association entre deux classes.
• N : Le nombre des fois où une classe a invoqué des méthodes définis dans une
autre classe.
Au cours de notre étude, nous avons constaté que le module développé dans [48] ne
couvre pas tous les liens qui causent la propagation du changement, ainsi que certains
liens existants ne sont pas calculés d’une façon adéquate :
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• Le lien de l’implémentation des interfaces n’est pas pris en considération, malgré
que la suppression ou l’ajout d’une interface ou même sa modification pourrait
impacter les classes qui l’implémentent.
• L’outil n’extrait pas tous les cas possibles pour le lien d’agrégation. Il ne calcule
pas le cas où les paramètres du constructeur d’une classe A, contiennent une ins-
tance de la classe B.
Le deuxième problème consiste dans la propagation du changement à travers des
liens indirects entre les classes. En effet, les classes qui sont reliées directement, par une
relation structurelle, avec la classe changée, pourraient être affectées par le changement
de cette classe. En revanche, l’absence d’une relation structurelle directe n’implique
pas l’absence de la propagation du changement. Nous présentons deux exemples où il
n’existe pas une relation structurelle entre une classe changée et une autre classe, alors
que cette dernière pourrait être affectée :
• Exemple 1: Nous supposons que nous avons trois éléments A, B et C définies
comme suit :
– public class A
– public class B extends A
– public class C extends B
L’exemple montre que la classe B hérite directement de la classe A, ainsi que
la classe C hérite directement de la classe B. Par conséquent, la classe C peut
hériter indirectement de la classe A. Par ailleurs, l’outil qui donne les relations
structurelles entre les classes du système ne permet pas de détecter ce genre de
lien, ce qui pourrait nuire au processus de prédiction.
• Exemple 2: Pour le deuxième exemple nous avons les définitions suivantes,
pour les classes A, B, C :
– interface A
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– public class B implements A
– public class C extends B
Dans ce cas, la classe A est une interface implémentée par la classe B et la classe
C hérite de B. Certaines propriétés de l’interface A peuvent être utilisées par la
classe C, ce qui augmenterait la probabilité d’impact de la classe C quand on
change l’interface A. Cependant, il n’existe pas un lien direct entre A et C ce qui
posera un problème lors de la prédiction.
Pour résoudre les problèmes cités ci-dessus, nous avons amélioré l’outil développé
dans [48]. Nous avons ajouté, un lien I (implémentation) pour traiter le cas des interfaces.
Nous avons également mis à jour la manière dont les liens d’agrégation sont obtenus.
Pour pallier le problème des liens indirects, nous avons modifié la façon dont les
liens d’héritage et d’implémentation sont calculés. Pour le cas illustré dans l’exemple 1,
nous ajouterons le lien (H) d’héritage entre la classe A et la classe C, même si l’héritage
n’est pas direct. Par ailleurs, pour l’exemple 2, nous ajouterons le lien I d’implémen-
tation entre les deux l’interface A et la classe C. Ces dérivations sont récursivement
appliquées afin de couvrir tous les liens qui sont la cause potentielle de la propagation
du changement dans le système.
Par conséquent, la relation structurelle entre deux classes du même système est re-
présentée avec le quadruplet qui contient les champs suivants :
• Champ-H-I : Héritage où Implémentation.
• Champ-G : Agrégation.
• Champ-A : Association.
• Champ-N : Nombre d’invocation entre deux classes.
Nous n’avons pas ajouté un autre champ indépendant pour le lien I, car il est n’est
pas possible qu’une classe A hérite et implémente la même classe B. Pour cela, les liens
de l’héritage et d’implémentation partagent le même champ dans une seule relation entre
les classes A et B. Les liens structurels sont calculés de la manière suivante :
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• Héritage : Si la classe B hérite de la classe A, donc il y a un lien d’héritage (H)
entre A et B.
• Implémentation :
Si la classe A est classe interface, et la classe B l’implémente , donc il y a un lien
d’implémentation (I) entre A et B.
• Agréggation :
Si l’un des paramètres du constructeur de A est d’un type B, ou dans le construc-
teur de A, contient une création d’une instance de type B, donc il existe un lien
d’agrégation (G) entre A et B.
• Association :
Si une instance de type A contient une référence d’une instance de type B dans un
de ces attributs, donc il existe un lien d’association (A) entre A et B.
• Nombre d’invocation : Représente le nombre de fois qu’une classe B a été invo-
quée dans la classe A. En effet, c’est le nombre de fois ou la classe A a créé une
instance de type B, a fait des appels à ses méthodes et/ou a accédé ses attributs.
Les relations sont représentées dans une matrice Relation_Structurelle(i, j), où i,j
sont des classes du système où la relation corresponds à un quadruplet (H/I,G,A,N) dont
certains exemples sont présentés dans la figure 3.2.
Figure 3.2 – Exemeple d’une matrice des relations structurelles du système FreeMind
26
3.3.1.2 Couplage conceptuelles
Il est parfois nécessaire de changer une classe suite à un changement dans une autre,
sans qu’il soit nécessaire que les deux classes aient des relations structurelles. Dans ce
cas, on dit que les deux classes sont reliées conceptuellement. Une relation conceptuelle
consiste en un nombre qui représente la similitude entre deux classes dont la valeur
est comprise dans l’intervalle de 0 à 1 [30]. L’analyse textuelle est implémentée pour
calculer le couplage conceptuel. Les classes du système sont considérées comme des
documents textuels.
La similarité entre deux textes se base sur la présence de certain nombre des termes
T dans les deux textes. Pour cela, nous commençons par définir les vocabulaires et les
termes importants dans chaque classe en utilisant la méthode de pondération TF-IDF
(Term Frequency–Inverse Document Frequency) [41]. Ensuite nous calculons la simi-
larité entre les classes en se basant sur l’importance des termes dérivés de la première
phase, en implémentant la méthode de similarité cosinus [30].
Dans notre travail, nous cherchons à définir les termes les plus expressifs dans chaque
classe afin de calculer une similarité significative. Pour cela, les mots clés du langage
JAVA (System, extends, Print, Public, Void, return. . . ) doivent être éliminé de même que
les caractères spéciaux (+,-,*,. . . ). Nous conservons seulement les identifiants c.à-d., les
noms des classes, des méthodes, des variables, des attributs, des bibliothèques utilisés
etc.
La figure3.2 illustre les différentes phases que nous suivons afin d’extraire la relation
conceptuelle entre les classes :
(a) extraction des termes :
Dans cette étape, nous parcourons toutes les classes, en créant un fichier texte (des-
criptif). Ces fichiers contiennent les termes qui représentent les classes. Un terme
peut exister dans différents fichiers ce qui explique la similarité entre les classes.
Pour éliminer les termes prédéfinis du langage JAVA, une liste contient tous les mots
du langage JAVA a été créé, si le mot existe dans cette liste on ne l’écrit pas dans le
descriptif.
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Figure 3.3 – les étapes d’extraction des relations conceptuelles
(b) TF-IDF :
Après avoir généré les fichiers descriptifs, l’importance de chaque terme est calculée
par la méthode TF-IDF en deux phases. En premier, la fréquence d’un terme dans
chaque descriptif est le nombre d’occurrences de ce terme dans le fichier considèré.
Ensuite, nous mesurons l’importance du terme par rapport au corpus ou à l’ensemble
des fichiers descriptifs. En effet, moins le terme est fréquent dans le corpus, plus il
est important. D’autre part, plus le terme existe entre les classes plus les classes sont
similaires. IDF est calculé selon la formule (3.1) :
IDF = log
|D|
|d ∈ D : t ∈ d | (3.1)
D : nombre total des fichiers texte (c’est le nombre total des classes dans le système)
t :un terme t ∈ T t
|d ∈ D : t ∈ d| : le nombre des documents où le terme t apparait.
Finalement, le TF-IDF, qui définit le poids du terme, pour chaque classe est obtenu
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en multipliant les mesures (3.2) :
TF_IDF = TF ∗ IDF (3.2)
Chaque classe est représentée par un vecteur dont les valeurs sont le poids de chaque
terme dans cette classe. Si le terme n’existe pas dans la classe considérée, sa valeur
est 0.
(c) la similarité cosinus :
Cette métrique est utilisée souvent en fouille de texte. Elle calcule la similarité
entre deux vecteurs de n dimensions en déterminant l’angle entre eux. La simila-
rité cosinus est souvent utilisée entre les vecteurs TF-IDF. En effet, pour mesurer la
ressemblance entre deux textes, on calcule un vecteur TF-IDF pour chaque texte,
ensuite la similarité est obtenue selon la formule (3.3). Dans notre cas, chaque
deux classes A et B sont représentées par les vecteurs TF-IDF de n-dimensions
Va(va−1,va−2. . . ..,va−n), Vb(vb−1,vb−2, . . . ..,vb−n) . la similarité est calculée selon
la formule suivante :
Sim(Va,Vb) = cos(θ) =
Va ∗Vb






La valeur de cosinus est dans l’intervalle [0,1]. Quand la valeur de cosinus entre deux
vecteurs égale à 0, la similarité n’est pas forte, ce qui signifie que les deux classes ne
partagent pas l’utilisation d’aucun terme. En revanche, si la valeur de cosinus égale
à 1, les deux vecteurs Va et Vb sont égaux. Cela signifie que les deux classes A et B
sont identiques.
Nous représentons les relations conceptuelles par une matrice dont les valeurs sont
entre 0 et1. Certaines exemples sont illustrés par la figure 3.4.
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Figure 3.4 – Exemple d’une matrice de couplage conceptuel du système LaTexDraw
3.3.1.3 Résumé
À la fin de cette première phase, on a commencé par extraire les liens structurels
entres les classes du même système en utilisant la méthode de rétro-ingénierie. Nous
avons développé un outil dans le cadre de Soot pour calculer le couplage structurel,
notre travail se base sur les travaux réalisés par [17, 21, 48].
Pour avoir tous les liens qui causent la propagation du changement, on ne s’est pas
limité juste au lien structurel. Nous proposons également d’étudier les liens conceptuels
entre les classes en explorant la similarité entre ces classes. La méthode de la similarité
cosinus a été implémentée afin de calculer le couplage conceptuel. La figure 3.5 résume
les étapes que chaque version du même système doit suivre afin d’obtenir les relations
entre les classes.
3.3.2 Extraction des données d’impact du changement
Notre modèle de prédiction se base sur deux types de données : les relations entre les
classes et l’historique du changement des versions successives du système. On apprend à
notre modèle les différents cas où une relation entre les classes a propagé le changement,
en plus on traite l’autre cas où un changement a été appliqué sans affecter le système.
Dans ce qui reste de ce chapitre, nous allons expliquer la méthode que nous avons suivi
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Figure 3.5 – Processus d’extraction des relations entres les classes
afin d’extraite l’historique du changement à partir du code source. L’outil Chianti a été
utilisé pour cette fin.
3.3.2.1 Dérivation de la dépendance des changements :
Entre chaque deux versions successives, du système à analyser, les modifications
appliquées sont automatiquement calculées ainsi que leurs dépendances, en comparant
le code source des deux versions comme illustré par La figure 3.6.
Figure 3.6 – Processus d’extraction des relations entres les classes
Comme le travail de Ren et al [36], nous décomposons les changements complexes
entre deux versions du système en un ensemble des changements élémentaires. Ces der-
niers sont exprimés comme suit :
(a) Changement sur les classes : dans ce niveau de granularité le mainteneur peut ajou-
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ter une classe (AC :Add Class), supprime une classe (DC : Delete Class) ou changer
la signature d’une classe comme modifier sa visibilité (CC :Change Class). Il faut
noter que le type du changement AC consiste à ajouter une classe vide, ce qui n’im-
pacte pas le système. Pour cela notre modèle ne prend pas en compte ce type du
changement.
(b) Changement sur les méthodes : le mainteneur peut ajouter une méthode (AM :Add
Method), supprimer une méthode (DM : Delete Method) ou changer le corps de la
méthode ou sa visibilité (CM : Change Method). Noter que le changement du nom
de la méthode est traité par le pair DM, AM.
(c) Changement sur les attributs : le mainteneur peut ajouter un attribut (AF :Add Field),
supprimer un attribut (DF : Delete Field). Le changement du nom de l’attribut ou son
type est géré par DF, AF.
Nous utilisons l’outil Chianti [37] pour capturer les changements atomiques et ana-
lyser leurs dépendances. Il prend en entrée deux versions du même système V1,V2 afin
de décomposer les modifications en des changements élémentaires. Ensuite, il calcule
un graphe de dépendance dont les nœuds sont les changements atomiques et les arcs
représentent leurs dépendances. En fait, un changement dépend d’un autre changement
si l’application du premier changement sur V1 donne un programme non valide.
Pour chaque changement C1 dans une classe donnée A, nous utilisons le graphe de
dépendance généré par Chianti pour identifier les classes impactées dans le système par
C1. Pour chaque changement C2 existe dans l’ensemble des changements qui dépendent
de C1, nous récupérons la classe où ce C2 a été appliqué. Nous utilisons la fermeture
transitive pour couvrir toutes les classes affectées par le changement C1.
Par ailleurs, le modèle du Chianti détecte seulement les dépendances syntaxiques
entre les changements atomiques pas les dépendances sémantiques. Par exemple, si le
développeur initialise une variable locale dans deux différentes méthodes, la dépendance
syntaxique n’existe pas de ce cas. En effet, la compilation du programme donne un
programme valide, mais le comportement du système lors de l’exécution pourrait être
différent.
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La figure 3.7 montre un exemple des fichiers d’historique du changements obtenus
entre deux versions successives de système EIRC. On trouve, par exemple, que le chan-
gement d’une méthode CM dans la classe Privatewindow a impactée l’ensemble des
classes suivantes : ServerProcess, Chatwindow, Channelwindow.
Figure 3.7 – Un exemple de fichier de l’historique du changement du système EIRC
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CHAPITRE 4
CRÉATION DES CLASSIFIEURS BAYÉSIENS
4.1 Introduction
Dans ce chapitre nous discutons de la génération et de l’utilisation des classificateurs
bayésiens pour les changements élémentaires. La figure 4.1 illustre les différentes étapes
à suivre :
Figure 4.1 – Les phases d’obtention des probabilités
• Génération de la base d’apprentissage
Dans cette phase, les relations entre les classes, ainsi que l’historique des change-
ments sont utilisés afin de créer des bases d’apprentissage pour générer les classi-
ficateurs bayésiens.
• Création des classificateurs :
Les données d’apprentissage sont utilisées comme entrée à un module d’appren-
tissage permettant de produire les classificateurs bayésiens. Ce module est implé-
menté en utilisant le cadre du développement Weka [44].
• Prédiction de l’impact sur chaque classe Le second module développé pour
cette partie utilise les classificateurs bayésiens pour prédire la propagation du
changement entre deux classes. La relation entre la classe à changer et la classe
à analyser sert comme donnée d’entrée pour le classificateur. Le module classi-
fie les classes à analyser en deux groupe classe impactée et classe non
impactée.
4.2 Génération de la base d’apprentissage
Les informations d’apprentissage, extraites de chaque paire de versions successives
du même système considéréVi,Vi+1, sont utilisées pour l’apprentissage du classificateur
d’un type de changement donné. Ces informations contiennent l’attribut à expliquer, c.-
à-d., impact ou non, et les attributs explicatifs, c.-à-d., les dépendances (structurelles
et/ou conceptuelles) entre la classe à changer et la classe à analyser. Ainsi, pour une
paire de versions successives, nous récupérons toutes les classes qui ont subi le type de
changement en question. Les classes affectées par ce changement sont obtenues à partir
du fichier de l’historique du changement (voir le chapitre 3). Par la suite, la relation entre
chaque couple de classes (changée, affectée) est extraite à partir des matrices de relations
(structurelle et/ou conceptuelle). Ces données constituent les cas positifs.
De la même façon, nous définissons des cas négatifs, c.-à-d., les cas où le changement
n’a pas été propagé dans les données historiques. Ces derniers cas sont ajoutés aux cas
positifs pour former la base d’apprentissage (fichiers ARFF) comme le montre la figure
4.2.
Figure 4.2 – les étapes à compléter pour obtenir une base d’apprentissage
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Un aperçu du contenu d’un fichier ARFF est donné dans la figure 4.3.
Figure 4.3 – Exemple d’un fichier ARFF
Étant donné que les relations entre les classes sont de deux types, structurels, et
conceptuels, les bases d’apprentissage sont regroupées en trois catégories :
1. Base d’apprentissage structurelle : Cette base contient des relations de type
structurel. Elle est utilisée pour générer des classificateurs bayésiens structurels
(voir la Figure 4.4). Le ficher ARFF comporte cinq attributs pour chaque type de
liens structurels définis dans le chapitre 3.
Figure 4.4 – Exemple d’un fichier ARFF de système JFlex, pour les relations structu-
relles
2. Base d’apprentissage conceptuelle : Cette base contient des relations de type
conceptuel. Elle est utilisée pour générer des classificateurs bayésiens concep-
tuels. La figure 4.5 illustre un exemple de fichier ARFF pour ce type de base
d’apprentissage. Dans ce cas-là, il y a deux types d’attribut, le premier est de type
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numérique vu que la relation conceptuelle est donnée par une valeur de similarité.
Le deuxième représente la propagation ou non du type de changement dans ce cas.
Figure 4.5 – Exemple d’un fichier ARFF de système FreeMind, pour les relations
conceptuelles
3. Base d’apprentissage combinée : Nous explorons également l’utilisation combi-
née des attributs structurels et conceptuel pour générer des classificateurs mixtes
(voir la Figure 4.6).
Figure 4.6 – Exemple d’un fichier ARFF de système EIRC, pour les relations combinées
4.3 Création des classificateurs
4.3.1 Rappels sur les classificateurs bayésiens
Les classificateurs bayésiens sont des modules de prédiction simples, qui ont prouvé
leurs efficacités dans des problèmes complexes [38]. Le classificateur bayésien est repré-
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senté par un graphe acyclique où chaque nœud du graphe est une variable. Les arcs entre
ces nœuds expliquent l’influence probabiliste entre la variable désignée comme nœud
père sur la variable donnée comme nœud fils. En effet, le graphe contient deux types de
nœuds. Le nœud X qui exprime les facteurs d’influences sur la probabilité à calculer et
le nœud C qui représente les différentes catégories de classification.
Le théorème de Bayes nous permet de combiner de l’information connue
(observée) avec de l’information inconnue (cachée), la probabilité est calculée par la
formule suivante :
p(C = ci/X = x) =
p(X = x j/ci)p(ci)
∑ch=1 p(X = x j/ch)p(ch)
(4.1)
Où ch est les possibles classes. Cette formule du théorème de Bayes ne prend pas en
considération l’indépendance entre les hypothèses d’entrées (les facteurs qui influencent
la propagation du changement). Cette propriété a été introduite dans le classificateur
bayésien naïf [38]. On suppose que tous les facteurs (X=x1. . . X=xk, où ‘k’ est le nombre
des facteurs d’influence) sont indépendants, l’un de l’autre, ce qui donne :






Pour le problème que nous traitons, l’analyse de l’impact du changement, les fac-
teurs de propagation sont les liens entre les classes. En effet, les facteurs d’influence X
sont donnés par les différents types de relation soit structurelle (H/I,A,G,N), conceptuels
(Sim) ou une combinaison entre les deux types (H/I,A,G,N,Sim). Pour cela, on peut avoir
les trois cas suivants :
• Les relations structurelles : (X = xk) = (x1 = H,x2 = G,x3 = A,x4 = I,x5 = N)
• Les relations conceptuelles : (X = xk) = (x1 = Sim)
• combinaison : (X = xk) = (x1 = H,x2 = G,x3 = A,x4 = I,x5 = N,x6 = Sim)
D’autre part, Nous avons deux catégories de classification C comme suit :
• (C=ci) = (c1= classe impactée, c2= classe non impactée)
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Le choix des classificateurs bayésiens se justifie par la simplicité de leur mise en
œuvre. En effet, les classificateurs bayésiens traitent d’une façon efficace les problèmes
d’une nature incertaine. Dans notre cas, l’incertitude fait partie des difficultés causées
par le problème de la prédiction d’impact du changement, en particulier quand le chan-
gement n’est pas encore applique sur le système. Par ailleurs, un modèle probabiliste
permet de trier les classes par risque, ce qui facilite leur inspection quand les ressources
sont limitées.
4.3.2 les types de classificateurs bayésiens
Les classificateurs bayésiens sont générés pour chaque type de changement atomique
séparément. Selon les types de changement élémentaires que nous considérons, nous
avons les différents types de classificateurs suivants :
• Classificateur-CC :ce type de classificateur est utilisé pour prédire la propagation
du type CC(Change Class).
• Classificateur-DC :ce type de classificateur est utilisé pour prédire la propagation
du type DV(Delet Class).
• Classificateur-AM : ce type de classificateur est utilisé pour prédire la propagation
du type AM(Add Method).
• Classificateur-CM : ce type de classificateur est utilisé pour prédire la propagation
du type CM(Change Method).
• Classificateur-DM : ce type de classificateur est utilisé pour prédire la propagation
du type DM(Delet Method).
• Classificateur-AF : ce type de classificateur est utilisé pour prédire la propagation
du type AF(Add Field).
• Classificateur-DF : ce type de classificateur est utilisé pour prédire la propagation
du type DF(Delet Field).
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D’autre part, nous avons trois catégories de classificateur selon le type des relations
qui influence la propagation. La figure 4.7a est un classificateur dont les facteurs d’in-
fluence sur la probabilité sont les liens structurels. Le deuxième type 4.7b prédit l’impact
des classes quand les relations conceptuelles sont utilisées dont le lien est exprimé par
une valeur de similarité. Nous étudions ainsi la propagation du changement dans le sys-
tème à travers les relations structurelles et conceptuelles en même temps, cette troisième
catégorie est représentée par la figure 4.7c .
(a) Graphe de classificateur bayésien des re-
lations structurelles.
(b) Graphe de classificateur bayésien des
relations conceptuelles.
(c) Graphe de classificateur bayésien des re-
lations combinées.
Figure 4.7 – Les différents type des classificateurs
4.4 Utilisation des classificateurs pour la prédiction de l’impact
Dans cette dernière phase, les classificateurs bayésiens sont prêts à être utilisés pour
calculer la probabilité d’impact. Comme le montre la Figure 4.8, le module prend en
entrée le type de changement à appliquer ainsi que la relation entre la classe à changer
et la classe dont il faut prédire l’impact. Les classificateurs bayésiens sont utilisés pour
calculer la probabilité d’impact.
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Figure 4.8 – Processus de prédiction
Afin d’utiliser le module de prédiction, l’utilisateur devra suivre la procédure sui-
vante :
• Choisir la classe C1 à modifier
• Choisir un type de changement atomique à appliquer : CC,DC,AM,CM,DM,AF,DF.
• Choisir le type de relation entre C1 et les autres classes du système (structurelle,
conceptuelles, combinés).
• Fournir la relation entre la classe à changer C1, et la classe à prédire C2.
• Le module classification va choisir le classificateur adéquat au type de change-
ment, et le type de relation choisi.
• Le classificateur choisi calcule la probabilité d’impact, en se basant sur la relation
entre les deux classes C1,C2.
4.5 Validation
Dans cette dernière partie du chapitre, nous discutons de la mise en œuvre de notre
approche. Nous évaluons notre approche pour les deux scénarios suivant :
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• Scénario 1 : On suppose que les versions antérieures du même système existent.
Ces versions servent à extraire les données d’apprentissage nécessaires à la gé-
nération des classificateurs bayésiens. On appelle ce scénario intra-système où
l’apprentissage se fait à partir des anciennes versions du même système.
• Scénario 2 : On considère que les anciennes versions du système n’existent pas
(p. ex., un système qui vient d’être développé ou l’historique des changements des
versions antérieures non sauvegardé). Par conséquent, on ne peut pas avoir des
fichiers d’apprentissage provenant du même système. Nous proposons, dans ce
cas, d’utiliser les bases d’apprentissage extraites à partir d’autres systèmes pour si
les classificateurs peuvent être utilisés sur d’autres systèmes. Ce scénario est applé
l’inter-systèmes.
4.5.1 Mise en œuvre
4.5.1.0.1 Intra-Système : Les fichiers ARFF, obtenus pour les n-1 premières ver-
sions, sont rassemblés dans un seul fichier. Ce dernier est utilisé comme une base d’ap-
prentissage pour créer les classificateurs bayésiens comme le montre la figure4.9. Le
fichier ARFF extrait entre la version Vn− 1, et Vn est utilisé comme fichier test. Ce fi-
chier contient les informations sur des cas où le changement a été propagé et des cas où
le changement n’a pas été propagé. Enfin, nous comparons nos prédictions calculées par
les classificateurs bayésiens avec les données qui existent dans le fichier test.
Figure 4.9 – Scénario d’intra-système
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4.5.1.0.2 Inter-systèmes Pour générer les classificateurs pour le système X, nous uti-
lisons les bases d’apprentissage extraites des autres systèmes (système 1, . . . , système L)
pour créer une seule base d’apprentissage qui servira à mettre au point les classificateurs
bayésiens nécessaires pour la prédiction, comme le montre la figure 4.10.
Figure 4.10 – Scénario d’inter-système
Afin de valider notre approche, un fichier test, contenant l’impact des changements
entre les deux dernières versions Vi, Vi+1 du système X, est utilisé.
4.5.2 Collection des données :
Nous avons utilisé les évolutions de 6 systèmes, à code source ouvert, écrits en Java :
• EIRC [1] : un client web pour la messagerie instantanée
• Freemind [2] : un système qui permet de créer des cartes conceptuelles. Il est
utilisé pour organiser les idées en des diagrammes qui représentent la connexion
sémantique entre les idées.
• Jflex [3] : un générateur d’analyseurs lexicaux.
• Jfreechart [4] : une API java qui permet de créer des graphiques.
• Latexdraw [5] : un éditeur graphique pour Latex.
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• Xerces [6] : une bibliothèque pour l’analyse syntaxique des documents XML.
Nous cherchons à évaluer notre approche avec des systèmes de différentes natures,
ce qui justifie le choix de ces systèmes. De plus, ces systèmes sont de taille variable. Le
Tableau 4.I présente le nombre de versions pour chaque système, ainsi la taille de chaque
système illustrée en nombre des classes de la dernière version :
Tableau 4.I – Les systèmes utilisés
système version utilisé nombres des nombres des
Versions Classes
Xerces 1.0.1→ 1.4.4 10 578
JFreeChart 0.5.6→ 0.8.0 8 331
LaTeXDraw 1.5→ 2.0.8 22 247
FreeMind 0.0.2→ 0.7.0 11 115
EIRC 1.0.1→ 2.0.0 5 69
JFlex 1.3.0→ 1.4.1 8 59
4.5.3 Mesure de la performance des classificateurs
Notre approche est une méthode probabiliste qui génère une probabilité d’impact p
pour chaque couple de classes dans le système (classe changée- classe impactée). Pour
présenter nos résultats, nous avons fait l’hypothèse que les ressources pour inspecter les
classes impactées ne sont pas limitées. Ainsi, nous déterminons un seuil qui représente la
probabilité au-dessus de laquelle une classe sera considérée comme impactée. Le main-
teneur inspecte toutes les classes ayant des probabilités d’impact au moins égales au
seuil. Nous avons utilisé un seuil de 0.5 dans notre validation.
Afin d’évaluer la performance de notre méthode, nous calculons la précision et le
rappel. Notre modèle prédictif donne la probabilité qu’une classe soit impactée suite à
un changement effectué sur une autre classe. La précision nous permet de nous assurer de
l’exactitude des prédictions. D’autre part, le rappel permet de connaître la proportion des
classes réellement affectées par le changement qui sont détectées avec une probabilité
au moins égale au seuil.
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Pour calculer la précision et le rappel, nous utilisons la notion de vrais positifs VP qui
est le nombre des prédictions correctes, et la notion de faux positifs FP qui est le nombre
des classes prédites comme impactées alors qu’elles ne le sont pas en réalité. Les classes
qui sont réellement impactées alors qu’elles ne sont pas prédites comme telles sont les









Nous avons utilisé d’autres mesures pour évaluer la performance de notre approche.
La première est la F-mesure [42] qui est une agrégation de la précision et du rappel.
Formellement :
F = 2 · precision · rappel
precision+ rappel
(4.5)
Nous avons aussi calculé le Kappa de Cohen. Ce coefficient permet de chiffrer le de-
gré d’accord entre deux ou plusieurs observations lors d’une prise de décision, dans notre
cas, les classificateurs vs les données historiques. Le tableau 4.II illustre les différentes
valeurs de Kappa et leurs interprétations respectives.
Tableau 4.II – Les valeurs de Kappa
Kappa intrepréstation
< 0 Désaccord




0.81-1 Accord presque parfait
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4.5.4 Résultats et discussion
Pour évaluer notre approche, nous essayions de répondre à deux questions suivantes
correspondantes aux deux scénarios précédemment décrits :
• Question 1 : est-il possible de prédire la propagation du changement dans le sys-
tème à partir des données extraites des versions antérieures du même système (Pré-
diction intra-système) ?
• Question 2 : est-il possible de prédire la propagation du changement dans le sys-
tème à partir des données extraites des versions antérieures d’autres systèmes (Pré-
diction inter-système) ?
4.5.5 Intra-système :
Le tableau 4.III illustre les résultats obtenus pour le scénario intra-système. Il est
divisé en trois parties. Chaque partie présente le type de relations (structurelles, concep-
tuelles, combinés) utilisées comme entrées des classificateurs. Il est à noter que dans
certains cas, nous n’avons pas pu collecter suffisamment de données pour entraîner les
classificateurs ce qu’explique l’absence de certains résultats.
Les meilleures prédictions sont celles obtenues avec les classificateurs conceptuels.
Cela se voit clairement pour le système Xerces où toutes les précisions sont supérieures
à 96%. Une prédiction parfaite (P = 100%, F = 100%) est obtenue pour les deux types
de changement AF et DF pour ce système. Cela est dû à la nature de la relation concep-
tuelle qui se base sur les identificateurs utilisés entre les classes. L’ajout d’un attribut
dans deux classes augmente la propagation du changement entre ces deux classes. Nous
avons la même observation avec le type de changement DC ou la précision égale à 94%
pour le système JFlex et 93% pour le système JFreeChart. Dans la même tendance, les
prédictions pour le type de changement CM sont bonnes où l’on constate une précision
de 94% pour le système JFLex et 78% pour le système FreeMind.
Les classificateurs structurels ont montré une bonne capacité à prédire la propaga-
tion du changement. Dans certains cas, ces classificateurs ont donné de meilleurs résul-
tats que celle des classificateurs conceptuels. Cela est constaté dans le système EIRC
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Tableau 4.III – Les résultats de la prédiction pour le scénario intra-système
type de relartion structurelle conceptuelle combiné
System Change Cases P R F P R F P R F
EIRC AF 22 0.69 0.68 0.66 0.72 0.71 0.7 0.65 0.65 0.65
AM 73 0.83 0.83 0.83 0.75 0.74 0.74 0.87 0.87 0.87
CC 55 0.33 0.35 0.33 0.6 0.61 0.62 0.51 0.5 0.5
CM 234 0.64 0.62 0.61 0.73 0.73 0.73 0.76 0.74 0.74
DC 118 0.25 0.5 0.33 0.5 0.5 0.33 0.25 0.5 0.33
DF 61 0.71 0.6 0.64 0.25 0.5 0.33 0.62 0.56 0.51
DM 260 0.61 0.55 0.48 0.79 0.77 0.77 0.52 0.52 0.5
FreeMind AF 129 0.65 0.57 0.5 0.88 0.88 0.88 0.3 0.3 0.3
AM 465 0.47 0.47 0.46 0.78 0.78 0.78 0.72 0.59 0.58
CC - - - - - - - - - -
CM 441 0.68 0.67 0.67 0.78 0.78 0.77 0.74 0.67 0.68
DC 346 0.77 0.66 0.59 0.78 0.66 0.61 0.67 0.66 0.65
DF 116 0.81 0.8 0.8 0.84 0.84 0.83 0.86 0.85 0.85
DM 360 0.69 0.68 0.68 0.72 0.7 0.69 0.78 0.77 0.77
JFlex AF 14 0.74 0.71 0.71 0.25 0.5 0.33 0.85 0.79 0.77
AM 18 0.5 0.5 0.49 0.81 0.8 0.81 0.91 0.89 0.88
CC - - - - - - - - - -
CM 34 0.5 0.5 0.49 0.94 0.94 0.94 0.6 0.61 0.59
DC 18 - - - 0.94 0.94 0.94 - - -
DF 6 0.87 0.83 0.83 0.8 0.66 0.62 0.87 0.83 0.83
DM 10 0.83 0.75 0.73 0.83 0.75 0.73 0.25 0.5 0.33
JFreeChart AF 72 0.76 0.74 0.73 0.85 0.8 0.8 0.92 0.9 0.89
AM 112 0.73 0.7 0.7 0.81 0.81 0.81 0.69 0.68 0.67
CC 76 0.48 0.49 0.44 0.62 0.61 0.61 0.55 0.53 0.5
CM 192 0.66 0.66 0.65 0.73 0.72 0.71 0.74 0.73 0.73
DC 10 0.79 0.6 0.52 0.93 0.92 0.91 0.78 0.6 0.5
DF 24 0.79 0.79 0.79 0.7 0.7 0.7 0.75 0.75 0.75
DM 30 0.89 0.88 0.86 0.79 0.79 0.79 0.92 0.9 0.9
LaTeXDraw AF 18 0.78 0.78 0.78 0.71 0.66 0.64 0.72 0.72 0.72
AM 64 0.77 0.77 0.76 0.81 0.81 0.81 0.73 0.72 0.71
CC 70 0.56 0.57 0.57 0.62 0.61 0.61 0.56 0.57 0.54
CM 160 0.7 0.68 0.69 0.59 0.59 0.57 0.67 0.67 0.67
DC 72 0.48 0.49 0.47 0.62 0.61 0.61 0.47 0.47 0.46
DF 98 0.74 0.72 0.72 0.75 0.71 0.7 0.72 0.72 0.72
DM 278 0.69 0.67 0.66 0.64 0.64 0.64 0.7 0.68 0.68
Xerces AF 25 0.79 0.76 0.76 1 1 1 0.85 0.78 0.77
AM 37 0.81 0.78 0.78 0.96 0.95 0.95 0.84 0.76 0.74
CC 52 0.79 0.65 0.6 0.96 0.96 0.96 0.87 0.83 0.82
CM 40 0.7 0.63 0.61 0.96 0.96 0.96 0.79 0.75 0.75
DC - - - - 0.9 0.87 0.87 - - -
DF 10 0.62 0.6 0.58 1 1 1 0.78 0.59 0.52
DM 38 0.23 0.23 0.23 0.98 0.98 0.98 0.362 0.408 0.359
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où la F-mesure F = 0.64 pour les classificateurs structurels et F = 0.33 pour les clas-
sificateurs conceptuels. D’autre part, certains résultats des deux types de classificateurs
sont similaires avec un léger avantage pour les classificateurs conceptuels. Dans le sys-
tème FreeMind le F-mesure du type de changement DF est presque le même F = 0.8
(structurel) et F = 0.83 (conceptuel).
Nous avons observé également que dans certains cas, l’utilisation des classificateurs
combinés a amélioré la prédiction, comme pour EIRC avec AM (F=0.87) et FreeMind
avec DM (F =0.77). Dans d’autres cas, la combinaison n’a pas amélioré la prédiction.
C’est notamment le cas du système JFlex avec le type de changement DM où nous avons
constaté une diminution de la précision P = 25%.
Le tableau 4.IV du Kappa donne l’accord entre les prédictions obtenu par nos mo-
dèles et les classes impactées réellement. En effet, nous constatons que dans la majorité
des types de changement le kappa est supérieur à 0.4. Ce qui signifie un fort accord entre
la réalité et nos prévisions. En revanche, nous avons eu quelques cas où le kappa est
inférieur à 0.3 ou même égal à 0. Cela est observé en particulier pour le système Jflex
avec CM.
Pour permettre d’analyser plus finement les prédictions, nous allons présenter, dans
ce qui suit, quelques exemples de l’évolution de la qualité de la prédiction avec la baisse
des probabilités d’impact prédit par nos classificateurs.
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Tableau 4.IV – Le Kappa pour le scénario intra-système
type de relartion Kappa
System Change Cases structurelle conceptuelle combiné
EIRC AF 22 0.37 0.42 0.3
AM 73 0.66 0.49 0.72
CC 55 0 - 0.1
CM 234 0.25 0.47 0.48
DC 118 0 0 0
DF 61 0.2 0 0.13
DM 260 0.1 0.55 0.1
FreeMind AF 129 0.14 0.75 0
AM 465 0 0.55 0.28
CC - - - -
CM 441 0.34 0.5 0.35
DC 346 0.31 0.3 0.32
DF 116 0.6 0.66 0.68
DM 360 0.37 0.39 0.55
JFlex AF 14 0.43 0 0.57
AM 18 0 0.61 0.77
CC - - - -
CM 34 0 0.89 1
DC 18 - 0.89 -
DF 6 0.66 0.33 0.67
DM 10 0.5 0.5 0
JFreeChart AF 72 0.47 0.6 0.8
AM 112 0.41 0.62 0.35
CC 76 0 - 0.01
CM 192 0.31 0.43 0.46
DC 10 0.2 0.83 0.2
DF 24 0.58 0.4 0.5
DM 30 0.73 0.57 0.8
LaTeXDraw AF 18 0.56 0.32 0.44
AM 64 0.53 0.61 0.44
CC 70 0.14 - 0.11
CM 160 0.36 0.18 0.35
DC 72 0 0.23 0
DF 98 0.45 0.43 0.44
DM 278 0.34 0.28 0.37
Xerces AF 25 0.53 1 0.56
AM 37 0.56 0.91 0.52
CC 52 0.31 0.91 0.66
CM 60 0.29 0.91 0.52
DC - - 0.75 -
DF 10 0.2 1 0.22
DM 38 0 0.96 0
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4.5.5.1 AF(Add Field)
L’ajout d’un attribut dans une classe peut engendrer un impact dans une autre classe
qui va l’utiliser. Le partage de l’accès aux mêmes attributs augmente la similarité entre
les classes ce qui augmente la propagation du type de changement AF. La figure 4.11
illustre les courbes parfaites de la précision et du rappel pour AF dans le système Xerces
avec les classificateurs conceptuels. La similarité entre les classes de ce système est
grande. Nous avons examiné certains couples de classes (changée, affectée) dont les deux
classes (XMLContentSpec, XMLValidator). Les attributs suivants : CONTENTSPECNDE
NS LAX, CONTENTSPECNDE NS SKIP, CONTENTSPECNDE NS OTHER ont été
ajoutés dans la première classe et utilisé par la deuxième. Ce qui explique la forte simi-
larité entre ces deux classes (Sim = 40%).
Figure 4.11 – Xerces, Classificateur conceptuel, précision et le rappel pour AF. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.5.2 AM(Add Method) :
Ajouter une méthode est un changement fréquent que le développeur introduit sou-
vent dans les classes. La figure 4.12 présente les résultats obtenus pour le système Free-
Mind avec les classificateurs structurels. Nous constatons que la précision est égale à
47% quand le seuil de probabilité est à 50%. Cependant, en analysant toute l’évolution
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de la précision, nous trouvons que pour les 40 premières classes la prédiction est cor-
recte. Par la suite, de nombreux faux positifs sont rencontrés. Par ailleurs, de nombreuses
classes n’ont pu être détectées avant le seuil de 50%. C’est les cas, par exemple, du
couple de classe (NodeAdapter, MapAdapter). Cela est dû à la faible relation struc-
turelle entre les classes (F,F,F,3). En réalité, l’ajout de la méthode estabilishOwnFont
dans la première classe a impacté la classe MapAdapter.
Figure 4.12 – FreeMind, Classificateur structurel, précision et le rappel pour AM. Axe
X : nombre de classes inspectées, axe Y : précision/rappel.
4.5.5.3 CC(Change Classe) :
Ce type du changement se fait au niveau de la signature d’une classe (visibilité
d’une classe où ajouter l’implémentation d’une interface,). La propagation de ce type
de changement est difficile à prédire, car il n’est pas souvent appliqué. Ceci ne permet
pas à extraire une grande base d’apprentissage. Cela explique la mauvaise performance
de nos classificateurs. La figure 4.13 donne la précision et le rappel pour ce change-
ment dans le système JFreeChart avec des classificateurs structurels. Les résultants com-
mencent par trois fausses prédictions, ensuite une grande amélioration des prévisions
est observée entre la 3e positon et la 25e position. Nous avons étudié le couple (Axis,
AxisConstents) de classe qui est l’une des trois premières mauvaises prédictions.
La classe a changé sa signature en implémentant une interface. Cette dernière n’a pas
été utilisée par la classe AxisConstents. Cependant, la forte relation entre ce couple
(F,F,A,7) a provoqué une mauvaise prédiction par nos classificateurs.
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Figure 4.13 – JFreeChart, Classificateur structurel, précision et le rappel de CC. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.5.4 CM(Change Method) :
La figure 4.14 confirme la bonne évolution des classificateurs conceptuels avec ce
type de changement. On constate clairement que les courbes de précision et de rap-
pel sont proches de l’allure idéale avec une seule mauvaise prédiction. En effet, nous
avons examiné le fichier test afin de comprendre la bonne performance de nos mo-
dèles dans ce cas-là. Nous avons trouvé que les classes affectées réellement ont une
grande similarité avec les classes changées. En revanche, les classes non affectées ont
une similarité qui est inférieure à (Sim = 1%) avec les classes changées. Par exemple,
le changement introduit dans la classe DateTimeValidator a affecté la classe
YearDateTypeValidator. Nos classificateurs ont correctement prédit cette pro-
pagation, la similarité entre ces deux classes étant égale à 60%. Afin de comprendre
cette similarité entre ces deux classes, nous avons regardé les relations structurelles et
nous avons trouvé que la classe YearDateTypeValidator hérite en fait de la classe
DateTimeValidator.
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Figure 4.14 – Xerces, Classificateur conceptuel, précision et le rappel de CM. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.5.5 DC (Delete Class) :
La suppression d’une classe n’arrive pas assez souvent dans la maintenance des sys-
tèmes ce qui nous a posé un problème au niveau de l’extraction des données d’appren-
tissage. Cependant, nous avons réussi à prédire la propagation de ce type du changement
en particulier avec les classificateurs conceptuels. Nous avons eu de bonnes prédictions
pour les systèmes Xerces, JFlex, JfreeChart, avec une précision supérieure à 94%. Les
résultats du système LatexDraw sont présentés dans la figure 4.15. Nous voyons clai-
rement que les 23 premières classes sont bien prédites. La précision est 75% quand on
arrive au seuil de 50%.
Figure 4.15 – LaTexDraw, Classificateur conceptuel, précision et le rappel de DC. Axe
X : nombre de classes inspectées, axe Y : précision/rappel.
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4.5.5.6 DF (Delete Field) :
La suppression d’un attribut d’une classe nécessite une modification dans les classes
qui utilise cet attribut. Les trois types de classificateurs ont réussi à obtenir de bonnes
prédictions pour ce type de changement avec une précision supérieure à 70%. La figure
4.16 présente la précision et le rappel pour le système FreeMind avec les classificateurs
conceptuels. Nous constatons que la prédiction est correcte jusqu’à la 100e position.
Ensuite, les classificateurs se trompent dans 30 cas avant de détecter de nouveaux vrais
positifs. En analysant les mauvaises prédictions, nous avons trouvé un grand nombre des
faux négatives résultant d’une forte similarité avec les classes changées. Ceci explique
le comportement de notre classificateur dans le cas du couple (ArrowLinkAdapter,
LinkAdapter) où la similarité est égale 39%.
Figure 4.16 – FreeMind, Classificateur conceptuel, précision et le rappel de DF. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.5.7 DM(Delete Method) :
Les résultats pour le système LaTexDraw, obtenus par les classificateurs combinés,
sont illustrés par la figure 4.17. La combinaison des types de relations, dans ce cas-là, a
amélioré la prédiction par rapport aux autres classificateurs. La précision est près de 80%
quand on arrive au seuil de 50%. D’autre part, nous constatons que le rappel est 50% à
ce seuil. Un exemple de faux négatif est le couple (Drawpanel, Picture) où la mé-
thode getTransformedPointToGrid a été supprimée de la classe Drawpanel.
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La classe Picture a été affectée par ce changement. Nos classificateurs ont calculé
un faible de probabilité d’impact. Cela est dû à la faible relation entre les deux classes
représentées par les liens structurels (F,F,F,2) et la valeur de similarité (Sim = 7%).
Figure 4.17 – FreeMind, Classificateur conceptuel, précision et le rappel de DM. Axe
X : nombre de classes inspectées, axe Y : précision/rappel.
4.5.6 Inter-système
Pour le scénario d’inter-système, les relations conceptuelles donnent toujours les
meilleures prédictions par rapport aux autres types de classificateurs. Le tableau 5.III
présente la précision (P), rappel (R) et la F-mesure (F) pour les différents classificateurs.
La majorité des résultats ont une F-mesure supérieure à 0.7. Le système Xerces a de
bonnes prédictions dans ce scénario en particulier pour les trois types de changement
AF, DF, DC. Le mauvais résultat est obtenu pour le système Jflex avec le changement
AF dont la F-mesure est 0.49. Le manque d’un grand fichier de test explique ce résul-
tat. Globalement, les classificateurs conceptuels sont meilleurs même avec ce système
F=0.43 pour les classificateurs structurels et F= 0.38 pour les classificateurs combinés.
De même, pour les classificateurs structurels, on constate que le F-mesure est supé-
rieur à 0.65 dans la plupart des prédictions obtenues. Par exemple, système EIRC avec
le type AF a une F-mesure de 0.82. Cependant, nous observons que dans certains cas le
modèle n’a pas réussi à prédire les classes affectées d’une façon efficace. En effet, les
résultats du système JFlex avec les types de changement DF et DM sont faibles avec F
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Tableau 4.V – Les résultats de la prédiction pour le scénario inter-système
type de relartion structurelle conceptuelle combiné
System Change Cases P R F P R F P R F
EIRC AF 22 0.82 0.82 0.82 0.734 0.708 0.7 0.8 0.8 0.8
AM 73 0.80 0.79 0.79 0.73 0.73 0.73 0.81 0.81 0.81
CC 55 0.79 0.77 0.77 0.8 0.8 0.8 0.81 0.81 0.81
CM 234 0.67 0.67 0.67 0.74 0.74 0.74 0.7 0.68 0.67
DC 118 0.63 0.62 0.61 0.84 0.83 0.83 0.6 0.6 0.6
DF 61 0.78 0.7 0.68 0.85 0.84 0.84 0.75 0.73 0.72
DM 260 0.74 0.72 0.71 0.79 0.77 0.77 0.72 0.71 0.71
FreeMind AF 129 0.61 0.59 0.57 0.83 0.82 0.82 0.62 0.51 0.35
AM 465 0.75 0.64 0.6 0.76 0.74 0.75 0.43 0.64 0.5
CC - - - - - - - - - -
CM 441 0.7 0.67 0.67 0.8 0.8 0.8 0.45 0.67 0.54
DC 346 0.73 0.70 0.69 0.76 0.76 0.75 0.25 0.2 0.34
DF 116 0.56 0.55 0.53 0.85 0.85 0.85 0.25 0.2 0.34
DM 360 0.7 0.66 0.65 0.74 0.74 0.74 0.25 0.2 0.34
JFlex AF 14 0.49 0.46 0.43 0.5 0.5 0.49 0.23 0.43 0.38
AM 18 0.78 0.61 0.54 0.81 0.8 0.81 0.8 0.72 0.7
CC - - - - - - - - - -
CM 34 0.67 0.65 0.64 0.87 0.86 0.86 0.25 0.5 0.33
DC 18 0.6 0.56 0.51 0.87 0.86 0.86 0.25 0.5 0.33
DF 6 0.25 0.5 0.33 0.87 0.83 0.84 0.25 0.5 0.33
DM 10 0.25 0.5 0.33 0.83 0.75 0.73 0.5 0.5 0.48
JFreeChart AF 72 0.76 0.74 0.73 0.85 0.8 0.8 0.92 0.9 0.89
AM 112 0.73 0.71 0.71 0.75 0.72 0.72 0.7 0.7 0.7
CC 76 0.7 0.7 0.7 0.78 0.77 0.7 0.64 0.64 0.64
CM 192 0.67 0.67 0.67 0.72 0.69 0.67 0.67 0.67 0.67
DC 10 0.25 0.5 0.33 0.83 0.75 0.73 0.5 0.5 0.5
DF 24 0.93 0.91 0.92 0.8 0.78 0.76 0.88 0.87 0.87
DM 30 0.9 0.9 0.9 0.8 0.76 0.75 0.92 0.9 0.9
LaTeXDraw AF 18 0.85 0.78 0.77 0.71 0.71 0.7 0.68 0.68 0.68
AM 64 0.79 0.78 0.78 0.8 0.79 0.79 0.75 0.74 0.72
CC 70 0.46 0.48 0.39 0.6 0.6 0.59 0.41 0.47 0.36
CM 160 0.69 0.69 0.68 0.57 0.57 0.57 0.71 0.7 0.7
DC 72 0.48 0.49 0.47 0.63 0.63 0.62 0.61 0.61 0.61
DF 98 0.77 0.69 0.67 0.79 0.78 0.78 0.68 0.67 0.64
DM 278 0.64 0.62 0.6 0.64 0.64 0.64 0.67 0.66 0.66
Xerces AF 18 0.77 0.72 0.71 1 1 1 0.86 0.81 0.81
AM 37 0.74 0.72 0.71 0.96 0.95 0.95 0.86 0.81 0.81
CC 52 0.35 0.38 0.35 0.69 0.68 0.68 0.23 0.32 0.23
CM 60 0.73 0.71 0.71 0.97 0.97 0.97 0.81 0.8 0.8
DC - - - - 0.9 0.9 0.9 - - -
DF 10 0.5 0.5 0.45 1 1 1 0.91 0.88 0.88
DM 38 0.32 0.32 0.32 0.98 0.98 0.98 0.38 0.38 0.38
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= 0.33 pour les deux cas. Ceci est vrai également pour le système Xerces avec F=0.45
pour DF et F=0.32 pour DM. Nous constatons que dans tous les cas, le fichier de test ne
contient pas assez de données pour évaluer les classificateurs de manière précise.
L’utilisation des classificateurs combinés a amélioré les prédictions dans certains cas.
Comme pour le changement DM où l’on constate une augmentation de la précision dans
les deux systèmes JFreeChart (P= 92%) et LaTeXDraw (P = 67%). La même observation
est faite pour les deux changements AM (P = 81%) et CC (81%) dans le système EIRC.
En général, les résultats obtenus avec ce type de classificateurs sont satisfaisants sauf
pour les deux systèmes JFlex et FreeMind. La précision dans ces deux systèmes est
inférieure à 45% pour tous les types du changement, à l’exception des changements
AF dans le système FreeMind (P= 62%) et AM dans le système JFlex (p =80%). La
combinaison des types de relation ainsi que l’apprentissage à partir des systèmes de
nature différente ont affecté la prédiction dans ces deux systèmes.
Le tableau 4.VI de Kappa confirme la bonne performance des classificateurs concep-
tuelle. On peut constater clairement que la valeur de kappa est supérieure à 0.4. D’autre
part, nous avons eu de bonnes valeurs de Kappa pour les classificateurs structurelles. On
trouve le Kappa supérieur à 0.4 pour la majorité des cas. Cependant, pour certains cas
dans Xerces, Jflex, et JfreeChart, la valeur de Kappa égale à 0. La même observation
est faite pour les classificateurs combinés où la majorité des valeurs du Kappa reflète la
bonne performance de nos modèles avec une valeur supérieure à 0.4. à l‘exception des
deux systèmes FreeMind et Jflex.
Nous analysons maintenant chaque type du changement seul, en abordant les cas qui
ont attiré notre attention.
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Tableau 4.VI – Le Kappa pour le scénario inter-système
type de relartion Kappa
System Change Cases structurelle conceptuelle combiné
EIRC AF 22 0.64 0.42 0.6
AM 73 0.58 0.47 0.61
CC 55 0.55 - 0.61
CM 234 0.34 0.48 0.36
DC 118 0.24 0.68 0.28
DF 61 0.4 0.7 0.43
DM 260 0.44 0.55 0.41
FreeMind AF 129 0.18 0.65 0
AM 465 0.3 0.49 0
CC - - - -
CM 441 0.35 0.57 0
DC 346 0.4 0.5 0
DF 116 0.1 0.7 0
DM 360 0.32 0.48 0
JFlex AF 14 0 0 0
AM 18 0.22 0.61 0.44
CC - - - -
CM 34 0.3 0.75 0
DC 18 0.13 0.75 -
DF 6 0 0.68 0
DM 10 0 0.5 0
JFreeChart AF 72 0.47 0.6 0.8
AM 112 0.43 0.43 0.4
CC 76 0.4 - 0.24
CM 192 0.33 0.37 0.53
DC 10 0 0.5 0.2
DF 24 0.83 0.53 0.75
DM 30 0.8 0.52 0.8
LaTeXDraw AF 18 0.56 0.41 0.33
AM 64 0.56 0.5 0.48
CC 70 0 - 0
CM 160 0.38 0.15 0.42
DC 72 0 0.26 0.22
DF 98 0.39 0.57 0.32
DM 278 0.24 0.28 0.32
Xerces AF 25 0.45 1 0.64
AM 37 0.44 0.91 0.62
CC 52 0 0.94 0
CM 60 0.44 0.94 0.6
DC - - 1 -
DF 10 0 1 0.77
DM 38 0 0.96 0
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4.5.6.1 AF(Add Field) :
Dans l’ensemble des cas, nous avons eu des résultats satisfaisants avec une précision
supérieure à 0.82 pour tous les systèmes, en particulier avec les classificateurs concep-
tuels. Cependant, les résultats obtenus pour le système Jflex indiquent une mauvaise
évolution de la performance de nos classificateurs. La figure4.18 montre la précision et
le rappel pour le système Jflex, obtenu avec les classificateurs structurels. La première
prédiction est incorrecte, après la courbe atteint les 0.8. Nous constatons clairement que
le nombre des cas de test est trop petit (14 cas) pour avoir une évaluation exhaustive de
nos classificateurs.
Figure 4.18 – JFlex, Classificateur structurel, précision et le rappel de AF. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.6.2 AM(Add Method) :
L’ajout d’une nouvelle méthode est un type de changement très important dans la
maintenance des systèmes. Notre approche donne de bonnes prédictions pour ce type
de changement pour la majorité des cas étudiés. La précision est entre 0.75 et 0.96
pour la majorité des systèmes avec les trois types de classificateurs. La figure 4.19
présente les résultats obtenus pour le système EIRC avec les classificateurs combinés.
Nous constatons que les 21 premiers cas sont bien prédits sauf pour le deuxième cas
que nous avons analysé. Nous avons trouvé qu’il y a une relation forte entre la classe
ChatPanelContainer où l’on a ajouté la méthode removeStatus, et la classe
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ChatTabs. Cette relation est représentée par les liens structurels (F,G,A,23) et la va-
leur de similarité (Sim = 70%). Pour cela, les classificateurs ont considéré qu’une telle
relation propager le type du changement AM. Ce qui n’a pas été le cas en réalité.
Figure 4.19 – EIRC, Classificateur combinés, précision et le rappel de AM. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.6.3 CC (Change class) :
Le changement de la signature d’une classe est bien prédit dans la majorité des sys-
tèmes sauf pour les deux systèmes Xerces, LaTexDraw, en particulier avec les clas-
sificateurs structurels. La précision et le rappel obtenus par les classificateurs struc-
turels pour le système Xerces sont illustrés par la figure 4.20. Nous constatons que
la courbe de précision arrive à 80%. Cela est suivi par une série des mauvaises pré-
dictions. La précision est égale à 38% quand seuil de la probabilité est 50%. Nous
avons analysé les cas où le changement a été propagé en réalité et mal prédit par nos
classificateurs. Nous avons trouvé que les liens structurels ne sont pas assez forts. Par
exemple, la relation entre la classe changée DecimalDatatypeValidator et la
classe affectée ListDatatypeValidator est (F,F,F,5). Notre classificateur a ap-
pris que ce niveau de dépendance ne propage pas habituellement le changement. Cette
observation est faite pour le couple des classes StringDatatypeValidator et
QNameDatatypeValidator dont la relation structurelle est (F,F,F,2) qui est un faux
négatif.
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Figure 4.20 – Xerces, Classificateur structurel, précision et le rappel de AM. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.6.4 CM(Change Method) :
Nos classificateurs ont bien fonctionné pour ce type de changement avec une pré-
cision et rappel supérieur à 75% dans l’ensemble des résultats. La figure4.21 illustre
les prédictions générées avec les classificateurs combinés pour le système LaTexDraw.
Nous voyons que la précision, malgré quelques erreurs, a atteint 90% pour les 40 pre-
miers cas. Ensuite, les classificateurs donnent plusieurs mauvaises prédictions jusqu’à la
99e position. Malgré cela, la prédiction est égale à 70% avec un rappel de 83% quand on
arrive au seuil de 50%.
Figure 4.21 – LaTexDraw, Classificateur combinés, précision et le rappel de CM. Axe
X : nombre de classes inspectées, axe Y : précision/rappel.
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4.5.6.5 DC (Delete Class) :
La figure 4.22 montre les prédictions obtenues pour le système Freemind en utili-
sant les classificateurs structurels. Nous observons que pour les 80 premières classes,
la prédiction est correcte. Si l’on augmente le seuil de la probabilité à 60% ou 70%,
nous aurons une précision de 98%. La figure 4.23 illustre les prédictions pour le système
Jflex où des faux positifs se sont intercalés. Comme il y a juste 16 cas, c’est difficile de
généraliser les résultats.
Figure 4.22 – FreeMind, Classificateur structurel, précision et le rappel de DC. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
Figure 4.23 – JFlex, Classificateur structurel, précision et le rappel de DC. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
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4.5.6.6 DF(Delete Field) :
L’utilisation des mêmes attributs entre les classes augmente la similarité. Ceci fa-
cilite la détection de la propagation du changement de type DF avec les classificateurs
conceptuels. La précision et le rappel sont supérieurs à 80% pour la majorité des cas.
Les résultats obtenus pour le système Xerces sont parfaits comme le montre la figure
4.24. La forte similarité entre les classes de ce système ont permet d’obtenir des résul-
tats satisfaisants. Par exemple, la similarité entre la classe XMLContentSpec et la
classe ElementWildcard est de 40%. Cette valeur est forte pour considérer comme
plausible la propagation du changement.
Figure 4.24 – Xerces, Classificateur structurel, précision et le rappel de DF. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
4.5.6.7 DM(Delete Method) :
Les classificateurs conceptuels génèrent des résultats satisfaisants pour ce type de
changement par rapport aux deux autres types de classificateurs. La précision et le rappel
présentés par la figure 4.25 illustrent les prédictions pour le système EIRC, obtenues par
le classificateur conceptuel. Les 40 premières positions ont été bien prédites. La forte
similarité entre les classes changées et les classes affectées a aidé à la prédiction de la
propagation du changement dans le système. C’est le cas, par exemple, de la suppression
de la méthode printWarning de la classe OutputWindow pour laquelle la classe
ChatWindow a été affectée. La similarité entre ces deux classes égales 50%. Le lien
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d’héritage qui existe entre les deux classes explique cette forte similarité.
Figure 4.25 – EIRC, Classificateur conceptuel, précision et le rappel de DM. Axe X :
nombre de classes inspectées, axe Y : précision/rappel.
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CHAPITRE 5
MODÈLE DE PRÉDICTION POUR UN ENSEMBLE DE CHANGEMENTS
5.1 Introduction
Au cours des tâches de maintenance, les développeurs effectuent des changements
complexes sur le code. Notre approche, jusqu’à présent, divise ces modifications en des
changements élémentaires et prédit leurs effets séparément. Dans ce chapitre, nous pré-
sentons la méthode suivie afin de prédire l’effet d’un changement complexe (un en-
semble de changements élémentaires). Pour mieux comprendre la problématique, nous
l’avons illustrée dans la figure 5.1. Cette dernière présente un exemple où un mainteneur
introduit un changement complexe sur la classe à modifier. Ce changement comporte des
changements de méthodes, ajouts des attributs et ajouts des méthodes. Notre objectif est
de prédire une classe X est potentiellement affectée par ce changement.
Figure 5.1 – Effet d’un changement complexe
Vu que nous utilisons un classificateur pour calculer la probabilité de propagation de
chaque type de changement, nous proposons de combiner ces probabilités en une seule
valeur qui reflète la probabilité d’impact de l’ensemble des changements élémentaires.
Dans ce qui reste de ce chapitre, nous présentons notre modèle général de prédiction. Par
la suite, nous discutons chaque méthode de combinaison. Finalement, nous clôturons par
le processus de validation ainsi qu’une discussion des résultats.
5.2 Modèle de prédiction
La méthode que nous présentons a pour objectif de prédire l’impact d’un ensemble
de changements élémentaires (c.-à-d., un changement complexe). Elle se base sur les
modèles proposés dans le chapitre précédent. Cependant, chacun de ces modèles n’est
capable de prédire l’effet que d’un seul changement élémentaire. Par ailleurs, la généra-
tion d’un seul classificateur bayésien pour tous les types de changements est très difficile
compte tenu de la combinatoire des changements possibles et de la difficulté à récolter
des données d’apprentissage pour toutes ces possibilités.
Pour remédier à cette situation, nous proposons de combiner les valeurs de probabi-
lité calculées par les classificateurs de changements élémentaires en utilisant la logique
combinatoire. La figure 5.2 montre les différentes étapes de notre approche. Pour chaque
type de changement élémentaire à appliquer, nous utilisons le classificateur bayésien as-
socié pour déterminer une probabilité d’impact. Ce dernier utilise également les relations
entre la classe à changer et la classe dont il faut analyser l’impact. Finalement, une mé-
thode de combinaison logique est appliquée sur les valeurs de probabilités obtenues pour
estimer une valeur qui représente la probabilité d’impact de l’ensemble des changements
élémentaires introduits.
Figure 5.2 – Les phases d’obtention des probabilités pour un ensemble des changements
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Dans la section suivante, nous utilisons l’exemple illustré par la figure 5.2 pour ex-
pliquer les méthodes de combinaison ainsi que leurs déférences. Nous supposons que le
mainteneur veut changer trois méthodes (trois changements de type CM), ajouter deux
nouveaux attributs (deux changements de type AF) et ajouter deux nouvelles méthodes
(deux changements de type AM). Pour cet exemple, nous supposons que les valeurs de
probabilité calculée par les classificateurs sont : P(CM)= 0.85, P(AF)= 0.3, P(AM)= 0.6.
les probabilités obtenues pour le même type du changement sont identiques étant donné
que pour le même type de changement, sont considérées seulement les relations entre les
deux classes mises en jeu.
Nous avons étudié quatre méthodes de combinaison différentes :
• La méthode Or
• La méthode Noisy-Or
• La méthode Noisy-Or modified
• La méthode Voting
5.3 Méthodes de combinaison
5.3.1 Méthode Or
L’opérateur logique OR prend les probabilités d’impact des changements élémen-
taires et choisit la valeur la plus grande. Nous nous basons sur l’hypothèse suivante pour
modéliser l’utilisation de l’opérateur logique OR :
• Si un seul changement élémentaire est propagé, la classe en question sera consi-
dérée comme affectée sans même regarder l’effet des autres changements.
La méthode OR, pour un ensemble de probabilités pi, est décrite comme suit :
Pimpact =Max(pi) (5.1)
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L’application de la méthode OR sur l’exemple présenté dans la figure 5.2 donne la
probabilité d’impact égale à 0.85. Le classificateur de type CM a donné une probabilité
de propagation forte par rapport aux deux autres classificateurs : 0.3 avec le classificateur
de AF et 0.6 avec le classificateur de AM. Dans ce cas-là, la classe X est considérée
comme impactée, car la probabilité calculée par la méthode OR est suffisamment grande.
Figure 5.3 – La probabilité d’impact avec la méthode OR
5.3.2 Méthode Noisy-Or
Cet opérateur logique est utilisé dans les modèles ICI (Independance of Causal In-
fluence) [45]. Ces derniers sont des modèles de classifications pour des problèmes avec
un grand nombre d’hypothèses en entrée. Le Noisy-Or, introduit par Pearl [34], généra-
lise la relation OR [43].Pour le cas du Noisy Or, on fait les deux hypothèses suivantes :
• chaque cause Xi (changement) a une probabilité pi suffisante pour produire l’effet
(impact) même en l’absence des autres causes.
• l’effet de chaque cause est indépendant de la présence des autres causes.







où les pi sont les probabilités générées par chaque classificateur et n est le nombre
des valeurs obtenues. Dans notre cas n = 7 car nous avons trois CM, deux AF et deux
AM. L’utilisation du modèle Noisy-or avec notre exemple donne la valeur 0.99 telle
qu’illustrée dans la figure5.4 :
Figure 5.4 – La probabilité d’impact avec la méthode Noisy-OR
Nous avons constaté, durant notre implémentation, que le modèle Noisy-Or génère
de grandes valeurs de probabilité. La situation illustrée par la figure 5.5 montre un
exemple où on a changé une classe par l’ajout de cinq attributs AF et deux méthodes
AM. Le modèle Noisy-OR prédit la classe X comme impactée pimpact = 0.93, alors
que la probabilité obtenue par chacun des deux classificateurs est faible, pAF = 0.3 et
pAM = 0.4.
5.3.3 Méthode Noisy-Or modified
Pour le noisy OR modifié, on procède de la même manière sauf qu’une cause n’est
plus la présence d’un changement, mais la présence d’un type donné de changements.Pour
pallier le problème que nous avons eu avec le modèle Noisy-or, nous avons essayé de
modifier la manière du calcul de la probabilité d’impact. Les mainteneurs peuvent ajou-
ter plusieurs changements de même type, comme il est le cas dans notre exemple, où on
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Figure 5.5 – Un problème avec la probabilité d’impact avec la méthode Noisy-OR
trouve cinq changements de type AF, et deux de type AM. Cependant, les classificateurs
bayésiens génèrent toujours la même probabilité, pour le même type de changement
avec la même relation. Pour cela, nous avons décidé d’utiliser une seule valeur pour les
mêmes types du changement. Pour l’exemple donné par la figure 5.5, nous utilisons une
seule valeur pAF = 0.3 pour les cinq changements de AF et une seule valeur pAM = 0.4
pour les changements AM. Cela donne une valeur d’impact pimpact = 0.58, comme il est
présenté par la figure 5.6
Figure 5.6 – La probabilité d’impact avec la méthode Noisy-OR modifié
D’autre part, nous avons appliqué le modèle Noisy-OR modifié sur notre exemple
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principal. Nous avons eu la valeur pimpact = 0.96 comme l’illustre la figure 5.7.
Figure 5.7 – La probabilité d’impact avec la méthode Noisy-OR modifié
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5.3.4 Méthode Voting
Dans le cas de la méthode Voting, nous prenons en considération la présence du type
de changement comme il est le cas pour la méthode Noiys-Or modifiée. Les hypothèses
suivantes sont proposées :
• La fréquence de l’introduction d’un type du changement affectera la probabilité
d’impact calculée.
• L’effet de chaque type de changement est indépendant des autres types.
Chaque classificateur génère la probabilité d’impact du type de changement en question.
Ensuite, cette valeur sera multipliée avec le coefficient associé. La probabilité d’impact
de l’ensemble des changements est calculée par :
Pimpact =
∑ni=1 pi ∗ coe f fi
∑ni=1 coe f fi
(5.3)
Dans notre exemple, les coefficients pour chaque type de changement sont :Coe fCM
= 3 , Coe fAF = 2, Coe fAM = 2 . L’utilisation de cette méthode a donné une probabilité
d’impact pimpact = 0.62, comme le montre la figure 5.8. Cette façon de combiner les
probabilités permet de prendre en compte tous les changements appliqués.
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Figure 5.8 – La probabilité d’impact avec la méthode de Voting
5.4 Validation
Dans la suite de ce chapitre, nous discutons d’abord la mise en œuvre de notre ap-
proche pour un ensemble de projets logiciels. Ensuite, nous présentons les résultats ob-
tenus pour les scénarios de prédiction intra-système et inter-systèmes.
5.4.1 Mise en œuvre
Pour valider la deuxième étape de notre approche, nous suivons les mêmes scénarios
(intra-système, inter-systèmes) utilisés pour la première étape (chapitre 4). La génération
des classificateurs bayésiens se fait de la même façon. De même que nous évaluons
notre approche sur les trois types de relation (structurelle, conceptuelle et combiné). Les
informations extraites entre les versions n-1 et n sont utilisés pour tester notre approche,
alors que les données récoltées entre les versions successives (1, n-1) sont utilisées pour
l’apprentissage.
Pour l’évaluation de la combinaison, nous avons utilisé les mêmes systèmes 4.I. Afin
de mesurer la performance de notre modèle, nous calculons la précision et le rappel pour
évaluer l’exactitude et la complétude de nos résultats.
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5.4.2 Discussion des résultats
Nous présentons ici la précision de chaque méthode de combinaison utilisée pour les
deux scénarios (intra-système, inter-système).
Le nombre des prédictions à faire est grand ce qui complique la présentation des
résultats. Si on change M classes dans un système qui en contient N alors le nombre de
prédiction à réaliser est :
NbrP = (N−1)∗M (5.4)
Nous allons donc présenter les résultats de deux manières :
• Nous fixons un seuil de probabilité. Toutes les classes ayant une probabilité supé-
rieure au seuil sont considérées comme des classes impactées. L’utilisateur pour-
rait analyser toutes ces classes. Dans notre cas, nous avons utilisé un seuil de 70%.
• Nous considérons que l’utilisateur n’a pas suffisamment de ressource afin d’ins-
pecter toutes les classes dont la probabilité dépasse le seuil fixé. L’utilisateur pour-
rait analyser un nombre fixe de classes ayant les plus grandes probabilités. Dans
notre cas, nous allons présenter les résultats obtenus pour les 20 premières classes.
5.4.3 Scénario intra-système
Le tableau 5.I présente les résultats obtenus pour le scénario intra-système avec un
seuil de 70%. Il donne la précision (P) et la mesure F pour toutes les prédictions générées
par les différents types de classificateurs utilisés avec les quatre méthodes de combinai-
son proposées.
Les meilleures précisions sont obtenues avec la méthode de combinaison Voting.
L’application de cette dernière sur des probabilités générées par des classificateurs struc-
turels donne des prédictions, en général, plus précises. À l’exception des deux systèmes
JFlex et Xerces dont la précision est égale à 10% et 22% respectivement. En général,
la précision est supérieure à 50%. Elle atteint même les 85% et 95% pour les systèmes
EIRC et FreeMind, ce qui est considérable quand le nombre des prédictions est grand.
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Tableau 5.I – Les résultats de la prédiction pour le scénario intra-système pour un seuil
de 0.7
EIRC FreeMind JFreeChart JFlex LaTexDraw Xerces
Structurelle
OR
P 0.6 0.91 0.48 0.18 0.48 0.19
F 0.39 0.46 0.48 0.18 0.4 0.22
Noisy-OR
P 0.04 0.18 0.04 0.07 0.12 0.01
F 0.09 0.25 0.08 0.12 0.21 0.03
Noiy-OR
P 0.04 0.18 0.29 0.05 0.4 0.05
modifié F 0.09 0.25 0.39 0.09 0.48 0.1
Voting
P 0.85 0.95 0.53 0.1 0.52 0.22
F 0.33 0.21 0.48 0.1 0.37 0.22
Conceptuelle
OR
P 0.11 0.29 0.09 0.08 0.11 0.01
F 0.19 0.41 0.16 0.15 0.2 0.05
Noisy-OR
P 0.1 0.18 0.05 0.06 0.02 0.01
F 0.18 0.29 0.09 0.11 0.07 0.05
Noiy-OR
P 0.16 0.21 0.09 0.09 0.08 0.18
modifié F 0.22 0.35 0.16 0.15 0.15 0.05
Voting
P 0.21 0.39 0.1 0.08 0.15 0.01
F 0.39 0.48 0.18 0.15 0.23 0.05
Combiné
OR
P 0.21 0.52 0.31 0.26 0.48 0.2
F 0.3 0.48 0.39 0.29 0.42 0.38
Noisy-OR
P 0.21 0.22 0.08 0.05 0.12 0.05
F 0.18 0.28 0.13 0.11 0.23 0.1
Noiy-OR
P 0.11 0.19 0.28 0.07 0.4 0.11
modifié F 0.21 0.3 0.38 0.21 0.49 0.2
Voting
P 0.6 0.7 0.39 0.29 0.51 0.21
F 0.3 0.3 0.41 0.29 0.41 0.25
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D’autre part, l’utilisation de classificateurs conceptuels avec la même méthode de com-
binaison a affecté la précision. La meilleure valeur 38% a été obtenue pour le système
FreeMind. Ceci est vrai aussi pour les classificateurs combinés pour lesquels les résultats
sont moins bons par rapport aux ceux donnés par l’utilisation des relations structurelles.
Cependant, nous constatons une amélioration légère pour le système JFlex avec une pré-
cision de 28%.
Les secondes meilleures prédictions sont obtenues par l’utilisation de la méthode de
combinaison (OR). Les valeurs de précision sont, pour la majorité des systèmes, proches
de celles obtenues avec la méthode Voting. Par exemple, la précision de la prédiction
pour le système FreeMind est 91%. D’autre part, nous remarquons une baisse de pré-
cisions pour le système EIRC avec une valeur égale à 60%. Par ailleurs, l’utilisation
des classificateurs structurels donne les meilleures prédictions par rapport aux classifi-
cateurs conceptuels. En effet, pour ces derniers, on trouve une précision pour le système
Xerces égale à 1% et la meilleure prédiction est pour le système FreeMind avec 29%.
Autrement, les classificateurs combinés n’ont pas amélioré les résultats sauf pour les
deux systèmes JFlex (26%) et Xerces (20%) pour lesquels une faible augmentation de la
valeur de précision est observée.
L’emploi de la méthode Noisy-Or avec tous les types de classificateurs n’a pas abouti
à de bonnes prédictions. Il en est de même pour la méthode Noisy-Or modifiée. Ainsi,
nous trouvons une précision pour le système EIRC égale à 4% pour les deux méthodes
avec le classificateur structurel et 8% pour le système JFreeChart avec les classifica-
teurs combinés. Ces résultats nous ont encouragés à les analyser pour comprendre cette
mauvaise évaluation. En effet, nous avons constaté que, pour les quatre méthodes de
combinaison, le nombre des cas à prédire affecte considérablement les valeurs de préci-
sion.
En général, les mainteneurs analysent un nombre limité de classes avec les plus
grandes probabilités d’impact en raison de ressources limitées. Pour évaluer notre ap-
proche dans cette situation, nous avons décidé d’analyser les 20 premières classes pour
chaque système et calculer la précision uniquement pour ces classes. Les résultats obte-
nus sont illustrés par le tableau 5.II.
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Tableau 5.II – Les résultats de la prédiction pour le scénario intra-système pour les 20
premiers cas
EIRC FreeMind JFreeChart JFlex LaTexDraw Xerces
Structurelle
OR P 0.95 1 0.5 0.3 1 0.6
Noisy-OR P 1 1 1 0.4 1 0.6
Noiy-OR P 0.8 1 1 0.3 1 0.4
modifié
Voting P 0.71 1 0.61 0.8 0.78 0.32
Conceptuelle
OR P 1 0.41 0.75 0.39 1 0.46
Noisy-OR P 1 1 1 0.62 1 1
Noiy-OR P 1 1 1 0.42 1 0.85
modifié
Voting P 0.13 0.56 0.78 0.29 0.95 0.22
Combiné
OR P 0.95 0.95 0.57 0.28 1 0.32
Noisy-OR P 1 1 1 0.75 1 0.75
Noiy-OR P 0.95 1 1 0.18 1 0.4
modifié
Voting P 0.85 0.89 0.71 0.3 0.95 0.29
Nous constatons que, dans l’ensemble des résultats obtenus, la précision est élevée
pour les différentes méthodes de combinaison avec les différents types de classificateurs.
En particulier, la méthode Noisy-OR donne une valeur de précision de 100% pour la
majorité des systèmes. Effectivement, la meilleure prédiction, pour le système Xerces,
est obtenue avec les classificateurs conceptuels en implémentant la méthode Noisy-Or.
Ainsi pour les systèmes FreeMind et EIRC, où la prédiction était parfaite en utilisant la
même méthode avec les trois types de classificateur. La version modifiée de la méthode
Noisy-Or a donné presque les mêmes résultats. Sauf dans certains cas où l’utilisation de
la version originale de Noisy-Or prédit plus correctement la classe impactée. Ceci est
illustré par l’exemple du système JFlex avec les classificateurs combinés, où on trouve
une précision égale à 18% pour la méthode Noisy-or modifié, contrairement à la méthode
originale où nous avons eu 75%.
Cependant, la précision des prédictions obtenues par la méthode OR est inférieure à
celle des deux dernières méthodes discutées. En effet, la précision est de 50% pour le
système JFreeChart avec l’utilisation des classificateurs structurels, contrairement à la
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méthode Noisy-OR où la prédiction est parfaite. D’autre part, les meilleures prédictions
pour le système JFlex ont été obtenues avec la méthode Voting, en utilisant les classifica-
teurs structurels. En revanche, la méthode Voting n’a pas été concluante pour les autres
systèmes, où l’on constate que la précision obtenue est inférieure à celle calculée pour
les autres méthodes de combinaison.
Afin de mieux comprendre comment évoluent la précision et le rappel tout au long
de l’inspection des classes affectées, nous présentons dans ce qui suit quelques exemples
de changements et leurs courbes respectives de précision, rappel, et probabilité calculée.
5.4.3.1 EIRC
La figure 5.9 illustre les résultats obtenus avec les classificateurs conceptuels avec
la méthode de combinaison Noisy-Or. La valeur de précision est 100% pour les 90 pre-
mières classes et le rappel augmente jusqu’à 50%. Cependant, après la 90e classe, de
nombreux faux positifs sont proposés, ce qui fait chuter la précision par la suite. Ces faux
positifs correspondent à des situations dans lesquelles des méthodes ou des attributs sont
supprimés dans une classe sans que d’autres classes, pourtant reliées conceptuellement,
soient affectées. Ces dernières n’utilisent pas les méthodes/attributs supprimés. Dans les
versions précédentes qui ont servi à l’apprentissage des classificateurs, la suppression de
méthodes ou d’attributs occasionnait souvent des impacts. L’exemple des deux classes
MircMessage et NickItemSymbol montre un faux positif. En effet, des méthodes et des
attributs ont été supprimés de la classe MircMessage. Pourtant, la classe NickItemSym-
bol n’a pas été impactée, car elle n’utilise pas ces méthodes.
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Figure 5.9 – Les résultats du système EIRC obtenus avec la méthode Noisy-Or , en
implémentant les classificateurs conceptuels. Axe X : nombre de classes inspectées, axe
Y : précision/rappel.
5.4.3.2 FreeMind :
La méthode Voting donne de bons résultats quand le nombre des cas à prédire est
grand, ce qui est le cas pour le système FreeMind. En effet, la courbe de la précision
garde la valeur de 100% pour les 80 premiers cas figure5.10. La précision se main-
tient à 95% quand on arrive au seuil de 70%. Le nombre de chaque type de change-
ment influence la probabilité d’impact calculée par cette méthode. Ceci est montré par
l’exemple de la classe NodeAdapter qui subit plusieurs changements de différent type
(CM,DM,AM,DF,AF). La classe MindMapNodeModel a été affectée essentiellement
par la suppression de 26 méthodes ce qui augmente sa probabilité d’impact à 89%.
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Figure 5.10 – Les résultats du système FreeMind obtenus avec la méthode Voting , en
implémentant les classificateurs structurels. Axe X : nombre de classes inspectées, axe
Y : précision/rappel.
5.4.3.3 JFreeChart :
Les classificateurs conceptuels ne permettent pas d’avoir une bonne prédiction quand
le nombre des cas à prédire est grand. En revanche, ce type de classificateurs pourra
être utilisé d’une façon efficace avec un nombre limité des cas. Dans ce contexte, la fi-
gure5.11 illustre les résultats pour ce JFreeChart avec la méthode Noisy-Or. Nous consta-
tons que la prédiction pour les premiers cas est correcte. Le rappel atteint 95% quand le
seuil de probabilité de 70% est atteint.
Figure 5.11 – Les résultats du système JFreeChart obtenus avec la méthode Noisy-Or ,
en implémentant les classificateurs conceptuels. Axe X : nombre de classes inspectées,
axe Y : précision/rappel.
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5.4.3.4 JFlex :
Comme nous l’avons discuté précédemment, la méthode Voting se comporte bien
quand le nombre des cas à prévenir est grand en particulier avec les classificateurs struc-
turels. Cependant, cette configuration fonctionne moins bien avec le système JFlex. La
figure 5.12 montre que pour les 20 premiers cas, la précision égale à 80%. Cependant,
la précision chute à 10% quand le seuil de probabilité de 70% est atteint. Le cas de la
classe LexScan illustre bien cette situation. Cette dernière qui a des liens structurels forts
avec LesParse (agrégation et association) aurait dû être affecté par les changements dans
LexParse (probabilité prédite de 80%) comme l’ont été des classes avec des relations
similaires dans le passé. Curieusement, dans la version étudiée, ces liens ne semblent
pas jouer un rôle important.
Figure 5.12 – Les résultats du système JFlex obtenus avec la méthode Voting , en im-
plémentant les classificateurs structurels. Axe X : nombre de classes inspectées, axe Y :
précision/rappel.
5.4.3.5 LaTeXDraw :
La figure 5.13 présente les résultats de la méthode OR avec des classificateurs com-
binés pour le système LaTexDraw. La précision reste supérieure à 48% quand le seuil de
la probabilité est supérieur à 70%. On constate que cette méthode donne de meilleurs ré-
sultats avec un nombre limité des cas à prédire. Cela est clairement montré par la courbe
de la précision où l’on trouve que pour les 70 premiers cas, la précision est égale à 97%.
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Par exemple, la classe ListJToggleButton est correctement prédite comme impactée par
la modification la classe LaTeXDrawFrame avec une probabilité de 91%. La forte rela-
tion structurelle (agrégation, association et 49 invocations) ainsi que la forte similarité
de vocabulaire entre ces deux classes (38%) justifient cette valeur de probabilité.
Figure 5.13 – Les résultats du système LaTexDraw obtenus avec la méthode OR , en
implémentant les classificateurs combinés. Axe X : nombre de classes inspectées, axe
Y : précision/rappel.
5.4.3.6 Xerces :
Les prédictions obtenues pour le système Xerces ne sont pas satisfaisantes pour les
différentes méthodes de combinaison de probabilité. La figure 5.14 illustre les résultats
obtenus par la méthode OR avec les classificateurs combinés. La précision est égale à
32% quand on arrive à la 20e position et elle continue à baisser pour atteindre 20%, avec
un rappel de 40%, quand le seuil est atteint. Il y a certaines situations qui expliquent
ce faible rappel. Par exemple, la classe XMLValidator n’est pas prédite comme impactée
alors qu’elle est affectée réellement par le changement subit par la classe XMLContentS-
pec (CM,AF,DF). La probabilité d’impact calculée est égale à 29% seulement. Cela est
dû à la faible relation entre les deux classes : 3 invocations et une similarité de vocabu-
laire de 14%.
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Figure 5.14 – Les résultats du système Xerces obtenus avec la méthode OR , en im-
plémentant les classificateurs combinés. Axe X : nombre de classes inspectées, axe Y :
précision/rappel.
5.4.4 Inter-systèmes
Le tableau 5.III illustre la précision calculée avec le seuil de probabilité de 70%
pour le scénario correspondant à un apprentissage en utilisant l’historique de systèmes
différents du système évalué.
Les meilleures précisions sont obtenues par la méthode Voting avec les classificateurs
structurels. La propagation des changements dans système FreeMind a été bien prédite
avec une précision de 100%. La même observation a été faite pour le système EIRC avec
une précision de 78%, cette valeur est obtenue aussi en utilisant les classificateurs com-
binés. Cependant, pour les deux systèmes LaTexDraw et JFreeChart, la moitié des cas
ont été prédits correctement (50% pour LaTexDraw, et 55% pour JFreeChart). D’autre
part, les prédictions pour les systèmes JFlex, Xerces, sont mauvaises quand le seuil de
probabilité est de 70%.
Les précisions obtenues par la méthode OR avec le classificateur structurel sont
proches de celles de la méthode Voitng. La prédiction pour le système FreeMind est
satisfaisante avec une précision de 88% ainsi que pour le système EIRC où la précision
est de 69%. La même observation est faite pour les autres systèmes avec une précision de
50% pour JFreeChart. D’autre part, l’utilisation des classificateurs conceptuels n’a pas
permis d’obtenir de meilleures prédictions. Cependant, nous avons réussi à améliorer
les prédictions pour le système Xerces avec une précision de 28% et obtenir les mêmes
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Tableau 5.III – Les résultats de la prédiction pour le scénario inter-système pour un seuil
de 0.7
EIRC FreeMind JFreeChart JFlex LaTexDraw Xerces
Structurelle
OR
P 0.69 0.88 0.5 0.18 0.45 0.21
F 0.49 0.5 0.45 0.15 0.49 0.3
Noisy-OR
P 0.06 0.15 0.4 0.05 0.48 0.01
F 0.25 0.27 0.42 0.11 0.61 0.02
Noiy-OR
P 0.31 0.3 0.4 0.2 0.22 0.2
modifié F 0.41 0.41 0.42 0.18 0.35 0.19
Voting
P 0.78 1 0.55 0.25 0.5 0.28
F 0.41 0.22 0.45 0.12 0.38 0.21
Conceptuelle
OR
P 0.25 0.39 0.05 0.1 0.11 0.05
F 0.35 0.43 0.11 0.15 0.2 0.1
Noisy-OR
P 0.1 0.15 0.02 0.08 0.05 0.01
F 0.18 0.25 0.09 0.15 0.09 0.03
Noiy-OR
P 0.11 0.2 0.05 0.1 0.09 0.02
modifié F 0.26 0.32 0.11 0.18 0.15 0.05
Voting
P 0.28 0.4 0.09 0.11 0.15 0.05
F 0.35 0.35 0.12 0.15 0.25 0.11
Combiné
OR
P 0.68 0.88 0.5 0.15 0.42 0.28
F 0.49 0.5 0.45 0.12 0.38 0.3
Noisy-OR
P 0.09 0.15 0.07 0.07 0.48 0.01
F 0.12 0.29 0.1 0.1 0.61 0.2
Noiy-OR
P 0.3 0.3 0.4 0.15 0.25 0.2
modifié F 0.4 0.42 0.42 0.18 0.35 0.29
Voting
P 0.78 1 0.55 0.2 0.4 0.21
F 0.4 0.22 0.43 0.15 0.38 0.21
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résultats pour les systèmes FreeMind et EIRC en utilisant les classificateurs combinés.
Par ailleurs, les deux méthodes Noisy-OR et Noisy-Or modifiées n’ont pas bien fonc-
tionné avec cette grande quantité des cas à prédire. La précision est faible, inférieure à
31%pour les différents systèmes. Le constat est différent quand le nombre des cas à ins-
pecter est limité. Comme pour le scénario intra-système, nous avons limité le nombre
des cas à prédire à 20. Les précisions calculées sont illustrées par le tableau 5.IV.
L’ensemble des résultats obtenus nous permet de conclure que notre approche donne
de bonnes performances pour la majorité des systèmes en utilisant les différentes mé-
thodes de combinaison avec les trois types de classificateurs. En particulier, la méthode
Noisy-Or donne une précision de 100% pour la majorité des systèmes avec les différents
types de classificateurs. Il est à noter que l’utilisation de cette méthode de combinaison
avec les classificateurs mixtes (structurels-conceptuels) a donné de bonnes prédictions
pour les deux systèmes Jflex et Xreces avec des précisions respectives de 80% et 95%.
D’autre part, les mêmes observations sont faites pour la version modifiée de la méthode
Noisy-Or à l’exception des cas de JFlex et Xerces pour lesquels les précisions sont net-
tement moins convaincantes.
La méthode OR et la méthode Voting ont donné des prédictions moins précises. Par
exemple, la précision pour le système Freemind avec la méthode Voitng et les clas-
sificateurs conceptuels est de 31%, ce qui représente une grande baisse par rapport à
la méthode Noisy-Or. La même observation tient pour le système LaTexDraw avec la
méthode OR où la précision égale à 40% lorsque les classificateurs structurels sont em-
ployés. Pour avoir une vision globale sur l’évolution de notre approche, nous présentons
les courbes de précisions, rappel et probabilité pour certains cas qui ont attiré notre at-
tention.
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Tableau 5.IV – Les résultats de la prédiction pour le scénario inter-système pour les 20
premiers cas
EIRC FreeMind JFreeChart JFlex LaTexDraw Xerces
Structurelle
OR P 0.8 1 0.7 0.2 0.4 0.4
Noisy-OR P 1 1 1 0.32 1 0.6
Noiy-OR P 1 1 1 0.3 1 0.4
modifié
Voting P 0.75 1 0.68 0.15 0.95 0.31
Conceptuelle
OR P 1 0.75 0.41 0.09 1 0.41
Noisy-OR P 1 1 1 0.61 1 1
Noiy-OR P 1 1 1 0.12 1 0.2
modifié
Voting P 0.65 0.31 0.21 0.02 0.12 0.02
Combiné
OR P 0.9 0.8 0.78 0. 38 0.95 0.41
Noisy-OR P 1 1 1 0.8 1 0.95
Noiy-OR P 1 1 1 0.12 1 0.42
modifié
Voting P 0.85 0.9 0.55 0.16 0.95 0.28
5.4.4.1 EIRC :
La méthode OR se comporte bien quand le nombre des prédictions est grand en
particulier avec les classificateurs structurels. La précision atteint la valeur de 63% quand
le seuil de probabilité est à 70% comme le montre la figure 5.15. Cette méthode de
combinaison de probabilité estime que si un changement élémentaire affecte une classe,
elle sera considérée comme affectée par l’ensemble des changements appliqués sur la
classe à changer. Ce qui est le cas pour le couple de classe (NickItem ,NickItemSymbol)
où l’on a introduit l’ensemble des changements (AM, DM). La classe (NickItemSymbol)
a été affectée par l’ajout de la méthode (setModes). Notre méthode, avec l’utilisation
des classificateurs structurels, a bien prédit ce cas-là. La relation entre les deux classes
consiste en un lien d’héritage et 5 invocations de méthodes, ce qui a permis d’obtenir
une probabilité de 90%.
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Figure 5.15 – Les résultats du système EIRC obtenus avec la méthode Or , en implé-
mentant les classificateurs structurels. Axe X : nombre de classes inspectées, axe Y :
précision/rappel.
5.4.4.2 FreeMind :
La figure 5.16 présente les résultats pour la version modifiée de la méthode Noisy-or
avec les classificateurs conceptuels. La courbe de précisions garde l’allure idéale pour
tous les 250 cas, avec un rappel de 45%. Nous constatons clairement que la quantité de
cas à prédire est énorme, vu la grande taille de ce système, ce qui a affecté la précision de
notre approche dont la valeur a atteint 20% quand le seuil de probabilité est de 70%. Le
nombre des faux positives est considérable. Un exemple récurrent de ces faux positifs est
celui de la classe (MenuBar) qui a été prédite comme affectée par l’ajout d’un attribut
et la modification de deux méthodes dans la classe (NodeKeyListener), alors qu’elle
n’utilise la pas les propriétés concernées, malgré l’existence d’autres types de relations
avec la classe modifiée.
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Figure 5.16 – Les résultats du système FreeMind obtenus avec la méthode Noisy-Or
modifiée, en implémentant les classificateurs conceptuels. Axe X : nombre de classes
inspectées, axe Y : précision/rappel.
5.4.4.3 JFreeChart :
La figure5.17 illustre les résultats obtenus par la méthode Noisy-Or avec les classi-
ficateurs structurels. La prédiction est parfaite pour les 22 premières classes, avant de
diminuer pour arriver à une valeur de 55%. La détection des nouvelles classes impactées
réellement se fait après le 40e cas. Le couple des deux classes (ChartFactory ,Numbe-
rAxis) montre un exemple de faux positifs où on introduit l’ensemble des changements
(CM,AM,DF) sur la classe (ChartFactory). Les 19 invocations méthodes entre les deux
classes combinées avec une relation d’agrégation sont à l’origine de cette prédiction. La
méthode Noisy-or maximise la probabilité combinée, ce qui a donné une valeur d’impact
égale à 95%. Or, la classe (NumberAxis) n’a pas été affectée par aucun des changements
appliqués en réalité
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Figure 5.17 – Les résultats du système JFreeChart obtenus avec la méthode Noisy-Or, en
implémentant les classificateurs structurels. Axe X : nombre de classes inspectées, axe
Y : précision/rappel.
5.4.4.4 JFlex :
Les résultats obtenus pour système JFlex avec la méthode OR et les classificateurs
conceptuels sont illustrés par la figure 5.18. Les courbes illustrent bien la difficulté de
prévoir l’impact pour ce système. À l’exception des deux premières classes, toutes les
classes classées de la 3e à la 37e position, en terme de probabilité d’impact, sont de faux
positifs. On observe seulement les deux premières positions qui sont des vrais positifs.
jusqu’à arriver à la valeur de 15%. Par ailleurs, nous constatons que le rappel égale à 38%
à la fin ce qui signifie qu’un nombre important des classes n’ont pas été correctement
prédites. Comme se fait le cas pour le couple des classes (NFA, Action) où on a changé la
classe (NFA) avec trois changements de type (CM). L’un de ces changements a affecté la
classe (Action). Cependant, la méthode de combinaison OR a donné une probabilité de
valeur 35%. En fait, la similarité entre ces deux classes est (7%) ce qui n’est pas suffisant
pour les classificateurs conceptuels afin de donner la classe (Action) comme impactée.
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Figure 5.18 – Les résultats du système JFlex obtenus avec la méthode Or en implé-
mentant les classificateurs conceptuels. Axe X : nombre de classes inspectées, axe Y :
précision/rappel.
5.4.4.5 LaTexDraw :
La figure 5.19 présente les résultats de la méthode Voting avec les classificateurs
structurels. Après une première mauvaise prédiction, la courbe de la précision remonte
jusqu’à 98% pour les 40 premiers cas. Le rappel reste faible à la fin avec une valeur
de 30%. Cela est dû au grand nombre des cas à prédire. L’exemple du couple (Draw,
BezierCurve) dont l’ensemble des changements (AM, CC,DM,CM) a été introduit sur la
classe (Draw) est un faux positif. La forte relation structurelle entre ces deux classes (32
invocations de méthodes, entre autres) a causé la mauvaise prédiction
Figure 5.19 – Les résultats du système LaTexDraw obtenus avec la méthode Voting en




Les résultats de la méthode Noisy-Or modifiée avec les classificateurs combinés pour
le système Xerces sont présentés par la figure 5.20. Les 7 premiers cas sont correctement
prédits. Par la suite, la courbe de la précision décline considérablement. La méthode
Noisy-Or a donné une probabilité d’impact de 98% pour la classe (Grammar), alors
qu’elle n’est pas affectée en réalité. , la forte relation structurelle (55 invocations), ainsi
conceptuelle (40% de similarité entre les vocabulaires), a causé ce résultat. Cette classe
n’a pas été affectée par aucun de ces changements (CM,AF,AM,DM) appliqués sur la
classe (TraverseSchema).
Figure 5.20 – Les résultats du système Xerces obtenus avec la méthode Noisy-Or modi-
fiée en implémentant les classificateurs combinés. Axe X : nombre de classes inspectées,




À travers ce mémoire, nous avons traité de la problématique de l’analyse de l’im-
pact des changements dans les logiciels lors de la phase de maintenance. L’approche que
nous avons proposée se base sur des modèles de prédiction qui utilisent les classificateurs
bayésiens. Ces derniers sont entraînés pour prendre en entrée divers types de relations
entre la classe à changer les autres classes du système, pour dériver une probabilité d’im-
pact du changement appliqué. Nous avons étudié la propagation du changement à travers
deux types de relations : structurelles et conceptuelles, séparément et en combinaison.
Nous avons évalué notre approche en deux parties. Lors de la première partie, la pré-
diction de l’impact est restreinte à un seul type de changements élémentaires. Pour ce
faire, nous avons généré des classificateurs bayésiens pour chaque type de changement.
Pour la deuxième partie, nous avons analysé l’impact de changements complexes. Ces
derniers sont décomposés en un ensemble de changements élémentaires. Nous dérivons
la probabilité d’impact d’un changement complexe en combinant les probabilités obte-
nues pour les changements élémentaires qui le composent. Cette combinaison est faite
en utilisant quatre méthodes de logique combinatoire.
Pour valider notre approche dans différentes situations, nous avons proposé deux scé-
narios, intra-système et inter-systèmes. La validation a été faite en utilisant six systèmes
open source différents.
Dans un premier temps, nous avons réussi à prédire l’impact d’un changement élé-
mentaire avec succès. Les résultats, présentés à la fin du chapitre 4, ont montré que l’uti-
lisation de notre approche avec les différents types de relation proposée est efficace, en
particulier quand les relations conceptuelles sont utilisées comme donnée d’entrée. De
même, les prédictions obtenues pour le scénario inter-systèmes montrent la bonne per-
formance même pour des classificateurs générés à partir des données historiques d’autres
systèmes. Ceci permet aux utilisateurs de notre approche de l’implémenter quand le sys-
tème à analyser ne possède pas d’historique de changements. Il est à noter cependant,
certains résultats n’ont pas été à la hauteur de nos attentes, notamment ceux obtenus
pour le système JFlex. Notre analyse de ce système a montré que le peu de cas de cer-
tains changements a limité l’apprentissage.
Pour prédire l’impact d’un changement complexe, nous avons proposé quatre mé-
thodes de combinaison de probabilités : OR, Noisy-Or, Noisy-Or modifiée et Voting.
Les résultats présentés dans le chapitre 5 montrent que quand le nombre des classes à
analyser est grand, l’utilisation de la méthode de combinaison Voting ou la méthode
OR est préférable. En effet, si l’utilisateur de notre méthode détient les ressources né-
cessaires pour analyser une grande quantité des classes, l’implémentation de l’une des
deux méthodes Votinge ou OR est recommandé. Cependant, l’utilisation de la méthode
Noiys-Or ou sa version modifiée est meilleure quand le nombre des cas à analyser est
limité ou les ressources suffisantes ne sont pas disponibles.
Les résultats obtenus à ce jour sont très encourageants. Cependant, de nombreuses
perspectives d’amélioration méritent d’être explorées. Premièrement, nous comptons
comparer les résultats obtenus avec notre approche avec d’autres approches qui utilisent
les co-changements ou des informations externes au code comme le profil des mainte-
neurs. D’autre part, nous avons constaté que pour certains systèmes nous n’avons pas
réussi à extraire une quantité suffisante de données historique pour générer des classi-
ficateurs bayésiens de bonne qualité. Pour faire face à ce problème et pour cibler des
scénarios réels, nous envisageons d’évaluer notre approche sur des systèmes industriels
avec de longs historiques de changements.
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