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Sebastian A. Nugroho†, Vu Hoang‡, Maria Radosz‡, Shen Wang†, and Ahmad F. Taha†
Abstract—Nonlinear dynamic systems can be classified into
various classes depending on the modeled nonlinearity. These
classes include Lipschitz, bounded Jacobian, one-sided Lipschitz
(OSL), and quadratically inner-bounded (QIB). Such classes
essentially yield bounding constants characterizing the nonlin-
earity. This is then used to design observers and controllers
through Riccati equations or matrix inequalities. While analytical
expressions for bounding constants of Lipschitz and bounded
Jacobian nonlinearity are studied in the literature, OSL and
QIB classes are not thoroughly analyzed—computationally or
analytically. In short, this paper develops analytical expressions
of OSL and QIB bounding constants. These expressions are posed
as constrained maximization problems, which can be solved via
various optimization algorithms. This paper also presents a novel
insight particularly on QIB function set: any function that is QIB
turns out to be also Lipschitz continuous.
Keywords—Nonlinear dynamic networks, Lipschitz continuous,
one-sided Lipschitz, quadratically inner-bounded.
I. INTRODUCTION AND PAPER’S CONTRIBUTION
In the past few decades, hundreds of control-theoretic studies
have investigated designing observer/controller for nonlinear
dynamic systems (NDS) which can generally be expressed as
x˙(t) = f(x,u), y(t) = h(x,u) (1)
where x ∈ X ⊂ Rn is the state, u ∈ U ⊂ Rm is the input,
y ∈ Rp is the output, and the mappings f : Rn×Rm → Rn and
h : Rn × Rm → Rp represent nonlinearities in the NDS. The
majority of these observer/controller designs utilize either linear
matrix inequalities (LMIs) formulations or algebraic Riccati
equations [1], [2]. These designs almost always assume that the
nonlinear function f(·) belongs to certain nonlinearity classes
or function sets. For example, observer designs for Lipschitz
continuous nonlinearities have been developed in [3]–[7] while
observer-based control and stabilization are proposed in studies
[8]–[10].
Beyond the somewhat conservative Lipschitz assumption, the
control-theoretic application of one-sided Lipschitz (OSL) and
quadratically inner-bounded (QIB) function sets are introduced
in [11]. In short, f(·) is Lipschitz, OSL, or QIB if the following
conditions are satisfied
Lipschitz: ‖f(x,u)− f(xˆ,u)‖2 ≤ γl‖x− xˆ‖2,
OSL: (f(x,u)− f(xˆ,u))> (x− xˆ) ≤ γs‖x− xˆ‖22,
†Department of Electrical and Computer Engineering, The University of
Texas at San Antonio, One UTSA Circle, San Antonio, TX 78249. Emails: se-
bastian.nugroho@my.utsa.edu, mvy292@my.utsa.edu, ahmad.taha@utsa.edu
‡Department of Mathematics, The University of Texas at San An-
tonio, One UTSA Circle, San Antonio, TX 78249. Emails: duyn-
guyenvu.hoang@utsa.edu, maria radosz@hotmail.com.
This work is partially supported by Valero Energy Corporation and National
Science Foundation (NSF) under Grant CMMI-1728629, CMMI-1917164,
DMS-1614797, and DMS-1810687.
QIB: ‖f(x,u)− f(xˆ,u)‖22 ≤ γq1‖x− xˆ‖22
+ γq2 (f(x,u)− f(xˆ,u))> (x− xˆ),
for a nonnegative Lipschitz constant γl ∈ R+, OSL constant
γs ∈ R, QIB constants γq1, γq2 ∈ R, where (x,u), (xˆ,u) ∈ Ω.
To give examples in observer design, consider the following
NDS and observer dynamics
x˙(t) = Ax+ f(x,u) +Bu(t) (2)
˙ˆx(t) = Axˆ+ f(xˆ,u) +Bu(t) +L (y(t)− yˆ(t)) , (3)
where y(t) = Cx(t), yˆ(t) = Cxˆ(t), and L is a Luenberger-
like matrix variable. To guarantee stability of the estimation
error dynamics, the observer design considering that f(·) is
Lipschitz continuous translates to computing P  0, Y , and
 > 0 such that [3][
A>P + PA−C>Y > − Y C + γ2l I ∗
P −I
]
≺ 0, (4)
is feasible, where L = P−1Y . If f(·) satisfies both OSL and
QIB conditions, then the problem boils down to finding P  0,
σ, 1, 2 > 0 such that [12][
A>P + PA− σC>C + (1γs + 2γq1)I ∗
P +
γq22 − 1
2
I −2I
]
≺ 0, (5)
where the corresponding observer gain is L = 12σP
−1C>.
The Lipschitz constant γl can only be nonnegative while OSL
and QIB constants γs, γq1, and γq2 can at first sight be any real
numbers. In particular, the authors in [11] demonstrate that in
observer design, the OSL condition can be less conservative
compared to the Lipschitz condition. This stems from the fact
that γs can be negative. This in turn expands the feasibility
region of the formulated matrix inequalities.
Since then, many approaches have been developed in the
literature to design observer/controller for NDS satisfying OSL
and QIB. For instance, observer designs for these type of nonlin-
earities with various features are proposed in [12]–[14], while
controller/observer-based stabilization methods are developed
in [15]–[17].
The aforementioned literature solely focuses on developing
methods for observer/controller designs while assuming that the
OSL and QIB constants are known. These studies demonstrate
the applicability of the proposed approaches on small NDS
where OSL and QIB constants can be obtained analytically. For
large-scale NDS, computing these constants is nontrivial. To
the best of our knowledge, there is an almost complete absence
in the literature that is dedicated to parameterize NDS—that
is, computing the corresponding constants or parameters—for
OSL and QIB. This is in contrast to the more understood and
studied Lipschitz nonlinearity; see [18]–[21]. These studies are
presented for Lipschitz nonlinearity; their extension to OSL
and QIB function sets is unclear. To that end, the objective of
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this paper is to obtain analytical expressions of OSL and QIB
constants. The contributions of our paper are as follows:
• We prove that any function satisfying the QIB condition
is also Lipschitz continuous, which rectifies the current
understanding of the QIB function set [11], [12], [22]. In addi-
tion, we derive an inequality constraint involving parameters
γq1 , γq2 that arises as a necessary consequence of a function
being QIB. This implies that γq1 and γq2 are constrained
in order for the QIB condition to hold. Consequently, this
contribution also results in correcting some unfortunate errors
in the numerical examples produced in [12], [22].
• We provide systematic methods to compute the correspond-
ing constants/parameters for any NDS with arbitrary nonlin-
ear models. The parameterization is procured through global,
constrained maximization optimization problems.
• We showcase the application of the proposed methods on
a simple nonlinear system to compute its OSL and QIB
parameters and utilize them for observer design.
The paper organizations are summarized as follows. The rela-
tion between Lipschitz continuity, OSL, and QIB, is discussed
in Section III. In Section IV, we present the analytical pa-
rameterization of OSL and QIB function sets that both posed
as global maximization problems. Section V provides brief
discussions on how to solve global, constrained maximization
problems. Finally, Section VI provides a numerical example
and Section VII concludes the paper.
Paper’s Notation: For vectors x,y ∈ Rn, inner product is
defined as 〈x,y〉 := x>y. For matrix A, A(i,j) denotes its
i-th and j-th element. The set I(n) is defined as I(n) := {i ∈
N | 1 ≤ i ≤ n}, which is usually used to represent the set of
indices. The notation∇x defines the gradient vector with respect
to vector x. For a square matrix A, λmax(A) and λmin(A)
return the maximum and minimum eigenvalues of A.
II. PROBLEM FORMULATION AND PRELIMINARIES
This paper focuses on parameterizing NDS (6) into OSL and
QIB sets for the a general model of NDS:
x˙(t) = Ax(t) +Gf(x,u) +Bu(t), y(t) = Cx(t) (6)
where G ∈ Rnx×ng describes the distribution of the non-
linearities. The set Ω := X × U with Ω ⊂ Rp is used
throughout the paper to represent the domain of f(·), which is
convex, compact. Moreover, we assume thatX has a nonempty
interior. This assumption is not restrictive as many dynamic
systems in real world have bounded states and inputs—each
upper and lower bounds define the operating regions. It is
additionally assumed here that f(·) is differentiable and has
continuous partial derivatives everywhere in Ω. This ensures
that its gradient vector∇f(·) is bounded within the set Ω [23].
As mentioned previously, in this paper we are seeking a way
of computing constants such that f(·) satisfies OSL and QIB
conditions—defined as follows.
Definition 1 (OSL & QIB). The nonlinear function f : Rn ×
Rm → Rg in (6) is locally one-sided Lipschitz in Ω if for any
(x,u), (xˆ,u) ∈ Ω it holds that
〈G(f(x,u)− f(xˆ,u)),x− xˆ〉 ≤ γs‖x− xˆ‖22, (7a)
for γs ∈ R and quadratically inner-bounded in Ω if for any
(x,u), (xˆ,u) ∈ Ω it holds that
〈G(f(x,u)− f(xˆ,u)),G(f(x,u)− f(xˆ,u))〉 ≤ (7b)
γq1‖x− xˆ‖22 + γq2〈G(f(x,u)− f(xˆ,u)),x− xˆ〉,
for γq1, γq2 ∈ R.
It is worthwhile mentioning that, since (x,u) ∈ Ω, the OSL
and QIB conditions are both valid locally (or semi-globally) in
the region of interest Ω.
III. THE RELATION BETWEEN LIPSCHITZ, OSL, AND QIB
This section discusses the relations between Lipschitz conti-
nuity, OSL, and QIB. Without loss of generality, it is assumed
throughout this section that G = I; I is the identity matrix.
A. Lipschitz Continuity and OSL: A Known Result
Lipschitz continuity is an important class of NDS as it is
central for guaranteeing the existence and uniqueness of ODE
solutions. This class is defined as follows.
Definition 2. The nonlinear function f : Rn×Rm → Rg in (6)
is locally Lipschitz continuous in Ω if for any (x,u), (xˆ,u) ∈
Ω it holds that
‖f(x,u)− f(xˆ,u)‖2 ≤ γl‖x− xˆ‖2, (8)
where γl ≥ 0 is called the corresponding Lipschitz constant.
It is shown in [22] that by using Cauchy- Schwarz inequality,
if f(·) is Lipschitz continuous with constant γl, then f(·) is also
OSL with γs = γl, showing that Lipschitz continuity implies
OSL. Nonetheless, the converse is not true, as OSL is a one-
sided nonlinearity as seen in (7a), while on the other hand Lips-
chitz continuity is a two-sided nonlinearity. Therefore, there are
some functions that are OSL but not Lipschitz continuous. For
example, the scalar function f(x) = −sgn(x)√x for all x ∈ R
is OSL with γs = 0 but not Lipschitz continuous [22]. Readers
are referred to [22] for a more detailed discussion and examples
on the relation between Lipschitz continuity and OSL.
B. Lipschitz Continuity and QIB: A New Understanding
The QIB condition is introduced in the control theoretic
literature (for the first time as far as we know) in [11], [22]
and is extensively used alongside with OSL for observer design
purposes. If f(·) is Lipschitz continuous with Lipschitz constant
γl, then it follows directly from (7b) that f(·) is also QIB with
γq1 = γ
2
l and γq2 = 0 [22].
The question arises if a function satisfying the QIB condition
is also necessarily Lipschitz continuous. It is claimed in [22] that
this is not true in general and it is remarked that if f(·) is OSL
and QIB with γq2 positive, then f(·) is Lipschitz continuous.
On that regard, a further investigation shows that if a function
f(·) is QIB then it is necessarily Lipschitz continuous. This is
shown in the following theorem.
Theorem 1. Suppose that f(·) is QIB with constants γq1, γq2 ∈
R. Then f(·) is also Lipschitz continuous, where γq1, γq2
necessarily satisfy the inequality
2γq1 + |γq2|2 ≥ 0. (9)
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Proof. First, recall Cauchy’s inequality for real numbers a, b ∈
R+, which is given as ab ≤ 12a2 + 12b2. Suppose now that f(·)
is QIB with constants γq1, γq2 ∈ R. Using Cauchy-Schwarz
inequality and Cauchy’s inequality mentioned previously, for
G = I we obtain the following results
γq2〈f(x,u)− f(xˆ,u),x− xˆ〉
≤ |γq2〈f(x,u)− f(xˆ,u),x− xˆ〉|
≤ ‖f(x,u)− f(xˆ,u)‖2|γq2|‖x− xˆ‖2
≤ 12‖f(x,u)− f(xˆ,u)‖22 + 12 |γq2|2‖x− xˆ‖22.
Since f(·) is QIB, then from the above inequality and (7b), one
can easily verify that
‖f(x,u)− f(xˆ,u)‖22
≤ γq1‖x− xˆ‖22 + γq2〈f(x,u)− f(xˆ,u),x− xˆ〉
≤ γq1‖x− xˆ‖22 + 12‖f(x,u)− f(xˆ,u)‖22
+ 12 |γq2|2‖x− xˆ‖22,
from which we can imply
‖f(x,u)− f(xˆ,u)‖22 ≤
(
2γq1 + |γq2|2
)
‖x− xˆ‖22. (10)
Since X has nonempty interior, we can consider two points
(x,u) and (xˆ,u) such that x 6= xˆ. From (10), then it follows
that
‖f(x,u)− f(xˆ,u)‖22
‖x− xˆ‖22
≤
(
2γq1 + |γq2|2
)
,
from which we deduce (9) by noting that the left-hand side is
nonnegative. (10) then implies
‖f(x,u)− f(xˆ,u)‖2 ≤
√
2γq1 + |γq2|2‖x− xˆ‖2. (11)
This completes the proof. 
The above result shows that QIB implies Lipschitz continuity.
Moreover since Lipschitz continuity implies QIB, we conclude
that the class of Lipschitz functions and QIB functions are the
same. Moreover, the corresponding Lipschitz constant can be
computed as γl =
√
2γq1 + |γq2|2 from the QIB constants
γq1, γq2.
Remark 1. Despite QIB and Lipschitz continuity characteriz-
ing the same function sets, QIB can still be beneficial for less
conservative observer design purpose. This is due to the fact
that (a) OSL is more general than Lipschitz and usually it is
paired with QIB in observer design purpose and (b) the QIB
constants γq1,q2 can still be negative provided that (9) holds.
In the ensuing section, we shift our attention to NDS parame-
terization for OSL and QIB by posing the problem of bounding
these constants as global maximization problems.
IV. NDS PARAMETERIZATION
This section discusses our approach for parameterizing f(·)
from NDS (6) into OSL and QIB as global maximization
problems, in which the objective functions are given in closed-
form expressions.
A. One-Sided Lipschitz Parameterization
Here we derive some numerical methods to compute OSL
constant γs. To that end, first we propose numerical formula-
tions that provide lower and upper bounds towards the left-hand
side of one-sided Lipschitz condition given in (7a).
Proposition 1. For the nonlinear function f : Rn×Rm → Rg
in (6), there exist γ¯, γ ∈ R such that for (x,u), (xˆ,u) ∈ Ω
γ‖x− xˆ‖22 ≤ 〈G(f(x,u)− f(xˆ,u)),x− xˆ〉 ≤ γ¯‖x− xˆ‖22,
(12a)
where γ¯ and γ are given as
γ¯ = max
(x,u)∈Ω
λmax
(
1
2
(
Ξ(x,u) + Ξ>(x,u)
))
(12b)
γ = min
(x,u)∈Ω
λmin
(
1
2
(
Ξ(x,u) + Ξ>(x,u)
))
, (12c)
where each of the i-th and j-th element of Ξ(·) is specified as
Ξ(i,j)(x,u) :=
∑
k∈I(g)
G(i,k)
∂fk
∂xj
(x,u). (12d)
The proof of Proposition 1 is available in [24]. From this
proposition, we deduce that γs = γ¯. This result generalizes the
approach to compute one-sided Lipschitz constant mentioned
in [11] in two ways. Firstly, our result applies for a more
general form of NDS expressed in (6) and secondly, we give a
lower bound for the left-hand side of OSL condition presented
in (7a), which can be useful for determining quadratically
inner-bounded constants, as we see later in the next section.
However, the non closed-form expression for γ¯ described in
(12b) and similarly in [11] makes it difficult to compute γs via
deterministic global optimization methods. Motivated by this
limitation, we present several solutions to this problem, first of
which is presented below—see [24] for the proof.
Theorem 2. The nonlinear function f : Rn × Rm → Rg in
(6) is one-sided Lipschitz continuous in Ω satisfying
〈G(f(x,u)− f(xˆ,u)),x− xˆ〉 ≤ γs‖x− xˆ‖22 (13a)
for all (x,u), (xˆ,u) ∈ Ω with
γs =
 max
(x,u)∈Ω
∑
i,j∈I(g)
∣∣∣∣∣∣
∑
k∈I(g)
G(i,k)
∂fk
∂xj
(x,u)
∣∣∣∣∣∣
2

1/2
. (13b)
Another less straightforward approach—that is potentially
less conservative approach to compute γs than (13b)—is to
make use of the Gershgorin’s circle theorem. The next propo-
sition recapitulates this approach to compute an upper bound
for the greatest eigenvalue of a symmetric matrix.
Proposition 2 (From [25]). For any symmetric matrix Ψ ∈ Sn,
the following inequality holds
λmax (Ψ) ≤ max
i∈I(n)
Ψ(i,i) + ∑
j∈I(n)\i
∣∣Ψ(i,j)∣∣
 . (14)
Proposition 2 provides an amenable way which can be used
for computing one-sided Lipschitz constant γs provided that
Ψ = 12
(
Ξ(x,u) + Ξ>(x,u)
)
. That is, we can consider that
γs = max
i∈I(n)
 max
(x,u)∈Ω
Ψ(i,i) + ∑
j∈I(n)\i
∣∣Ψ(i,j)∣∣
 . (15)
Note that in (14) it is possible for λmax (Ψ) to be nonpositive
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assuming that Ψ is diagonally dominant with Ψ(i,i) ≤ 0 for
each i ∈ I(n). In the following theorem, we develop another
upper bound for the greatest eigenvalue of any symmetric
matrix, which has different form compared to (14).
Theorem 3. It holds for any Ψ ∈ Sn that
λmax (Ψ) ≤ max
i∈I(n)
(
Ψ(i,i) + ζn max
j∈I(n)\i
∣∣Ψ(i,j)∣∣) , (16a)
where ζn ∈ R++ is a scalar that depends on the dimension n
and is the optimal value of the following maximization problem
ζn = max
v∈Rn
1
vi
− 1 (16b)
subject to
∑
j∈I(n)
|vi| = 1, (16c)
vi > 0, |vj | ≤ vi, ∀j ∈ I(n) \ i. (16d)
In using Theorem 3, one need to compute ζn beforehand,
which essentially includes solving a nonconvex problem given
in (16b)–(16d). Indeed, this problem can be posed as a convex
one, which is summarized next.
Proposition 3. The nonconvex maximization problem given in
(16b)–(16d) is equivalent to the following convex problem
v∗i = min
v,w∈Rn
vi (17a)
subject to
∑
j∈I(n)
wi = 1, (17b)
vi > 0, wj ≤ vi, ∀j ∈ I(n) \ i. (17c)
|vi| = wi,∀i ∈ I(n), (17d)
where ζn in (16b) can be recovered from ζ∗n =
1
v∗i
− 1.
Notice that problem described in (17) can be solved using
any convex programming solvers. In fact, and after solving it
for various values of n, we observe that the optimal solution is
ζ∗n = n− 1. Readers are referred to [24] for the proofs.
B. Quadratic Inner-Boundedness Parameterization
The following theorem summarizes our result for computing
constants that characterize QIB function sets through posing
the problem again as a maximization problem.
Theorem 4. The nonlinear function f : Rn×Rm → Rg in (6)
is locally quadratically inner-bounded in Ω such that for any
(x,u), (xˆ,u) ∈ Ω the following holds
〈G(f(x,u)− f(xˆ,u)),G(f(x,u)− f(xˆ,u))〉 ≤
γq1‖x− xˆ‖22 + γq2〈G(f(x,u)− f(xˆ,u)),x− xˆ〉, (18a)
where for 1, 2 ∈ R+, γq2 = 2 − 1 and γq1 is specified as
γq1 = 1γ¯ − 2γ + max
(x,u)∈Ω
∑
i∈I(n)
‖∇x ξi(x,u)‖22, (18b)
where ξi(x,u) :=
∑
j∈I(g)G(i,j)fj(x,u) for i ∈ I(n) and γ¯
and γ are the optimal values of (12b) and (12c).
This result—see [24] for the proof—allows the quadratically
inner-bounded constants γq1 and γq2 to be parameterized with
non-negative variables 1 and 2, hence giving a degree of
freedom that can be useful for observer/controller design.
V. COMPUTING OSL AND QIB CONSTANTS
The previous section posed the problem of obtaining OSL
and QIB constants as global maximization problems over a
constrained set Ω. That is, all of the boxed equations given
in (13b), (15), and (18b) are global maximization problems,
constrained by (x,u) ∈ Ω.
Assuming that Ω is a convex set that includes, for example,
upper and lower bounds on all states and control inputs (a
valid assumption for an array of dynamic networks modeling
infrastructure), all of these maximization problems are most
likely nonconvex/nonconcave seeing the gradient of f(·) is
analytically derived within the optimization. With that in mind,
and for a specific nonlinear system, the gradient could po-
tentially produce a concave cost function thereby making the
global optimization tractable, as it can be solved via convex
programming technique such as interior-point methods [26].
Considering the more plausible scenario that the cost functions
are mostly nonconcave, few approaches can be investigated
to solve and compute the constants. We summarize these
approaches here, while keeping in mind that this is outside
the scope of this paper. The first approach to solve (13b), (15),
and (18b) is through deterministic, global optimization methods
such as inner and outer approximation [27], cutting-plane [28],
and branch-and-bound methods [29]. For a large scale system,
this approach might prove to be intractable.
The second approach is manifested through using random-
ized sampling through generating a large number of low dis-
crepancy sequences (LDS) and samples for (x,u) inside Ω;
see [21] for an example. This is then followed by evaluat-
ing (13b), (15), and (18b) and subsequently computing the
values for constants γs,q1,q2 that maximize the corresponding
objective functions inside Ω. The third approach is to use
interval-based optimization methods. This approach gained mo-
mentum recently, through studies that showcased the potential
of interval arithmetic in dealing with nonconvex optimization
problems; see the studies [30]–[32]. We have pursued this
particular approach and developed it further for vector valued
global maximization in our recent work [24]. Numerical tests
include some preliminary results for this approach, which are
presented next.
VI. AN ILLUSTRATIVE EXAMPLE
We consider the dynamics a moving object in 2−D plane,
described in [11], [22] by
x˙ =
[
1 −1
1 1
]
x+
[−x1(x21 + x22)
−x2(x21 + x22)
]
, y =
[
0 1
]
x. (19)
Notice that the nonlinear mapping f : R2 → R2 of (19) can be
also expressed as f(x) = −x‖x‖22.
A. Addressing Erroneous Analytical Parameterization
Unfortunately, the numerical section of [12], [22] contains
some mistakes. The study [22] considers the system described in
(19) with domain of interest Ω =
{
x ∈ R2 | ‖x‖2 ≤ r
}
where
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r ≥ 0. Albeit it is true that such f(·) is globally OSL with
γs = 0, the claim that f(·) is locally QIB in Ω given
r = min
(√
−γq24 ,
4
√
γq1 +
γ2q2
4
)
, γq2 ≤ 0,
γq1 +
γ2q2
4 > 0,
(20)
is incorrect. More specifically, [22] consider the values γq1 =
−200 and γq2 = −141, which according to (20) gives r =
5.9372. Now take the two points x = [1 0]> and xˆ = 0. One
can verify that x, xˆ ∈ Ω. The left-hand side of (7b) is equal to
‖f(x)− f(xˆ)‖22 = ‖f(x)‖22 =
∥∥∥−x‖x‖22∥∥∥2
2
= 1.
If f were QIB, we would get
1 ≤ γq1‖x− xˆ‖22 + γq2〈f(x)− f(xˆ),x− xˆ〉
= −200‖x‖22 + (−141)〈−x‖x‖22,x〉 = −59,
a contradiction. This shows that the conditions (20) do not imply
that f(·) is QIB. Unfortunately, the same condition is also used
in several works on observer design procedure for NDS with
OSL and QIB nonlinearities; see for example [12], [33]–[36].
For instance, in [12], the values γq1 = −99 and γq2 = −100
are chosen, giving r = 5. For x = [0.5 0]> and xˆ = 0, one
can get a similar contradiction.
A further analysis reveals that it is necessary to have γq1 ≥ 0,
given the same set Ω. To proceed, take x = [a 0]> and xˆ = 0
with 0 < |a| ≤ r and then evaluate the following expressions
related to QIB condition
‖f(x)− f(xˆ)‖22 = ‖f(x))‖22 =
∥∥∥−x‖x‖22∥∥∥2
2
= a6 (21a)
γq1‖x− xˆ‖22 + γq2〈f(x)− f(xˆ),x− xˆ〉
= γq1‖x‖22 + γq2〈f(x),x〉 = a2γq1 − a4γq2. (21b)
If f(·) is QIB, then it follows from (21) that
a6 ≤ a2γq1 − a4γq2.
We can then divide the above by a2 to deduce
a4 ≤ γq1 − a2γq2,
and take the limit a→ 0 on both sides to get 0 ≤ γq1, finishing
the proof of our claim. This means that in particular 2γq1 +
|γq2|2 ≥ 0, and therefore this example is compatible with the
statement of Theorem 1.
Correct conditions to ensure f(·) is QIB are as follows:
2r2 ≤ −γq22 , r4 ≤ γq1 − γq2r2, γq1 ≥ 0, γq2 < 0. (22)
For example, γq1 = 100, γq2 = −100, and r = 5 satisfy (22)
and hence are sufficient to ensure that f(·) is QIB in Ω. As a
result, further investigation is required to correctly evaluate the
observer designs developed in [12], [22], [33]–[36] using the
revised QIB constants computed from (22).
B. Numerical Parameterization and State Estimation
This section showcases the proposed methodologies for
parameterizing a nonlinear dynamics of a moving object into
OSL and QIB. All simulations are performed using MATLAB
R2017b. YALMIP’s [37] optimization package together with
MOSEK’s [38] solver are used to solve the SDP.
In this example, we use Ω =
{
x ∈ R2 |xi ∈ [−r, r]
}
where
r = 5. This numerical example focuses on (a) finding both OSL
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Figure 1. Numerical test results for dynamics of a moving object: trajectories
of actual x1(t) and estimated xˆ1(t) state.
constant γs and QIB constants γq1 and γq2 that are (b) useful
for observer design of the nonlinear system (19). To that end,
first we attempt to find γs using the method given in Proposition
2. Matrix Ξ(x) for this nonlinearity is given as
Ξ(x) =
[−3x21 − x22 −2x1x2
−2x1x2 −x21 − 3x22
]
.
Since Ξ(x) in the above example is already symmetric, then
according to (14), γs can be computed from using (15). The
interval-based algorithm, which uses interval arithmetic and
branch-and-bound (BnB) routines, computes the tightest inter-
val containing upper and lower bounds for the the objective
function of (15). In particular, this algorithm splits the set Ω
into smaller subsets and removes the ones that positively do
not contain any maximizers. Upon running this algorithm, we
find that the value of γs is decreasing to a value near zero,
showing that the OSL constant for this system is zero. This
results corroborates the fact that, as proven in [11], the system
is indeed globally one-sided Lipschitz with an analytical OSL
constant γs = 0.
Next, we determine the quadratically inner-bounded constant
by solving the following problems using interval-based algo-
rithm
γ = min
i∈{1,2}
min
x∈Ω
Ξ(i,i) − ∑
j∈{1,2}\i
∣∣Ξ(i,j)∣∣

γm = max
x∈Ω
∑
i∈{1,2}
‖∇xfi(x)‖22.
Solving the above optimization, we obtain γ = −150 and γm =
2.5 × 104. According to Proposition 4, for any 1, 2 ∈ R+,
the quadratically inner-bounded constant can be constructed as
γq2 = 2 − 1 and γq1 = 1γs − 2γ + γm. By setting the
constants 1 = 105 and 2 = 10−1, we obtain γq1 = 25015 and
γq2 = −9999.89. To test the applicability of the computed one-
sided Lipschitz and quadratically inner-bounded constants for
state estimation, we implement an observer developed in [12]
using the computed constants. Given the solution to the SDP
(5), we are successfully able to obtain converging estimation
error. Fig. VI-B depicts the corresponding trajectories.
VII. CONCLUSIONS AND ACKNOWLEDGMENTS
In this paper, we present a new understanding for the relation
between Lipschitz continuous and QIB function sets. Our
findings state that QIB implies Lipschitz continuous, which
suggests that Lipschitz continuous and QIB share the same
function sets. We also present numerical methods to compute
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the corresponding constants for OSL and QIB, posed as global
maximization problems. Numerical results demonstrate the ap-
plicability of the proposed approach to compute these constants
for practical observer designs.
Finally, we would like to acknowledge the editor and the four
reviewers who provided thoughtful suggestions and construc-
tive criticism. Specifically, a reviewer’s comments motivated
the developments of Section VI-A and we are grateful for that.
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