Abstract: In this work, we propose a distributed adaptive high-gain extended Kalman filtering approach for nonlinear systems. Specifically, we consider a class of nonlinear systems that are composed of several subsystems interacting with each other via their states. In the proposed approach, an adaptive high-gain extended Kalman filter is designed for each subsystem. The distributed Kalman filters communicate with each other to exchange subsystem state estimates. First, an implementation strategy which specifies how the distributed filters should communicate is designed. Second, the detailed design of the subsystem filter is described. Subsequently, the stability of the proposed distributed state estimation is analyzed. Finally, the effectiveness and applicability of the proposed design are illustrated via the application to a chemical process example.
INTRODUCTION
Distributed state estimation of large-scale systems composed of coupled subsystems has attracted significant attention in process control (Farina et al. (2011) ; Zhang and Liu (2013) ) as well as in many other engineering control problems (Khan and Moura (2008) ; Stanković et al. (2009) ). In the literature, distributed state estimation has been studied primarily in two frameworks: distributed Kalman filtering (Mahmoud and Khalid (2013) ) and distributed moving horizon state estimation (Farina et al. (2011); Zhang and Liu (2013) ).
Kalman filters are widely used to obtain system state estimates in many applications ranging from industrial processes (Chetouani et al. (2002) ) to aerospace navigation systems (Madrid and Bierman (1978) ). For applications involving large-scale systems, centralized state estimation algorithms are in general not favorable due to organizational difficulties, high computational complexity and poor fault tolerance. In order to address these considerations, distributed Kalman filtering has been studied extensively in the past decade (Mahmoud and Khalid (2013) ). A large portion of the existing results on distributed Kalman filtering (DKF) were developed for sensor networks (Stanković et al. (2009) ). Within process control, a method to decompose large-scale processes for distributed Kalman filtering and distributed control was presented in Vadigepalli and Doyle III (2003) . Most of the above results were obtained in the context of linear systems. When nonlinear systems are present, extended Kalman filters (EKF) are typically used in the design of distributed state estimation algorithms (Mutambara (1998) ). As in the centralized EKF, the global stability of the error dynamics of the distributed EKF is difficult to establish.
In recent years, moving horizon state estimation (MHE) has been adopted in distributed state estimation. One of the advantages of MHE is its ability to account for state constraints which have been shown leading to improved estimates (Rao et al. (2001) ). In Farina et al. (2010) , a distributed MHE algorithm was developed for linear systems which was extended to nonlinear systems in Farina et al. (2012) . In Farina et al. (2011) , distributed MHE schemes based on subsystem models were developed for both linear and nonlinear systems. In Zhang and Liu (2013) , an observer-enhanced distributed MHE design with potentially tunable convergence rate was introduced. A method for handling communication delays in distributed MHE was also developed in Zhang and Liu (2014) . While distributed MHE algorithms are able to handle system nonlinearities explicitly, they are typically much more computational demanding than Kalman filters.
Motivated by the above considerations, in this work, we propose a distributed adaptive high-gain extended Kalman filtering approach for nonlinear systems. The proposed approach is able to achieve global stability of the error dynamics and is computationally efficient. Specifically, we consider a class of continuous-time nonlinear systems that are composed of several subsystems interacting with each other via their states. In the proposed approach, an adaptive high-gain extended Kalman filter (AHG-EKF) is designed for each subsystem. The distributed Kalman filters communicate with each other to exchange subsystem state estimates. First, the implementation strategy of the proposed distributed state estimation is discussed. It specifies how the distributed filters communicate and what information should be exchanged. Second, the detailed design of the subsystem filter is described. Subsequently, the stability of the distributed state estimation design is analyzed. Finally, the effectiveness and applicability of the proposed design are illustrated via the application to a chemical process example.
PRELIMINARIES

System description and observability assumption
We consider nonlinear systems composed of p interconnected subsystems with the dynamics of subsystem i described as follows:
where i ∈ I with I = {1, . . . , p},x i ∈ R nx i is the state vector of subsystem i, the vector functionf i represents the interaction term between subsystem i and other subsystems withX i composed of subsystem states involved in characterizing the interaction, and y i ∈ R denotes the measured output of subsystem i. Note that to simplify the analysis without loss of generality, we assume that each subsystem has only one measured output.
The entire system state vectorx and measured output vector y are defined asx = [x
The dynamics of the entire system can be described by the following state-space model:
where f is an appropriate composition of f i andf i , and h is a composition of h i with i ∈ I. It is assumed that the subsystem statex i satisfiesx i ∈ X i for all i ∈ I, and the measurements of the outputs of the subsystems are available continuously. It is also assumed that subsystem i, i ∈ I, is observable in Isidori (1995) ) with
. . .
Note that in (3), the symbol L fi+fi h i denotes the Lie derivative of function h i with respect to f i +f i , defined as
It is further assumed that the entire system of Eq. (2) is observable. This means that the interactions between subsystems do not affect the collective observability of the subsystems.
Change of coordinates
From the observability assumptions (i.e. rank(O i (x i )) = n xi , i ∈ I) and the implicit function theorem, it can be obtained that Φ i (x i ), i ∈ I, is invertible for allx i ∈ X i , i ∈ I. The function Φ i (x i ), i ∈ I, also defines a set of coordinates under which system (1) can be transformed to a canonical form. Specifically, the new set of coordinates is defined as follows:
In the new set of coordinates, subsystem (1) can be written in the following form:
where
. . , 0] and
where X i denotes the composition of all the subsystem states characterizing the interaction between subsystem i and other subsystems in new coordinates.
In the remainder of this paper, we will discuss the proposed distributed state estimation design and its stability properties based on system (5).
PROPOSED DISTRIBUTED STATE ESTIMATION
In this section, we introduce the proposed distributed state estimation design. A schematic of the proposed design is shown in Figure 1 . In the proposed design, an AHG-EKF is designed for each subsystem. The different AHGEKFs communicate with each other to exchange information. The filter of a subsystem estimates the subsystem state based on the subsystem output measurements and information exchanged with other filters. In the following subsections, we will first discuss the implementation strategy and then describe the design of each subsystem AHG-EKF.
Implementation strategy
As mentioned earlier, in this work, we assume that the output measurements are available continuously. To simplify the filter design and stability analysis without loss of generality, we further assume that the distributed filters can communicate and exchange information continuously.
At the initial time instant (i.e., t = 0), each filter needs to be initialized. Specifically, in the initialization, filter i (i ∈ I) is initialized with initial subsystem state guesses of all the subsystems (i.e., z j (0) with j ∈ I), the actual subsystem output measurement (i.e., y i (0)), and the initial value of its adaptive gain (i.e., θ i (0) = 1).
After the initialization, at a time instant, each filter needs to carry out the following steps continuously: 1. Filter i (i ∈ I) receives its local output measurement y i (t), and the latest state estimates from all the other filters; that is, z j with j ∈ I \ {i}. 2. Filter i (i ∈ I) calculates its subsystem state estimate z i (t) and sends z i (t) to other subsystems. 3. Filter i (i ∈ I) updates its innovation term J i and the adaptive gain θ i .
These steps will be further clarified in the following subsystem filter design section. Remark 1. Note that the assumption of continuous communication and information exchanging between distributed filters could be relaxed. As long as the distributed filters exchange information at a sufficient large frequency, the stability of the proposed distributed AHG-EKF could be guaranteed. In this work, we will demonstrate this point in the simulation study. A systematic consideration of communication at discrete-time instants in the proposed distributed state estimation design remains as our future work.
Design of subsystem filters
For each subsystem, an AHG-EKF is designed. The subsystem AHG-EKF design is based on the centralized AHG-EKF presented in Boizot et al. (2010) and Boizot (2011) with appropriate modifications to account for interactions between subsystems.
The proposed design of filter i (i ∈ I) is formulated as follows:ż
where z i is the state of the filter, Z i is composed of z j characterizing the interaction term, R θi = θ −1 i R i with θ i being the adaptive gain of filter i and R i being a positive scalar. In (7), S i is the solution to the following matrix Riccati equation:
and Q i being a n xi by n xi symmetric positive definite matrix. In (7), the first two terms on the right-hand-side are from subsystem model (5) and the last term is a correction term based on the difference between the subsystem measurement y i and its estimate. The correction term has a timevarying gain which is determined following (9) and (10) which will be discussed below.
In the design (7)-(8), the parameter θ i involved in R θi and Q θi is an adaptive parameter whose adaptation depends on the innovation information which will be defined shortly. When the innovation indicates that the state estimate is close to the actual system state, θ i will be small (i.e., close to 1). When θ i = 1, the design of (7)- (8) essentially reduces to the standard extended Kalman filter (with interactions taken into account). When the innovation indicates that the state estimate is far away from the actual system state, θ i will evolve to large values to ensure convergence of the estimate to the actual system state. Specifically, the equation governing the adaptation of θ i is as follows:
where µ i (s) = 1 + e −βi(s−mi) −1 is a β i and m i parameterized sigmoid function, λ i is a positive constant, and
with ∆T > 0, θ m > 1. In (9), the variable J i is the innovation for subsystem i and is defined as follows:
where y i (t 0 , x 0 , τ ) is the output of subsystem (5) at time τ with x(t 0 ) = x 0 . Note that
is an open-loop predicted filter output and is not the actual filter output. In the calculation of
needs to be evaluated. In the evaluation of
, the entire system state estimate z(t d ) is needed and the entire system model should be used due to the interaction between subsystems.
STABILITY ANALYSIS
In this section, we analyze the stability of the proposed distributed AHG-EKF design. Let us define the estimation error as i = z i − x i , i ∈ I. The error dynamics is:
Let us consider the following change of variables for i ∈ I:
From the definition of Θ i , it can be verified that:
where N i = diag([0, 1, 2, . . . , n xi − 1]). Based on (13) and (14), the error dynamics after the change of variables is:
The Riccati equation becomes:
Let us pick the Lyapunov function˜ T iS i˜ i for subsystem i, i ∈ I. It can be obtained that:
The following theorem summarizes the stability properties of the proposed distributed AHG-EKF design.
Theorem 1. For any time T * > 0 and any * > 0, there exist 0 < d < T * , ∆T > 0, θ m > 0, β i and m i for i ∈ I such that for all time t ≥ T * and any initial condition of subsystems and observers in X i (i.e. x i (0) ∈ X i and z i (0) ∈ X i ) for all i ∈ I, the estimation error of the entire system satisfies:
T and a > 0 is a constant.
Proof. It can be verified that˜ i C
For the positive definite matrix Q i , there exists a q mi > 0 such that Q i ≥ q mi I. From Lemma 6 in Boizot et al. (2010) , it is known that there exist scalars α
I. These imply that the inequality (17) can be further written as:
for all i ∈ I. Adding (19) for all i ∈ I together, the following inequality can be obtained:
, from the part in the last line of (20), it can be obtained that:
From (20) and (21), it can be obtained that:
If we define c = −2 p max i {Lb
When considering the entire system, based on the results of Boizot et al. (2010) , it can be written that:
The inequality (23) will be used mainly when the estimation error is not in a neighborhood of the origin and θ i , i ∈ I, are large while inequality (24) can be used when the estimation error is small regardless of the values of θ i . Based on (23) and (24), using similar arguments to the proof of Theorem 5 in Boizot et al. (2010) , Theorem 1 can be proved.
Theorem 1 essentially implies that the square of the estimation error can be made arbitrarily small in an arbitrary small time. 
APPLICATION EXAMPLE TO A CHEMICAL PROCESS
In this section, the proposed distributed AHG-EKF is applied to a simulated chemical process composed of two connected continuous-stirred tank reactors (CSTRs). The description and model of the process can be found in Sun and El-Farra (2008) . In the process, the two temperatures T 1 and T 2 are assumed to be continuously measured outputs. The objective is to estimate the entire system state (which includes the concentrations of species A in the two CSTRs and the two temperatures) based on these measurements in a distributed manner.
The entire process is decomposed into two subsystems with respect to the two reactors. For each reactor, an AHG-EKF is designed. In the design of the AHG-EKFs, 50, 5] ) and R 1 = R 2 = 1, respectively. The parameter θ m is uniquely defined for all the subsystem estimators and it is selected to be θ m = 40. In the calculation of the innovation terms, the two filters use
The parameters in the adaptation functions are selected as follows: ∆T = 0.001h, β 1 = 5, m 1 = 4, λ 1 = 100, β 2 = 5, m 2 = 4, λ 2 = 100. In the simulations, the initial state of the process is x(0) = [360, 3, 320, 2.5] From Figures 2 and 3 , it can be seen that the proposed distributed AHG-EKF is able to track the actual process states. It should be noted that the distributed AHG-EKF tracks the two temperatures very fast. Also, it can be seen that in both filters, when the estimation errors are large (at the initial period), the innovation values increase quickly which renders the two adaptive gains θ 1 and θ 2 to increase quickly. When the estimation errors become small, the innovation values decrease and the gains θ 1 and θ 2 decrease to one.
Next, we study the effects of communication frequency in the proposed distributed state estimation design. In this set of simulations, the two distributed filters do not exchange information continuously. They send out their state estimates to each other every 10s. Between two communications, a filter assumes that the state of the other filter remains constant. Figures 4 and 5 show the simulation results. From these figures, it can be seen that the distributed filters are still able to track the actual process states. But the speed of convergence especially for the concentration estimates is relatively slower compared with the case with continuous communication.
Finally, we compare the proposed distributed AHG-EKF design with a regular distributed EKF design. In the regular distributed EKF design, the subsystem EKF has the same design parameters (i.e., Q 1 , Q 2 , R 1 , R 2 ) as in the proposed AHG-EKF. In this set of simulations, we take into account measurement and process noises. The measurement noise is generated as normal distributed value with zero mean and standard deviation one. Figures 6 and  7 show the simulation results. Even though both the proposed distributed AHG-EKF and the regular distributed EKF can track the actual process states, the proposed distributed AHG-EKF has a much faster convergence speed.
