The average behaviour of greedy algorithms for the knapsack problem: General distributions by Diubin, Gennady & Korbut, Alexander
The average behaviour of greedy algorithms for the knapsack
problem  General distributions I
Gennady Diubin and Alexander Korbut
 
Abstract
This paper is a partial generalization of the results of   for rather arbitrary distributions
of coecients We state the main theorem concerning the average behaviour of greedy
algorithms The validity of this theorem is implied by the validity of the Conditions  and 
from   We give a detailed proof of Condition  The characterization of distributions for
which Condition  holds will be the subject of a forthcoming paper
  Introduction
Our main object is the classical knapsack problem with Boolean variables  It consists in
nding
f
 
 maxf
n
X
j 
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j
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j
x
j
  b  x  B
n
g 
All coecients in  are positive  The standard interpretation of the problem  is the
following We have to ll a knapsack of capacity b with the most protable subset of items
from f       ng where each item j is characterized by its utility c
j
and weight a
j
  The
Boolean variables x
j
equal  if the item j is chosen and 	 otherwise 
Without loss of generality we can suppose that a
j
 b for all j and that
P
n
j 
a
j
 b 
Moreover we shall suppose that
c

a


c

a

    
c
n
a
n
  

i e  the variables x
j
are numbered in the nonincreasing order of their weight densities
c
j
a
j
  The condition 
 is often called the regularity condition 
The problen  has numerous applications and it is one of the main models of com
binatorial optimization  From the point of view of the general complexity theory it is
NP hard  This means that exact algorithms with polynomial complexity can only exist
 
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in the case P  NP   Therefore the main research eorts are now concentrated around
approximate methods for the problem  and this tendency is characteristic for the entire
combinatorial optimization 
Among these approximate methods the socalled greedy methods play a major role 
They can be interpreted as discrete analogues of gradient or steepestascent methods
in continuous optimization  Their undoubted advantage is that for the problem  they
work in linear time if the regularity condition 
 is fullled  The greedy methods do
not guarantee optimality however theoretical estimations of their worstcase performance
can be given  Details can be found in the review paper  
The idea of the greedy algorithm for the problem  consists in a consecutive selection
of items with the largest weight density c
j
a
j
as long as the knapsack capacity admits
this  More formally the algorithm starts with a feasible solution x  	       	 and
consecutively replaces zeros by ones in the order of decreasing ratios c
j
a
j
i e  from the
left to the right the feasibility of the corresponding solution is checked each time  The
process terminates after obtaining the last feasible solution  This solution x
G
is called the
greedy solution the corresponding objective function value is denoted by f
G
 
An idea that is in some sense opposite consists in a consecutive rejection of the least
protable items again in the sense of the ratios c
j
a
j
 until the remaining ones t in
the knapsack  In accordance with the usual terminology such algorithms can be called
dual algorithms  Therefore the greedy algorithm described above will sometimes be
called primal  More formally the dual greedy algorithm starts with an infeasible solution
x          and consecutively replaces ones by zeroes in the order of increasing ratios
c
j
a
j
i e  from the right to the left  The feasibility of the current solution is checked
each time  The process terminates when the rst feasible solution is obtained  This
solution x
DG
is called the dual greedy solution the corresponding objective function value
is denoted by f
DG
 
First of all we note that the primal and the dual greedy solutions can be dierent
even if all inequalities in the regularity condition 
 are strict  The simplest example
is
maxfx

 x

 x

j
x

 
x

 x

    x  B

g 
Here we have x
G
   	   x
DG
   	  	 
Up to now practically no attention to the analysis of dual greedy algorithms was paid 
The reason was probably the following folklore theorem 
Proposition   The dual greedy algorithm for the problem   can be arbitrarily bad
It is natural to estimate the performance of the dual greedy algorithm by the ratio
R
DG
 f
DG
f
 
  The assertion means that R
DG
can take arbitrarily small values  To
prove this we consider the following oneparametric family of instances of 
maxfx

 
x

jx

 x

    x  B

g  
where   
  We have x
 
 	   and f
 
 
  At the same time x
DG
   	
f
DG
   Thus R
DG
 
 tends to zero when  

We discuss briey some connections between primal and dual greedy solutions  To
this end we shall need several denitions  For any vector x  B
n
 we call any set of its
consecutive components equal to  its fragment  A fragment is maximal if it cannot be
extended to the left and to the right  There is a natural ordering of maximal fragments 
Vectors having a unique maximal fragment are called connected  Consider now vectors
from B
n
satisfying one of the conditions
x

 x

     x
n
  
x

  x

       x
n
 
It is clear that such vectors either do not contain any fragments i e  they are null vectors
or they have exactly one maximal fragment that is they are connected  We call vectors
satisfying  lower connected and vectors satisfying  upper connected  Thus lower
connected vectors have the form          	       	 and upper connected vectors  the
form 	       	        
Now we consider again the problem   We note that the primal greedy solution is
not necessarily connected cf  the example   The following assertion holds 
Proposition  Let x
G
 x
DG
be the primal and the dual greedy solutions to the problem
  respectively Then
 x
DG
is lower connected
 x
DG
  x
G
 the inequality is componentwise where the equality takes place if and
only if x
G
is lower connected
 x
DG
contains the rst maximal fragment of x
G
and only this fragment
From the assertion 
 and the positivity of the objective function coecients it follows
that f
DG
  f
G
  In other words the dual greedy algorithm cannot be better than the
primal one  We formulate the last assertion in a somewhat extended form which will be
important later  Consider the linear relaxation of  which consists in nding
f
LR
 maxf
n
X
j 
c
j
x
j
j
n
X
j 
a
j
x
j
  b  	   x
j
    j         ng 
Corollary  The following inequalities hold
f
DG
  f
G
  f
 
  f
LR
 
It is wellknown that the optimal solution x
LR
to the linear relaxation  has the form
x
LR
 x

       x
k
  x
k
  	       	 
where x

     x
k
  	   x
k
  and the index k is determined as
k  maxfsj
s
X
j 
a
j
  bg

or equivalently as
k  minfsj
s
X
j 
a
j
 bg
The number k is called the critical index for the problem   Its denition implies that
k
X
j 
a
j
  b 
k
X
j 
a
j
 b
In another terminology this means that k is the rst index skipped by the primal greedy
algorithm or equivalently that x

       x
k
 is the rst maximal fragment of the vector
x
G
or according to the assertion  of Proposition 
 the unique maximal fragment of
x
DG
  The value of x
k
can be easily found explicitly
x
k

b
P
k
j 
a
j
a
k
 
Thus we have
x
LR
 F  x
k
  	       	 
where F is the maximal fragment of x
DG
 	   x
k
   From this it follows immediately
that
f
LR
 f
DG
 c
k
x
k
  	
where k is the critical index and x
k
is determined by  
The proofs together with a generalization of these results to more general combinatorial
structures independence systems can be found in 
  
We have shown above that the dual greedy algorithm can be arbitrarily bad  On
the other hand this algorithm was successfully used as a subroutine for solving some
applied largescale problems where it provided remarkably good results  This controversy
between bad theoretical and good actual performance of an algorithm can be as usually
resolved by studying not the worstcase but the average behaviour of this algorithm 
We began to implement this general program in 
 see also the preliminary publication
  Roughly speaking it was shown there that if for a random set of coecients the
feasibility probability tends to  with the growth of the number of variables then
the objective function values for the primal and the dual greedy algorithms with large
probability dier insignicantly from the optimal value  However this result had in a
certain sense a conditional character  It remained to nd bounds for the righthand side
of the problem for which this theorem is nontrivially true see some short comments
concluding 
 
This was done in   We supposed there that all coecients c
j
 a
j
 j      n were
independent random variables uniformly distributed on 	 and the righthand side was
proportional to the number of variables i e  b  n  The main theorem in  stated
that if
 




t

 

then both the primal and the dual greedy algorithms have an asymptotic tolerance t the
exact denition is given at the beginning of the next section 
The assumption that the distribution of coecients is the uniform one is rather tra
ditional in the investigation of the average behaviour of algorithms  However there exist
realworld situations when this assumption is not justied for example there may be
some attraction zones of the coecient values  On the other hand it is interesting
to see to what extent the results from  obtained for the uniform distribution can be
generalized  Thus deriving results about the average behaviour of greedy algorithms for
arbitrary distributions is both of theoretical and practical interest  This generalization
is the main subject of the present paper  Here we shall essentially reproduce the general
structure of  this will enable us to recognize some parallels as well as essential novel
features 
 The main result
We relax the main assumption made in  and suppose that the coecients c
j
 a
j

j      n are independent identically distributed random variables with an arbitrary
distribution having the density p which is almost everywhere positive  The corre
sponding distribution function will be denoted by F   The assumption about b will be
made a little later  We denote z
j
 c
j
a
j
  Let z
k
be the random variable equal to the
nkth term of the variational series determined by the ntuple of random variables
z

       z
n
 i e  z

 z

     z
n
  We introduce now the random variables c
k
 a
k
as
follows  If z
k
 c
qk
a
qk
 we let
c
k
 c
qk
  a
k
 a
qk

We are interested in the behaviour of approximate algorithms for problems with n
variables when n grows  Suppose that we are applying some approximate algorithm A
to a combinatorial optimization problem   We denote this algorithm by A
n
to stress the
dependence on the number of variables  We say that the algorithmA
n
has the asymptotical
tolerance t if
Pf
 
 f
A
n
  t 
n
 
where f
 
is the optimal value t  	 
This denition is rather general  Further we shall consider the knapsack problem 
and A
n
will be the greedy algorithm 
As in  we dene the following events the notation was given in the Introduction
A
n
 f
LR
 f
DG
  t
B
n
k
 x
LR
            	       	 where the component   	   stands on the place
k k         n 
B
n
n
 x
LR
        

Cn
k
 c
k
  t k         n 
We formulate now two conditions 
C o n d i t i o n  
P
n
k N
PC
n
k
 
n
	 
C o n d i t i o n 
 
P
n
k N
PB
n
k
 
n
 
Now we choose a t

 t and denote N  cn where c  Gt

 the function G is
dened by the formula  in Section  
Denote a

    a
N
 A
N
  It will be proved later that the expectation EA
N
 of A
N
is given by
EA
N
  n
Z


p
Z

 t

pzdzd  on
Evidently for t

 t we have
Z


p
Z

 t

pzdzd 
Z


p
Z

 t
pzdzd
Now we claim that the following general result holds 
Theorem   Let b  n where
 
Z


p
Z

 t
pzdzd
Let for N  cn  where c is dened above the Conditions  and  hold Then the primal
and the dual greedy algorithms have the asymptotical tolerance t
In  the following auxiliary results were proved 
Lemma   The following implication holds
A
n

n
X
k N
B
n
k
C
n
k
B
n
n

Lemma  The following inequalities hold
PA
n
 
n
X
k N
PB
n
k
C
n
k
 
n
X
k N
PB
n
k
PC
n
k

In view of the representation ofEA
N
 given above and Lemma 
 the proof of Theorem
 can be given along the same lines as in  
In the next section we prove the validity of Condition   Before doing that we state
a necessary condition for its fulllment  This condition is evident for all y  	 we must
have
Z
y

pxdx  	

Another important remark is the following  It can be seen from the proof that the density
p must have a bounded carrier without loss of generality we can take 	  We shall
suppose that the density is almost everywhere positive on 	 
The main goal of this paper is the proof of Condition  and the derivation of EA
N
 
The analysis of requirements on p that are necessary for the fulllment of Condition 

will be the subject of a subsequent paper  We are obliged to B  Bank  for suggesting
some general ideas which may be useful for deriving these requirements  In  it was
shown that for the uniform case Condition 
 holds 
 The proof of Condition  
First of all we nd the main probabilistic characteristics of the random variables c
j
 a
j
introduced at the beginning of Section 
  The values realizations of the random variables
c
j
 a
j
will be denoted by 
j
 
j
respectively 
The main role in the subsequent considerations belongs to the function
Gz  Pz
j
  z
which is the distribution function of the ratios  Now we give an explicit representation of
this function F  is the underlying distribution function 
Lemma  The following representation holds
Gz 
 







Z


F zxpxdx z   

Z


F

y
z

pydy z  

P r o o f  We have from the denition of Gz
Gz  Pz
j
  z  P

c
j
a
j
  z

 Pc
j
  za
j

Note that the joint density of c
j
 a
j
is pc
j
pa
j
 due to independence  Now using the
same geometric argument as in 
 we see that for z   
Pc
j
  a
j
z 
Z


Z
za
j

pc
j
pa
j
dc
j
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j

Z


F za
j
pa
j
da
j

On the other hand for z   we have
Pc
j
  a
j
z  
Z


Z
a
j
z

pc
j
pa
j
dc
j
da
j

 
Z


F

a
j
z

pa
j
da
j

This proves  up to the notation 
The next Lemma describes some simple properties of the function Gz 

Lemma  The function Gz dened in   has the following properties	
 the function y  Gz is monotone increasing
 there exists the inverse function z  G

y which is also monotone increasing
 the function Gz is di
erentiable and its derivative is given by
G

z 
 








Z


xpzxpxdx z   

z

Z


yp

y
z

pydy z  
 G 



Indeed the assertions  and  are immediate consequences of the representation  
In turn  implies 
  As for  we have from  that G  G 
If we consider the probability distribution not on the segment 	 but on the innite
ray 	  then Lemma  will be formulated as
Lemma 

The following representation holds
Gz 
Z


F zxpxdx 


As for the proof it becomes even simpler 
Note that in this case there are some interesting eects that do not occur in the case
of nite intervals on which the probability measures are dened  The corresponding fact
will be formulated a little later 
Another important remark is that for the particular case of the uniform distribution
F y  y py   for y  	   the representation  yields
Gz 
 






z


z   



z
z  
  

which is exactly the formula  from   Thus there is a possibility of checking every
step of our further considerations by taking the corresponding particular uniform case
and comparing the intermediary calculations with those from   The results of this
quality control are sometimes mentioned in the text 
Now we proceed to the determination of the density f
j

j
 
Lemma  The density f
j

j
 of the random variable c
j
is
f
j

j
  n

n 
j  


j
p
j

Z


Gu
nj
Gu
j
p


j
u

du
u

 

P r o o f  Recall that we analyze here only the case of a nite probability measure
carrier namely 	 nevertheless we begin with the general formula 

 having in
mind some future considerations of the innite case  We have
P

z
k
 

j

j


Z


F


k

j

j

p
k
d
k
 G


j

j


Then similarly to  the probability that for a xed j some j   random variables
will be  
j

j
and the remaining ones will be   
j

j
is

j

j
  n

n 
j  


G


j

j
	
nj

G


j

j
	
j

The joint density r
j
  
j
 of the random variables a
j
 c
j
is
r
j
  
j
  
j

j
p
j
p
j

Then the density f
j

j
 of the random variable c
j
is
f
j

j
 
Z


r
j
  
j
d
j
or
f
j

j
  n

n 
j  

p
j

Z



G


j

j
	
nj

G


j

j
	
j
p
j
d
j

Changing here the variables 
j

j
 u we immediately obtain
f
j

j
  n

n 
j  


j
p
j

Z


Gu
nj
Gu
j
p


j
u

du
u


The proof of Lemma  is complete 
Now we derive the distribution function F
j
t of the random variable c
j
  We have
F
j
t 
Z
t

f
j

j
d
j
 
or using 
F
j
t  n

n 
j  

Z
t

Z


Gu
nj
Gu
j
p
j
p


j
u


j
u

dud
j
 
We denote
Iu  t 
Z
t


j
p
j
p


j
u

d
j
 
Using  we can rewrite  as
F
j
t  n

n 
j  

Z


Gu
nj
Gu
j
Iu  t
u

du 

Now we introduce new variables
Gu  y 
We have from 
u  G

y  du 
dy
G

u

dy
G

G

y
 
Rewrite  using  and 
F
j
t  n

n 
j  

Z


y
nj
 y
j
IG

y  t
G

y

G

G

y
dy 
Denote
Jy  t 
IG

y  t
G

y

G

G

y
 
	
Thus using  we obtain
JGu  t 
Iu  t
u

G

u
 

Now we have to establish an intermediary result  This time its validity depends crucially
on the assumption that the random variables are dened on 	 
Lemma  For u   t we have
JGu  t  
P r o o f  The assertion  of Lemma  yields an explicit representation for G

u
G

u 
Z


xpxpuxdx
In  we dene new variables 
j
u  z  This yields
Iu  t  u

Z t
u

zpzpuzdz
From 
 we have
JGu  t 
u

R
t
u

zpzpuzdz
u

R


xpxpuxdx
 


The assumption that the probability measure carrier is 	 implies that the integral
in the nominator of 

 is actually from 	 to  since u   t implies tu   and for
  z   tu the density pz  	  Thus the assertion of Lemma  is proved 
Note that for the carrier 	  the ratio in 

 is greater than  and this implies
that the Condition  in this case does not hold 
The condition u   t of Lemma  means that G

y   t or y   Gt  Thus Lemma 
says that
Jy  t   for y   Gt 

 	
Now we obtain from  
	 
 and 
 that
F
j
t  n

n 
j  

Z
Gt

y
nj
 y
j
dy 
 n

n 
j  

Z

Gt
y
nj
 y
j
Jy  tdy 

We can summarize these considerations as
Lemma  The distribution function F
j
t of the random variable c
j
has the represen
tation  
We proceed now to the proof of the main assertion of this section 
Theorem  Let N  cn where c  Gt Then the Condition  is fullled
P r o o f  We start with the representation 
 and consider its rst summand

j
t  n

n 
j  

Z
Gt

y
nj
 y
j
dy 

The wellknown formula from  states that
Bk  n  p  n k

n
k

Z
p

t
nk
 t
k
dt 

Take j  k   in 
  This yields

k
t  n

n 
k

Z
Gt

y
nk
 y
k
dy
It is clear that
n

n 
k

 n k

n
k


Therefore

k
t  n k

n
k

Z
Gt

y
nk
 y
k
dy 

We see that the righthand side of 
 coincides with the righthand side of 
 for
 p  Gt  Therefore

k
t  Bk  n  Gt 
k
X
 

n
	

Gt

Gt
n
 

Now as said before for the proof of Condition  we put N  cn and together with
the proof of this condition we ndsimultaneously for which values of c this is satised 
  
We rewrite 
 taking into account 

F
k
t 
k
X
 

n
	

Gt

Gt
n
 n

n 
k

Z

Gt
y
nk
 y
k
Jy  tdy 

We have
PC
n
k
   F
k
t 

n
X
 k

n
	

Gt

Gt
n

 n

n 
k

Z

Gt
y
nk
 y
k
Jy  tdy  
 
n
X
 k

n
	

Gt

Gt
n

We take as said before N  cn and estimate the sum
n
X
k N
PC
n
k
  
n
X
k N
n
X
 k

n
	

Gt

Gt
n

A simple transformation of the double sum in the righthand side yields
n
X
k N
n
X
 k
a


n
X
 N
	 Na


Thus we have to estimate the sum which we rewrite changing the summation index
n
X
j N
j N

n
j

Gt
j
Gt
nj
 	
Let
b
j


n
j

Gt
j
Gt
nj

The wellknown calculation cf 
b
j
b
j

n j  Gt
jGt
  
n  Gt j
jGt
shows that the sequence fb
j
g decreases when b
j
b
j
  or
j  n Gt
The rst term in the sum 	 is maximal if
N    n Gt
 
We took N  cn c   therefore
cn   n  Gt
The last inequality yields
c  Gt

 

n

 
Let the inequality  be satised  We carry out the maximal summand in the sum 

n
X
j N
PC
n
j
  

n
N  

Gt
N
Gt
nN



  

b
N
b
N
 
b
N
b
N
    nN
b
n
b
N


We calculate the ratio
b
N
b
N

nN  Gt
N  
Gt
  

It is easy to show that for k  

b
Nk
b
N
  
k

However  as it is dened in 
 depends on n  Substituting N  cn in 
 we obtain
 
n cn Gt
cn  
Gt

 c

n
Gt
c

n
Gt
 
 cGt
cGt
 

We see that   n 
 when n  Therefore
n
X
k N
PC
n
k
 

n
N  

Gt
N
Gt
nN
  

  


    
Obviously
  

  


     
  


 


   





 





 



For the validity of this we must have 
   that is
 cGt  cGt
or
c  Gt 
This condition is a little bit stronger than   Thus for the convergence we must impose
the condition   Passing in the inequality  to the limit yields
lim
n
n
X
k N
PC
n
k
   lim
n

n
N  

Gt
N
Gt
nN

 



We see that the righthand side of this inequality tends to zero when n  The proof
of Theorem 
 is complete 
 
 The expected value of a

         a
N
We take again N as it was dened in the previous section
N  nGt

 
where t

 t see also Section 
  We introduce the notation
A
N
 a

    a
N

Our main goal here is the computation of the expected value EA
N
  For this we need
rstly the density g
j

j
 of the random variable a
j
 
First of all we return to the representation  for the density f
j

j
 of the random
variable c
j
given in Lemma 
f
j

j
  n

n 
j  


j
p
j

Z


Gu
nj
Gu
j
p


j
u

du
u

 
Note that this integral is nonzero only for u  
j
 since for u  
j
we have 
j
u   and
the density p
j
u  	  Taking this into account we rewrite  splitting it into two
summands for convenience
f
j

j
  n


n
j



j
p
j

R


j
Gu
nj
Gu
j
p


j
u

du
u
 

 
j
p
j

R


Gu
nj
Gu
j
p


j
u

du
u
 
	




Now we apply the change of variables  see also  to 

   Note here that
G 


and that for u  we have y    This yields
f
j

j
  n


n
j



j
p
j

R

 
G
j

y
nj
 y
j
p


j
G

y


G

y	
 
dy
G

G

y

 
j
p
j

R


 
y
nj
 y
j
p


j
G

y


G

y	
 
dy
G

G

y
	




R e m a r k  As we noted above it is possible to check every step by considering the
particular case of the uniform distribution  For this case we have cf  

Gu  y 
 






u


u   



u
u   
From this we easily nd all the functions we need
u  G

y 
 







y y  




 y
y 



 
G
u 
 










u   


u

u  
G

G

y 
 










y  




 y

y 



 
Substituting these in 

 yields
f
j

j
  n

n 
j  



j


Z

 
 
j
 
y
nj
 y
j
dy  

j
Z

 

z
j
 z
nj
dz
	
 
which is exactly the density for the uniform distribution cf  the formula 
 in  
After these preliminaries we can formulate the following result 
Lemma  The density g
j

j
 of the random variable a
j
has the form
g
j

j
  n

n 
j  



j
p
j

Z

 
G 
j

y
j
 y
nj
p


j
G

y


G

y

dy
G

G

y

 
j
p
j

Z


 
y
j
 y
nj
p


j
G

y


G

y

dy
G

G

y
	
 
P r o o f  For obtaining g
j

j
 we could similarly to the proof of Lemma  integrate
the joint density r
j
  
j
 of a
j
  c
j
over 
j
  A simpler reasoning consists in the following
cf    The inequalities
c

a


c

a

    
c
n
a
n
are equivalent to
a
n
c
n

a
n
c
n
    
a

c


Therefore a
j
has the same density as c
nj
  Substituting 
j
for 
j
in any representation
of f
j

j
  

 or 

 and replacing j in the exponents by n  j   we obtain
the desired density 
Now we proceed to the calculation of EA
N
  For this the expected value of a
j
is
necessary  We have from 
Ea
j
  n

n 
j  


Z




j
p
j

Z

 
G 
j

y
j
 y
nj
p


j
G

y


G

y

dy
G

G

y
d
j


Z




j
p
j

Z


 
y
j
 y
nj
p


j
G

y


G

y

dy
G

G

y
d
j
	

 
We change the integration order in   This yields
Ea
j
  n

n 
j  


Z

 

y
j
 y
nj

G

y

Z
G

y



j
p
j
p


j
G

y

d
j
dy 

Z


 
y
j
 y
nj

G

y

Z




j
p
j
p


j
G

y

d
j
dy
	
 
Now we are prepared to prove the main theorem of this section 
Theorem  The expected value of A
N
is
EA
N
  n
Z


p
Z

 t

pzdzd  on 
P r o o f  We have from  that
EA
N
  n

Z

 

N
X
j 

n 
j  

y
j
 y
nj

G

y


G

G

y


Z
G

y



j
p
j
p


j
G

y

d
j
dy

Z


 
N
X
j 

n 
j  

y
j
 y
nj

G

y


G

G

y


Z




j
p
j
p


j
G

y

d
j
dy
	

We rewrite this equality setting j    k
EA
N
  n

Z 
 

N
X
k 

n 
k

y
k
 y
nk

G

y


G

G

y


Z
G

y



j
p
j
p


j
G

y

d
j
dy 

Z


 
N
X
k 

n 
k

y
k
 y
nk

G

y


G

G

y


Z




j
p
j
p


j
G

y

d
j
dy
	
 
Now we apply the zeroone lemma cf  Lemma 
 from  to   It states the
following  Denote
B
n
 Bm
n
   n    x 
m
n

X
j 

n 
j

 x
j
x
nj

Then two assertions hold
 
 Let m
n
 n where    x  Then B
n
  if n

 Let m
n
 n where    x  Then B
n
 	 if n
We take as said before N  cn where c   Gt

 t

 t  We see that in our case
B
n
  for y    Gt

  It follows that in the rst integral from  the binomial
sum tends to  in the entire domain 	 


 and in the second integral  in the domain



  Gt

  Taking this into account we rewrite  writing  instead of 
j
for simplicity
note that the conditions of Lebesgues Bounded Convergence Theorem are fullled  This
yields
EA
N
  n

Z

 


G

y


G

G

y


Z
G

y



pp


G

y

ddy 

Z
Gt



 

G

y


G

G

y


Z




pp


G

y

ddy
	
 on 	
Note that for the uniform distribution 	 yields
EA
N
  n





t



 on 
i e  exactly the same as in   We change the integration order in 	
EA
N
  n

Z




p
Z

 
G 
p


G

y


G

y


G

g

y
dyd

Z




p
Z
Gt



 
p


G

y


G

y


G

G

y
dyd
	
 on
Now we return to the original variables u  G

y  For y    Gt

 we have u 
G

Gt

  Thus we have after obvious simplications
EA
N
  n

Z




p
Z

 
p


u

du
u

d

Z




p
Z
G

Gt



p


u

du
u

d
	
 on 
We interrupt the proof of Theorem  for nding the upper integration limit in the
second integral in  
Lemma  For all t    we have
G

Gt 

t

 
P r o o f  Denote
G

Gt  zt 

Earlier Lemma  we had the integral representation for Gt
Gt 
 








Z


F txpxdx t   

Z


F

x
t

pxdx t   

Besides we have shown Lemma  that G 


which implies that G





  and
from the monotonicity of G

Lemma  G

y   for y 


  At the same time
Gt  



t   
Gt 



t  
Therefore
zt  G

Gt  
From 
 we have
Gt  Gzt
Now the representation  yields

Z


F txpxdx  
Z


F

x
zt

pxdx
or
Z


F txpxdx 
Z


F

x
zt

pxdx 
Denote the lefthand side of  by t  We have


t  t
Z


ptxpxdx
Thus 

t  	 for all t  	 that is t is a strictly increasing function  Therefore
t 

zt
or
zt 

t

The proof of Lemma  is complete 
 
We return to the proof of Theorem   Rewrite the expression  for EA
N
 uniting
both integrals
EA
N
  n
Z




p
Z

t

 
p


u

du
u

d  on 
The nal step is changing the variables in  u  z  This yields
EA
N
  n
Z


p
Z

 t

pzdzd  on
The proof of Theorem  is complete 
Note that for the case of the uniform distribution we obtain again
EA
N
  n





t



 on
cf  the formula 
 in  
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