A practical problem in symmetric cryptography is finding constructions of Boolean functions leading to reasonably large sets of functions satisfying some desired cryptographic criteria. The main known construction, called Maiorana-McFarland, has been recently extended. Some other constructions exist, but lead to smaller classes of functions. Here, we study more in detail the nonlinearities and the resiliencies of the functions produced by all these constructions. Further we see how to obtain functions satisfying the propagation criterion (among which bent functions) with these methods, and we give a new construction of bent functions based on the extended Maiorana-McFarland's construction. r
Introduction
Boolean functions play a central role in the security of stream ciphers and of block ciphers. The resistance of the cryptosystems to the known attacks can be quantified through some fundamental parameters of the Boolean functions used in them. This leads to criteria [28, 33, 42] these cryptographic functions must satisfy.
A Boolean function on n variables is an F 2 -valued function on F n 2 ; where n is a positive integer. In practical cryptography, n is often small. But even for small values of n; searching for good cryptographic functions by visiting a nonnegligible part of all Boolean functions on n variables is computationally impossible since their number 2 2 n is too large if nX6 (for instance, for n ¼ 7; it would need billions of times the age of the universe on a work-station). Thus, we need constructions of Boolean functions satisfying all necessary cryptographic criteria. Before describing the known constructions, we recall what are these cryptographic criteria.
The design of conventional cryptographic systems relies on two fundamental principles introduced by Shannon [41] : confusion and diffusion. Diffusion consists in spreading out the influence of a minor modification of the input data over all outputs. Confusion aims at concealing any algebraic structure in the system. It is closely related to the complexity of the involved Boolean functions (but the kind of complexity needed in cryptographic framework is different from what is relevant, for instance, to circuit theory). Two main complexity criteria exist for cryptographic Boolean functions: the algebraic degree and the nonlinearity. They quantify, from two different viewpoints, the difference between the considered Boolean functions and the affine functions (the sums of linear functions and constants-the simplest functions, from cryptographic viewpoint). Any Boolean function f on n variables admits a unique algebraic normal form (ANF):
f ðx 1 ; y; x n Þ ¼ X where the a I 's are in F 2 and where the additions are computed in F 2 (i.e. modulo 2). We call the algebraic degree of f ; and we denote by d f ; the degree of its algebraic normal form (the affine functions are those functions of algebraic degrees at most 1). All cryptographic functions must have high algebraic degrees (see [4, 23, 25, 28, 35] ).
The Hamming weight w H ð f Þ of a Boolean function f on n variables is the size of its support fxAF n 2 ; f ðxÞ ¼ 1g: The Hamming distance d H ð f ; gÞ between two Boolean functions f and g is the Hamming weight of their difference f þ g (this sum is computed modulo 2). The nonlinearity of f is its minimum distance to all affine functions. We denote by N f the nonlinearity of f : All cryptographic functions must have high nonlinearities to resist the correlation and linear attacks [4, 27] . A Boolean function f is called bent if its nonlinearity equals 2 nÀ1 À 2 n=2À1 ; which is the maximum possible value (obviously, n must be even). Then, its distance to every affine function equals 2 nÀ1 72 n=2À1 : This property can also be stated in terms of the discrete Fourier (or Hadamard) transform of f defined on F n 2 asfðuÞ ¼ P
xÁu (where x Á u denotes the usual inner product x Á u ¼ P n i¼1 x i u i and where the sum is computed in Z, that is, not mod 2). But it is more easily stated in terms of the Walsh transform of f ; that is, the Fourier transform of the ''sign'' function w f ðxÞ ¼ ðÀ1Þ f ðxÞ ; equal to b w f w f ðuÞ ¼ P xAF n 2 ðÀ1Þ f ðxÞþxÁu : f is bent if and only if b w f w f ðuÞ has constant magnitude 2 n=2 (see [26, 34] ). Indeed, the Hamming distances between any Boolean function f and the affine functions u Á x and u Á x þ 1 are equal to 2 nÀ1 À 1 2 b w f w f ðuÞ and 2 nÀ1 þ Bent functions have algebraic degrees upper bounded by n=2: They are characterized by the fact that their derivatives D a f ðxÞ ¼ f ðxÞ þ f ðx þ aÞ; aa0; are all balanced, i.e. have weight 2 nÀ1 : Hence, they provide the highest possible level of diffusion. But cryptographic functions themselves must be balanced, so that the systems using them resist statistical attacks [35] . Bent functions are not balanced. The propagation criterion PC, introduced by Bart Preneel [33] and related to the property of diffusion of the cryptosystems using Boolean functions, leads to a hierarchy on Boolean functions whose highest (i.e. nth) level is made of all bent functions, and whose lth levels (lpn À 3 if n is even, lpn À 1 if n is odd) contain balanced functions. The Boolean function f on n variables satisfies PCðlÞ (the propagation criterion of degree l) if the derivative D a f is balanced for every nonzero aAF n 2 of weight smaller than or equal to l (the weight of a binary word is the number of its nonzero components). To allow diffusion, Boolean functions used in some stream ciphers and in block ciphers must satisfy PCðlÞ with l as large as possible [32, 33] . The only known upper bound on the algebraic degrees of general PCðlÞ functions is n À 1:
The last (but not least) diffusion criterion considered in this paper is resiliency. It plays a central role in stream ciphers: in the standard model of these ciphers (see [42] ), the outputs to n linear feedback shift registers are the inputs of a Boolean function, called combining function. The output to the function produces the keystream, which is then bitwisely xored with the message to produce the cipher. Some divide-and-conquer attacks exist on this method of encryption (see [4, 21, 22, 43] ). To resist these attacks, the system must use a combining function whose output distribution probability is unaltered when any m of the inputs are kept constant [43] , with m as large as possible. This property, called mth order correlationimmunity [42] , is characterized by the set of zero values in the Walsh spectrum [46] Siegenthaler's inequality [42] states that any mth order correlation immune function on n variables has algebraic degree at most n À m; that any m-resilient function (0pmon À 1) has algebraic degree smaller than or equal to n À m À 1 and that any ðn À 1Þ-resilient function has algebraic degree 1. Sarkar and Maitra [37] have shown that the nonlinearity of any m-resilient function (mpn À 2) is divisible by 2 mþ1 and is therefore upper bounded by 2 nÀ1 À 2 mþ1 (see also [44, 48] ). If a function achieves this bound, then it also achieves Siegenthaler's bound [44] . More precisely, if f is m-resilient and has algebraic degree d; then its nonlinearity is divisible by 2 mþ1þ nÀmÀ2 d Ä Å (see [8, 13] ) and can therefore be equal to 2 nÀ1 À 2 mþ1 only if d ¼ n À m À 1: Moreover, if an m-resilient function achieves nonlinearity 2 nÀ1 À 2 mþ1 ; then the Walsh spectrum of the function has then three values (such functions are called ''three-valued''; see [2] , or ''plateaued'', see [47] ), these values are 0 and 72 mþ2 : Indeed, the distances between the function and affine functions being between 2 nÀ1 À 2 mþ1 and 2 nÀ1 þ 2 mþ1 they must be equal to 2 nÀ1 À 2 mþ1 ; 2 nÀ1 and 2 nÀ1 þ 2 mþ1 because of the divisibility result of Sarkar and Maitra. We shall say that an m-resilient function achieves the best possible nonlinearity if its nonlinearity equals 2 nÀ1 À 2 mþ1 :
If 2 nÀ1 À 2 mþ1 is greater than the best possible nonlinearity of all balanced functions (and in particular if it is greater than the best possible nonlinearity of all Boolean functions) then, obviously, this bound can be improved. In the case n is even, the best possible nonlinearity of all Boolean functions being equal to 2 nÀ1 À 2 n=2À1 and the best possible nonlinearity of all balanced functions being smaller than 2 nÀ1 À 2 n=2À1 ; Sarkar and Maitra deduce that
for every m-resilient function f with mpn=2 À 2: In the case n is odd, they state that N f is smaller than or equal to the highest multiple of 2 mþ1 which is less than or equal to the best possible nonlinearity of all Boolean functions (which is strictly smaller than 2 nÀ1 À 2 n=2À1 for every n; it is equal to 2 nÀ1 À 2 ðnÀ1Þ=2 if np7 and strictly greater if nX15; see [29] ). These upper bounds have been improved successively in [8, 13] .
A vector aAF n 2 is called a linear structure for an n-variable function f if the derivative D a f ðxÞ ¼ f ðxÞ þ f ðx þ aÞ is constant. Nonlinear cryptographic functions used in block ciphers should have no nonzero linear structure (see [20] ). The existence of nonzero linear structures for the functions implemented in stream ciphers could not be used in attacks, yet; but the existence of nonzero linear structures for such functions is a potential risk.
High-order resilient functions (resp. high degree PC functions) with high algebraic degrees and high nonlinearities are needed for applications, but designing constructions of Boolean functions meeting these cryptographic criteria is still a crucial challenge nowadays in symmetric cryptography. We observe some imbalance in the knowledge on cryptographic functions. Examples of m-resilient functions achieving the best possible nonlinearities (and thus the best algebraic degrees) have been obtained for small values of n and for every mX0:6n (n being then not limited) [31, 36, 37, 45] . But these examples give very limited numbers of functions (they are often defined recursively or obtained after a computer search) and these functions often have cryptographic weaknesses such as linear structures. Designing constructions leading to large numbers of functions permits to choose, in applications, cryptographic functions satisfying specific constraints. The trivial methods, like variable permutation, of obtaining several Boolean functions from one function f ; apart from the fact that they do not increase sufficiently their numbers, do not permit to achieve such specific constraints if f does not. Constructing large numbers of cryptographic functions makes also more efficient those cryptosystems in which these functions themselves are parts of the secret keys. Obviously, the known ''good'' Boolean functions on n variables will always be an insignificant proportion of the total number of functions; but the number of n-variable Boolean functions being huge, the number of good functions can however become sufficiently large for including these functions into the keys. The present paper is a contribution to this aim (as well as [12] , which has been written later). It has some intersection with [9] , but goes further in this direction.
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Remark on the upper bound on the nonlinearities of resilient functions
As noted in [9, 14] , for mpn=2 À 2; except for small values of n; an upper bound on the nonlinearity of m-resilient functions can be given, which is potentially better than the bounds recalled in the introduction (whatever is the evenness of n). Let us see more precisely how. Sarkar 
Thus we have max aAF n 2 jjðaÞjX 2 nÀmÀ2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
(where Jun denotes the smallest integer greater than or equal to u) and this implies:
When n is even, this number is always less than or equal to 2
(given by Sarkar and Maitra [37] ) because
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
ð Þ p being strictly greater than 2 n=2ÀmÀ2 and 2 n=2ÀmÀ2 being an integer, since mpn=2 À 2; the number
ð Þ p n is at least 2 n=2ÀmÀ2 þ 1: And when n increases, the bound above is smaller than 2 nÀ1 À 2 n=2À1 À 2 mþ1 for an increasing number of values of mpn=2 À 2 (but this improvement does not appear when we compare the values we obtain with this bound to the values indicated in the table they give in [37] , because the values of n considered in this table are small).
When n is odd, it is difficult to say if inequality (2) is better than the bound given by Sarkar and Maitra, because their bound involves a value which is unknown for nX9 (the best possible nonlinearity of all Boolean functions). In any case, this makes (2) better usable than their bound.
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We know (see [26, p. 310 Some constructions of cryptographic functions define them without needing previously defined cryptographic functions in smaller numbers of variables. These primary constructions lead in practice to wider classes of functions than secondary (i.e. recursive) constructions (recall that the number of Boolean functions in n À 1 variables is only equal to the square root of the number of Boolean functions in n variables). Unfortunately, the known primary constructions of Boolean functions themselves (see [6] ) do not lead to very large classes of functions. In fact, only one reasonably large class of Boolean functions is known, whose elements can be analyzed with respect to the cryptographic criteria recalled above. It is the set (see [18] ) of all the (bent) Boolean functions on the vectorspace 
where p is any permutation on F n 2 2 ; where p 1 ; y; p n=2 are its coordinate functions, and where g is any Boolean function on F n 2 2 : Notice that f ; considered as a binary vector of length 2 n (through its truth-table), can be viewed as the concatenation of affine functions on F n=2 2 : Indeed, if for instance we arrange all binary words of length n in reverse lexicographic order, then the truth-table of f is the concatenation of the restrictions of f obtained by fixing the value of y and letting x freely range over F n=2 2 : These restrictions are affine.
It is a simple matter to see that the bijectivity of p is a necessary and sufficient condition for the bentness of f (see relation (6) below). But the generalized version of this construction below will permit us to obtain other bent functions in a similar framework.
The (general) Maiorana-McFarland's class
It has been introduced in [1] , based on the same principle of concatenating affine functions: let r be an integer such that nXr; denote n À r by s; let g be any Boolean function on F either is empty or is a singleton or has minimum distance strictly greater than l;
2. every linear combination of at most l coordinate functions of f is balanced. See [7, 24] for descriptions of PC functions using Maiorana-MacFarland's construction.
Bentness: The sufficient conditions above do not permit to obtain new bent functions, since they lead, when l ¼ n; to the functions of the original class of Maiorana-McFarland. Indeed, f has then to be injective, because of condition 1, and uniformly distributed, because of condition 2. But bent functions can be obtained in a more general framework. Astonishingly enough, this observation has never been made before. 
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Notice that this construction is easy to use for generating potentially new bent functions: the choice of any partition of F s 2 in ðn À 2rÞ-dimensional flats and of a bent function on each of these flats leads to a bent function. Further (possibly difficult) work has still to be done for proving that some functions constructed this way lie outside all known classes of bent functions.
Resiliency: We recall now how Maiorana-McFarland's construction can be used to design resilient functions: if every element in fðF s 2 Þ has Hamming weight strictly greater than k; then f f;g is m-resilient with mXk (in particular, if fðF s 2 Þ does not contain the null vector, then f f;g is balanced). This is a direct consequence of relation (6) .
Algebraic degree and nonlinearity: The algebraic degree of f f;g is s þ 1 ¼ n À r þ 1 if and only if f has algebraic degree s (i.e. if at least one of its coordinate functions has algebraic degree s), which is possible only if k ¼ minfw H ðfðyÞÞ; yAF s 2 g À 1 satisfies kpr À 2; since if k ¼ r À 1 then f is constant. Otherwise, the algebraic degree of f f;g is at most s: Thus, if the resilency order m equals k; then the algebraic degree of f f;g reaches Siegenthaler's bound n À m À 1 if and only if either m ¼ r À 2 and f has algebraic degree s ¼ n À m À 2 or m ¼ r À 1 and g has algebraic degree s ¼ n À m À 1: There are cases where m4k (see below) and ways of increasing the degree by modifying the construction (see [36] ).
Relations (1) and (6) lead straightforwardly to a general lower bound on the nonlinearity of Maiorana-McFarland's functions (first observed in [39] ):
(where jf À1 ðaÞj denotes the size of the pre-image f À1 ðaÞ). This bound is tight if f À1 ðaÞ has size at most 2, for every aAF r 2 : When f does not have this property, the bound is weak (see [36] for some improvement). A recent upper bound
obtained in [9] (and generalized in the present paper, see Theorem 2) strengthens the bound N f f;g p2 nÀ1 À 2 rÀ1 previously obtained in [15, 16] . It has led to a characterization of the parameters for which Maiorana-McFarland's functions f f;g such that w H ðfðyÞÞ4k for every y and achieving best possible nonlinearity 2
If r ¼ k þ 1 then f is the constant ð1; y; 1Þ and npk þ 3: Either s ¼ 1 and gðyÞ is then any function in one variable or s ¼ 2 and g is then any function of the form y 1 y 2 þ lðyÞ where l is affine (thus, f is quadratic). If r ¼ k þ 2; then f is injective, npk þ 2 þ log 2 ðk þ 3Þ; g is any function in n À k À 2 variables and d f f;g p1 þ log 2 ðk þ 3Þ: [9] without any proof, two cases where it can be more than kresilient and we give a proof of this proposition. The first case has also been studied by Cusick in [17] , but in a more complex way and without looking for the best possible nonlinearity.
Proposition 2. Let f f;g be defined by (5).
1. Assume that every element in fðF s 2 Þ has Hamming weight strictly greater than k and that, for every aAF r 2 of weight k þ 1; either the set f À1 ðaÞ is empty or it has an even size and the restriction of g to this set is balanced. Then f f;g is m-resilient with mXk þ 1: Under this hypothesis, if f f;g achieves the best possible nonlinearity 2 nÀ1 À 2 kþ2 ; then rpk þ 2: If r ¼ k þ 1 then f is the constant ð1; y; 1Þ (and g is balanced ); either s ¼ 2 and g and f are affine or s ¼ 3 and g has nonlinearity 2.
If r ¼ k þ 2 then npk þ 4 þ log 2 ðk þ 3Þ and d f p2 þ log 2 ðk þ 3Þ: 2. Assume in addition that: a. for every aAF r 2 of weight k þ 1 and every iAf1; y; sg; denoting by H i the linear hyperplane of equation y i ¼ 0 in F s 2 ; either the set f À1 ðaÞ-H i is empty or it has an even size and the restriction of g to this set is balanced;
b. for every aAF r 2 of weight k þ 2; either the set f À1 ðaÞ is empty or it has an even size and the restriction of g to this set is balanced.
Then f f;g is m-resilient with mXk þ 2: Under this hypothesis, if f f;g achieves the best possible nonlinearity 2
If r ¼ k þ 2 then npk þ 6 þ log 2 ðk þ 3Þ and d f p3 þ log 2 ðk þ 3Þ:
Proof. 
2. To prove that f f;g is m-resilient with mXk þ 2 under the additional hypothesis, the ordered pairs ða; bÞ we still have to consider are those such that a has weight k þ 1 and b has weight 1, and those such that a has weight k þ 2 and b is null. According to relation (6), the conditions a and b are clearly sufficient, since P À Á þ r þ 1 of all words of weights at least r À 2; i.e. sp2 þ log 2 ð r 2 À Á þ r þ 1Þ and thus npk þ 5 þ log 2 ð
Remark. More generally, assume that for every vector aAF r 2 whose Hamming weight w H ðaÞ is smaller than or equal to some integer l; either the set E a is empty or ARTICLE IN PRESS for every bAF s 2 of weight at most l À w H ðaÞ; the restriction of gðyÞ þ y Á b to E a is balanced, then, f f;g is l-resilient.
In [9] is given a way of obtaining Maiorana-McFarland's functions satisfying the hypothesis of Proposition 2 and having high nonlinearities.
But the results of Proposition 2 show that except in extreme cases, MaioranaMcFarland's functions cannot reach Sarkar-Maitra's bound. This is not astonishing, because Maiorana-McFarland's construction is general whereas the functions achieving Sarkar-Maitra's bound are often peculiar. A different way of modifying Maiorana-McFarland's construction has been introduced in [30] .
Dillon's construction
In [18] is introduced by J. Dillon the class of bent functions called PS ap : F n 2 2 is identified to the Galois field F (Dillon also assumes that gð0Þ ¼ 0 but it is not necessary).
The idea of this construction is used in [16] to obtain a construction of resilient functions: let k and r be non-negative integers and nXr; denote n À r by s; the vector space F r 2 is identified to the Galois field F 2 r : Let g be any Boolean function on F 2 r and f an F 2 -linear mapping from F s 2 to F 2 r ; set aAF 2 r and bAF 
is m-resilient with mXk: The algebraic degree of f is difficult to study but can be optimal. Similar bounds on the nonlinearities of these functions can be proved as for Maiorana-McFarland's functions:
Indeed, we have, for every aa0 and b (see [6] )
trðauzÞþgðzÞ :
The same computations as in the proof of Proposition 2 give the desired inequalities. It then follows similar observations as for Maiorana-McFarland's construction (with the restriction that f Ã is linear) on the ability of the functions of the form (5) to have nonlinearities near Sarkar-Maitra's bound. But this class has few elements (since f is linear).
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Dobbertin's construction
In [19] , Hans Dobbertin studies an interesting method for modifying bent functions into balanced functions with high nonlinearities (see also [40] ). He observes that all known bent functions on F n 2 (n even) are affinely equivalent to functions f ðx; yÞ; xAF Â f0g: A nonnormal bent function has been found only recently (see [3] ).
Let f be null (for instance) on F n=2 2 Â f0g and let g be any balanced function on 
If n 0 p13 is odd and n ¼ 2 k n 0 ; then the best known (but perhaps not the best possible) nonlinearity that can be obtained by using Dobbertin's method is 2 n=2 : The function h cannot satisfy PCðlÞ with lXn=2 either since it is shown in [7] that a function h on F (4) [10, 11, 38] . However, they are probably still far from the real number.
The extended Maiorana-McFarland's class
The restrictions of Maiorana-McFarland's functions obtained by fixing y in their input being affine, there is a risk that this be used in future attacks. It is important, when designing cryptographic functions, to anticipate possible new attacks (this is what Rothaus did when introducing the notion of nonlinearity by studying bent functions; the linear attack was not known yet). Also, MaioranaMcFarland's functions have high divisibilities of their Fourier and Walsh spectra, and there is also a risk that this property be used in attacks, as it is used in [5] to attack block ciphers. For this reason, a construction was proposed in [9] . The functions it produces are concatenations of quadratic functions (i.e. functions which are either affine or of algebraic degree 2) instead of, just, affine functions. This makes them harder to study than MaioranaMcFarland's functions but they are more numerous and have not the same drawback.
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Definition and Walsh spectrum
Maiorana-McFarland's functions correspond to the case where c is the null mapping. The following theorem is proved in [9] . 
Cryptographic properties of the constructed functions
In this section, we study the behavior of the functions f c;f;g with respect to the cryptographic criteria.
Algebraic degree
Let f c;f;g be defined as in Definition 1. The algebraic degree of f c;f;g clearly equals
Nonlinearity
The next theorem was given in [9] without proof. It generalizes to the extended Maiorana-McFarland's functions the bounds proved in [9] for MaioranaMcFarland's functions Theorem 2. Let f c;f;g be defined as in Definition 1. Denote by M the maximum weight of cðyÞ; yAF 
where jE a j denotes the size of the set E a defined in Theorem 1.
Balancedness and resiliency
The following theorem was proved in [9] . A sufficient condition for the fact that E a is empty for all aAF r 2 such that w H ðaÞpk is that, for every yAF s 2 ; I y has size strictly greater than k (then f c;f;g is m-resilient with mXk; in particular, if for every yAF s 2 ; the set I y is not empty, then f c;f;g is balanced ).
The proof of this theorem is a direct consequence of the fact that for every yAE a and every index jAI y ; we have a j ¼ 1:
In the case of Maiorana-McFarland's functions, the condition of Theorem 3 reduces to the fact that every element in fðF * Starting from some provably m-resilient Maiorana-McFarland's function f f;g ; it is sometimes possible to find a mapping c and a function g 0 such that f c;f;g 0 is ðm þ 1Þ-resilient: assume for instance that mor=2 À 1 and that 2 Restrictions on functions achieving Sarkar-Maitra's bound: It is difficult to characterize those functions f c;f;g which achieve Sarkar-Maitra's bound. But we can prove some necessary conditions. Proposition 4. Let f c;f;g be defined as in Definition 1. Assume that E a is empty for all aAF r 2 such that w H ðaÞpk: If f c;f;g achieves the best possible nonlinearity
where M denotes the maximum weight of cðyÞ: 
then it is a simple matter to see that c takes null value and that f takes constant value ð1; y; 1Þ: Then f c;f;g is a Maiorana-McFarland's function and has been studied in [9] . Let k be some positive integer. Assume that for every vector aAF r 2 whose Hamming weight w H ðaÞ is smaller than or equal to k; either the set E a is empty or for every bAF s 2 of weight at most k À w H ðaÞ; the restriction to E a of the function P t i¼1 ðf 2iÀ1 ðyÞ þ a 2iÀ1 Þðf 2i ðyÞ þ a 2i Þ þ gðyÞ þ y Á b is balanced (for example, the restriction of f to E a is constant and the restriction of g þ b Á y to E a is balanced). Assume also that cðyÞ has constant weight on E a : Then, according to Theorem 1, f c;f;g is k-resilient.
Moreover, if every non-empty set E a is a flat and if, for some l; every such restriction achieves nonlinearity greater than or equal to jE a j 2 À l (we assume this value is achieved for some a) then 2 nÀ1 À 2 rÀM 0 lpN f c;f;g p2 nÀ1 À 2 rÀM l; where M (resp. M 0 ) is the maximum (resp. minimum) weight of cðyÞ; yAF s 2 : In [9] is described another method and examples of functions achieving good trade-offs between resiliency and nonlinearity are also given:
3 for any n ¼ 2m with m odd, there exists f c;f;g balanced with nonlinearity 2 nÀ1 À 2 n=2À1 À 2 ðn=2À1Þ=2 : This is the best known nonlinearity for these parameters.
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3 for every n even, let k be such that
5 : Then there exists f c;f;g k-resilient with nonlinearity 2 nÀ1 À 2 n=2À1 À 2 n=2À2 : Such characteristics were not obtained in [31, 36, 37, 45] .
Propagation criterion
Let us compute the derivatives of f c;f;g : For every aAF 
Plateaued and bent functions
Let f c;f;g be defined as in Definition 1. According to Theorem 1, if E a has size 0 or 1 (respectively 0 or 2) for every a and if c has constant weight, then f c;f;g is plateaued (i.e. has a Walsh spectrum with three values, 0 and 7l).
In particular, if E a has size 1 for every a and if for some integer k; taking r ¼ n=2 þ k and s ¼ n=2 À k; we have w H ðcðyÞÞ ¼ k for every yAF s 2 ; then f c;f;g is bent. This condition is satisfied by every function of the form
where the mapping f ¼ ðf 1 ; y; f r Þ is such that the mapping yAF s 2 /ðf 2kþ1 ðyÞ; y; f r ðyÞÞ is one to one.
It is also possible to design bent functions from the extended MaioranaMcFarland's class with nonconstant mappings c:
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A new construction of bent functions: Take (for instance) r even (thus s ¼ r À 2k is also even). Let ðF j Þ 1pjp2 s be a partition of F r 2 ; where the F j 's are flats of the form fxAF r 2 ; x i ¼ u j i ; 8iAI j g; where I j is a subset of f1; y; ng of size s (thus, each F j has size 2 rÀs ) such that 2i À 1AI j 32iAI j for every i (this is possible since s is even) and where the vector u j belongs to F I j 2 : For every yAF s 2 ; choose injectively j ¼ 1; y; 2 s ; then, for every ipr=2; set c i ðyÞ ¼ 0 if 2i À 1AI j (and 2iAI j ), and set c i ðyÞ ¼ 1 otherwise; choose fðyÞ in F j : Then for every function g; the function f c;f;g is such that E a has size 1 for every a: Indeed, E a is the singleton ff À1 ðaÞg because the condition ''c i ðyÞ ¼ 0 ) f 2iÀ1 ðyÞ ¼ a 2iÀ1 and f 2i ðyÞ ¼ a 2i '' implies that fðyÞ ¼ a; since ðF j Þ 1pjp2 s is a partition of F r 2 : We have also w H ðcðyÞÞ ¼ k for every yAF s 2 : Thus f c;f;g is bent.
A way of obtaining such a partition ðF j Þ 1pjp2 s is by taking the F j 's equal to the cosets of fð0; y; 0Þg Â F 2k 2 : The set I j is then independent of j; this would lead to functions linearly equivalent to the functions (12) . But, starting from this simple partition, we can modify it to obtain a partition such that I j depends on j: For instance, choose j 1 ; j 2 ; j 3 and j 4 such that the vectors u j 1 ; u j 2 ; u j 3 and u j 4 coincide in s À 2 coordinates (F ¼ F j 1 ,F j 2 ,F j 3 ,F j 4 is then a flat); choose two indices 2i 0 À 1 and 2i 0 greater than s and replace F j 1 ; F j 2 ; F j 3 and F j 4 respectively by fxAF ; x 2i 0 À1 ¼ 0 and x 2i 0 ¼ 0g; fxAF ; x 2i 0 À1 ¼ 0 and x 2i 0 ¼ 1g; fxAF ; x 2i 0 À1 ¼ 1 and x 2i 0 ¼ 0g; fxAF ; x 2i 0 À1 ¼ 1 and x 2i 0 ¼ 1g: This does not change the property of ðF j Þ 1pjp2 s of being a partition but it changes I j 1 ; I j 2 ; I j 3 and I j 4 :
It remains to be proven that new bent functions can be obtained through this construction. But in any case, this method of construction is new.
