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Sommaire
Soit (M,ω) un varie´te´ symplectique ferme´e et connexe. On conside`re des sous-varie´te´s
lagrangiennes α : L → (M,ω). Si α est monotone, c.-a`-d. s’il existe η > 0 tel que ηµ = ω,
Paul Biran et Octav Conea [BC07], [BC09] ont de´fini une version relative de l’homolo-
gie quantique. Dans ce contexte ils ont de´forme´ l’ope´rateur de bord du complexe de
Morse ainsi que le produit d’intersection a` l’aide de disques pseudo-holomorphes. On
note (QH(L), ∗), l’homologie quantique de Lmunie du produit quantique.
Le principal objectif de cette dissertation est de ge´ne´raliser leur construction a` un
classe plus large d’espaces. Plus pre´cise´ment on conside`re soit des sous-varie´te´s presque
monotone, c.-a`-d. α est C1-proche d’un plongement lagrangian monotone ; soit les fibres
toriques de varie´te´s toriques Fano. Dans ces cas non ne´cessairement monotones, QH(L)
va de´pendre de certains choix, mais cela sera irrelevant pour les applications pre´sente´es
ici.
Dans le cas presque monotone, on s’inte´resse principalement a` des questions de
de´plac¸abilite´, d’unire´glage et d’estimation d’e´nergie de diffe´omorphismes hamiltoniens.
Ceci ge´ne´ralise quelque peu les re´sultats obtenus dans [BC09] dans le cas monotone.
Dans le cas des fibres toriques de varie´te´s toriques de Fano, le but est de retrouver les
re´sultats obtenus dans [CO06], [Cho08] en utilisant l’homologie quantique relative plutoˆt
que la version Morse-Bott de l’homologie de Floer.
Enfin nous terminons par une application combinant les deux approches, concernant
la dynamique d’un hamiltonien de´plac¸ant toutes les fibres toriques non-monotones dans
CPn.
Mots-cle´s : topologie symplectique, sous-varie´te´ lagrangienne, homologie quantique,




Let (M,ω) be a closed connected symplectic maniflod. We consider lagrangian sub-
manifolds α : L →֒ (M,ω). If α is monotone, i.e. there exists η > 0 such that ηµ = ω,
Biran and Cornea [BC07], [BC09] defined a relative version of quantum homology. In this
relative setting they deformed the boundary operator of the Morse complex as well as the
intersection product by means of pseudoholomorphic discs. We note (QH(L,Λ), ∗) the
quantum homology of L endowed with the quantum product.
The main goal of this dissertation is to generalize their construction to a larger class
of spaces. Namely, we consider : either the so called almost monotone lagrangian sub-
manifolds, i.e. α is C1-close to a monotone lagrangian embedding, or the toric fibers of
toric Fano manifolds. In those cases, we are able to generalize the constructions made in
[BC07]. However, in those non necessarily monotone cases, QH(L) will depend on some
choices, but in a way irrelevant for the applications we have in mind.
In the almost monotone case, we are mainly interested in displaceability, uniruling
and ernegy estimates for hamiltonian diffeomorphsims. Those are slight generalisation of
results obtained in [BC09] in the monotone case.
For toric fibers in toric Fanomanifolds, the goal is to recover results obtained in [CO06]
and [Cho08] using relative quantum homology instead of Morse-Bott version of Floer
homology.
Finally, we end by an application, that combine the two approaches, concerning the
dynamics of hamiltonian that displace all non-monotone toric fibers of CPn.
Keywords : symplectic topology, lagrangian submanifold, quantum homology, Floer




Ames femmes, Elisabeth, Eve et Le´a e´videmment.
”It is not the knowledge but the learning, not the possessing, but the earning, not the
being there but the getting there, which gives us the greatest pleasure.”
Carl Friedrich Gauss (1777–1855)
a` son ami Hongrois Janos B´olyai
Pour ceux qui me croiraient polygame, je les rassure tout de suite ; les femmes dont
je parle sont dans l’ordre : ma me`re, ma conjointe et ma fille. Je ne pourrai jamais assez
les remercier pour m’avoir endure´ durant ces nombreuses anne´es1. D’autant plus que j’ai
moi-meˆme, parfois, e´prouve´ l’envie de me fuir. Je tiens e´galement a` remercier non-moins
chaleureusement des hommes2 a` savoir mon pe`re et mon fre`re. Bien qu’e´tant parfois tre`s
dur avec le premier j’appre´cie les nombreux sacrifices auquel il a consenti pour que j’ar-
rive la` ou` je suis3. Quant au second, je crois qu’il vaut mieux ne rien en dire aux risques
de de´voiler nos folies communes.
Treˆve de billevese´es, car il est temps de remercier mes deux superviseurs qui doivent,
j’en suis suˆr, en avoir marre de mon humour de potache. Je tiens donc a` remercier tout
d’abord Fre´de´ric qui a e´te´, et ce de`s le de´but, bien plus qu’un directeur ou un professeur.
Il m’a litte´ralement appris le me´tier de mathe´maticien et m’a souvent enchante´ lors de ses
envole´s lyriques concernant. Il m’a aussi aide´ dans les de´dales de l’administrations plus
que je ne pouvais l’espe´rer. Je me doute que je ne suis pas le meilleur des padawan4 mais
1Bien que Le´a n’ait pas encore eu cette chance ; ma me`re ayant clairement le plus de me´rite.
2La raison pour laquelle je n’ai cite´ que des femmes e´taient bien suˆr pour faire une feinte sur la polygamie.
3Avec tous ces sacrifices j’aurais pu au moins avoir la me´daille Fields... what a shame.
4j’ai pas pu m’empeˆcher.
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j’ai pris un re´el plaisir a` travailler et discuter avec lui et j’espe`re que le plaisir fut partage´.
Je remercie aussi Octav qui m’a donne´ ce sujet. Ce n’est pas facile de changer de sujet en
court de route mais ce fut tre`s enrichissant. Nos discussions diverses et varie´s sur le temps
de midi au Bench, ou au Pho me manqueront a` n’en pas douter. En y re´fle´chissant, elles
me manquent de´ja`. Je m’estime chanceux d’avoir eu d’aussi bon directeur5
Je remercie encore une fois ma me`re ainsi que mamarraine Marie-Paul pour avoir relu
mon manuscrit6
Pour en finir avec les remerciements7 il y une liste de personnes que je qualifie-
rais ”d’autres” que j’aimerais aussi remercier : Klaus avec qui j’ai appris l’homologie
de contact et les actions hamiltoniennes. Shengda et Sam pour leurs conseils avise´s et
ces longues soire´es passe´es au DMS a` parler de maths. Enfin je voulais remercier tout
spe´cialement Nico, alias Ne´o,8 sans qui cette the`se ressemblerait a` un agencement chao-
tique de caracte`res noirs. Sa maıˆtrise de la matrice, et de Latex en particulier, de´passe tout
entendement.
5J’ai du eˆtre Gandhi ou Je´sus dans une vie ante´rieure.
6S’il reste des fautes, elles en ont donc l’entie`re responsabilite´... Je suis injuste je sais.
7car je sens que le lecteur est impatient de commencer a` lire ma the`se... s’il savait.
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Chapitre 1
Introduction
La the´orie des courbes pseudo-holomorphes a e´te´ introduite pas Gromov en 1985
[Gro85]. Ces techniques s’ave`rent eˆtre des outils puissants pour e´tudier les phe´nome`nes
de rigidite´ qui apparaissent lorsque l’on e´tudie les varie´te´s symplectiques. Pour ne ci-
ter que quelques exemples, pensons aux the´ore`mes de non-tassement de Gromov1, aux
proble`mes d’intersections lagrangiennes ou de points fixes de diffe´omorphismes hamit-
loniens. Dans cette dissertation nous nous inte´ressons principalement aux sous-varie´te´s
lagrangiennes. Ces dernie`res forment une classe remarquable de sous-varie´te´s, qui ont
e´te´ e´tudie´es abondamment. En particulier, Floer [Flo88] a prouve´ la conjecture d’Arnold
dans le cas asphe´rique en de´veloppant une the´orie de Morse pour la fonctionnelle d’ac-
tion symplectique, donnant lieu a` une homologie qui porte aujourd’hui son nom. Mal-
heureusement l’homologie de Floer lagrangienne n’est pas toujours de´finie et une the´orie
d’obstructions a e´te´ de´veloppe´e par Fukaya, Otha, Ono, Oh [FOOO09b], [FOOO09c]. En
outre, meˆme lorsqu’elle est de´finie, l’homologie de Floer lagrangienne n’est pas toujours
aise´ment calculable. Ces dernie`res anne´es diverses techniques ont e´te´ de´veloppe´es per-
mettant de la calculer. Chekanov [Che98] a de´vloppe´ une version locale de l’homologie
de Floer lagrangienne qui elle est toujours de´finie, ce qui lui a permis de montrer que
si une lagrangienne est de´plac¸able, il y a un seuil e´nerge´tique en dessous duquel elle ne
l’est plus. Dans [BC07] et [BC09], Biran et Cornea en particulier ont de´veloppe´, pour les
sous-varie´te´s lagrangiennes monotones, un complexe, appele´ complexe des perles, dont
l’homologie, appele´e homologie quantique relative, calcule l’homologie de Floer. Leurs
techniques leur ont permis de tirer une se´rie de conclusions inte´ressantes concernant entre
1non-squeezing dans la terminologie anglo-saxone.
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2 1. INTRODUCTION
autre des proble`mes d’unire´glage et de packing relative. Concomitamment, Cho et Oh
dans [CO06], [Cho04], [Cho08], ont calcule´ l’homologie de Floer des fibres toriques de
varie´te´s toriques Fano. Plus tard, FOOO ont ge´ne´ralise´ leurs techniques au cas des fibres
toriques de varie´te´s toriques quelconques. Ce qui leur a permis, entre autre, d’exhiber
une famille a` un parame`tre de fibre torique non-de´plac¸able dans l’e´clatement de CP2 en 1
point.
Dans ce travail nous ge´ne´ralisons la construction du complexe des perles a` deux
classes d’exemples :
1. les varie´te´s lagrangiennes presque monotones.
2. Les fibres toriques de varie´te´s toriques de Fano.
Dans le premier cas on a le the´ore`me suivant :
The´ore`me 1. Soit L0 →֒ (M,ω) une sous-varie´te´ lagrangienne monotone dont la constante
de monotonie vaut η. Soit J0 une structure presque complexe compatible avec ω. Pour toutes
constantes positives ǫ et pour tout K > 3η+ 2ǫ, il existe un voisinageW(J0;K, ǫ) et un voisinage
W(L0; J0, K, ǫ) tels que pour tout L ∈ W(L0) et pour presque tout J ∈ W(J0), l’homologie quan-
tique relative de L, QH(L,Λ; J0, K, ǫ) est bien de´finie. De plus il existe un produit, appele´ produit
quantique :
∗ : QHk(L)⊗QHl(L)→ QHk+l−n
dotant QH(L) d’une structure d’alge`bre associative, non-commutative, avec unite´.
On prouve alors les corollaires suivants :
Corollaire 1. Soit L une varie´te´ lagrangienne presque monotone de´plac¸able. Alors pour tout K, ǫ
suffisamment grand, QH(L) = 0 et L est unire´gle´e.
Corollaire 2. Si L0 est une varie´te´ lagrangienne monotone de´plac¸able, alors toute lagrangienne
C1-proche de L0 est unire´gle´e.
Pour les fibres toriques de varie´te´s toriques de Fano, on a :
The´ore`me 2. Soit (X,ω0, J0) une varie´te´ torique de Fano. Si L →֒ (X,ω0) est une fibre to-
rique, alors pour toutes constantes K, ǫ suffisamment grande, l’homologie quantique relative de L,
QH(L,Λ; J0, K, ǫ) est bien de´finie et muni du produit quantique. De plusQH(L) ne de´pendant ni
de K ni de ǫ.
Corollaire 3. Les re´sultats obtenus dans [CO06] et [Cho08].
3Nous n’avons pas re´ussi a` obtenir le re´sultat des FOOO concernant la famille a` un
parame`tre de fibres toriques non-de´plac¸ables. Pour le faire il faudrait de´finir l’homologie
quantique avec bulk, que nous n’avons pas re´ussi a` interpre´ter a` temps. Il semblerait que
l’on puisse le faire car la de´formation avec bulk est en fait une ge´ne´ralisation de l’action
de module de l’homologie quantique de la varie´te´ ambiante sur l’homologie quantique
de L. Cette action est de´finie dans [BC07]. Enfin on cite un corollaire qui combine les deux
techniques.
Corollaire 4. SoitH : CPn× [0, 1]→ R un hamiltonien qui de´place toutes les fibres toriques sauf
le tore de Clifford. Alors il existe des cordes hamiltoniennes de H a` bord dans le tore de clifford qui
sont de´ge´ne´re´es.
Ce corollaire n’est pas spectaculaire, mais heuristiquement on peut espe´rer qu’un tel
hamiltonien a un nombre infini de cordes de´ge´ne´re´es. Malheureusement nous n’avons
pas re´ussi a` prouver ce re´sultat car il faudrait adapter le re´sultat de compacite´ (7.0.7) au
cas d’orbites isole´es mais de´ge´ne´re´es. Ce que nous n’avons pas encore re´ussi a` prouver.
Nous donnons ici une description de la the`se. Elle est se´pare´e en trois parties. La
partie 1 est, comme son nom l’indique un rappel. Dans le deuxie`me chapitre on rap-
pelle les de´finitions et notions de base en motivant leur introduction dans un style qui
je l’espe`re plaira au lecteur. Le chapitre 3 rappelle quelques faits bien connus de la the´orie
des courbes pseudoholomorphes. Enfin le chapitre 4 de cette premie`re partie donne la
de´finition du complexe des perles dans le cas monotone. Etant constitue´ de rappels, le
lecteur expe´rimente´ peut donc sans proble`me sauter cette premie`re partie.
La partie 2 est consacre´e a` la construction de l’homologie quantique relative dans le
cas presque monotone. Le chapitre 5 traite des proble`mes de transversalite´ d’espace des
modules et le chapitre 6 de compacite´. C’est la` qu’on prouve l’identite´ δ2 = 0, l’invariance
et qu’on construit le produit quantique. Enfin le chapitre 7 est de´die´ aux applications dont
nous avons parle´es. Toutes les preuves du chapitre 7 sont base´es sur l’existence d’une
homotopie de chaıˆne entre l’identite´ et l’application nulle.
La partie 3 enfin est de´die´ a` la construction du complexe des perles pour les fibres







”Everything is a lagrangian submanifold”
Alan Weinstein1
Ce chapitre a pour but de rappeler certaines notions fondamentales de ge´ome´trie sym-
plectique. Ce n’est certainement pas une introduction exhaustive au sujet mais ce cha-
pitre tente de motiver l’introduction de certaines notions de topologie symplectique dont
certaines sont e´tudie´es dans cette dissertation. C’est donc une sorte de mise en bouche
qui se veut moins aride qu’une liste de de´finitions. Le lecteur de´sireux d’obtenir de plus
amples informations sur les motivations mathe´matiques, physiques et historiques de la
ge´ome´trie symplectique ainsi que des notions introduites dans ce chapitre est invite´ a`
consulter l’abondante litte´rature sur le sujet. On conseille particulie`rement les livres de
Arnold [Arn99], Mc Duff et Salamon [MS98], ainsi que les notes de Weinstein [Wei79].
2.1 Varie´te´s symplectiques :
Me´canique hamiltonienne :
La ge´ome´trie symplectique est une fille de la me´canique classique. Elle apparaıˆt
lorsque l’on e´crit les e´quations du mouvement dans le formalisme hamiltonien. Rap-
pelons que les e´quations du mouvement d’un syste`me de particules sont obtenues en
re´solvant le principe variationnel dit de Hamilton pour des fonctionnelles d’actions du
1[Wei79]
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ou` L : Rn × Rn × R → R est la fonction lagrangienne associe´e au syste`me dynamique.
Les e´quations d’Euler-Lagrange qui fournissent les extre´mas de S, et donc les e´quations





L(q, q˙, t) −
∂
∂q
L(q, q˙, t) = 0. (2.1)













Lorsque l’on de´sire faire un changement de variables pour obtenir un syste`me
d’e´quations diffe´rentielles du premier ordre, le re´sultat obtenu n’est pas tre`s satisfaisant.














H(q, p) = 〈p, v〉 − L(q, v) (2.3)
Cette fonction H : Rn × Rn × R → R est appele´e fonction hamiltonienne et repre´sente
l’e´nergie totale du syste`me.
Les e´quations (2.2), appele´es e´quations de Hamilton, sont e´tonnement syme´triques et







et z = (q, p) on peut encore re´e´crire les e´quations (2.2) de la manie`re suivante :
z˙(t) = −J0∇H(z(t)). (2.4)
2Historiquement ces e´quations apparaissent dans une oeuvre posthume de 1810 de Lagrange dans un
proble`me de dynamique ce´leste. On peut dire que 2010 est donc le bicentennaire de la ge´ome´trie symplec-
tique.
2.1. VARIE´TE´S SYMPLECTIQUES : 9
En e´tudiant le flot associe´ au champ de vecteur XHt = −J0∇Ht on peut se demander
quelle quantite´ ce dernier pre´serve. Il se trouve que le flot associe´ a` (2.4), c.-a`-d.
φt : (q, p)→ (q(t), p(t)), (2.5)
ou` (q(t), p(t)) sont solutions de (2.2), pre´serve la structure suivante :
ω0(z, z
′) = −(z, J0z
′).
qu’on peut re´e´crire en coordonne´es positions-impulsions ge´ne´ralise´es (qi, pi) : ω0 =∑
idpi ∧ dqi ou encore plus simplement dp ∧ dq. Cette 2-forme est appele´e la 2-forme
symplectique standard de R2n. On voit donc apparaıˆtre une structure symplectique de
manie`re naturelle comme une structure invariante sous l’action du flot des hamiltoniens
(2.5), c.-a`-d. invariante sous l’e´volution de n’importe quel syste`me physique. Remarquons
qu’on peut de´finir le champ de vecteur hamitlonien par la condition :
ıXHtω0 = −dHt, pour tout t ∈ R.
Lemeˆme raisonnement peut eˆtre fait pour des espaces de configurations3 quelconques
L. Dans ce cas un syste`me dynamique est de´crit dans l’espace des phases qui est l’espace
des conditions initiales possibles4 : positions et impulsions conjugue´es (q, p) et qui n’est
autre que l’espace cotangent a` L. La dynamique du syste`me est quant a` elle entie`rement
encode´e dans la fonction hamiltonienneH associe´e a` ce syste`me. Cette dernie`re repre´sente
l’e´nergie totale du syste`me. Dans ce cas e´galement apparaıˆt une structure symplectique
qui localement peut s’e´crire comme dp ∧ dq. De manie`re abstraite la structure symplec-
tique standard ωcan sur T
∗L est de´finie par ωcan = −dλ ou` λ la forme tautologique sur
T∗L, c.-a`-d. tel que pour toute 1-forme α : L → T∗L, λ ve´rifie α∗λ = α, condition qu’on
peut reformuler en disant que la trestriction de λ a` n’importe quel graphe de 1-forme est
la 1-forme elle meˆme. Comme pre´ce´demment on de´finit un champ de vecteurs hamilto-
nien par ıXHtωcan = −dHt ou` H : R × T
∗L → R. Ici aussi le flot hamiltonien pre´serve la
structure symplectique.
Les formes d’aire sur une surface sont un autre exemple de varie´te´s symplectiques. On
montre que localement ces formes d’aire prennent la forme dp∧dq. Il est donc naturel de
3Les physiciens appellent espace de configurations les varie´te´s diffe´rentiables apparaissant dans leurs
proble`mes.
4on peut aussi voir cet espace comme l’espace des positions et impultions possibles ou encore comme
l’espace des e´tats classiques.
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vouloir ge´ne´raliser ces structures et e´tudier la ge´ome´trie qui leur est associe´e. En particu-
lier on peut se demander si en dimension supe´rieure la notion de volume est diffe´rente de
la notion de structure symplectique. On verra plus loin que ces diffe´rences justifient l’in-
troduction d’invariants symplectiques appele´s capacite´s symplectiques qui jouent, pour les
formes symplectiques, le meˆme roˆle que le volume total pour les formes volumes ; mais
qui sont fortement et e´tonnament diffe´rentes de ces derniers.
Plus ge´ne´ralement on voudrait donc de´finir une structure symplectique comme une
2-forme qui est localement la structure standard. La bonne ge´ne´ralisation de la notion de
structures symplectiques est donne´e par la de´finition suivante :
De´finition 2.1. Une varie´te´ symplectique (M,ω), est la donne´e d’une 2-forme ω ∈ Ω2(M)
ferme´e et non-de´ge´ne´re´e sur la varie´te´ lisseM5.
Il y a donc deux conditions pour qu’une 2-forme de´finisse une structure symplec-
tique. La premie`re est de nature analytique puisqu’elle nous dit que ω est une solu-
tion de dω = 0. Condition qui peut aussi eˆtre vue comme une condition topologique :
[ω] ∈ H2(M,R). En particulier ω est localement exacte. La non-de´ge´ne´rescence est une
condition alge´brique et est e´quivalente a` demander que :
Iω : TxM→ T∗xM : X→ ζ→ ω(ζ, ·),
soit un isomorphisme. Ces deux conditions ont des conse´quences tre`s surprenantes.
Par exemple la deuxie`me condition est similaire a` celle de´finissant une me´trique riema-
nienne. Cependant dans un cas le tenseur est anti-syme´trique, c.-a`-d. une 2-forme, alors
que dans l’autre c’est un tenseur syme´trique. Ces dissemblances ont des conse´quences
comple`tement diffe´rentes quant aux proprie´te´s ge´ome´triques de ces structures. D’abord
la ge´ome´trie symplectique est bien plus flexible que la ge´ome´trie riemanienne. En effet
contrairement a` la ge´ome´trie riemanienne il n’y a pas d’invariant local pour une varie´te´
symplectique (The´ore`me de Darboux6). En ge´ome´trie riemanienne la courbure de´finit un
tel invariant et le groupe des isome´tries est par conse´quent fini-dimensionel contrairement
au groupe des symplectomorphismes (voir plus loin pour la de´finition.) qui, comme on le
verra, est toujours infini-dimensionnel. Par contre les structures symplectiques sontmoins
abondantes que les structres riemaniennes. C’est d’ailleurs toujours une question ouverte
5Rermarquons que ces conditions forcentM a` eˆtre de dimension paire.
6Voir par exemple [MS98].
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de savoir quelles varie´te´s admettent une structure symplectique. Bien qu’il existe beau-
coup d’obstructions a` l’existence d’une structure symplectique sur une varie´te´ donne´e, il
n’y a pas encore de crite`res ge´ne´raux qui identifient les varie´te´s en admettant une7.
2.2 Symplectomorphismes et diffe´omorphismes hamiltoniens.
Dans la suite de ce chapitre, sauf mention explicite du contraire, on ne conside`re plus
que des varie´te´s symplectiques compactes8. Comme nous l’avons mentionne´ le flot ha-
miltonien pre´serve la structure symplectique standard. De manie`re ge´ne´rale, si (M,ω) est
une varie´te´ symplectique, un symplectomorphisme est un diffe´omorphisme φ : M→M
satisfaisant : φ∗ω = ω. On note Symp(M,ω) le groupe des symplectomorphismes et
Symp0(M,ω) sa composante connexe a` l’identite´. Soit maintenant φ ∈ Symp0(M,ω) un
symplectomorphisme faisant partie de la composante connexe a` l’identite´. Il existe une
isotopie symplectique9 {φt}t∈[0,1] joignant φ a` l’identite´. On conside`re le champ de vec-
teurs Xt de´fini par φ˙t = Xt ◦φt. On peut ve´rifier que ce dernier ve´rifie :
LXtω = dıXtω = 0, (2.6)
c.-a`-d. ıXtω est ferme´e. De meˆme e´tant donne´ un champ de vecteurs ve´rifiant (2.6), on
peut lui associe´ une isotopie qui sera une isotopie symplectique.
Une classe remarquable de symplectomorphismes est donne´e par ceux provenant de
l’e´volution de syste`mes dynamiques, c’est a` dire, comme on l’a vu plus haut, associe´s a`
une fonction d’e´nergie H.
De´finition 2.2. Un diffe´omorphisme Hamiltonien est un symplectomorphisme φ ∈
Symp0(M,ω) pour lequel il existe une isotopie symplectique ayant un champ de vecteur associe´
Xt pour lequel ıXtω est exact, c.-a`-d. qu’il existe une fonction Ht : M→ R telle que :
ıXtω = −dHt, (2.7)
On note Ham(M,ω) l’ensemble de ces diffe´omorphismes. Remarquons que par construction
Ham(M,ω) ⊂ Symp0(M,ω).
7Pour toutes ces questions et plus, voir [MS98] et [Wei79].
8La raison est que cela simplifie les explications en e´vitant de devoir parler de certaines conditions que
les fonctions qu’on conside`re devraient ve´rifier dans les cas ouvert et avec bord. Le lecteur curieux peut alors
consulter [MS98] et [Pol01] pour comple´ter l’exposition faite ici.
9un chemin de symplectomorphismes
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Comme nous l’avons mentionne´ plus haut, en dimension 2 les notions de forme
symplectique et de forme volume se confondent. En particulier le groupe des
diffe´omorphismes pre´servant le volume Vol(M,dvol) coı¨ncident avec Symp(M,ω). Si la
dimension deM vaut 2n, avec n > 1, le fait que ω soit non-de´ge´ne´re´e, implique que ωn
est une forme volume surM. Il s’ensuit que Symp(M,ω) ⊂ Vol(M,ωn). On peut alors se
demander si ces groupes sont diffe´rents ou non et si oui a` quel point. Rappelons que les
varie´te´s symplectiques sont bien plus flexibles que les varie´te´s riemanniennes. A l’autre
bout du spectre, il y a les varie´te´s munies d’une forme volume qui sont elles tre`s flexibles.
C’est une des de´couvertes remarquables, due a` Gromov [Gro85], que les structures sym-
plectiques sont en fait bien plus rigides que les formes volumes. Nous reviendrons avec
un peu plus de de´tails sur cette question lorsque nous motiverons l’introduction de la
notion de capacite´ a` la fin de ce chapitre.
2.3 Sous-varie´te´s lagrangiennes.
Rappelons que le principal objet d’e´tude de cette dissertation est les sous-varie´te´s la-
grangiennes. Les sous-varie´te´s sont presque plus importantes dans l’e´tude des structures
symplectiques que les structures symplectiques elles-meˆmes. La plupart des proble`mes
apparaissant en ge´ome´trie symplectique ont une interpre´tation en terme de sous-varie´te´s
lagrangiennes.
De´finition 2.3. Soit (M,ω) une varie´te´ symplectique de dimension 2n. Soit L une varie´te´ de
dimension n. Une sous-varie´te´ lagrangienne est un plongement α : Ln → M2n ve´rifiant
α∗ω = ω.
Exemple 2.1. Il est facile de voir que le graphe d’une 1-forme α : L → T∗L est une sous-varie´te´
lagrangienne ssi dα = 0. Si α est exacte, c.-a`-d. α = df ou` f : L→ R ; le plongement lagrangien
est dit exact et f est appele´ fonction ge´ne´ratrice. Bien suˆr la section nulle OT∗L ∼= L est une sous-
varie´te´ lagrangienne10
L’exemple suivant lie la notion de symplectomorphisme a` celle de sous-varie´te´s la-
grangiennes et montre l’importance de ces objets.
10On comprend maintenant mieux la citation apparaissant au de´but du chapitre puisque de cette manie`re
n’importe quelle varie´te´ peut eˆtre vue de manie`re canonique comme une sous-varie´te´ lagrangienne.
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Exemple 2.2. Soit φ : (M,ω) → (M,ω) un symplectomorphisme. Munissons M ×M de la
structure symplectique produitω⊕−ω. On peut ve´rifier aise´ment que le graphe de φ, Γφ, est une
sous-varie´te´ lagrangienne de (M×M,ω⊕−ω).
L’exemple pre´ce´dent montre un des nombreux inte´reˆts des sous-varie´te´s lagran-
giennes. Certains proble`mes concernant la dynamique d’un symplectomorphisme φ
peuvent se traduire en proble`mes ge´ome´triques concernant son graphe vu comme sous-
varie´te´ lagrangienne. Pour ne citer qu’un exemple, l’e´tude des points fixes de φ revient a`
e´tudier des proble`mes d’intersections de Γφ avec la diagonale de ∆ ⊂ (M×M,ω⊕−ω).
Le the´ore`me de voisinage de Weinstein montre un autre aspect de la grande flexibilite´
des structures symplectiques :
The´ore`me 2.3.1 (The´ore`me de voisinage). Soit α : L →֒ (M,ω) une varie´te´ sous-varie´te´
lagrangienne d’une varie´te´ symplectique (M,ω). Alors il existe un voisinage N (L) de L, un
voisinage W(OT∗L) de la section nulle OT∗L, et un symplectomorphisme φ : (N (L),ω) →
(W(OT∗L),−dλ). Par conse´quent au voisinage d’une lagrangienne, toutes les varie´te´s symplec-
tiques sont diffe´omorphes.
Comme nous venons de le voir, e´tant donne´ un symplectomorphisme φ : (M,ω) →
(M,ω), on peut voir son graphe Γφ comme une sous-varie´te´ lagrangienne. Si φ est C
1
proche de l’identite´, on peut alors appliquer le the´ore`me de voisinage ci-dessus ainsi que
l’exemple (2.1) et constater qu’il y a une correspondance biunivoque entre les symplecto-
morphismes C1-proche de l’identite´ et les 1-formes ferme´es C1 proches de la section nulle
de OT∗M.
2.4 De´plac¸abilite´ et e´nergie de de´placement.
Une des questions adresse´e dans cette dissertation concerne la de´plac¸abilite´ des lagran-
giennes et surtout l’estimation de leur e´nergie de de´placement. Il est inte´ressant de noter que
certaines lagrangiennes ne peuvent eˆtre disjointes d’elles meˆme par un diffe´omorphisme
hamiltonien. Ce phe´nome`ne montre un autre aspect de la rigidite´ en ge´ome´trie symplec-
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De´finition 2.4. Une sous-varie´te´ lagrangienne α : L → (M,ω) est dite de´plac¸able, si il existe
un diffe´omorphisme hamiltonien φH ∈ Ham(M,ω) tel que :
φH(L) ∩ L = ∅ (2.8)
Avant de parler d’e´nergie de de´placement, nous faisons un de´tour sur une de´couverte
remarquable due a` Hofer11. Nous n’entrerons bien suˆr pas dans les de´tails et renvoyons le
lecteur a` la litte´rature pre´ce´demment cite´e. La notion d’e´nergie particulie`rement fe´conde
de´veloppe´e par Hofer porte aussi le de nom de norme de Hofer. Elle permet d’associer
une me´trique biinvariante (sous l’action de Ham(M,ω)) sur le groupe Ham(M,ω). Ce
qui permet de faire de la ge´ome´trie sur le groupe Ham(M,ω). Nous n’e´tudierons cepen-
dant pas ces questions mais nous nous servirons de cette notion pour avoir une approche
quantitative de la question suivante : Si L est une lagrangienne de´plac¸able, est-il facile de la
de´placer ?
De´finition 2.5. Soit φ ∈ Ham(M,ω). Etant donne´ un chemin {φt}t∈[0,1] dans Ham(M,ω)
joignant l’identite´ a`φ, on peut conside´rer le chemin de hamiltoniens normalise´s associe´Ht : M :→
R. Rappelons qu’un hamiltonien est dit normalise´ ssi
∫
M











La norme de Hofer, ou encore l’e´nergie, de φ est de´finie par :
E(φ) = inf{ℓ(φt)}, (2.9)
ou` l’infimum est pris sur l’ensemble des chemins hamiltoniens joignant l’identite´ a` φ.
Revenons maintenant a` la notion de de´plac¸abilite´.
De´finition 2.6. Soit K →֒ (M,ω) un sous-ensemble de (M,ω). L’e´nergie de de´placement de
K est de´finie par :
E(K) = inf{E(φ)|φ ∈ Ham(M,ω) et φ(K) ∩ K = ∅}. (2.10)
Dans le cas ou` K ne peut eˆtre disjoint de lui meˆme par un diffe´omorphisme hamiltonien on pose
E(K) = +∞.
11Voir [Hof92], ainsi que [Pol01] pour une introduction de´taille´e et agre´able.
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2.5 Capacite´ de Gromov.
Afin de comprendre le groupe des symplectomorphismes, on peut e´tudier l’action du
groupe des symplectomorphismes sur certains sous-ensembles de la varie´te´M et chercher
s’il y a des proprie´te´s partage´es par tous les symplectomorphismes. Pour comprendre le
proble`me reprenons la comparaison avec le groupe des diffe´omorphismes pre´servant le
volume. C’est un the´ore`me bien connu, de´montre´ par Moser [Mos65]12, qu’e´tant donne´






τ il existe un diffe´omorphisme
φ ve´rifiant φ∗τ = σ. Par conse´quent pour que des formes volumes soient e´quivalentes il
faut et il suffit qu’elles calculent le meˆme volume total.
Notons : (B(r), σ0) est la boule de rayon r dans RN, ou` σ0 est le volume euclidien. Soit
(M,τ) une varie´te´ munie d’une forme volume τ. Alors il existe un plongement B(r)→M








En ge´ome´trie symplectique la situation est comple`tement diffe´rente. Une forme sym-
plectique est un objet de nature bidimensionnelle. On voudrait par analogie avec les
formes volumes avoir une notion de taille lie´e a` la structure symplectique. Bien suˆr cette
notion doit encoder plus d’informations que le volume. Ces observations me`nent a` la no-
tion de capacite´ symplectique.
De´finition 2.7. Soit (M,ω) une varie´te´ symplectique. La capacite´ de Gromov deM est :
Gr(M,ω) := sup{πr2|∃ un plongement φ : (B(r),ω0) →֒ (M,ω), φ∗ω = ω0} (2.11)
On peut montrer que Gr ve´rifie les proprie´te´s suivantes :
• Monotonie : Si φ : (M1,ω1) →֒ (M2,ω2) est un plongement symplectique,
Gr(M1,ω1) ≤ Gr(M2,ω2).
• Conformalite´ : Gr(M,λω) = λGr(M,ω)
• Non-trivialite´ : Gr(B(1),ω0) > 0 et Gr(Z(1),ω0) < +∞, ou` Z(r) = B2(r) ×
R2n−2, ou` on a conside´re´ les coordonne´es impulsions-positions conjugue´es z =
(q1, p1, . . . , qn, pn)
14.
12ge´ne´ralise´ par Greene et Shiohama [GS79] pour les varie´te´s non-compactes.
13Pour la preuve de ce re´sultat il suffit de conside´rer une fonction de Morse avec un seul maximum. La
varie´te´ instable de ce maximum est un disque dont le volume e´gale le volume deM ; on applique ensuite le
the´ore`me de Moser pour obtenir le re´sultat.
14Il est important de conside´rer un splitting symplectique pour Z(r). En effet dans le cas contraire la non-
trivialite´ n’est pas assure´e, voir le chapitre 12 de [MS98] pour un contre-exemple.
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La non-trivialite´ de´coule du ce´le`bre The´ore`me de non-tassement de´montre´ par Gromov
[Gro85]. :
The´ore`me 2.5.1. Soit (R2n,ω0) la structure symplectique standard. Soit
φ : B(r) ∈ R2n→ Z(R) ⊂ R2n
un plongement symplectique de la boule de rayon r B(r) dans le cylindre de rayon R, Z(R). Alors
r ≤ R.
En particulier Gr(B(1),ω0) = π = Gr(Z(1),ω0).
Ce the´ore`me nous apprend que les structures symplectiques sont bien plus rigides
que les formes volumes. En effet ici il n’est pas possible de plonger symplectiquement
une grosse boule dans un cylindre long et fin. Ce qui comme on l’a vu serait possible dans
le cas d’un plongement pre´servant le volume. Il y a aussi une interpre´tation physique
du the´ore`me de non-tassement. En effet celui-ci peut eˆtre vu comme une version clas-
sique du the´ore`me d’incertitude d’Heisenberg. Bien suˆr je mens un peu en disant c¸a car
il n’y a pas de constante h¯ qui apparaıˆt. Cependant, la dynamique hamiltonienne garde
en quelque sorte une trace du quantique. Pour comprendre ceci conside´rons un syste`me a`
un degre´ de liberte´. Il y a donc une position q et une impulsion conjugue´e p dans l’es-
pace des phases R2. Supposons que la constante h¯ me soit donne´e. Au temps t = 0,
ma particule se trouve dans un disque de rayon h¯ centre´e en l’origine. Le the´ore`me du
non-tassement m’apprend alors que peu importe le syste`me dynamique, l’e´volution du
syste`me ne pourra pas faire diminuer l’incertitude. En outre au plus, ma connaissance
sur la position augmente au plus l’ellipsoide sera long dans la direction des p. Ici le
phe´nome`ne est e´quivalent au the´ore`me de Moser car on est en dimesion 2mais ceci reste
vrai en dimension supe´rieure. Pour une discussion passionnante et de´taille´e sur le sujet
voir [dGL09] ainsi que les re´fe´rences s’y trouvant.
Les foncteurs c de la cate´gorie dont les objets sont les varie´te´s symplectiques et les
morphismes, les plongements symplectiques, dans la petite cate´gorie (R,≤) et ve´rifiant
les proprie´te´s pre´ce´dentes sont appele´s capacite´s symplectiques. Remarquons que la
condition de monotonie exprime la fonctorialite´ de c.
Le volume total ne diffe`re d’une capacite´ que par l’axiome de non-trivialite´. La notion
de capacite´ est en quelque sorte une fille de la notion de volume, puisqu’en dimension 2
ces deux notions coı¨ncident.
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Il existe un lien entre l’e´nergie de de´placement et la capacite´ de Gromov. Ce lien a per-
mis a` Lalonde etMcDuff [LM95] demontrer que la norme deHofer de´finie pre´ce´demment






Dans un papier ce´le`bre [Che98], l’auteur de´veloppe une the´orie de Floer lagrangienne
locale et montre directement que pour ouvert non-vide U, E(U) > 0 retrouvant le re´sultat
de [LM95].
Capacite´ de Gromov lagrangienne.
Pour les sous-varie´te´s Lagrangiennes il existe une notion un raffinement de la notion
de capacite´. Elle est de´finie de la manie`re suivante :
De´finition 2.8. Soit L →֒ (M,ω) une sous-varie´te´ lagrangienne. On s’inte´resse au plongement
φ : (B(r) ⊂ Cn,ω0) →֒ (M,ω) ve´rifiant :
1. φ est un plongement symplectique et,
2. φ−1(L) = BR(r) ou` BR(r) est la partie re´elle de la boule.
Un tel plongement est appele´ plongement symplectique relatif a` L. On peut alors de´finir la
capacite´ de Gromov relative ou plus simplement la largeur de Gromov de L par :
Gr(L) = sup{πr2|∃ un plongement symplectique relatif φ : B(r)→M} (2.12)
Il s’ave`re que cette notion est plus pertinente dans le cas des sous-varie´te´s la-
grangiennes. Cela est duˆ au fait que les sous-varie´te´s lagrangiennes de´plac¸ables sont
unire´gle´es par des disques pseudo-holomorphes et que l’aire de ces disques est lie´e a` la
largeur de Gromov lagrangienne. Nous verrons aussi que comme la capacite´ de Gromov
absolue la largeur de Gromov d’une lagrangienne est lie´e a` l’e´nergie de de´placement de
la lagrangienne.
2.6 Topologie symplectique.
Les phe´nome`nes de rigidite´ cite´s ci-dessus ainsi que l’absence d’invariant local non-
trivial (the´ore`me de Darboux), nous force a` e´tudier les structures symplectiques de
manie`re globale. Dans son article visionnaire [Gro85], Gromov a introduit la the´orie des
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courbes pseudo-holomorphes. Ces ide´es ont permis a` Floer15 [Flo86] de de´velopper des
invariants alge´briques puissants qui ont permis notamment de re´soudre la ce´le`bre conjec-
ture d’Arnold16 :
Le nombre de points fixes d’un diffe´omorphisme hamiltonien d’une varie´te´ symplectique ferme´e
est au moins aussi grand que le nombre point fixe d’une fonction de Morse.
On peut voir la the´orie des courbes pseudo-holomorphes comme une manie`re de
se´lectionner des surfaces symplectiques plonge´es dans la varie´te´ symplectique (M,ω).
De plus dans des cas heureux, ces courbes apparaissent en familles fini-dimensionnelles
ce qui permet le comptage. La section suivante est donc consacre´e a` rappeler les bases de
cette the´orie.
15et beaucoup d’autres bien suˆr, mais la liste serait trop longue pour eˆtre e´nume´re´e. Raison pour laquelle
nous ne citons que le principal acteur.
16en tout cas dans un cas particulier. Les preuves dans les autres cas ne sont que des raffinements techniques
de ces techniques.
Chapitre 3
Introduction a` la the´orie des courbes
pseudo-holomorphes.
”the local theory of pseudoholomorphic curves is closely akin to that of holomorphic
curves.”
Simon K. Donaldson
Ce chapitre est destine´ a` rappeler certains re´sultats bien connus de la the´orie des
courbes pseudo-holomorphes et a` introduire le complexe des perles. Nous nous concen-
trons sur les re´sultats de transversalite´ permettant de montrer que les espaces de modules
de disques et de sphe`res pseudo-holomorphes sont des varie´te´s diffe´rentiables. La plu-
part des re´sultats sont des adaptations directes du chapitre 2 et 3 de [MS04] (voir aussi
[Oh97]). Beaucoup de re´sultats sont donc cite´s sans de´monstrations. Le lecteur curieux
est invite´ a` consulter la litte´rature cite´e.
3.1 Ge´ne´ralite´s.
Structures presque complexes compatibles.
De´finition 3.1. Soit M une varie´te´ lisse de dimension paire. Une structure presque complexe
est un endomorphisme lisse J : TM → TM ve´rifiant J2 = −Id. On peut penser a` J comme la
multiplication complexe par i sur chaque fibre.
On note que (M, J) n’est pas ne´cessairement une varie´te´ complexe. Il n’est en ge´ne´ral
pas possible de trouver un syste`me de cartes dont les fonctions de transitions sont biho-
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lomorphes pour J. Un J pour lequel les fonctions de transitions sont holomorphes est dit
inte´grable, et de´finit alors une structure complexe surM.
Le crite`re alge´brique suivant caracte´rise entie`rement les structures presque complexes
inte´grables.
The´ore`me 3.1.1 (The´ore`me d’inte´grabilite´1). Soit J : TM → TM une structure presque com-
plexe. Une condition ne´cessaire et suffisante pour que J soit inte´grable est donne´e par l’annulation
du tenseur de Nijenhuis :
NJ(X, Y) = [X, Y] + J[JX, Y] + J[X, JY] − [JX, JY].
Applique´ au cas des surfaces re´elles le the´ore`me pre´ce´dent implique imme´diatement
le corollaire suivant :
Corollaire 3.1.1.1. Soit Σ une surface re´elle. Si j : TΣ → TΣ est une structure presque complexe
alors j est inte´grable, c.-a`-d. Nj ≡ 0.
Gromov dans son ce´le`bre article [Gro85] a montre´ que si J ve´rifie certaines condi-
tions de compatiblite´ avec une structure symplectique, les proprie´te´s locales des courbes
pseudo-holomorphes sont assez proches de celles des courbes ”vraiment” holomorphes
(J est inte´grable, c.-a`-d. NJ = 0). On verra par exemple que le principe de continuation
unique est encore vrai dans le cas pseudo-holomorphe.
De´finition 3.2. Soit (M,ω) une varie´te´ symplectique. On dit qu’une structure presque complexe
J est :
1. adapte´e a`ω ssi
X 6= 0 =⇒ ω(X, JX) > 0.
2. si de plus ω(JX, JY) = ω(X, Y) on dit que J est compatible.
Remarquons que la condition de compatibilite´ est e´qualivente a` dire que ω(·, J·) est une me´trique
riemannienne.
Remarque 3.3. Dans la suite de cet expose´ on travaillera seulement avec des structures




Proposition 3.1.1. Soit (M,ω) une varie´te´ symplectique. L’espace
J (M,ω) = {J : TM→ TM presque complexe compatible avec ω}
est non-vide et contractile.
Remarque 3.4. Le the´ore`me pre´ce´dent n’est pas anodin. En effet il n’est pas vrai que toute varie´te´
orientable de dimension paire posse`de une structure presque complexe. L’existence d’une structure
de fibre´ complexe est une contrainte forte. Un exemple particulie`rement e´clairant est celui de la
sphe`re de dimension 4 : S4. La the´orie des fibre´s vectoriels complexes nous apprend qu’une varie´te´
de dimension 4 posse´dant une structure presque complexe ve´rifie l’e´galite´ alge´brique suivante2
〈c21,M〉 = 3σ + 2χ (3.1)
ou` c1 ∈ H
2(M,Z) de´signe la premie`re classe de Chern, σ est la signature de la forme quadratique
associe´e au produit cup restreint a` H2(M,Z) et χ est la caracte´ristique d’Euler. Si M = S4,
H2(S
4) = 0 d’ou` c1 = 0 et σ = 0 ; mais χ = 2. En fait on a la caracte´risation suivante
3 :
Proposition 3.1.2. Sur une varie´te´ M, l’ensemble des classes d’homotopie de structures presque
complexes est en correspondance biunivoque avec l’ensemble des classes d’homotopie de 2-formes
non-de´ge´ne´re´es.
En particulier hormis S2 et S6, aucune sphe`re ne posse`de de structure presque complexe.
Avec le re´sultat pre´ce´dent on voit poindre un lien subtil entre structures presque com-
plexes et structures symplectiques4.
Sous-varie´te´s totalement re´elles.
Soit V2n un espace vectoriel de dimension re´el 2nmuni d’une structure complexe, c.-
a`-.d. un endomorphisme J : V → V ve´rifiant J2 = −Id. On dit qu’un sous espaceW ⊂ V
est totalement re´el siW ∩ JW = {0}.
Soit maintenant (M, J) une varie´te´ presque complexe. Une sous-varie´te´ L →֒ M est
dite totalement re´elle (pour la structure presque complexe J), si pour tout x ∈ L, TxL ⊂
TxM est totalement re´elle pour la structure complexe Jx. Supposons maintenant que J est
2voir [Wu52] ainsi que [LA94]
3Voir [MS98]
4Rappelons que symplectos en grec signifie complexe.
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compatible avec une structure symplectiqueω. On ve´rifie alors aise´ment que toute sous-
varie´te´ lagrangienne est totalement re´elle pour J.
L’importance des sous-varie´te´s totalement re´elles est qu’elles constituent de bonnes
conditions au bord pour les courbes pseudo-holomorphes (cfr. paragraphe suivant).
Remarque 3.5. Dans la suite nous nous restreignons au cas des sous-varie´te´s lagrangiennes, ce
qui est naturel puisque ces dernie`res sont l’objet principal de ce travail.
3.2 Ope´rateur de Cauchy-Riemann.
Soit (Σ, ∂Σ, j) une surface de Riemann compacte de genre 0 dont le bord est connexe.
Par conse´quent Σ est soit une sphe`re ∂Σ = ∅, soit un disque ∂Σ = S1.
Dans la suite nous noterons j la structure (presque) complexe sur Σ et J une structure
presque complexe surM compatible avec ω.
De´finition 3.6. Une application u : (Σ, ∂Σ)→ (M,L) est dite pseudo-holomorphe ou plus exac-
tement (j, J)-holomorphe5 si elle ve´rifie :
1
2
(du(z) + J(u(z)) ◦ du(z) ◦ j(z)) = 0, pour tout z ∈ Σ. (3.2)
Remarque 3.7. Les e´quations aux de´rive´es partielles (3.2) sont appele´es : e´quations de Cauchy-
Riemann et sont, comme leur nom l’indique, une ge´ne´ralisation des e´quations de Cauchy-Riemann
rencontre´es en analyse complexe. Remarquons aussi qu’eˆtre (j, J)-holomorphe est e´quivalent a` de-
mander que la diffe´rentielle est (j, J)-line´aire.
On de´finit aussi l’ope´rateur de Cauchy-Riemann :
∂¯j,J : u→ 1
2
(du+ J ◦ du ◦ j)
Pour des raisons de simplicite´ nous e´crirons souvent ∂¯J au lieu de ∂¯j,J ce qui est jus-
tifie´ puisqu’une surface de genre 0 ne posse`de a` isomorphisme pre`s qu’une seule struc-
ture complexe. Les applications pseudo-holomorphes se re´ve`lent eˆtre un outil puissant
dans l’e´tude des varie´te´s symplectiques (et de contact). Dans le cas ferme´ (∂Σ = ∅) les
courbes pseudo-holomorphes permettent de de´finir des invariants nume´riques associe´s
a` la varie´te´ symplectique appele´s invariants de Gromov-Witten6. Dans le cas relatif il
5ou encore J-holomorphe
6invariants signifie ici qu’ils ne de´pendent pas du choix de structure presque complexe compatible J.
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est connu que de tels invariants sont en ge´ne´ral mal de´finis et de´pendent fortement de
la structure presque complexe J. La principale diffe´rence re´side dans le phe´nome`ne dit
de bouillonnement (bubbling) qui est un phe´nome`ne de codimension 2 dans le cas ferme´
(∂Σ = ∅), alors que celui-ci peut eˆtre de codimension 1 dans le cas relatif (∂Σ 6= ∅).
Cependant, dans certains cas, les espaces de modules de disques pseudo-holomorphes
posse`dent suffisamment de proprie´te´s pour de´finir un invariant alge´brique et obtenir
malgre´ tout beaucoup d’informations dignes d’inte´reˆt.
Donnons maintenant une expression locale des e´quations de Cauchy-Riemann.
Puisque Σ est une varie´te´ complexe il existe un syste`me de cartes holomorphes : fα :
Uα → C, dfα ◦ j = i ◦ dfα. Rappelons que les applications de transitions fα ◦ f−1β sont
biholomorphes. Dans ce syste`me de coordonne´es holomorphes (s + it), les e´quations de
Cauchy-Riemann ∂¯Ju = 0 se re´e´crivent :
∂suα+ J(uα)∂tuα = 0 (3.3)
Il se trouve que dans certains cas l’espace des solutions de (3.2) repre´sentant une classe
d’homotopie (ou d’homologie) A ∈ π2(M,L) qu’on note M(A,L, J) jouit de proprie´te´s
remarquables. Il s’ave`re par exemple que sous certaines hypothe`ses il posse`de une struc-
ture de varie´te´ diffe´rentiable dont la dimension est donne´e par l’indice de Fredholm de la
line´arisation de l’ope´rateur de Cauchy-Riemann. En outre, en dimension ze´ro, ces espaces
sont compacts, ce qui permettra le comptage.
Supposons maintenant qu’on permette a` J de de´pendre du domaine. Ceci pre´sente un
inte´reˆt car pour montrer les re´sultats de transversalite´ que l’on vient de mentionner on
peut soit se restreindre a` un ensemble restreint de courbes pseudo-holomorphes appele´es
courbes simples ; soit conside´rer toutes les courbes mais en autorisant la structure presque
complexe de de´pendre du domaine. Il est alors confortable de se laisser cette liberte´ : soit
fixer J et se restreindre aux courbes simples, soit permettre a` J de varier, et conside´rer l’en-
semble de toutes les solutions. Donc supposons qu’on ait une famille lisse de structures
presque complexes compatibles J : Σ→ J (M,ω). On s’inte´resse aux solutions de
1
2
(du(z) + Jz(u(z)) ◦ du(z) ◦ j(z)) = 0 (3.4)
Pour diffe´rencier l’ope´rateur de Cauchy-Riemann lorsque J est fixe et lorsque J varie on
inscrit en gras l’indice du ∂¯ :
∂¯J : u→ 1
2
(du+ J ◦ du ◦ j)
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On notera
J (D,M,ω) = {J : D→ J (M,ω)|J est lisse },
l’espace des familles lisses de structures presque complexes compatibles.
Perturbation hamiltonienne et e´quation de Floer.
On fera aussi usage de versions non-homoge`nes des e´quations de Cauchy-Riemann.
Les termes non-homoge`nes seront tous construits a` partir de ce qu’on appelle des pertur-
bations Hamiltoniennes. Ces perturbations seront de´finies ici uniquement pour le disque
Σ− {±1} qu’on peut voir comme une bande R× [0, 1]7.
Soit H : M → Λ1(Σ, TM). Par de´finition, pour tout ξ ∈ TzΣ, z ∈ Σ : Hξ ∈ X(TM)8. Si




(H + J ◦ H ◦ j)
de H est appele´e perturbation hamiltonienne. Dans un syste`me de coordonne´es H =
−XF⊗ ds− XH⊗ dt. La partie antiline´aire deH vaut :
H0,1 = −1
2
(XF⊗ ds+ XH⊗ dt− JXF⊗ dt+ JXH⊗ ds)
= 1
2
{−(XF+ JXH)⊗ ds− (XH− JXF)⊗ dt}
Remarque 3.8. Dans la suite de ce travail nous ne conside´rerons que des perturbations
hamiltonniennes ve´rifiant XF ≡ 0.
On s’inte´resse alors aux e´quations de Cauchy-Riemann perturbe´es aussi appele´es
e´quations de Floer :
∂¯Ju+H
0,1(u) = 0. (3.5)
qui dans un syste`me de coordonne´es z = (s+ it) se re´e´crivent :
∂su+ J(u)(∂tu− XH(t, u)) = 0 (3.6)
On notera ∂¯J,H l’ope´rateur u→ ∂¯Ju+H(u).
7Pour une de´finition plus ge´ne´rale voir le chapitre 8 de [MS04].
8X(TM) est l’espace des champs de vecteurs lisses de M.
9rappelons que Ham(M,ω) est l’ensemble des champs de vecteurs hamiltoniens de´pendants
e´ventuellement du temps t.
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Supposonsmaintenant qu’on permette a` J de de´pendre du domaine : J : Σ×TM→ TM.
Pour R > 0, on introduit la fonction plateau : βR : R→ [0, 1] a` support dans (−R−2, R+2)
ve´rifiant les proprie´te´s suivantes :
βR(s) =

R pour 0 ≤ R ≤ 1, et − R ≤ s ≤ R1 pour R ≥ 1, et − R ≤ s ≤ R (3.7)
On pose alors l’e´quation suivante :
∂¯Ju+ βR(s)H
0,1(u) = 0, (3.8)
qui en coordonne´es se re´e´crit :
∂su+ J(z, u)(∂tu− βR(s)XH(t, u)) = 0 (3.9)
Enfin comme pre´ce´demment on note ∂¯J,H,R l’ope´rateur associe´ a` l’e´quation (3.8).
3.3 Ope´rateur de Cauchy-Riemann line´arise´.
Jusqu’a` pre´sent nous avons e´te´ un peu vague concernant les espaces sur lesquels sont
de´finis l’ope´rateur de Cauchy-Riemann (ou l’ope´rateur de Floer). Notons
Bk,p := Wk,p(Σ, ∂Σ;M,L)
la comple´tion de C∞(Σ, ∂Σ;M,L) muni de la norme de SobolevWk,p, c.-a`-d. l’espace des
fonctions Lp dont les de´rive´es faibles jusqu’a` l’ordre k existent et sont Lp. Ces espaces sont
des varie´te´s de Banach se´parables dont l’espace tangent en une courbe u est donne´ par :
TuB
k,p = Wk,p(Σ, ∂Σ;u∗TM),
qui n’est autre que l’espace des champs de vecteurs au-dessus de u dont les de´rive´es
faibles jusqu’a` l’ordre k existent et sont inte´grables.
Remarque 3.9. Les espaces Bk,p ne sont bien de´finis que si :
kp > 2.
Cette condition est d’autant plus naturelle que les preuves (que nous ne ferons pas), servant a` mon-
trer la re´gularite´ des solutions des e´quations de Cauchy-Riemann, Floer..., font appel, de manie`re
essentielle, au the´ore`me de plongement de Sobolev qui n’est vrai que si kp > 2. Pour de plus amples
de´tails le lecteur est invite´ a` consulter la section 1 du chapitre 3 de [MS04] ainsi que l’appendice C
du meˆme livre.
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Pour u ∈Wk,p(Σ, ∂Σ;M,L), nous posons
Ek−1,pu := W
k−1,p(Σ, ∂Σ;Λ0,1(M)⊗ u∗TM)
la comple´tion de C∞(Σ, ∂Σ;Λ0,1(M) ⊗ u∗TM) muni de la norme de Sobolev Wk−1,p. On
de´finit ensuite le fibre´ de Banach
π : Ek−1,p→ Bk,p
ou` la fibre en un point u de la base Bk,p est Ek−1,pu .
Notons enfin Bk,p(A) l’espace des applications de Bk,p repre´sentant l’e´le´ment A ∈
π2(M,L). Cet espace est une composante connexe deB
k,p. On conside`re alors la restriction
de π sur l’une des composantes Bk,p(A) :
πA : E
k−1,p→ Bk,p(A),
qui de´finit aussi un fibre´.
On peut voir les ope´rateurs de´finis pre´ce´demment comme des sections de ce fibre´
de Banach infini dimensionnel. Par exemple pour l’ope´rateur de Cauchy-Riemann ∂¯J, on
de´finit la section :
SJ : B
k,p(A)→ Ek−1,p : u→ (u, ∂¯Ju) (3.10)
La sectionSJ intersecte transversalement la section nulle de E
k−1,p enu, si et seulement
si l’image de la line´arisation de SJ en u,
dSJ(u) : TuB
k,p(A)→ TuBk,p(A)⊕ Ek−1,pu
est un sous-espace comple´mentaire de TuB
k,p ou encore si la diffe´rentielle verticale en u
de´finie par :






k−1,p(A)⊕ Ek−1,pu → Ek,pu
est surjective. Il n’est en ge´ne´ral pas possible de montrer un tel re´sultat. Cependant en se
restreignant, comme on l’a dit, au cas des courbes dites simples, il est possible de montrer
que, pour un ensemble ge´ne´rique de structures presque complexes, on a transversalite´ de
la section associe´e a` l’ope´rateur de Cauchy-Riemann (ou de Floer) avec la section nulle. Il
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est aussi possible d’obtenir la transversalite´ si on se permet de faire de´pendre la structure
presque complexe du domaine.
Donnons maintenant une expression explicite de Du. Cette expression ne de´pendant
pas de Σ on suppose que Σ = S2. Soit u ∈ Bk,p une solution des e´quations de Cauchy-
Riemann10 (3.2). Conside´rons le vecteur tangent uτ, τ ∈ (−ǫ, ǫ) de´fini par u0 = u et
d
dτ
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On obtient alors :
Du(ξ) = ∂¯J(ξ) −
1
2
(J ◦ ∂ξ(J) ◦ ∂J(u)) (3.12)
3.4 Energie
Soit J ∈ J (Σ,M,ω). Notons Jz = J(z, ·) ∈ J (M,ω). Pour tout z ∈ Σ, Jz de´finit une
me´trique riemanienne via :
gJz(X, Y) := 〈X, Y〉Jz := ω(X, JzY).
10Si u n’est pas une solution il n’y a pas de sous-espace horizontale privile´gie´ et il faut remplacer d par une
connexion, cfr. [MS04] pour de plus amples de´tails.
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On a donc une famille de me´trique riemannienne gJ := 〈·, ·〉J surM. On note |·|J la famille
de normes induite par gJ. L’e´nergie d’une courbe lisse u : Σ → M est la norme L2 de la















On montre aise´ment que cette norme ne de´pend pas de ξ ∈ TzΣ− {0}.
Lemme 3.4.1. Soit J une famille de structures presque complexes compatibles avec ω. Alors pour










De´monstration. Choisissons un syste`me de coordonne´es complexes sur Σ, i.e. z = s + ıt,




























Le the´ore`me suivant est crucial pour la suite. Il nous apprend qu’une courbe pseudo-
holomorphe non-constante ne peut pas avoir une e´nergie arbitrairement petite. Lorsque
nous aborderons le phe´nome`ne de bouillonnement et que nous e´tudierons la compacite´,
nous utiliserons ce fait pour de´duire qu’il ne peut pas y avoir un nombre arbitraire de
bulles11. Le lecteur est une fois de plus invite´ a` consulter [MS04].
The´ore`me 3.4.1. Soient (M,ω) une varie´te´ symplectique compacte etu : (Σ, ∂Σ)→ (M,L) une




u∗ω ≥ h¯ (3.16)
11cfr plus loin
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3.5 Proprie´te´s locales : continuation unique.
Dans cette section nous montrons que, sous bien des aspects, la the´orie locale des ap-
plications pseudo-holomorphes est identique a` la the´orie des applications holomorphes.
Nous aurons besoin de certaines de ces proprie´te´s pour prouver la transversalite´. Il est
bien connu (et facile de montrer) que deux fonctions holomorphes f, g : U ⊂ C → Cn
dont les jets d’ordre infini coı¨ncident en un point sont e´gales. Autrement dit, deux fonc-
tions f, g, dont le jet d’ordre infini de la diffe´rence f− g s’annule, coı¨ncident.
Dans le cas non-inte´grable, plusieurs difficulte´s apparaissent imme´diatement. On ne
sait pas si une fonction pseudo-holomorphe est analytique, a priori on ne sait meˆme pas
si elle est diffe´rentiable ou meˆme continue. En re´alite´ un argument de re´gularite´ elliptique
permet de montrer que les solutions de l’e´quation (3.3)12 sont lisses de`s que J est lisse. On
peut montrer que si J et XH sont de classe C
k, u est aussi de classe Ck. Nous reviendrons
sur ce fait plus tard, pour l’instant on se contentera de le retenir dans un coin de notre
esprit.
On dit qu’une fonction inte´grable u : B(ǫ)→ Cn s’annule a` l’ordre infini en 0 ssi :∫
|z|≤r
|u(z)| = O(rk) pour tout k > 0. (3.17)
On constate que si u est lisse, (3.17) veut dire que le jet a` l’ordre infini de u s’annule.
On dit alors que deux fonctions u, v : Bǫ → Cn coı¨ncident a` l’ordre infini en 0 ssi u − v
s’annule a` l’ordre infini en 0. Le the´ore`me suivant est tire´ de [FHS95]
The´ore`me 3.5.1. Continuation unique. Soient u, v ∈ C1(Bǫ,Cn) deux fonctions solutions de
(3.6) pour une certaine structure presque complexe de classe C1 et pour une fonction XH aussi de
classe C1. Supposons qu’elles coı¨ncident a` l’ordre infini en 0. Alors u ≡ v.
Corollaire 3.5.1.1. Deux fonctions u, v : Σ→M de classe C1 solutions de (3.5), pour un J et un
XH de classe C
1, coı¨ncidant a` l’ordre infini en un point p ∈ Σ, alors u ≡ v.
3.6 Transversalite´.
Les re´sultats ge´ne´raux de transversalite´ sont au coeur de la the´orie des courbes
pseudo-holomorphes et me´ritent qu’on leur de´die une section entie`re. Nous commence-
rons par e´noncer les deux principaux re´sultats de cette section. La strate´gie de la preuve
12On utilise l’expression locale des e´quations de Cauchy-Riemann car la nature du proble`me est purement
locale.
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vaut pour une cate´gorie tre`s vaste d’espaces de modules ; c’est pourquoi nous nous at-
tarderons quelque peu a` la de´crire de manie`re ge´ne´rale avant de rentrer dans les de´tails
propres a` un des cas qui nous inte´resse. Bien suˆr certains re´sultats ne seront pas prouve´s
et le lecteur est invite´ a` consulter la litte´rature existante (en particulier le chapitre 3 de
[MS04] ainsi que [Oh96]). Dans cette sectionM(A, J), respectivementM(A,L, J) de´signe
l’espace des sphe`res J-holomorphes repre´sentant la classe A ∈ π2(M), respectivement
l’espace des disques J-holomorphes a` bord dans L repre´sentant la classe A ∈ π2(M,L)
13.
On de´finit de meˆmeM(A, J) ainsi queM(A,L, J). Enfin on noteM(A,L, J, H, R) l’espace
des solutions de l’e´quation de Floer perturbe´e (3.8) repre´sentant la classe A.
3.6.1 Enonce´s des the´ore`mes.
Comme on l’a de´ja` dit, il n’est en ge´ne´ral pas possible d’obtenir la transversalite´ pour
toutes les courbes pseudo-holomorphes. On a alors deux choix : on peut soit faire varier
la structure presque complexe, soit se restreindre aux courbes simples. Le cas des courbes
simples est une adaptation de re´sultats de´taille´s dans ([MS04]).
De´finition 3.10. Une application J-holomorphe u : (Σ, ∂Σ) → (M,L) est dite simple s’il existe
un ensemble dense S ⊂ Σ tel que pour tout z ∈ S :
u−1(u(z)) = z et du(z) 6= 0 (3.18)
dans le cas de la sphe`re cette condition est e´quivalente a` l’existence d’un point z ve´rifiant (3.18) ce
qui est e´quivalent a` dire que u n’est pas multiplement reveˆtue.
On note respectivementM∗(A, J) etM∗(A,L, J) l’espace des sphe`res, respectivement
des disques, J-holomorphes simples14. repre´sentant la classe A.
On a alors les re´sultats suivants :
The´ore`me 3.6.1. Il existe un sous-ensemble de seconde cate´gorie de Baire Jreg ⊂ J (M,ω) tel
que l’espace des modules M∗(A, J) posse`de une structure de varie´te´ diffe´rentiable dont la dimen-
sion est donne´e par :
dimM∗(A, J) = 2n+ 2c1(A) (3.19)
13dans beaucoup de cas il sera pre´fe´rable de travailler avec HD2 (M,L) qui est le quotient de l’image de
π2(M,L) dans H2(M,L) par l’application d’Hurewicz par sa torsion.
14Si J de´pend du domaine, il n’y a pas, comme on le verra, lieu de faire une telle distinction.
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The´ore`me 3.6.2. Soit L → (M,ω) une sous-varie´te´ lagrangienne15. Fixons A ⊂ π2(M,L). Il
existe un ensemble de seconde cate´gorie de Baire Jreg ⊂ J (M,ω) tel que l’espace des modules
M∗(A,L, J) posse`de une structure de varie´te´ diffe´rentiable de dimension :
dimM∗(A,L, J) = µ(A) + n (3.20)
Notons maintenant M(A,L, J, H) = {(u, R) solutions de (3.8)} avec J ∈ J (D,M,ω) et
A ∈ π2(M,L).
The´ore`me 3.6.3. [Alb08] Soit H : [0, 1] ×M → R un hamiltonien. Soit A 6= 0. Il existe un
sous-ensemble de seconde cate´gorie de Baire Jreg ⊂ J (D,M,ω) tel que M(A,L, J, H) est une
varie´te´ diffe´rentiable dont la dimension est :
dimM(A,L, J, H) = µ(A) + n + 1.
Si A = 0, on suppose de plus que le diffe´omorphisme hamiltonien φH n’a pas de point fixe dans L.
Dans les deux the´ore`mes pre´ce´dent µ de´signe l’indice de Maslov16. Nous prouverons
seulement le dernier re´sultat. Pour prouver les re´sultats de transversalite´ nous aurons
besoin de divers re´sultats pre´liminaires. Tout d’abord certains re´sultats de la the´orie des
ope´rateurs de Fredholm. Ensuite une version du the´ore`me des fonctions implicites et du
the´ore`me de Sard-Smale pour les espaces de Banach dont nous rappellerons les e´nonce´s.
Enfin nous utiliserons ces connaissances pour dresser la strate´gie de la preuve a` propre-
ment parler.
Remarque 3.11. Remarquons qu’une solution constante de (3.8) est ne´cessairement un point fixe
de φHt pour tout t ∈ [0, 1]. En effet dans ce cas on de´duit de (3.9) que u = x ∈ L avec XH(t, x) = 0
pour tout t ∈ [0, 1].
3.6.2 The´ore`me des fonctions implicites et de Sard-Smale.
Nous ne rappellerons que les de´finitions et re´sultats de base de la the´orie des
ope´rateurs de Fredholm et nous ne fournirons aucune preuve. Le lecteur est donc une
fois de plus invite´ a` consulter l’appendice A de [MS04].
15ou plus ge´ne´ralement totalement re´elle.
16voir l’appendice pour la de´finition
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De´finition 3.12. Soit T : E → F un ope´rateur entre deux espaces de Banach E et F. L’ope´rateur
T est de Fredholm si son image est ferme´e et si son noyau ainsi que son conoyau est de dimension
finie. On peut alors de´finir l’indice de Fredholm de T :
ind(T) = dimker T − dimcokerT (3.21)
Plus ge´ne´ralement, une application continuˆment diffe´rentiable f : E → F entre deux espaces de
Banach est de Fredholm si sa diffe´rentielle dfx : E→ F est de Fredholm pour tout x ∈ E.
On a alors les proprie´te´s suivantes (cfr. appendice A de [MS04]) :
Proposition 3.6.1. Soit T : E→ F un ope´rateur de Fredholm.
1. Si K : E → F est un ope´rateur compact (l’image de la boule unite´ est pre´compacte) alors
T + K est aussi un ope´rateur de Fredholm et ind(T) = ind(T + K).
2. Il existe un ǫ > 0 tel que si P : E → F est un ope´rateur line´aire borne´ de norme plus petite
que ǫ, c.-a`-d. ‖P‖ < ǫ, alors T + P est de Fredholm et a le meˆme indice que T .
La dernie`re assertion implique que l’espace des ope´rateurs de Fredholm est ouvert
pour la topologie de la norme uniforme et que l’indice est constant dans chaque com-
posante connexe. En particulier l’indice de Fredholm d’une application continuˆment
diffe´rentiable est bien de´fini.
Soit f : E → F une application continuˆment diffe´rentiable. Une valeur re´gulie`re de f
est un point y ∈ F tel que pour tout x ∈ f−1(y), dfx est surjectif et posse`de un inverse a`
droite.
The´ore`me 3.6.4 (The´ore`me des fonctions implicites.). Soit E et F deux espaces des Banach.
Soit U ⊂ E un ouvert et l un entier positif. Si f : U → F est de classe Cl et que y ∈ F est une
valeur re´gulie`re de f, alors :
M := f−1(y)
est une varie´te´ de classe Cl et TxM = kerdfx, pour tout x ∈ M. De plus si f est de Fredholm
dimM = ind(f).
Par la suite il sera utile de savoir a` quelle condition un ope´rateur line´aire borne´ sur-
jectif posse`de ou non un inverse a` droite. Un tel inverse a` droite existe ssi le noyau de
l’ope´rateur posse`de un comple´mentaire dans E (ce qui est le cas des espaces de Hil-
bert par exemple). Il est connu que les ope´rateurs de Fredholm posse`dent un inverse a`
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droite. Malheureusement, les ope´rateurs que nous rencontrerons par la suite ne seront
pas ne´cessairement de Fredholm. Cependant ils auront au pire la forme suivante :
D⊕ L : E⊕ F→ X : (x, y)→ Dx + Ly. (3.22)
ou` D : E → X est de Fredholm et L : F → X est un ope´rateur line´aire borne´. Pour ce type
d’ope´rateur on prouve :
Lemme 3.6.1. Supposons queD⊕ L : E⊕ F→ X est surjectif. Alors D⊕ L a un inverse a` droite
et de plus la projection π : ker(D⊕L)→ F est un ope´rateur de Fredholm de noyau kerπ ∼= kerD
et cokerπ ∼= cokerD. Par conse´quent :
ind(π) = ind(D).
Enfin la dernie`re pie`ce de notre puzzle est le the´ore`me de Sard-Smale [Sma65] dont
nous rappelons l’e´nonce´ :
The´ore`me 3.6.5 (The´ore`me de Sard-Smale.). Soient E et F des espaces de Banach se´parables.
Soit U un ouvert de E. Supposons que f : U→ F est une application de Fredholm de classe Cl, ou`
l ≥ max{1, ind(f) + 1}. Alors l’ensemble des valeurs re´gulie`res de f est un ensemble de la seconde
cate´gorie de Baire dans F.
3.6.3 Espace des modules universel
Avec ces quelques rappels, nous sommes en mesure de donner l’argument ge´ne´ral
permettant de prouver la transversalite´ d’une large classe d’espaces de modules. Expo-
sons notre proble`me de manie`re ge´ne´rale. Nous avons un fibre´ de Banach Π : E → B
de fibre F . Nous avons aussi une famille lisse de sections parame´tre´e par une varie´te´ de
Banach J :
S : B × J → E .
The´ore`me 3.6.6 (Transversalite´ : cas ge´ne´ral). Supposons que S : J × B → E satisfait les
conditions suivantes :
1. il existe une trivialisation {(ψi : E |Ui → Ui× F)}i∈I ou` Ui est un ouvert de B, et I est au
plus de´nombrable.
2. dans chacune des cartes trivialisantes, 0 ∈ F est une valeur re´gulie`re pour la partie verticale
de S ,
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3. pour tout J ∈ J la section SJ : B → E est une section de Fredholm dans le sens ou` sa
diffe´rentielle verticale DSJ(u) est un ope´rateur de Fredholm d’indice k.
Alors il existe un ensemble de seconde cate´gorie de Baire Jreg ⊂ J tel que pour tout J ∈ J ,
S−1J (0) = M(J) est une varie´te´ dont la dimension est e´gale a` k.
De´monstration. Remarquons que dans chaque carte trivialisante (ψ, ,U) de E , S−1(0) =
(p2 ◦ψ ◦ S)
−1(0). Etant donne´ qu’on a suppose´ que 0 ∈ F est une valeur re´gulie`re pour la
partie verticale de p2◦ψ◦S , le the´ore`me des fonctions implicites nous permet de conclure
que l’espace des modules universels M(J ) = S−1(0) est une varie´te´ de Banach dont
l’espace tangent est e´gal au noyau deDS .
Ensuite la diffe´rentielle de S en un point (u, J) estDSJ(u)⊕DSu(J) : TuB × TJJ → Eu
et est donc de la forme D ⊕ L avec D = DSJ(u) est la partie verticale de la diffe´rentielle
qui est par hypothe`se de Fredholm et L = DSu(J) est un ope´rateur line´aire borne´. Par
hypothe`se DS(u, J) = D ⊕ L est surjective et posse`de un inverse a` droite en tout point
(u, J) ∈M(J ).
Conside´rons alors la projection
Π : M(J )→ J .
Par le lemme (3.6.1) sa diffe´rentielle dΠ : T(u,J)M(J ) = kerD ⊕ L → TJJ est donc un
ope´rateur de Fredholm dont l’indice est e´gal a` celui deD et est surjectif ssiD l’est. Or par
le the´ore`me de Sard-Smale l’ensemble des valeurs re´gulie`res de Π est dense dans J . En
une telle valeur re´gulie`re Π−1(J) = M(J) est une varie´te´ de Banach dont la dimension est
pre´cise´ment l’indice deD.
3.6.4 Transversalite´ deM(A, L, J, H).
Nous prouvons maintenant le the´ore`me (3.6.3)
Preuve du the´ore`me (3.6.3). Nous allons d’abord montrer que l’espace de modules univer-
selM(A,L,J , H) est une varie´te´ de Banach de classe Cl. Rappelons que
M(A,L,J , H) = {(R,u, J)|∂¯J(u) + βR(s)H
0,1 = 0}.
Nous voulons donc montrer que la line´arisation de :
S : (0,+∞)× Bk,p(A)× Jl(Σ,M,ω)→ Lp(D,ΛD ⊗ TM),
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est surjective en un point (R,u, J) ve´rifiant S(R,u, J) = 0. Soit (Rτ, uτ, Jτ) un vecteur tan-
gent en une solution (R,u, J). Notons v = ∂τ(Rτ)|τ=0, ξ = ∂τu|τ=0 et Y = ∂τJ|τ=0. Calculons
DS(v, ξ, Y) :





0,1) − β(R, s)(Y ◦ XH⊗ ds
+∇ξJ ◦ XH⊗ ds+ J∇ξXH⊗ ds+∇ξXH⊗ dt).
(3.23)





J∇ξJ∂J(u) − β(R, s)(∇ξJ ◦ XH⊗ ds+∇ξXH⊗ dt).
Cet ope´rateur est un ope´rateur de Fredholm (voir [MS04]) et on a :
DS(0, ξ, Y) = Du,Jξ + Y ◦ (du− β(R, s)XH⊗ dt) ◦ j. (3.24)
On de´duit donc que DS(R,u,J) a une image ferme´e. Par conse´quent, pour montrer la sur-
jectivite´ de DS , il suffit de montrer que son image est dense. Supposons le contraire ; un
corollaire du the´ore`me de Hahn-Banach implique qu’il existe un η ∈ Lq(D,ΩD ⊗ u∗TM)
(avec 1/p+ 1/q = 1) non-nul tel que :∫
D
〈η,Du,Jξ〉dz = 0,∀ξ (3.25)
et ∫
D
〈η, Y(z, u) ◦ (du− βR(s)XH(t, u)) ◦ j〉dz = 0,∀Y. (3.26)
La premie`re e´quation nous apprend que :
D∗u,Jη = 0, (3.27)
ou`D∗u,J est l’adjoint formel deD(u,J). Un argument de re´gularite´ elliptique
17 nous permet
de de´duire que η est de classe Cl de`s que J est de classe Cl. Nous allons montrer que η doit
eˆtre identiquement nul. Par le the´ore`me de continuation unique (3.5.1) il suffit de montrer
que η est nul sur un ouvert arbitraire de D. Ceci de´coule du fait que η ve´rifie (3.27). En
utilisant le principe de similarite´ de Carleman et la continuation unique on prouve que
η ≡ 0.
17Voir l’appendice B de [MS04].
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Choisissons des coordonne´es (s, t) surD. On montre maintenant que pour tout R > 0,
il existe z0 = (s0, t0) ∈ D tel
du(z0) − βR(s0)XH(t0, u(z0)) 6= 0.
Raisonnons par contradiction et supposons que du(z) − βR(s)XH(t, u(z)) = 0 pour tout
z ∈ D. De cette dernie`re e´quation on de´duit que :
∂su ≡0, et
∂tu =βR(s)XH(t, u).
Par conse´quent u ne de´pend pas de s et la dernie`re e´quation n’a de sens que s’il existe
x ∈ L tel que XH(t, x) = 0 pour tout t ∈ [0, 1], c.-a`-d. φ
H
t posse`de un point fixe x ∈ L
pour tout t. En effet βR(s) n’est pas constant et de´pend par conse´quent de s, alors que u,
comme on vient de le voir, ne de´pend pas de s. Ceci contredit nos hypothe`ses.
On vient de prouver qu’il existe z0 tel que du(z0)−βR(s0)XH(t0, u(z0)) 6= 0. Il est bien
connu que18, qu’on peut alors trouver Y tel que
〈η(z0), Y(z0, u(z0) ◦ (du(z0) − βR(s0)XH(t0, u(z0)) ◦ j〉 > 0.
On choisit une fonction cutt-off α : D → [0, 1] a` support dans un voisinage N de z0
suffisamment petit pour que
〈η(z), α(z)Y(z, u(z) ◦ (du(z) − βR(s)XH(t, u(z)) ◦ j〉 > 0,∀z ∈ N
On de´duit alors que η(z) = 0 pour tout z ∈ N et comme on l’a mentionne´, un argument
de continuation unique implique que η ≡ 0. On a donc prouve´ queM(A,L,J , H) est une
varie´te´ de Banach de Classe Cl.
Pour conclure on conside`re la projection :
π : M(A,L,J l, H)→ J l.
Celle-ci est une application de classe Cl−1 entre des varie´te´s de Banach Cl−1 se´parable.
Comme on l’a vu dans la preuve du the´ore`me (3.6.6), la diffe´rentielle de cette projection
est un ope´rateur de Fredholm qui est surjectif ssiDS est surjectif. Par le the´ore`me de Sard-
Smale, l’ensemble des valeurs re´gulie`res de π est dense dans J l pour la topologie Cl de`s
que l ≥ µ(A) + n + 2. Finalement si J ∈ Cl, π−1(J) = M(A,L, J, H).
18voir le chapitre 3.2 de [MS04]
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Posons
J lreg ={J ∈ J
l(D,M,ω)|D(R,u,J)est surjectif pour tout u ∈M(A,L, J, H)}
Jreg ={J ∈ J (D,M,ω)|D(R,u,J)est surjectif pour tout u ∈M(A,L, J, H)}.
PourN ∈ N, posons aussi :
J lreg,N ={J ∈ J
l(D,M,ω)|D(R,u,J) est surjectif ∀u ∈M(A,L, J, H)|‖u‖ < N},










Nous venons de montrer que pour l suffisamment grand J lreg est dense dans J (D,M,ω)
pour la topologie Cl. Pour finir l’argument, nous allons montrer que l’espace Jreg ci-
dessus est dense au sens de la topologie C∞ . Nous voulons montrer que pour tout
J ∈ J (D,M,ω), il existe une suite Jn ∈ Jreg tel que Jn converge vers J. Au vu de
l’e´quation 3.28, il suffit de prouver que Jreg,N est ouvert et dense. On prouve d’abord que
le comple´mentaire de Jreg,N dans J (D,M,ω) est ferme´, c.-a`-d. Jreg,N est ouvert. Soit Jn
une suite dans le comple´mentaire deJreg,N, convergeant vers un e´le´ment J ∈ J (D,M,ω).
Un e´le´ment Jn /∈ Jreg,N ssi il existe un e´le´mentun ∈M(A,L, J, H) ve´rifiant ‖dun‖L∞ ≤ N,
tel queDR,un n’est pas surjectif. Etant donne´ que ‖dun‖L∞ ≤ N et que un ∈M(A,L, J, H)
, il existe une sous-suite toujours note´e un convergeant vers un e´le´ment u ve´rifiant
‖du‖L∞ ≤ N19. De plus la surjectivite´ e´tant une condition ouverteDR,u n’est pas surjectif.
Un raisonnement tout a` fait similaire permet de de´duire que J lreg,N est aussi ouvert.
Montrons maintenant que Jreg,N est dense dans J (D,M,ω). Soit J ∈ J (D,M,ω).
Nous allons trouver une suite Jl ∈ Jreg,K convergeant vers J au sens C
∞ .
Puisque Jlreg est dense dans J
l(D,M,ω) pour l ≥ µ(A) + n + 2, il existe une suite Jl
tel que :
‖Jl− J‖Cl ≤ 2
−l.
Ensuite, Jl ∈ J
l
reg,N pour toutN, et J
l
reg,N est ouvert pour la topologieC
l ; par conse´quent
il existe ǫl > 0, tels que pour tout J
′ ∈ J l(D,M,ω) :
‖J ′ − Jl‖Cl < ǫl =⇒ J ′ ∈ J lreg,N.
19Pour ce fait voir le the´ore`me de compacite´ de l’appendice B dans [MS04]
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On peut donc choisir J ′l ∈ J (D,M,ω) tels que : ‖J
′
l − Jl‖ ≤ min{ǫl, 2
−l}. Il s’ensuit que
J ′l ∈ Jreg,N. Enfin :
‖J ′l − J‖Cl ≤ ‖J
′
l − Jl‖Cl + ‖Jl − J‖Cl ≤ 2
−l+1.
3.7 Structure des disques pseudo-holomorphes.
Au vu des the´ore`mes (3.6.1) et (3.6.2), il est important d’avoir un moyen de s’as-
surer que les espaces de modules que l’on e´tudie sont constitue´s de courbes simples.
Etant donne´ que les disques sont les objets de premie`re importance dans ce travail,
nous re´sumons ici les techniques de´veloppe´es par Lazzarini dans [Laz00]) permettant
d’extraire un disque simple a` partir d’un disque pseudo-holomorphe non-constant. Le
cas ferme´, et en particulier celui de la sphe`re, est traite´ dans [MS04]. Contrairement
au cas ferme´ la question de l’injectivite´ des disques pseudo-holomorphes est bien plus
de´licate. L’exemple suivant montre qu’il n’y a pas de dichotomie ”multiplement reveˆtu”
vs ”simple” comme dans le cas ferme´ (surface de Riemann sans bord). Rappelons qu’un
disque pseudo-holomorphe u : (D,∂D) → (M,L) est multiplement reveˆtu s’il existe un
disque simple v et un reveˆtement ramifie´ holomorphe φ : D → D de degre´ supe´rieur a` 1
tel que u = v ◦ φ.
Exemple 3.1. La lanterne. On pre´sente ici un exemple, duˆ a` Dietmar Salamon, de disque
pseudo-holomorphe non-constant ne pouvant eˆtre factorise´ par un disque simple. Dans
ce qui suit, on voit le disque comme le demi-plan de Poincare´ H. Son bord e´tant identifie´
a` R× {0} ∪ {∞}. On conside`re l’application
u : (D,∂D)→ (C ∪ {∞},R ∪ {∞}) : z→ z3.
On a :
u−1(u(∂D)) = ∂D ∪ {reik
π
3 |k = 1, 2}.









Avec k ∈ {1, 2, 3}. L’image de S1 et de S3 est le demi-plan supe´rieur et l’image de S2
est le demi-plan infe´rieur. Si on voit H comme le disque et C ∪ {∞} comme la sphe`re
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complexe CP1. L’image de S1 est l’he´misphe`re nord de cette sphe`re et l’image de S2 ou
S3 l’he´misphe`re sud. Notons que la cardinalite´ de u
−1(u(z)) vaut 1 si z ∈ intS2 et 2 si
z ∈ intS1∪ intS3. Donc u n’est pas le reveˆtement multiple d’un disque simple. Cependant
on peut factoriser u sur chacun des secteurs et extraire un disque simple a` partir de u.
L’exemple pre´ce´dent20 nous montre une partie des difficulte´s d’extraire un disque
simple a` partir d’un disque pseudo-holomorphe non-constant. Cependant il nous invite
a` investiguer l’espace u−1(u(∂D)) et a` essayer d’extraire une composante simplement
connexe deD− {u−1(u(∂D))}. En re´alite´ travailler avec u−1(u(∂D)) n’est pas la meilleure
chose a` faire et il vaut mieux introduire la notion de graphe de non-injectivite´ ou de
repe`re (Framing) d’un disque pseudo-holomorphe.
3.7.1 Graphe de non-injectivite´.
Soit u : (D,∂D) → (M,L) un disque pseudo-holomorphe non constant. Notons
S(u) = {z ∈ D|duz = 0}. On de´finit alors la relation Ru ⊂ intD − S(u) × intD − S(u)
par zRuz
′ si et seulement si pour tout voisinage V , resp. V ′, de z, resp. z ′, il existe des
voisinages U ⊂ V et U ′ ⊂ V tel que :
1. z ∈ U et z ′ ∈ U ′,
2. u(U1) = u(U2).
On note R¯u la fermeture de Ru dans D × D. Cette dernie`re relation est re´flexive,
syme´trique mais pas transitive.
De´finition 3.13 (Graphe de non-injectivite´). Soit (D,∂D) → (M,L) un disque pseudo-
holomorphe non constant. Ici (M, J) est une varie´te´ presque complexe et L est une varie´te´ tota-
lement re´elle. Le graphe de non-injectivite´ ou encore repe`re de u est de´fini par :
G(u) = {z ∈ D|∃z ′ ∈ ∂D tel que zR¯uz
′}. (3.28)
Lemme 3.7.1 (Lazzarini). Le graphe de non-injectivite´ G(u) d’un disque pseudo-holomorphe
non-constant u : (D,∂D)→ (M,L) ve´rifie les proprie´te´s suivantes :
1. G(u) est un graphe.
2. D − G(u) posse`de un nombre fini de composantes connexes.
20Pour d’autres exemples e´clairants le lecteur est invite´ a` consulter [Laz00].
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Le the´ore`me suivant, duˆ a` Lazzarini ([Laz00]), de´crit la structure des disques pseudo-
holomorphes :
The´ore`me 3.7.1 (The´ore`me de de´composition [Laz00]). Soit (M, J) une varie´te´ presque
complexe. Soit u : (D,∂) → (M,L), avec L une sous-varie´te´ totalement re´elle, un disque
J-holomorphe non-constant. Alors il existe un nombre fini de disques J-holomorphes simples
vi : (D,∂D) → (M,L) tel que pour chaque composante connexe Di ⊂ D − G(u) il existe
une application πi : D¯i → D holomorphe sur Di et continue sur D¯i tel que u|Di = vi ◦ πi. En





FIG. 3.1 – Le graphe de non-injectivite´ G de u .
Bien suˆr il n’est pas toujours vrai que Di est un disque. Cependant, on a le corollaire
suivant :
Corollaire 3.7.1.1 (Lemme d’extraction). Pour tout disque pseudo-holomorphe non-constant u
il existe un disque simple v tel que :
1. v(D) ⊂ u(D) et
2. v(∂D) ⊂ u(∂D).
3.8 Compacite´ et recollement.
Les espaces de modules de courbes J-holomorphes ont suffisamment de proprie´te´s
pour admettre une compactification bien comprise (dumoins the´oriquement)21. Le lecteur
21On comprend les raisons de non compacite´ ainsi que les e´le´ments a` ajouter pour rendre les espaces
compact s.
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inte´resse´ est invite´ a` consulter [Fra08], pour une discussion de´taille´e. Rappelons le re´sultat
de compacite´ obtenu par Urs Frauenfelder dans [Fra08].
3.8.1 Le bouillonnement.
Nous allons de´crire de manie`re heuristique et par des exemples le phe´nome`ne de
bouillonnement. Celui-ci se produit lorsque l’on conside`re des suites d’applications pseu-
doholomorphes. Il est du a` l’invariance conforme locale des surfaces de Riemann comme
le laisse entrevoir l’exemple suivant :
Exemple 3.2. Conside´rons la suite d’application holomorphe
ul : S
2→ S2× S2 : z→ (z, 1
lz
).
On voit S2 comme C ∪ {∞} = CP1. On a alors :
lim
l→+∞ ul = u : S2→ S2× S2 : z→ (z, 0).
Cependant si on applique la transformation de Mo¨bius z → lz a` ul, on obtient a` la limite u(z) =
(0, z). Par conse´quent la limite des images des courbes ul est S
2× {0} ∪ {0}× S2.
Plus ge´ne´ralement le phe´nome`ne de bouillonnement est duˆ d’une part au fait que
le supl|dul|L∞ n’est pas borne´e et a` l’invariance conforme des applications pseudoholo-
morphes22.
On peut cependant de´finir une notion qui permet de parler de convergence meˆme
lorsque ces bouillements se produisent. Pour ce faire on de´finit la notion d’application
stable introduite par Kontsevich dans [Kon95] et adapte´e par Frauenfelder dans [Fra08]
au cas des courbes a` bord dans une varie´te´ lagrangienne. Pour les de´finitions pre´cises,
voir l’appendice C.
The´ore`me 3.8.1 (Compacite´ de Gromov[Fra08]). Fixons une sous-varie´te´ lagrangienne L
ainsi qu’une structure presque complexe compatible avec ω. Soient Jn une suite de structures
presque complexes compatibles avec ω et Ln une suite de sous-varie´te´s lagrangiennes. Sup-
posons que les dites suites convergent respectivement vers J et L au sens de la topologie Ck
(k ∈ {1, . . . ,∞}). Si un : (D,∂D) → (M,Ln) est une suite de disques Jn-holomorphe satis-
faisant supnω(un) < +∞, alors il existe une sous-suite de {un}n∈N, qu’on notera par simplicite´
notationnelle {un}n∈N qui converge au sens de Gromov vers une application stable
23
22Pour une discussion pre´cise et de´tailler le lecteur est invite´ a` consulter la section 2 de [MS04].
23Voir [Fra08]pour les de´finitions de convergence au sens de Gromov et d’application stable.
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Remarque 3.14. L’e´nergie de la courbe e´tant borne´e le the´ore`me (3.4.1) nous assure que le nombre
de bulles apparaissant a` la limite est borne´e.
Nous donnerons en temps voulu une bre`ve description des phe´nome`nes de bouillon-
nement pouvant survenir.
En plus du the´ore`me de compacite´ il existe un the´ore`me qui est en quelque sorte l’in-
verse du the´ore`me de compacite´ de Gromov et appele´ the´ore`me de recollement qui stipule
que toute courbe stable peut eˆtre vue comme la limite d’une suite de courbes pseudo-
holomorphes. Nous ne rentrerons cependant pas dans les de´tails et le lecteur est invite´ a`
consulter [BC07] ainsi que le chapitre 10 de [MS04].
Chapitre 4
Complexe des perles : cas monotone.
Rappelons d’abord la construction du complexe des perles dans le cas monotone1.
Fixons une sous-varie´te´ lagrangienne L →֒ (M,ω). On peut lui associe´ deuxmorphismes :
Eω,L : π2(M,L)→ R : A→ ∫
A
ω (4.1)
µ : π2(M,L)→ Z : A→ µ(A) (4.2)
ou` µ(A) est l’indice de Maslov (cfr. [RS93] ou [Pol93] pour la de´finition). Par la suite on
notera souvent Eω,L(A) par ω(A) lorsqu’il n’y aura pas de confusion possible. On pose
aussiNL := inf{µ(A) > 0 : A ∈ π2(M,L)} le nombre de Maslov minimal.
De´finition 4.1. On dit qu’une sous-varie´te´ lagrangienne est monotone s’il existe η > 0 tel que :
ω(A) = ηµ(A) (4.3)
et si NL est plus grand ou e´gal a` 2..
Remarque 4.2. Bien suˆr, e´tant donne´ que les images respectives des morphismes Eω et µ sont des
groupes abe´liens, on aurait pu remplacer π2(M,L) par son image dansH2(M,L) par le morphisme
d’Hurewicz qu’on note HD2 (M,L). Dans la suite on peut choisir l’un ou l’autre sans que cela n’ait
aucune conse´quence sur les e´nonce´s et les preuves des the´ore`mes.
La condition de monotonie implique que la sous-varie´te´ lagrangienne occupe une po-
sition ”syme´trique” dans la varie´te´ symplectique ambiante. Il est donc ne´cessaire que
1La raison pour laquelle nous nous restreignons au cas monotone est qu’elle permet d’e´viter certaines
difficulte´s techniques. Le lecteur de´sireux d’obtenir plus de pre´cisions est invite´ a` consulter [BC07].
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la varie´te´ symplectique dans laquelle est plonge´e la L soit aussi syme´trique. Prosaı¨que-
ment cette observation provient du fait que la premie`re classe de Chern c1 de TM ve´rifie
2c1(A) = 2µ(A), pour tout A ∈ π2(M). Il est bien suˆr entendu que µ(A) = µ(ı(A) ou`
ı : π2(M) ∈ π2(M,L) est le morphisme canonique (on voit la sphe`re comme un disque
dont les points du bord on e´te´ envoye´ sur le meˆme point dans L).
De´finition 4.3. Une varie´te´ symplectique est dite monotone ssi il existe une constante ρ > 0 telle
que
ρc1 = ω.
Exemple 4.1. (S2, σ), ou` σx(V,W) = x · (V ×W). Il est e´vident que S
2 est monotone puisque
π2(S
2) ne posse`de qu’un ge´ne´rateur d’aire positive C et que c1(C) = 2 = e(TS
2). Puisque S2 est
de dimension 2, toute courbe plonge´e dans S2 est une sous-varie´te´ lagrangienne. Il est alors facile
de voir que les grands cercles (comme par exemple l’e´quateur) sont monotone. La raison est qu’une
telle courbe se´pare la sphe`re en deux disques plonge´s d’aire e´gale. Chacun de ces disques e´tant un
ge´ne´rateur de π2(M,L).
Exemple 4.2. Plus ge´ne´ralement l’espace projectif complexe CPn munit de la forme de Fubini-
Study ωFS est une varie´te´ symplectique monotone. Comme dans l’exemple pre´ce´dent π2(CPn)
n’a qu’un ge´ne´rateur d’aire symplectique positive qui est donne´ par l’inclusion canonique de CP1
dans CPn, ı : CP1 →֒ CPn. Ce dernier ve´rifie c1([ı(CP1)]) = n+1. Soit maintenant l’application
moment
π : CPn→ Rn : [z0 : . . . : zn]→ ( |z1|2
‖z‖2








2. Alors π−1(a) est un tore lagrangien pour tout a ∈ int(im(π)), et
π−1( 1
n+1
, . . . , 1
n+1
) est monotone.
Exemple 4.3. Si (M,ω) est monotone, alors (M × M,Ω = ω ⊗ −ω) est monotone et la
diagonale ∆ : M → (M ×M,Ω) est un plongement lagrangien monotone. De meˆme suppo-
sons que Ψ : (M,ω) → (M,ω) soit un symplectomorphisme proche de l’identite´. On a vu que
LΨ = graph(Ψ) est une sous-varie´te´ lagrangienne de (M ×M,Ω). De plus par le the´ore`me de
voisinage de Weinstein on peut voir LΨ comme une 1-forme ferme´e αΨ proche de la section nulle
de T∗M. Il est alors facile de voir que αΨ est exacte ssi LΨ est monotone.
Fixons un couple (f, g) Morse-Smale pour L ainsi qu’une structure presque complexe
J : TM→ TM compatible avecω.
Dans le cas monotone on choisit l’anneau ΛL = Z2[t−1, t] ou encore Z2[t]. On de´finit
ensuite une graduation sur Λ en posant |t| = −NL.
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4.1 L’ope´rateur de bord.
Notons Crit(f) = {x ∈ L|dfx = 0}. Le module du complexe des perles est de´fini par :
C∗(f, g, J) = C∗(f, g)⊗Z2 ΛL,
ou` C∗(f, g) est le module du complexe de Morse associe´ au couple Morse-Smale (f, g). L’
ope´rateur de bord est de la forme




ou` les coefficients nxy(A) comptentmodulo 2 le nombre d’e´le´ments d’un espace demodule
note´M(x, y,A; f, g, J) dont les e´le´ments sont des chaıˆnes de disques pseudo-holomorphes
ve´rifiant certaines proprie´te´s d’incidence de´finies graˆce au flot du gradient de f. Pour une
de´finitions pre´cises des espacesM(x, y; f, g, J) voir le chapitre 4. Cet ope´rateur ve´rifie :
Lemme 4.1.1 (Biran-Corne´a [BC07]2). Soit L →֒ (M,ω) une sous-varie´te´ lagrangienne. Alors
l’ope´rateur δ de´fini par (4.4) ve´rifie.
δ ◦ δ = 0 (4.5)
On peut donc de´finir l’homologie quantique relative ou encore homologie des perles
QH(L,Λ) comme e´tant l’homologie du complexe des perles (C∗(f, g, J), δ)). On peut alors
prouver que :
The´ore`me 4.1.1 (Biran-Cornea [BC07]). L’homologie quantique relative ne de´pend pas des choix
auxiliaires, de couple Morse-Smale et de structure presque complexe compatible.
4.2 Le produit quantique.
Comme dans le cas absolu, on peut de´finir une structure de produit sur QH(L,Λ)
appele´ produit quantique.
∗L : Ck(f, g, J)⊗ Cl(f




Avec x ∈ Critk(f), y ∈ Critl(f
′), z ∈ Crit(f ′′) et A ∈ HD2 (M,L) tel que |x| + |y| − |z| +
µ(A) − n = 0. Les coefficients nx,yz (A) comptent (modulo 2) des e´le´ments d’espace de
2Voir aussi [BC09]
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modules M(x, y, z,A; f, f ′, f", g, J)3. Ce produit peut eˆtre vu comme une de´formation du
produit d’intersection classique et ve´rifie les proprie´te´s suivantes :
The´ore`me 4.2.1 (Biran-Cornea [BC07]). Le produit ∗L de´fini par (4.6) ve´rifie les proprie´te´s
suivantes :
Re`gle de Leibniz : Pour tout a, b ∈ C∗(f, g, J),
δ(a ∗L b) = δa ∗L b+ a ∗L δb.
Invariance : Le produit ∗L ne de´pend pas des choix fait lors de sa construction (couples Morse-
Smale, s.p.c.c.).
Associativite´ le produit ∗L induit donc un produit en homologie aussi note´
∗L : QH∗(L,Λ)⊗QH∗(L,Λ)→ QH∗(L,Λ),
qui est associatif.
Unite´ il existe un e´le´ment ℓ ∈ QH(L,Λ) tel que pour tout a ∈ QH(L,Λ) : a ∗L ℓ = ℓ ∗L a = a.
Discussion sur la me´thode :
Nous avons mentionne´ que les ope´rations alge´briques sont obtenues en comptant
des e´le´ments d’espace de modules construits a` partir de courbes pseudo-holomorphes.
Les preuves des re´sultats e´nonce´s plus haut, ope´rateur de bord, invariance, produits,
sont toutes base´es sur trois re´sultats fondamentaux de la the´orie des courbes pseudo-
holomorphes a` savoir :
1. la transversalite´ : pour s’assurer que les espaces de modules servant a` de´finir la
the´orie sont soit vides soit des varie´te´s diffe´rentiables de dimensions donne´es ;
2. la compacite´ : pour s’assurer qu’en dimension 0 le compte est bien de´fini ;
3. le recollement : qui allie´ a` la compacite´ permet de montrer certaines proprie´te´s que
ve´rifient les ope´rateurs de´finis plus haut et d’autres qu’on a pas mentionne´ mais qui
apparaissent dans la preuve de l’invariance deQH(L,Λ) ou de l’associativite´ de ∗L.
Pour toutes ces preuves, la condition de monotonie est cruciale. Elle permet d’e´viter les
disques pseudo-holomorphes d’indice de Maslov infe´rieur a` 2. La raison est que de tels
3voir section 2 du chapitre 5 pour la de´finition.
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disques sont responsables du bouillonnement de disques de co-dimension 1 qui doit eˆtre
absolument e´vite´. Il est donc impe´ratif, lorsqu’on de´sire de´finir l’homologie quantique
d’une lagrangienne, de s’assurer que de tels disques n’apparaissent pas. La monotonie est
un moyen e´conomique d’y arriver. Mais ce n’est certainement pas ne´cessaire.
Le reste de cette the`se est consacre´ a` la ge´ne´ralisation de la construction pre´ce´dente
pour certaines varie´te´s non-monotones. Cette ge´ne´ralisation ne se fera pas sans compro-
mis. Elle se fera au prix de l’invariance par rapport a` la structure presque complexe no-
tamment. Cependant pour les applications qu’on a en teˆte, la the´orie sera suffisamment
invariante et ce prix ne sera donc pas si e´leve´.







Apre`s cette bre`ve description du complexe des perles dans le cas monotone, on
re´pe`te ici la construction de manie`re plus de´taille´e dans un cas un peu plus ge´ne´ral. On
conside`re des sous-varie´te´s lagrangiennes qui sontC1-proches d’une lagrangienne mono-
tone donne´e.
Le The´ore`me du voisinage de Weinstein munit l’espace des plongements lagrangiens
d’une structure de varie´te´ de Banach ou de Fre´chet suivant la re´gularite´ demande´e. On
s’inte´resse alors aux sous-varie´te´s lagrangiennes qui sont proches au sens de la topologie
Ck d’une lagrangienne monotone donne´e1. Pour eˆtre tout a` fait explicite les sous-varie´te´s
lagrangiennes Ck-proches de L, sont les graphes de 1-formes ferme´es Ck-proches de la
section nulle dans le voisinage de Weinstein de L. En particulier on de´duit facilement que
l’espace des plongements lagrangiens muni de la topologieCk est localement connexe par
arc.
Voyons maintenant comment la construction esquisse´e a` la section pre´ce´dente peut
eˆtre adapte´e au cas des sous-varie´te´s lagrangiennes Ck-proches d’une lagrangienne mo-
notone donne´e. Les principales e´tapesmenant a` la de´finition du complexe des perles sont :
la transversalite´, la compacite´ et le recollement. Le dernier n’ayant rien a` voir avec la mo-
notonie, seule la transversalite´ et la compacite´ doivent eˆtre investigue´es. La compacite´
n’est pas vraiment proble´matique et sera re´gle´e aise´ment en temps utile.
De´finition 5.1. Une sous-varie´te´ L est dite presque monotone si elle est C1-proche2 de L0, ou`
1Ici k peut eˆtre fini ou infini, ce qui correspond respectivement aux mots Banach et Fre´chet ci-dessus.




L0 une sous-varie´te´ lagrangienne monotone.
De´finissons d’abord de manie`re pre´cise les espacesM(x, y,A; f, g, J) e´voque´s au cha-
pitre 3.
Si x, y ∈ Crit(f) et A = (A1, . . . , Ak) avec A1, . . . , Ak ∈ H
D
2 (M,L), on de´finit l’applica-
tion d’e´valuation :
M(A1, L, J) × R+ ×M(A2 , L, J) × · · · × R+ ×M(Ak, L, J)
evA

L × (L × L)k−2 × L
ou`
evA(u0 , t1 , u1 , . . . , tk−1, uk−1) = (u0(−1), . . . , φtquq(1), uq+1(−1), . . . , uk−1(1))
ou` φt est le flot du gradient de f. Notons ∆ la diagonale dans L× L. On pose alors :
P(x, y,A, f, g, J) = ev−A1(W
u(x)× (∆)k−1×Ws(y)). (5.1)
et

















FIG. 5.1 – Ele´ment de P(x, y,A; f, g, J.
De´finition 5.2. Soit L →֒ (M,ω) une varie´te´ lagrangienne.
1. rappelons qu’une courbe J-holomorphe u : (D,∂D) → (M,L) est dite simple s’il existe un
ouvert dense S ⊂ D tel que pour tout z ∈ S, u−1(u(z)) = z et duz 6= 0.
2. Soit (uk)k=1,...,ν un t-uple de courbes J-holomorphes. On dit que (uk)k=1,...,ν sont absolu-






On noteP∗(x, y,A, f, g, J) le sous-ensemble de P(x, y,A; f, g, J) constitue´ de t-uples de
disques J-holomorphes simples et absolument distincts.
Dans la suite on devra aussi conside´rer des sous-espaces de P(x, y,C; f, g, J) dont les
chaıˆnes de disques ont une et une seule trajectoire du gradient, de´finissant une relation
d’incidence, de longueur nulle(cfr. figure (5.2). Plus pre´cise´ment si A = (A1, . . . , Ak) et
B = (B1, . . . , Bl) avec C = (A,B) sont des tuples de classes d’homotopie relatives, on
conside`re l’application d’e´valuation :
M(A1 , J) × R+ × · · · ×M(Ak , J) ×M(B1, J) · · · × R+ ×M(Bl , J)
evA,B

L × (L × L)k−1 × L × L × (L × L)l−1 × L
avec
evA,B((u1 , t1) . . . uk ; (v1 , τ1), · · · vl) = (u1(−1), φt1(u1(1)), . . . (5.2)
. . . , φti(ui(1)), ui+1(−1), . . . , uk(1), v1(−1), . . . , φtj(vj(1)), vj(−1), . . . , vl(1)
On pose alors :
P(x, y,A;B, J) = ev−1A,B(W












FIG. 5.2 – Ele´ment de P(x, y,A;B; f, g, J).
Remarque 5.3. Par souci de clarte´, voici un petit interme`de concernant les notations utilise´es.
Une lettre majuscule de´signe une classe dans HD2 (M,L) ou dans π2(M,L). Quand celle-ci est en
gras comme par exemple A, elle repre´sente un t-uple de classes d’homologie (ou d’homotopie) rela-





lettres minuscules repre´sentent les composantes d’une classe de HD2 (M,L) dans une base donne´e
3
Ensuite, dans bien des cas, afin d’alle´ger les notations, on e´crira P(x, y,A; J) au lieu de




Le groupe de reparame´trisation de (D, j) est le groupe PSL(2,R) qui peut eˆtre vu
comme le quotient de SL(2,R) par l’action de Z2. Le disque unite´ ouvert D˚ est conforme
au demi plan supe´rieurH ⊂ C (le bord du disque est identifie´ avec la droite re´elle). Expli-
citement PSL(2,R) est le sous-ensemble des transformations de Mo¨bius dont les e´le´ments
sont de la forme :
σ : H→ H : z→ φ(z) = az+ b
cz+ d
, (5.4)
avec a, b, c, d ∈ R ad − bc = 1. Ce groupe e´tant un quotient de SL(2,R) par l’action d’un
groupe discret, sa dimension est e´gale a` 3.
L’espaceM(A,L, J) he´rite d’une action PSL(2,R) induite par les reparame´trisations du
domaine. Cette action est triviale siA = 0 (application constante). Cependant elle est libre
si A 6= 0, par conse´quent l’espace quotientM(A,L, J)/PSL(2,R) he´rite d’une structure de
varie´te´ diffe´rentiable de dimension µ(A) + n − 3.
Fixons les points −1 et 1 sur le bord de D. Ceci revient a` fixer 0 et +∞ dans le demi-
plan supe´rieur. Un calcul direct montre que le sous-groupeG de PSL(2,R) fixant 0 et +∞
est forme´ des transformations de Mo¨bius pour lesquelles b = 0, c = 0 et d = 1/a avec
a ∈ R. Le groupe G agit donc par homothe´tie de centre 0 et de rapport a2.
Enfin, le groupe Gk agit sur l’espace P(x, y,A; f, g, J). Comme pre´ce´demment cette
action est libre de`s que A est non nul et est triviale autrement. On de´finit alors
M(x, y,A; f, g, J) qui est le quotient de P(x, y,A; f, g, J) par cette action. On note
M∗(x, y,A; f, g, J) ou encore M∗(x, y,A; J) l’espace des courbes simples et absoluments
distinctes.
Bien suˆr on peut faire de meˆme avec les espaces P(x, y,A;B, J) et on note alors
M(x, y,A;B, J) le quotient de P(x, y,A;B, J) par son groupe de reparame´trisation et
M∗(x, y,A;B, J), le sous-ensemble constitue´ des e´le´ments simples et absolument distincts.
Un re´sultat standard4 montre qu’il existe un ensemble ge´ne´rique5 de structures
presque complexes Jreg ⊂ J (M,ω) pour lequel pour tout J ∈ Jreg et pour tout A non
nul, P∗(x, y,A, J)6, est soit vide, soit une varie´te´ de dimension :
dimP∗(x, y,A; J) = |x|− |y| + µ(A) + k− 1
4cfr [MS04].
5ge´ne´rique signifie une intersection d’ouverts denses.
6Apartir demaintenant nous allons omettre de spe´cifier le choix de coupleMorse-Smale (f, g) sauf lorsque
nous aurons besoin de faire une distinction entre plusieurs de ces couples.
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, ou` |·| est l’indice de Morse. Par conse´quentM∗(x, y,A; J) he´rite lui aussi d’une structure
de varie´te´ diffe´rentiable de dimension :
|x|− |y| + µ(A) − 1.
De meˆme on peut montrer qu’il existe un ensemble ge´ne´rique Jreg ⊂ J (M,ω) tel que
M∗(x, y,A;B, J) est soit vide, soit une varie´te´ lisse de dimension :
|x|− |y| + µ(A + B) − 2.
On a aussi les the´ore`mes suivants :
The´ore`me 5.0.2. (Paul Biran, Octav Cornea [BC07])
Soit L →֒ (M,ω) une sous-varie´te´ lagrangienne monotone. Alors il existe un ensemble
ge´ne´rique de structures presque complexes Jreg ⊂ J (M,ω) tel que si dimM
∗(x, y,A; J) ≤ 1
alorsM∗(x, y,A; J) = M(x, y,A; J).
Corollaire 5.0.2.1. Une conse´quence imme´diate est que le re´sultat pre´ce´dent s’applique aussi aux
espaces M∗(x, y,A; J). Si dimM∗(x, y,A; J) = |x| − |y| + µ(A) − 1 = 0, M(x, y,A; J) est
compact et consiste en un ensemble fini de points.
Proposition 5.0.1. (Paul Biran, Octav Cornea [BC07])
Soit L →֒ (M,ω) une sous-varie´te´ lagrangienne monotone. Alors il existe un ensemble
ge´ne´rique de structures presque complexes Jreg ⊂ J (M,ω) tel que si A et B ne sont pas tri-
viales, et si dimM∗(x, y,A;B; J) ≤ 0 alorsM∗(x, y,A;B; J) = M(x, y,A;B; J).
En particulier si |x|−|y|+µ(A+B)−1 ≤ 0,M(x, y,A;B; J) = ∅ et si |x|−|y|+µ(A+B)−1 =
1 alorsM(x, y,A;B; J) est un ensemble fini de points.
5.1 Pre´liminaires techniques.
Cette section est purement technique et vise a` de´velopper les re´sultats de transver-
salite´ ne´cessaires a` la de´finition des ope´rations alge´briques (ope´rateur de bord, produit
quantique, etc...). Nous de´sirons ge´ne´raliser le the´ore`me (5.0.2) aux varie´te´s presque mo-
notones. Dans un premier temps nous allons e´nume´rer certains re´sultats pre´liminaires
qui nous permettront de prouver un analogue de ce the´ore`me. Nous avons de´cide´ de les
se´parer en deux groupes. Le premier est constitue´ de re´sultats assez ge´ne´raux qui appa-
raissent dans la preuve du the´ore`me (5.0.2) et qui sont tire´s de [BC07]7. Le second est
7Voir aussi [BC09].
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quant a` lui spe´cifique a` la situation e´tudie´e et permettra une adaptation des arguments de
la dite preuve.
A la fin du chapitre 2 nous avons e´voque´ le proble`me de la simplicite´ ou non simplicite´
des disques pseudo-holomorphes. La sous-section suivante pre´sente des raffinements du
Lemme d’extraction de Lazzarini. Les preuves de ces re´sultats peuvent eˆtre trouve´es dans
[BC07].
Lemmes d’extraction :
Lemme 5.1.1. Soit L →֒ (M,ω) une sous-varie´te´ lagrangienne de dimension dim L ≥ 3. Alors
il existe un ensemble de seconde cate´gorie Jreg ⊂ J (M,ω) tel que pour tout J ∈ Jreg l’assertion
suivante est vraie : si u, v : (D,∂D) → (M,L) sont des disques J-holomorphes simples tels que
♯u(D) ∩ v(D) =∞, alors
- u(D) ⊂ v(D) et u(∂D) ⊂ v(∂D), ou
- v(D) ⊂ u(D) et v(∂D) ⊂ u(∂D)
De plus sous les meˆmes hypothe`ses :
Lemme 5.1.2. Il existe un ensemble de seconde cate´gorie de Baire Jreg ⊂ J (M,ω) tel que
pour tout J ∈ Jreg on a la proprie´te´ suivante : si u : (D,∂D) → (M,L) est un disque J-
holomorphe non-constant ve´rifiant u(−1) 6= u(+1) alors il existe un disque J-holomorphe simple
v : (D,∂D)→ (M,L) ayant les proprie´te´s suivantes :
1. u(D) = v(D), u(∂D) = v(∂D),
2. v(±1) = u(±1)
3. ω([v]) ≤ ω([u]) ; cette ine´galite´ e´tant stricte ssi u n’est pas simple.
et
Lemme 5.1.3. Il existe un ensemble ge´ne´rique Jreg ⊂ J (M,ω) tel que pour tout J ∈ Jreg : si
u : (D,∂D) → (M,L) est un disque J-holomorphe ve´rifiant u(ei2kπ3 ) 6= u(ei2lπ3 ) pour k 6= l,
avec k, l ∈ {1, 2, 3}, alors il existe un disque J-holomorphe simple v : (D,∂D)→ (M,L) ayant les
proprie´te´s suivantes :
1. u(D) = v(D), u(∂D) = v(∂D),
2. v(ei
2lπ
3 ) = u(ei
2lπ
3 ) pour tout l ∈ {1, 2, 3}.
3. ω([v]) ≤ ω([u]) ; cette ine´galite´ e´tant stricte ssi u n’est pas simple.
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Remarque 5.4. Nous de´sirons attirer l’attention du lecteur sur le point suivant : si L est mo-
notone, et si u ve´rifie les hypothe`ses du lemme pre´ce´dant, alors le disque simple v obtenu dans
les lemmes pre´ce´dents ve´rifie µ([v]) ≤ µ([u]), avec e´galite´ ssi u = v. Cette proprie´te´ est pri-
mordiale dans la preuve du the´ore`me (5.0.2). Cependant sans la monotonie le re´sultat n’est plus
ne´cessairement vrai. Nous allons donc essayer de s’assurer de cette proprie´te´ dans le cas presque
monotone.
Lemmes pre´paratoires.
Lemme 5.1.4. Soit L0 une sous-varie´te´ lagrangienne monotone. Pour toute constante K > 0
et pour toute s.p.c.c. J0 ∈ J (M,ω) il existe un voisinage
8 N (J0;K) de J0 et un voisinage
N (L0; J0, K) de L0 tels que : pour tout J ∈ N (J0, K), pour tout L ∈ N (L0; J0, K) et pour tout
disque J-holomorphe, u : (D,∂D)→ (M,L) on a :
ω([u]) < K⇒ µ([u]) ≥ 2
De´monstration. Supposons qu’il existe un K et J0 tels que : pour tout voisinage N (L0)
de L0 et pour tout voisinage N (J0) de J0 il existe L ∈ N (L0), J ∈ N (J0) et un disque
J-holomorphe u : (D,∂D) → (M,L) d’e´nergie ω([u]) < K ayant un indice de Maslov
µ([u]) < 2. Parmi ces lagrangiennes et ces structures presque complexes compatibles,
choisissons une suite de lagrangiennes {Li}i∈N∗ convergeant au sens C
1 vers L0 ainsi
qu’une suite de s.p.c.c. {Ji}i∈N∗ convergeant au sens C
1 vers J0. Etant donne´ qu’on peut
choisir les voisinagesC1 de L0 et J0 arbitrairement, de telles suites existent. Donc pour tout
i ∈ N∗, il existe un disque Ji-holomorphe ui : (D,∂D) → (M,Li) ve´rifiant : ω([ui]) < K
et µ([ui]) < 2. D’apre`s le the´ore`me de compacite´ (3.8.1) il existe une sous-suite de ui
convergeant au sens de Gromov vers une application stable J0-holomorphe u. Cependant
HD2 (M,Li)
∼= HD2 (M,L) est un groupe discret, par conse´quent il existe un entier N tel que
pour tout i > N, [ui] = A avec A ∈ H
D
2 (M,L) ve´rifiant 0 < ω(A) < K et µ(A) < 2 ; ce qui
constitue une violation de la condition de monotonie.
Graˆce a` ce lemme, nous pouvons re´gler le proble`mementionne´ dans la remarque (5.4) :
Lemme 5.1.5. Soit L0 →֒ (M,ω) une sous-varie´te´ lagrangienne monotone. Pour tout K > 0,
pour tout J0 ∈ J (M,ω), notons N (L0; J0, K) et N (J0;K) des voisinages ve´rifiant la the`se
du lemme pre´ce´dent. Pour tout L ∈ N (L0; J0, K) il existe un ensemble ge´ne´rique
9 Jreg(L) ⊂
8rappelons que les voisinages sont des voisinages au sens de la topologie C1 .
9Ge´ne´rique signifie de seconde cate´gorie de Baire.
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N (J0, K), de´pendant de L, tel que pour tout J ∈ Jreg(L), si v : (D,∂D) → (M,L) est le
disque simple extrait d’un disque J-holomorphe u : (D,∂D) → (M,L) via le lemme (5.1.2) et
siω([u]) < K alors µ([v]) ≤ µ([u]) avec e´galite´ ssi u = v .
De´monstration. Il suffit de remarquer que le disque v est obtenu a` partir du lemme de
de´composition10. Le lemme (5.1.4) nous permet alors de conclure.
Transversalite´ revisite´e.
On prouve ici une variante du the´ore`me (5.0.2) dans le cas ou` la condition de mono-
tonie a e´te´ relaxe´e. Rappelons que si L est une sous-varie´te´ lagrangienne quelconque, des
arguments standards11 montrent que les espaces de modules de perles M∗(x, y,A; L, J)
sont soit vides soit des varie´te´s lisses de dimension :
|x|− |y| + µ(A) − 1.
The´ore`me 5.1.1. Soient L0 →֒ (M,ω) une sous-varie´te´ lagrangienne monotone, et J0 ∈
J (M,ω) une structure presque complexe compatible. Pour toute constante K > 0, il existe un voi-
sinageN (L0; J0, K) de L0 ainsi qu’un voisinage N (J0;K) de J0 tel que pour tout L ∈ N (L0; J0, K),
il existe un ensemble ge´ne´rique Jreg ⊂ N (J0;K) tel que pour tout A = (A1, . . . , Ak) avec
Ai ∈ H
D
2 (M,L) et pour tout x, y ∈ Crit(f), ve´rifiant 0 < ω(A) < K , et |x|− |y|+µ(A) − 1 ≤ 1
on a :
M∗(x, y,A, L, J) = M(x, y,A, L, J). (5.5)
ou` l’espaceM∗(x, y,A; L, J) est soit vide, soit une varie´te´ de dimension |x| − |y| + µ(A) − 1. De
plus, si dimM(x, y,A, L, J) = 0,M(x, y,A, L, J) est compacte. En particulier M(x, y,A, L, J)
est un ensemble fini de points.
De´monstration. Rappelons d’abord que l’obstruction qui nous empeˆcherait de prouver le
re´sultat est l’existence de disques pseudo-holomorphes d’indice de Maslov strictement
infe´rieur a` 2. Or nous allons voir que si dim L ≥ 3 nous pouvons nous placer sous les
hypothe`ses du lemme (5.1.4). On peut donc appliquer le lemme (5.1.5). En dimension
plus petite ou e´gale a` deux, il faudra argumenter de manie`re diffe´rente.
10cfr [BC07] pour les de´tails.
11cfr. [MS04] pour les de´tails.
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1. dimL ≥ 3 : Supposons d’abord que dimL ≥ 3. Fixons une constante positive K et
choisissons les voisinagesN (L0; J0, K) etN (J0;K) comme dans le lemme (5.1.4). La preuve
se fait par induction sur µ¯(A) = µ(A)/NL = k.
Soit A un t-uple de classe d’homotopie (ou d’homologie) ve´rifiant µ(A) = NL et
ω(A) < K. Supposons qu’il existe un e´le´ment u ∈M(x, y,A, L, J) avec |x|− |y|+µ(A) ≤ 1.
Le the´ore`me de de´composition (3.7.1) ainsi que le lemme (5.1.4) nous permettent de de´duire
que u est constitue´ d’un seul disque d’indice NL qui est par conse´quent simple et abso-
lument distinct puisque tout les disques non-constants ont des indices de Maslov plus
grands ou e´gals a` 2.
Supposons maintenant que l’e´quation (5.5) est vrai pour tout A avec µ¯(A) ≤ m. Soit
A tel que µ¯([A]) = m + 1. Si u ∈ M(x, y,A, L, J) avec |x| − |y| + µ(A) ≤ 1, raisonnons par
l’absurde et supposons que u = (u1, . . . , uk) n’est pas dansM
∗(x, y,A, L, J). Remarquons
avant toute chose qu’aucun disque de u ne ve´rifie ui(−1) = ui(1). En effet si un tel disque
existait, on obtiendrait, apre`s omission de celui-ci, une chaıˆne de disques J-holomorphes
u ′ appartenant a` l’espace de moduleM(x, y,A ′, L, J) avec µ(A ′) ≤ µ(A) − 2 et ω(A ′) <
ω(A). Le dit espace aurait alors une dimension ne´gative ce qui par hypothe`se d’induction
sur la transversalite´ impliquerait qu’il est vide, d’ou` la contradiction.
Ce petit laı¨us nous permet de nous placer sous les hypothe`ses du lemme (5.1.2).
simplicite´ des disques : Supposons une fois encore par l’absurde12qu’il existe une com-
posante non-simple ui de u ∈ M(x, y,A, L, J). Le lemme (5.1.5), nous permet d’extraire
de ui un disque J-holomorphe v ayant les proprie´te´s e´nume´re´es dans l’e´nonce´ du lemme
(5.1.2), en particulier v(±1) = ui(±1), ω([v]) < ω([ui]) et µ([v]) < µ([ui]). On remplace
alors ui par v obtenant ainsi un e´le´ment u
′ ∈ M(x, y,A ′, L, J). L’e´nergie de A ′ est stric-
tement infe´rieure a` l’e´nergie de A, ce qui nous place encore sous les hypothe`ses de l’in-
duction ; l’indice de Maslov baisse alors d’au moins 2 lors de la proce´dure d’extraction.
Nous pouvons alors de´duire que dimM(x, y,A ′, L, J) < 0. Une fois encore l’hypothe`se
d’induction fournit la contradiction.13
12A n’en pas douter, l’usage re´pe´te´ de preuves par l’absurde n’enchanterait gue`re le regrette´ Luitzen Eg-
bertus Jan Brouwer.
13Pour aider le lecteur remarquons qu’on vient d’utiliser deux fois et de manie`re essentielle le fait que
NL ≥ 2 ainsi que les lemmes (5.1.4) et (5.1.5).
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absolument distincts : Supposons maintenant l’existence d’une chaıˆne de disques u =
(u1, . . . , uk) simples mais pas absolument distincts. Il existe alors un entier l ∈ {1, . . . , k}
tel que ul(D) ⊂
⋃
j6=i0
uj(D). Par conse´quent il existe un autre entier l
′ ∈ {1, . . . , k} tel que
♯ul(D) ∩ ul′(D) est infini. Le lemme (5.1.1) nous apprend que soit :
• ul(D) ⊂ ul′(D) et ul(∂D) ⊂ ul′(∂D), soit
• ul′(D) ⊂ ul(D) et ul′(∂D) ⊂ ul(∂D).
Sans perte de ge´ne´ralite´, on peut supposer que ul(D) ⊂ ul′(D) et ul(∂D) ⊂ ul′(∂D).
l < l ′ : Si l < l ′ on peut a` nouveau extraire une chaıˆne de disques J-holomorphes u ′
joignant x a` y et ve´rifiant µ([u ′]) ≤ µ([u]) − 2. En effet, en omettant les disques uj de u
avec j = {l, . . . , l ′ − 1}, on obtient la chaıˆne de disques de´sire´e. Par ailleurs, il existe un
point p ∈ ∂D tel que ul′(p) = ul(−1). Si p 6= 1 on peut trouver un e´le´ment σ of PSL(2,R)
tel que σ(1) = 1 and σ(p) = −1. Ce faisant, on obtient une nouvelle chaıˆne de disques par
omission des disques J-holomorphes {ui}i∈{l,...,l′−1}. La contradiction s’obtient de manie`re
en tout point identique a` celle obtenue ci dessus pour la simplicite´ des disques. Si p = 1
on peut meˆme omettre u ′l et raisonner comme pre´ce´demment.
l ′ < l : L’argument est en tout point similaire au point pre´ce´dent. On laisse au lecteur le
soin de le ve´rifier.
2. dimL ≤ 2 : Puisque dim L ≤ 2, µ(A) ≤ 4. Si µ(A) ≤ 3 il n’y a qu’un seul disque qui
est simple car d’indice de Maslov minimal. Supposons donc que µ(A) = 4. Les deux seuls
types de configurations possibles sont :
(a) A = A ∈ π2(M,L) avec µ(A) = 4,
(b) A = (A,B) avec µ(A) = µ(B) = 2.
Comme dans le cas dim L ≥ 3 on peut supposer, comme pre´ce´demment, que si u ∈
M(x, y,A, L, J), u(1) 6= u(−1).
Cas (a) : Soit u ∈ M(x, y,A, L, J) avec µ(A) = 4. Remarquons que puisque µ(A) = 4
et |x| − |y| + µ(A) − 1 ≤ 1, |y| = 2 et |x| = 0. Supposons d’abord que le graphe de
non-injectivite´ G(u) est connexe. Le the´ore`me de factorisation de Lazzarini nous permet
de factoriser u via un reveˆtement holomorphe de degre´ 2 et d’obtenir ainsi un disque
simple v. Puisque u(−1) 6= u(1), il existe q, q ′ ∈ ∂D tel que v(q) = u(−1) et v(q ′) =
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u(+1). On peut alors reparame´triser v de tel sorte que v ∈ M(x, y, B, J, L) avec µ(B) = 2.
Mais puisque 2 est l’indice de Maslov minimal, M(x, y, B, J, L) contient uniquement des
courbes simples. Il est donc vide puisque µ(B) − 4 = −2
Supposons ensuite que D − G(u) n’est pas connexe. Puisque µ(A) = 4, le nombre
de composantes connexes est 2. Notons Di, avec i = 1, 2, les composantes connexes de
D− G(u). La formule de de´composition fournit [u] = [v1] + [v2] avec µ([v1] = µ([v2]) = 2.
On distingue alors les sous-cas suivants :
• −1,+1 ∈ D1 :Notons A1 = [v1] et A2 = [v2]. Puisque −1, 1 ∈ D1, on peut supposer que
v1 ∈ M(x, y,A1, L, J). Etant donne´ que µ(A1) = 2 est d’indice de Maslov minimal,
M(x, y,A1, L, J) est constitue´ de courbes simples. La formule de dimension de cet








FIG. 5.3 – Cas −1,+1 ∈ D1 a` droite et −1 ∈ D1 et +1 ∈ D2 a` gauche.
• −1 ∈ D1 et +1 ∈ D2 : Supposons d’abord que v1 et v2 ne soit pas absolument distincts.
On peut alors supposer que v1(D) ⊂ v2(D) et v1(∂D) ⊂ v2(∂D). Par conse´quent il
existe p ∈ ∂D tel que v2(p) = v1(−1). En reparame´trant v2 on obtient un e´le´ment de
M∗(x, y,A2; J) de dimension |x| − |y| + µ(A2) − 1 ≤ |x| − |y| + µ(A) − 2 < 0. Par
conse´quent on obtient une contradiction. On peut donc supposer que v1 et v2 sont
absolument distincts.
Il existe des arcs γ1 ∈ ∂D et γ2 ∈ ∂D tels que u1(γ1) = u2(γ2). Ces arcs corres-
pondent a` l’arc se´parant le disque initial [u] en deux.
De cette manie`re on obtient une famille a` un parame`tre d’e´le´ments de
M(x, y,A1;A2, J). Or M(x, y,A1;A2, J) est constitue´ de courbes simples, puisque
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µ(A1) = µ(A2) = 2 = NL, et absolument distinctes par hypothe`se. Sa dimension est
comme on l’a vu
|x|− |y| + µ(A1+A2) − 2 = 0.
Ce qui constitue une contradiction.
cas (b) : Encore une fois il existe donc deux classes A = [u], B = [v] telles que
µ(A) = µ(B) = 2. Supposons d’abord que v et w ne soit pas absolument distincts. Sans
perte de ge´ne´ralite´ on peut donc supposer que u(D) ⊂ v(D). Supposons d’abord que
u(−1) ∈ v(∂D). Il s’ensuit alors que u ∈ M(x, y,A, L, J) qui est soit une varie´te´, soit vide.
Sa dimension e´tant ne´gative elle est vide.
On peut donc supposer que u(−1) ∈ v(intD). Pour toutA ∈ π2(M,L) tel que µ(A) = 2.
On conside`re l’application d’e´valuation suivante :
evA : (M(A, J)× intD)/Stab1 −→M× L.
Il existe un ensemble ge´ne´rique de structures persque complexes Jreg ⊂ N (J0;K) tel que
pour tout x, y ∈ Crit(f) l’espace ev−1A (W
u(x) ∩Ws(y)) est une varie´te´ de dimension |x| −
|y|+2−n. Puisque u(−1) ∈ v(intD, il existe z ∈ intD tel que u(−1) = v(z). Par conse´quent
v ∈ ev−1A2 (W
u(x) ∩Ws(y)). Mais :
|x| − |y| + 2− n ≤ 2− µ(A) ≤ −2,
d’ou` l’on tire la contradiction.
Chapitre 6
Le complexe des perles.
Le chapitre pre´ce´dent nous a permis de pre´parer le terrain en vue de la construc-
tion du complexe des perles pour des lagrangiennes presque monotones. Nous pouvons
maintenant re´pe´ter avec plus de de´tails la construction esquisse´e au chapitre 3 dans le cas
monotone.
L’anneau de coefficients.
Les anneaux de coefficients que nous allons conside´rer sont un peu plus ge´ne´raux que
celui introduit dans le cas monotone. On note ΛL = Z2[π2(M,L)]. Ici L est une lagran-
gienne quelconque. Un e´le´ment de ΛL est de la forme
∑
AnAe
A(la somme est finie). On





ω(A)tµ¯(A)|∀c ∈ R, ♯{nA 6= 0|ω(A) < c} < +∞}.
Bien suˆr on introduit un degre´ pour les e´le´ments de ΛL et Λω de´fini de la manie`re sui-
vante : si A ∈ π2(M,L) ve´rifie µ(A) = kNl, deg(e
A) = kdeg(t) = −kNL.
Comme on l’a de´ja` fait remarquer, e´tant donne´ que les cibles des morphismes Eω et µ
sont abe´liennes, on peut remplacer π2(M,L) par H
D
2 (M,L) dans la de´finition de ΛL, resp.
Λω.
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6.1 L’ope´rateur de bord.
Au vu du the´ore`me (5.1.1) on peut maintenant de´finir :
δ : Ck(f, g, J) −→ Ck−1(f, g, J)







♯2M(x, y,A, J) si |x| − |y|+ µ(A) = 10 autrement
A = (A1, . . . , Ak) ∈ π2(M,L)
k. Nous allons maintenant prouver que sous certaines hy-
pothe`ses, cet ope´rateur ve´rifie δ ◦ δ = 0 et par conse´quent le complexe des perles de´finit
une homologie. Mais avant, nous avons besoin d’explicter la relation qui lie l’aire sym-
plectique des disques a` leur indice de Maslov.
Remarque 6.1. Remarquons que le the´ore`me de compacite´ de Gromov (3.8.1) nous assure que la
somme apparaissant dans (6.1) est finie.
L’identite´ δ ◦ δ = 0 :
Fixons un plongement lagrangien monotone α0 : L →֒ M ayant comme constante de
monotonie η. On note par L0 l’image de α0. Soit α : L →֒M une sous-varie´te´ lagrangienne
presque monotone, c’est-a`-dire C1-proche de L0. Puisqu’on se trouve dans un voisinage de
Weinstein on peut conside´rer que α0 est la section nulle OT∗L de T
∗L et que α est une
1-forme ferme´e C1-proche de la section nulle.
Rappelons que π2(M,L0) est isomorphe a` π2(M,Lα). En effet, l’espace des plonge-
ments lagrangiens e´tant localement connexe par arc on peut construire un isomorphisme
explicite de la manie`re suivante :
Joignons α0 et α par une isotopie lagrangienne αs : L →֒ M, s ∈ [0, 1] ou` les αs sont
des 1-formes ferme´es C1-proches de α0
1. Cette dernie`re induit une isotopie ψs a` support
compact telle queψs(α0(q)) = αs(q), pour tout q ∈ L. NotonsDs le disque de rayon 1+s.
Si (ρ, θ) = z sont les coordonne´es polaires du plan, notons γ(θ) := u(1, θ) et conside´rons ;
uαs (z) :=

u(z) pour ρ ≤ 1γρ(θ) := ψρ−1(γ(θ)) pour 1 ≤ ρ ≤ 1+ s (6.2)
1Etant donne´ qu’on travaille dans le voisinage de Weinstein, α0 repre´sente la section nulle de T
∗L.
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L’appication Φs : π2(M,L0) → π2(M,Lαs ) : [u] → [uαs ] est un isomorphisme pour
tout s. En effet, on ve´rifie aise´ment que ψs re´le`ve n’importe quelle homotopie de disques
a` bord dans L0 en une homotopie de disques a` bord dans Lαs .































α = −α ◦ ∂(Aα)
En conclusion, on obtient
Eω,Lα (Aα) = ηµ(Aα) − α(∂Aα), (6.4)
pour toute 1-forme ferme´e α C1-proche de α0.
Remarque 6.2. Dans la suite on notera par ω = Eω,Lα . Il n’y aura pas de confusion possible car
on ne conside´rera qu’une lagrangienne presque monotone a` la fois et Eω,L0 = ηµ. On notera donc
toujours ηµ au lieu de Eω,L0 .
Proposition 6.1.1. Soit L0 une sous-varie´te´ lagrangienne monotone. Pour tout K > 0, pour tout
ǫ > 0 et pour tout J0 ∈ J (M,ω), il existe un voisinage N (L0;K, ǫ) de L0 ainsi qu’un voisinage
N (J0;K, ǫ) de J0, tels que pour tout L ∈ N (L0;K, ǫ), si Jreg(L) ⊂ N (J0;K; ǫ) est l’ensemble
ge´ne´rique pour lequel l’ope´rateur de Cauchy-Riemann line´arise´ est surjectif en toute courbe simple,
alors pour tout J ∈ Jreg(L) et pour tout A ∈ π2(M,L) ve´rifiant :
- 0 < ω(A) < K et,
- M∗(A,L) 6= ∅,
on a :
|ηµ(A) −ω(A)| = |α(∂A)| < ǫ.
De´monstration. Supposons qu’il existe K > 0, ǫ > 0 et J0 ∈ J (M,ω), tel que pour tous
voisinages N (L0) de L0 etN (J0) de J0, il existe L ⊂ N , J ∈ Jreg(L) ⊂ N (J0), A ∈ π2(M,L)
tel que 0 < ω(A) < K, M∗(A,L) 6= ∅ avec |α(∂A)| > ǫ. On trouve alors une suite {αi :
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L → (M,ω}i∈N∗ convergeant vers L0 = α0(L), une suite {Ji}i∈N∗ convergeant vers J0 et
une suite {ui : (D,∂D) → (M,Li) : ∂¯Jiui = 0, 0 < ω([ui]) < K}i∈N∗ avec |αi(∂[ui])| > ǫ
pour tout i ∈ N∗. On peut alors extraire une sous-suite toujours note´e ui convergeant vers
une courbe stable u. Cette dernie`re ve´rifie |α0(∂u)| = 0 car α0 est la section nulle, ce qui
constitue une contradiction.
On peut maintenant montrer :
Proposition 6.1.2. Soit L un sous-varie´te´ lagrangienne. Soit (f, g) un couple Morse-Smale. Il
existe un ensemble de seconde cate´gorie de Baire Jreg ⊂ J (M,ω) tel que : pour tout x, y ∈ Crit(f)
pour tout A ∈ π2(M,L) et pour tout J ∈ Jreg,
1. Si |x|− |y| + µ(A) − 1 = 0 alors,M∗(x, y,A; J) est soit vide soit une union de points.
2. Si |x| − |y| + µ(A) − 1 = 1 alors, M∗(x, y,A; J) est soit vide soit une varie´te´ ouverte de
dimension 1 posse´dant une compactificationM∗(x, y,A; J) ve´rifiant :






M∗(x, z,B; J)×M∗(z, y,C; J) (6.5)
De´monstration. Nous allons e´tudier la compactifiction de l’espace M∗(x, y,A; f, gJ). Soit
{uν}ν∈N ⊂ M(x, y,A; J) une suite de perles. On sait, par le the´ore`me de compacite´ de
Gromov (3.8.1), qu’il existe une sous-suite convergeant vers une courbe brise´e. Enonc¸ons
d’abord la liste des brisures possibles :
(B1) la sous-suite uν converge vers une courbe brise´e constitue´e de deux trajectoires
perle´es u et v la premie`re joignant x a` un point critique z et la deuxie`me joignant
z a` y. En outre, u, v, x, z et y ve´rifient :
|x| − |z|+ µ([u]) − 1 = 0,
|z|− |y| + µ([v]) − 1 = 0,
[u] + [v] = A, ou` A ve´rifie
∑
iAi = A.
On remarquera qu’il peut y avoir plusieurs de ces brisures et que leur nombre
de´pend de la dimension deM∗(x, y,A; J). En particulier si |x| − |y| + µ(A) − 1 = 1,
il ne peut y en avoir qu’une alors qu’il n’y en a aucune si |x| − |y| + µ(A) − 1 = 0.
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(B2) Un disque v bouillonne en un point diffe´rent de ±1. L’occurence d’un tel bouillon-
nement n’est possible que si |x|−|y|+µ(A)−1 > 1. En effet, si |x|−|y|+µ(A)−1 ≤ 1,
un tel disque a ne´cessairement un indice de Maslov strictement supe´rieur a` 2.
Il suffit alors d’omettre le disque en question pour obtenir une trajectoire perle´e
u ∈M(x, y,A ′; f, g, J) avec µ(A ′) < µ(A) − 1. Mais alors :
|x|− |y| + µ(A ′) − 1 ≤ |x| − |y| + µ(A) − 3 ≤ −1.
Ce qui constitue une contradiction.
(B3) Une sphe`re bouillonne en un point inte´rieur du disque. Comme pour le point (B2)
ceci ne se produit jamais pour les espaces de dimensions 0 ou 1 car ce type de
bouillonnement est de codimension au moins 2.
(B4) Un disque bouillonne au point 1 ou −1.
(B5) La situation syme´trique de la pre´ce´dente, deux disques en relation d’incidence se
recollent, c.-a`-d. que la longueur d’une des trajectoires du gradient de´finissant une
relation d’incidence tend vers 0.
Les points (B4) et (B5) peuvent eˆtre interpre´te´s de deux manie`res e´quivalentes. Soit on les
conside`re comme des points inte´rieurs en autorisant les trajectoires du gradient de lon-
gueur nulle dans la de´finition deM(x, y,A; f, g, J). Soit on les conside`re comme des trajec-
toires du bord deM(x, y,A; f, g, J). Dans ce dernier cas on peut cependant les ne´gliger du
de´compte puisque qu’ils apparaissent par paire et fournissent par conse´quent une contri-
bution nulle lors du de´compte modulo 2. C’est pourquoi nous omettons ces phe´nome`nes
de la formule (6.5).
The´ore`me 6.1.1 (δ2 = 0). Soit L0 →֒ (M,ω) une varie´te´ lagrangienne monotone de constante
de monotonie η > 0. Pour tout J0 ∈ J (M,ω) ; pour tout ǫ et pour tout K > η(n + 2) + 2ǫ, il
existe un voisinageW(J0;K, ǫ) ⊂ N (J0;K) de J0 et un voisinage W(L0; J0, K, ǫ) ⊂ N (L0; J0, K)
de L0 tel que
2 :
δ ◦ δ = 0. (6.6)
De´monstration. Il suffit de ve´rifier (6.6) sur les ge´ne´rateurs du complexe :











2IciN (J0 ;K) etN (L0 ; J0 , K) sont les voisinages apparaissant dans le the´ore`me (5.1.1).
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Nous allons interpre´ter les coefficients nxy(A)n
y
z(B) comme le compte (modulo 2) des
e´le´ments du bord de l’espace de modules M¯(x, z,A + B, L; J) de dimension 1. Il faut s’as-
surer que :
• brisure :
lorsqu’un e´le´ment deM(x, z, C, L; J) se brise, les e´le´ments constitutifs de la courbe
brise´e ont une aire infe´rieure a` K,
• recollement : lorsque deux e´le´ments appartenant a` des espaces M(x, y,A, L; J) et
M(y, z, B, L; J) de dimension 0 se recollent, l’aire symplectique de l’e´le´ment ainsi
obtenu est encore d’aire symplectique infe´rieure a` K.
Le premier point est trivial puisque les courbes pseudo-holomorphes non-constantes
sont toujours d’e´nergie positive. Le deuxie`me point l’est moins. Il est facile de voir que
l’indice de Maslov des courbes apparaissant dans la formule δ2 = 0 est borne´ par n + 2.
En effet en e´crivant la formule de dimension pour ces espaces on a : |x| − |y| + µ(A) = 2,
par conse´quent µ(A) = |y|−|x|+2 ≤ n + 2.
Par conse´quent le nombre de disques pseudo-holomorphes apparaissant dans une tra-
jectoire perle´e est borne´e par n+2
NL
. Cette borne ne de´pend aucunement de L ⊂ N (L0; J0, K).
On peut alors conside´rer les voisinages W(L0; J0, K, ǫ) = N (L0; J0, K, ǫ
′) ∩ N (L0; J0, K) et
W(J0;K, ǫ) = N (J0;K, ǫ
′) ∩ N (J0;K) ou` N (L0; J0, K, ǫ
′) et N (J0;K, ǫ
′) sont les voisinages
apparaissant dans la proposition (6.1.1) avec ǫ ′ = ǫNL/(n + 2). Il s’ensuit que pour tout
L ∈ W(L0; J0, K, ǫ), pour tout J ∈ Jreg(L) ⊂ W(J0;K, ǫ) et pour tout u ∈M(x, y,A, J) avec
|x| − |y| + µ(A) − 1 ≤ 1 on a :
|ω(A) − ηµ(A)|< ǫ.
Soit u ∈ M(x, y,A, L; J) et v ∈ M(y, z,B, L; J). Supposons que ces deux courbes se
recollent en un e´le´mentw ∈M(x, z,C, L; J) avec C = A + B. On a :
ω([w]) =ω([u]) +ω([v])
=ηµ([u]) − α(∂[u]) + ηµ([v]) − α(∂[v]) < η(n + 2) + 2ǫ < K.
Les nombres nxy(A)n
y
z(B) comptent donc bien des e´le´ments du bord des espaces de
modules M¯(x, z, C, L; J).
Au vue du re´sultat pre´ce´dent, l’homologie de C∗(L
′, f, g, J, K, ǫ) qu’on note momen-
tane´mentQH∗(L
′; f, g, J, K, ǫ) est bien de´finie.
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Invariance.
L’homologieQH∗(L; f, g, J, K, ǫ) de´pend a priori des choix suivants :
- un couple Morse-Smale (f, g),
- une structure presque complexe J ∈ W
- des constantes K et ǫ.
On va montrer qu’en re´alite´QH∗(L; f, g, J, K, ǫ) ne de´pend que des constantes K et ǫ et de
J0. C’est pourquoi dore´navant nous noterons l’homologie du complexe des perles associe´e
a` une lagrangienne QH∗(L; J0, K, ǫ) ou meˆmeQH(L).
Remarque 6.3. Nous verrons plus loin que dans beaucoup de cas inte´ressantsQH(L; J0, K, ǫ) = 0
pour tout J0 ∈ J (M,ω).
Etant donne´ que l’ope´rateur du complexe des perles est une de´formation de celui ap-
paraissant en the´orie de Morse classique, il paraıˆt naturel de ge´ne´raliser les constructions
de la the´orie deMorse a` notre situation. De fait, toutes les preuves concernant l’invariance
sont des adaptations des preuves d’invariance en the´orie de Morse.
Soit T0 = (f0, g0, J0) et T1 = (f1, g1, J1) deux triples ge´ne´riques. Il y a deux e´tapes dans
la preuve de l’invariance. Premie`rement, on montre qu’a` partir d’une homotopie re´gulie`re
bien choisie H(F,G, J) joignant T0 a` T1 on peut construire un morphisme
ΦH : C∗(L,T0;K) −→ C∗(L,T1;K)
induisant un isomorphisme en homologie. On montre ensuite que cet isomorphisme ne
de´pend pas du choix de l’homotopie re´gulie`reH.
Morphisme de comparaison : ΦH :
A l’instar de ce qui se fait en the´orie deMorse classique, nous utilisons un cobordisme
de Morse. La diffe´rence entre le morphisme de comparaison que nous construisons ici et
celui rencontre´ en the´orie de Morse est le type d’objet que l’on compte : des trajectoires
perle´es dans notre situation ; des trajectoires du gradient en the´orie de Morse classique.
Rappelons d’abord quelques de´finitions provenant de la the´orie de Morse classique.
De´finition 6.4. Soit (f0, g0) et (f1, g1) des couples Morse-Smale sur L. Un cobordisme de
Morse consiste en la donne´e d’une fonction F : L× [0, 1]→ R et d’une me´trique riemannienne G
sur L× [0, 1] ayant les proprie´te´s suivantes :
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1. f0+ c = F|L×{0}, f1 = F|L×{1} (on choisit c de telle sorte que f0+ c > f1),
2. ∂λF ≤ 0 avec e´galite´ ssi λ = 0, 1,
3. Le couple (F,G) est Morse-Smale,
4. Critk(F) = Critk(f0) ∪ Critk−1(f1).
L’existence d’un tel cobordisme est assure´e par la construction suivante : on peut, sans
perte de ge´ne´ralite´, supposer que f0 > f1. De´finissons la fonction F : L→ [0, 1]→ R par :
F(x, λ) = ϕ(λ)f0+ (1−ϕ(λ))f1
ou` la fonction re´elle ϕ3 ve´rifie :
- ϕ(0) = 1 et ϕ(1) = 0,
- d
dλ








On choisit ensuite une me´trique G qui e´tend g1 et g0 de telle sorte que (F,G) soit
Morse-Smale. On peut par exemple choisir une petite perturbation de la me´trique G =
(1− λ)g0+ λg1+ dλ⊗ dλ. Bien suˆr la perturbation est choisie de telle sorte que le couple
(F,G) soit Morse-Smale.
On note Jλ(M,ω) l’espace des homotopies J de structures presque complexes compa-
tibles avecω. On de´finit alors l’espace Pλ(x0, y1,A,H) dont les e´le´ments sont des couples
(λ,u) ou` λ = (λ1, . . . , λk) ∈ [0, 1]
k et u = (u1, . . . , uk) avec ui : (D,∂D) → (M,L) × {λi}
sont des courbes Jλi -holomorphes
4 ayant les proprie´te´s suivantes :
• [u] = A,
• u1(−1) ∈W
u(x0) et uk(+1) ∈W
s(x1), avec x0 ∈ Crit(f0) et x1 ∈ Crit(f1) ;
• il existe ti ∈ (0,∞) tel que φFti (ui(1)) = ui+1(−1), ou` φFt est le flot du gradient de F.
Le quotient de Pλ(x0, x1,A,H) par son groupe de reparame´trisation est note´
Mλ(x0, x1,A,H). On note :





3une telle fonction est donne´e par exemple par ϕ(λ) = 1
2
(cos(πλ) + 1).
4Ici on a pose´ Jλi = J(λi, ·).
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Les espaces P∗λ(x0, x1,A,H), etc... de´signe le sous-espace des e´le´ments simples et absolu-
ment distincts de Pλ(x0, x1,A,H), etc... Enfin si N (J0) ⊂ J (M,ω) est un voisinage de J0,
on note Nλ(J0) = {J ∈ Jλ(M,ω) : Jλ ∈ N (J0) ∀λ ∈ [0, 1]}. On un re´sultat de transversalite´
similaire au the´ore`me (5.1.1) pour les espacesMλ(x0, x1,A,H), on montre que :
Proposition 6.1.3. Pour tout K et pour tout J0 ∈ J (M,ω), il existe un voisinage N (L0; J0, K)
de L0 et un voisinage N (J0;K) de J0 tels que pour tout L ∈ N (L0; J0, K) il existe un ensemble
ge´ne´rique J^reg ⊂ Nλ(J0;K) tel que pour tout J ∈ J^reg, pour tout x0 ∈ Crit(f0) × {0} pour tout
y1 ∈ Crit(f1) × {1} et pour tout A tel que 0 < ω(A) < K, l’espace M
∗
λ(x0, x1,A,H) constitue´
des e´le´ments simples et absolument distincts deMλ(x0, x1,A,H) posse`de une structure de varie´te´
diffe´rentiable de dimension |x0|f0 − |x1|f1 + µ(A). En outre si dimM
∗
λ(x0, x1,A,H) ≤ 1 alors :
Mλ(x0, x1,A,H) = M
∗
λ(x0, x1,A,H).
De´monstration. Nous ne faisons pas la preuve en de´tail puisque cette dernie`re ressemble
tre`s fort a` la preuve du the´ore`me (5.1.1).
dimL ≥ 3 : Une fois de plus on ne montre que la dernie`re assertion. Pour la simplicite´
des disques l’argument est exactement le meˆme que dans la preuve du the´ore`me (5.1.1).
Pour montrer que les e´le´ments sont absoluments distincts, il suffit de remarquer que soit
l’image des disques est dans une des tranchesM×{0} ouM×{1}, auquel cas on applique les
meˆmes arguments que dans le the´ore`me (5.1.1), soit leur image appartient a` une tranche
M × {λ} λ 6= 0, 1. Dans ce cas le disque est seul dans sa tranche (car le flot du gradient
”descend” de L× {0} vers L× {1}).
dimL ≤ 2 : La preuve est imme´diate en combinant les arguments du cas dim L ≥ 3 et
ceux de la preuve du the´ore`me (5.1.1).
Remarquons, comme pre´ce´demment, que M∗λ(x0, x1,A,H) admet une compactifica-
tion et qu’en dimension ze´ro il est de´ja` compact. On peut alors de´finir :









♯2Mλ(x0, x1,A,H) si |x0| − |x1|+ µ(A) = 00 autrement (6.8)
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Remarque 6.5. Attirons l’attention du lecteur sur le fait que les indices de Morse apparaissant
dans la formule de dimension deM∗λ(x0, x1,A,H) sont pris par rapport aux fonctions f0 et f1 et
non par rapport a` F. Par la suite nous n’indiquerons plus par rapport a` quelle fonction l’indice de
Morse est pris.
Proposition 6.1.4. (Comparaison) Sous les meˆmes hypothe`ses que celles du the´ore`me (6.1.1),
il existe un voisinage W(J0;K, ǫ) de J0 et un voisinage W(L0; J0K, ǫ) de L0 tels que pour tout
L ∈ W(L0; J0K, ǫ), l’application ΦH est un morphisme de chaıˆnes, c.-a`-d.
δ ◦ΦH +ΦH ◦ δ = 0. (6.9)
De´monstration. Une fois encore nous devons e´tudier la compactification d’espace des mo-
dules pour inte´pre´ter les termes apparaissant dans le de´veloppement de l’expression (6.9).










avec |x0| − |x1| + µ(A) = 0 et |x1|− |y1|+ µ(B) − 1 = 0. Ensuite :









avec |x0| − |y0| + µ(A) = 0 et |y0| − |y1|+ µ(B) − 1 = 0.
Nous allons montrer que siω(A) < K et si |x0| − |x1|+µ(A) = 1, alors :









M(x0, y0, A)×Mλ(y0, y1, A,H)
Comme pre´ce´demment on proce`de en deux e´tapes. La premie`re consiste a` de´crire les
e´le´ments limites possibles de Mλ(x0, x1, A,H) (compacite´). Ensuite il faut montrer que
tout e´le´ment limite est atteint(recollement).
Compacite´ : Il faut tenir compte de trois phe´nome`nes :
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- Bouillonnement de codimension 2 : a` la limite, un disque Jλ-holomorphe bouillonne en
un point n’e´tant relie´ par aucune relation d’incidence. Supposons qu’un tel disque
apparaisse. En l’omettant, on obtient un e´le´ment d’un espaceM(x0, x1, A
′,H) avec
ω(A − A ′) < K. Par conse´quent µ(A ′) ≤ µ(A) − 2 et dimM(x0, x1, A
′,H) ≤ −1,
d’ou` l’on tire la contradiction. Une sphe`re peut bouillonner en un point inte´rieur.
Ce phe´nome`ne e´tant de codimension 2, on arrive, par un raisonnement similaire au
pre´ce´dent, a` une contradiction.
- Bouillonement de codimension 1 : Un disque pseudo-holomorphe bouillonne en un point
de´finissant une relation d’incidence. On a de´ja` traite´ ces cas qui donnent des points
inte´rieurs.
- Trajectoire brise´e : C’est le phe´nome`ne le plus important. Une trajectoire du gradient de
F ne peut se briser pour des λ 6= 0, 1 car il n’y a aucun point critique ailleurs. Soit
la trajectoire se brise en λ = 0, soit elle se brise en λ = 1. Si on arrive a` prouver le
recollement ; ce sont ces phe´nome`nes qui fournissent la relation (6.9)
recollement : Pour le recollement il faut ve´rifier qu’un e´le´mentw ∈Mλ(x0, y1, A+B,H)
obtenu par recollement de deux trajectoires perle´es u ∈ M(x0, y0, A), avec |x0| − |y0| +
µ(A) − 1 = 0 et ω(A) < K, et v ∈ Mλ(y0, y1, B,H), avec |y0| − |y1| + µ(A) + 1 = 0 et
ω(B) < K, ve´rifie :ω([w]) < K. Choisissons les voisinagesW(L0; J0, K, ǫ) etW(J0;K, ǫ) du
the´ore`me (6.1.1). Dans ces voisinages on a :ω([w]) = ω([u]) +ω([v]) = ηµ(A) − α(∂A) +
ηµ(B) − α(∂B) ≤ η(n + 1) + 2ǫ. Or on a choisi K > η(n + 2) + 2ǫ.
Canonicite´ du morphisme de comparaison.
Il reste a` prouver queΦH induit un isomorphisme en homologie et qu’il ne de´pend ni
de l’homotopie re´gulie`re de structures presque complexes compatibles ni du cobordisme
de Morse. Nous prouvons d’abord la canonicite´ deΦH
5.
Soient Hα = (Fα, Gα, Jα) et Hβ = (Fβ, Gβ, Jβ) deux triples admissibles. Nous allons
montrer que le morphisme Φα = ΦHα est chaıˆne-homotope a` Φβ = ΦHβ , i.e. il existe un
morphisme ζβα : C∗(f0, g0, J0)→ C∗+1(f1, g1, J1) tel que :
Φα+Φβ = δ ◦ ζβα+ ζβα ◦ δ (6.12)
5Bien suˆr,ΦH de´pend de J0 , mais pas du J ∈ W(J0)
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Nous allons construire l’homotopie de chaıˆne ζ = ζβα. Cette dernie`re est construite de
manie`re parfaitement similaire au morphisme de comparaison Φ excepte´ qu’il y a un
parame`tre additionnel.
Supposons, sans perte de ge´ne´ralite´, que f0 > f1. Nous conside´rons une fonction F¯ :
L × [0, 1] × [0, 1] → R, une me´trique G¯ ∈ Met(L × [0, 1] × [0, 1] et une famille a` deux
parame`tres de structures presque complexes compatibles J¯ ayant les proprie´te´s suivantes :
• F¯(q, 0, τ) respectivement F¯(q, 1, τ) sont des homotopies triviales pour f0 respectivement
f1.
• F¯(q, λ, 0) = Fα(q, λ) + c, F¯(q, λ, 1) = Fβ(q, λ) avec c ∈ R. La constante c est de´termine´e
en fonction des constantes choisies dans la construction des homotopies triviales
respectives de f0 et f1. On peut choisir ces constantes comme e´tant e´gales a` une
constante c.
• Critk(F¯) = Critk−2(f0) × {(0, 0)} ∪ Critk1 (f0) × {(1, 0)} ∪ Critk1(f1) × {(0, 1)} ∪
Critk−2(f1){(1, 1)}
• (F¯, G¯) est Morse-Smale et G¯|L×{0}×[0,1] = Gα et G¯|L×{1}×[0,1] = Gβ
• J¯(q, λ, 0) = Jα(q, λ) et J¯(q, λ, 1) = Jβ(q, λ).
A partir de ces donne´es on de´finit des espaces de modules similaires a` ceux apparais-
sant dans la construction des morphismes de comparaisons mais avec un parame`tre de
plus. Plus pre´cise´ment, pour tout x0 ∈ Critk(f) × {0, 0}, y1 ∈ Critk+1(f1) × {(1, 1)} et
A = (A1, . . . , Ak) ∈ (π2(M,L))
k, on de´finitPβα(x0, y1,A) comme e´tant l’espace des triples
(λ, τ,u) avec (λ, τ ∈ [0, 1] × [0, 1] et u = (u1, . . . , uk) avec ui : (D,∂D) ∈ (M,L) ayant les
proprie´te´s suivantes :
(i) u = (u1, . . . , uk) et [u] = A,
(ii) pour chaque ui il existe (λi, τi) tel que ui est J¯λi,τi -holomorphes.
(iii) u1(−1) ∈W
(x0)
(iv) il existe ti ∈ (0,∞) tel queΦF¯ti (ui(1)) = ui+1(−1). Ou`ΦF¯ est le flot du gradient de F¯.
Comme pre´ce´demment, on note Mβα(x0, y1,A) le quotient de Pβα(x0, y1,A) par son
groupe de reparame´trisation. On pose
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Finalement on de´core nos M et nos P d’une e´toile pour signifier qu’on se restreint
aux chaıˆnes de disques simples et absoluments distincts. On note Jλ,τ(M,ω) l’ensemble
des familles a` deux parame`tres (λ, τ) de structures presque complexes compatibles. Si
N (J0) est un voisinage de J0 ∈ J (M,ω), on note Nλ,τ(J0) = {J¯ ∈ Jλ,τ(M,ω) : Jλ,τ ∈
N (J0) ∀(λ, τ) ∈ I
2}.
Proposition 6.1.5. Pour tout J0 ∈ J (M,ω), pour tout ǫ et pour tout K > η(n + 2) + 2ǫ il
existe un voisinage W(J0;K, ǫ) de J0,W(L0; J0, K, ǫ) de L0 et un ensemble ge´ne´rique de familles
a` deux parame`tres de s.p.c.c J^reg(L) ⊂ Wλ,τ(J0;K, ǫ) tels que pour tout J¯ ∈ J^reg(L), pour tout
x0 ∈ Crit(f0) × {(0, 0)}, pour tout y1 ∈ Crit(f1) × {(1, 1)} et pour tout A ∈ π2(M,L) tel que
0 < ω(A) < K, l’espaceM∗βα(x0, y1, A) est une varie´te´ diffe´rentiable de dimension
|x0|f0 − |y1|f1 + µ(A) + 1.
De plus si |x0|f0 − |y1|f1 + µ(A) ≤ 0. Alors
M∗βα(x0, y1, A) = Mβα(x0, y1, A).
Enfin si |x0|f0 − |y1|f1 + µ(A) + 1 = 0,Mβα(x0, y1, A) est compact.
De´monstration. Hormis un parame`tre de plus, il n’y a absolument aucune diffe´rence avec
la preuve de la proposition (6.1.4).










♯2Mβα(x0, y1, A) si |x| − |y| + µ(A) + 1 = 00 autrement
Proposition 6.1.6. (Canonicite´) Sous les meˆmes hypothe`ses que celle du the´ore`me (6.1.1),
il existe un voisinage W(L0; J0, K, ǫ) et un voisinage W(J0;K, ǫ) tel que pour tout L ∈
W(L0; J0, K, ǫ) et pour tout J¯ ∈ J^reg ⊂ Wλ,τ(J0;K, ǫ) ; le morphisme ΦH : QH(L,T0;K) →
QH(L,T1;K) est canonique (ne de´pend pas de H).
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De´monstration. Nous prouvons d’abord que pour un triple trivial H0, ΦH0 est l’identite´.
Par trivial nous voulons dire que le J = J0 est une homotopie constante, G = g0 + dλ ⊗
dλ et F(λ, x) = f0(x) + ϕ(λ) ou` ϕ(λ) =
c
2
(cos(πλ) + 1) avec c une constante positive
arbitraire. La fonction F ainsi de´finie ve´rifie avec G les proprie´te´s d’un cobordisme de
Morse. Ensuite, puisque J ne de´pend pas de λ et qu’il est re´gulier pour chaque tranche,
les seules courbes J-holomorphes apparaissant dans la de´finition deΦH0 sont les courbes
constantes. En effet, J ne de´pendant pas de λ et e´tant re´gulier, toute courbe non-triviale
apparaıˆt ne´cessairement dans une famille a` au moins un parame`tre (qui est le parame`tre
λ). On est donc re´duit au cas du cobordisme de Morse trivial ou` seules les trajectoires du
gradient de F se projetant sur un point critique contribuent. On a donc bien l’identite´.
Preuve de l’identite´ (6.12) : Encore une fois nous e´tudions la compactification des es-
paces de modules de dimension 1. L’analyse e´tant parfaitement similaire a` celle produite
pour le morphisme de comparaison, nous nous contentons de la de´crire brie`vement :
- Bouillonnement de codimension 2 :Comme pre´ce´demment, il n’intervient pas dans la com-
pactification.
Bouillonnement de codimension 1 : Hormis un parame`tre en plus rien ne change ici non
plus. Le bouillonnement d’un disque holomorphe en un point de´finissant une re-
lation d’incidence est le syme´trique du collapse de deux disques l’un sur l’autre
lorsqu’une trajectoire du gradient tend vers un point.
- Trajectoire brise´e : C’est ce phe´nome`ne qui donne la relation (6.12). Etant donne´ que
Critk(F¯) = Critk−2(f0) × {(0, 0)} ∪ Critk1 (f0) × {(1, 0)} ∪ Critk1 (f1) × {(0, 1)} ∪
Critk−2(f1){(1, 1)}, les configurations brise´es sont les suivantes :
1. une brisure en un point critique se trouvant dans L × {(0, 0)}, respectivement
L× {(1, 1)}, qui donne la contribution ζ ◦ δ, respectivement δ ◦ ζ, dans (6.12) ;
2. une brisure en un point critique se trouvant dansL × {(0, 1)}, respectivement
L× {(1, 0)}, qui donne la contributionΦα, respectivementΦβ, dans (6.12).
Concernant l’e´tape de recollement, l’argument est exactement le meˆme que dans la preuve
de la proposition 6.1.4.
Concate´nation : La concate´nation de deux homotopies d’homotopies permet de prou-
ver que ζβσ ◦ ζσα et ζβα sont homotopes. Il en est bien suˆr de meˆme pour ζαα et l’iden-
tite´.
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6.2 Produit quantique.
Dans cette section, nous montrons que QH(L) peut eˆtre munie d’une structure d’an-
neau non-commutatif, dont le produit est une de´formation du produit d’intersection clas-
sique. Rappelons que le produit d’intersection classique est obtenu a` partir du comptage
de configurations de trajectoires de Morse ayant deux entre´es et une sortie. Dans notre si-
tuation il paraıˆt donc naturel de construire un produit en comptant des configurations de
trajectoires perle´es ayant deux entre´es et une sortie. On choisit trois fonctions de Morse
f, f ′, f" : L → R ainsi qu’une me´trique g ∈ Met(L). On fixe aussi une s.p.c.c. J dans un
ensemble ge´ne´rique Jreg a` de´terminer ulte´rieurement. On de´finit le produit quantique :
Soit x ∈ Crit(f), y ∈ Crit(f ′) et z ∈ Crit(f"). On conside`re les tuples (u,v,w, u) ayant les
proprie´te´s suivantes :
1. u : (D,∂D)→ (M,L) est un disque J-holomorphe.
2. u = (u1, . . . , uk), respectivement v = (v1, . . . , vl), est un tuple de disques J-
holomorphes a` bord dans L dont les composantes ve´rifient les proprie´te´s d’inci-
dences suivantes :
- u1(−1) ∈W
u(x), respectivement v1(−1) ∈W
u(y).
- Pour i ∈ {1, . . . , k− 1}, resp. j ∈ {1, . . . , l− 1}, il existe ti ∈ (0,∞), resp. tj ∈ (0,∞),










3. w = (w1, . . . ,wm) est un tuple de disques J-holomorphes a` bord dans L ve´rifiant les
proprie´te´s d’incidences suivantes :
Il existe t1 ∈ (−∞, 0) tel que φf"t1 (w1(−1)) = v(1),









[wr] + [u] = A ∈ π2(M,L).
Le disque u (celui ayant trois points marque´s) est appele´ le coeur de la trajectoire.
Soit F = {f, f ′, f"}. On note P(x, y, z,A, L; F, g, J), respectivement M(x, y, z,A, L; F, g, J),
l’espace de ces configurations perle´es, respectivement le quotient de P par son
groupe de reparame´trisation. On notera parfois simplementM(x, y, z,A, L; J) au lieu de
M(x, y, z,A, L; F, g, J) pour ne pas alourdir les notations.
On a le re´sultat suivant :












FIG. 6.1 – Ele´ment de P(x, y, z; f, f ′, f", g, J).
Proposition 6.2.1. Soit L0 une varie´te´ lagrangienne monotone. Pour tout K > 0 et pour tout J0,
il existe un voisinage N (L0; J0, K) et un voisinage N (J0;K), tel que pour tout L ∈ N (L0; J0, K)
il existe un ensemble ge´ne´rique de s.p.c.c. Jreg ⊂ N (J0;K), tels que : Pour tout A ∈ π2(M,L)
ve´rifiant 0 < ω(A) < K, l’espaceM∗(x, y, z,A, L; J) est une varie´te´ lisse de dimension :
dimM∗(x, y, z,A, L; J) = |x|+ |y| − |z|+ µ(A) − n (6.14)
De plus si |x|+ |y| − |z|+ µ(A) − n ≤ 1 alors :
M∗(x, y, z,A, L; J) = M(x, y, z,A, L; J).
Enfin, en dimension 0,M(x, y, z,A, L; J) est compacte et consiste en une collection finie de points.
De´monstration. La preuve de ce the´ore`me est identique a` la preuve du the´ore`me (5.1.1).
La seule diffe´rence concerne l’utilisation du lemme (5.1.2) qui doit eˆtre remplace´ par le
lemme (5.1.3).
On de´finit :
De´finition 6.6. [Produit quantique] Soit (F, g, J) comme pre´ce´demment. Pour tout K > 0 on
de´finit :
∗ : Ck(L; f, g, J)⊗ Cl(L; f
′, g, J)→ Ck+l−n(L; f", g, J)









♯2M(x, y, z,A, L) si dimM(x, y, z,A, L) = 00 autrement (6.16)
The´ore`me 6.2.1. Ce produit ve´rifie les proprie´te´s suivantes :
1. Morphisme de chaıˆne et invariance : Pour tout J0, pour tout ǫ > 0 et pour tout
K > η(2n + 1) + 2ǫ, il existe un voisinage W(L0; J0, K, ǫ) de L0 et W(J0;K, ǫ) tel que
le produit de´fini en (6.15) et (6.16) est une application de chaıˆne, c-a`-d. qu’il satisfait la re`gle
de Leibniz :
δ(a ∗ b) = δ(a) ∗ b+ a ∗ δ(b). (6.17)
Par conse´quent elle induit une ope´ration en homologie appele´e produit quantique.
2. Invariance : Ne de´pend pas du choix ge´ne´rique de (f, f ′, f") et de J ∈ Jreg(L) ⊂
W(J0;K, ǫ).
3. Associativite´ : Pour tout ǫ, et pour tout K > η(3n) + 2ǫ, il existe un voisinage
W(L0; J0, K, ǫ) etW(J0;K, ǫ) tel que ∗ est associatif.
4. Neutre Il existe un e´le´ment ℓ ∈ QH(L,Λ) tel que pour tout a ∈ QH(L,Λ) : a∗ ℓ = ℓ∗a =
a.
En re´sume´ le produit quantique ∗ munit QH(L,Λ) d’une structure de Λ-alge`bre associative avec
unite´.
Formalisme combinatoire.
Comme on le constate, la description des espaces de modules devient de plus en plus
complique´e. C’est pourquoi nous allons introduire un formalisme combinatoire nous per-
mettant d’unifier en quelque sorte les descriptions de ces espaces de Modules. Nous al-
lons mode´liser nos espaces de modules a` partir d’un arbre. Les arbres intervenant dans la
de´finition sont des arbres planaires oriente´s dansR2×[0, 1]. Le lecteur est invite´ a` consulte
la figure (6.2) ci-dessous.
Soit A = (A1, . . . , Al)|Ai ∈ π2(M,L),ω(Ai) ≥ 0,∀i} une collection de classes d’ho-
motopie (ou d’homologie sphe´riques relatives) d’e´nergie positive. Soit F = {f1, . . . , fm}
une collection de fonctions de Morse. Nous de´finissons un arbre T labellise´ par A, plus
simplement A-labellise´, et colorie´ par F, ou plus simplement F-colorie´ s’il ve´rifie les pro-
prie´te´s suivantes :













FIG. 6.2 – . Arbre labe´llise´ par A = (B,B ′,B", B,C) et colorie´ par {f1, f2, f3} de symbole
(x1, x2, x3;y) avec un sommet de valence 4. Cet arbre apparaıˆt dans la de´finition des es-
paces de modules apparaissant dans l’associativite´.
1. Sommets :
(a) Entre´es-sortie : Les sommets de valence 1, appele´s sommets exte´rieurs, se
trouvent sur les droites R × {i} avec i = 0, 1. Ceux se trouvant en R × {1} sont
appele´s entre´es et sont au plus au nombre de 3. Il n’y en a qu’un sur R × {0}
qui est appele´ sortie. On a donc au plus trois entre´es et une sortie. Elles sont
de´signe´es par des lettres latines minuscules avec un exposant −, resp. + pour
la sortie. Donc par exemple s− correspond a` une entre´e, tandis que s+ serait
une sortie.
(b) Coloriage des sommets inte´rieurs : Les entre´es, resp. la sortie, sont colorie´es par
des points critiques d’une fonction de Morse f ∈ F.
(c) Valence des sommets inte´rieurs : Les sommets inte´rieurs ont une valence d’au
moins 2. De plus on demande qu’ils ne posse`dent qu’une areˆte sortante. On
note sint(T ) l’ensemble des sommets inte´rieurs.
(d) Labellisation des sommets inte´rieurs : A chaque sommet inte´rieur, est associe´ une
classe d’homologieAi. La classe d’un sommet s est note [s]. La classe de l’arbre




s∈T [s] et est note´e A. On de´finit aussi l’indice de
Maslov de T par µ(T ) = µ(A).
2. Areˆtes :
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(a) areˆtes oriente´es : les areˆtes sont des graphes de fonctions h : I ⊂ R→ [0, 1] stric-
tement croissantes ou strictement de´croissantes6. Leur orientation fait de´croıˆtre
l’ordonne´e. On note a(T ) l’ensemble des areˆtes et aint(T ) les areˆtes inte´rieurs
(non-adjacentes a` une entre´e ou sortie). Si a ∈ a(T ), on notea−, respectivement
a+ le sommet d’ou` part, respectivement ou` arrive, l’areˆte a (suivant l’orienta-
tion de T ).
(b) Coloriage des areˆtes : Les areˆtes sont, elles aussi, colorie´es par des fonctions de
Morse de F. Une areˆte incidente a` une entre´e ou a` la sortie est colorie´ par la
fonction de Morse correspondant au point critique coloriant cette entre´e ou la
sortie.
(c) Transversalite´ : Pour les sommets de valence 3 ou 4, les areˆtes entrantes ne
peuvent eˆtre colorie´es par la meˆme fonction de Morse ; par contre, la fonction
de Morse coloriant l’areˆte sortante peut eˆtre la meˆme que l’une des fonctions
coloriant une des areˆtes entrantes.
Nous avons aussi besoin d’une re`gle de sortie, pour notre coloriage, liant les fonctions
de Morse coloriant les areˆtes entrantes a` celle coloriant l’areˆte sortante ainsi que d’une
proprie´te´ permettant de spe´cifier comment les trajectoires du gradient d’une fonction de
Morse coloriant une areˆte vient s’accrocher au disque J-holomorphe repre´sentant la classe
d’homologie labellisant le sommet correspondant.
3. re`gle de sortie pour le coloriage : Une re`gle de sortie Θ associe a` chaque tuple
(f1, . . . , fm) avec fi ∈ F une fonction Θ(f1, . . . , fm) ∈ F de tel sorte que l’areˆte sor-
tante de chaque sommet, dont les areˆtes entrantes sont colorie´s par f1, . . . , fm, est
colorie´e par Θ(f1, . . . , fm).
4. se´lecteur de points marque´s : Soit s un sommet de T . Notons par a1, . . . , am les
areˆtes arrivant en s et e son areˆte sortante. Un Se´lecteur de points marque´s S associe
a` chaque sommet s une collection finie {q−(a1), . . . , q−(am), q+(e)} ⊂ ∂D de points
distincts sur le bord du disque, en correspondance biunivoque avec les areˆtes de s
et ordonne´e par le sens horloge´ sur S1 = ∂D.
En re´sume´ un arbre A-labellise´ et F-colorie´ ve´rifiant en plus les proprie´te´s (3.) et (4.)
est dit admissible pour la loi de sortie Θ et muni du se´lecteur de points marque´s S. On
notera un tel arbre (T (A,F);Θ,S)
6Ici I est un intervalle ferme´ de R.
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Pour faire plus court on dira que (T (A,F);Θ,S) est arbre colorie´ avec points marque´s.
Si x−1 , . . . , x
−
m, resp. y
+, sont les points critiques labellisant les entre´es, resp. la sortie, de
T , on de´finit le symbole de T par s(T) := (x−1 , . . . , x
−
m : y
+). Finalement on dira que
deux arbres colorie´s avec points marque´s sont e´quivalent, s’ils sont isomorphes en tant
que graphe et si l’isomorphisme pre´serve le coloriage, la labellisation, l’admissibilite´ et la
re`gle de se´lection des points marque´s.
Espace de Modules associe´ a` un arbre colorie´ avec points marque´s :
Soit (T (A,F);Θ,S) un arbre colorie´ avec points marque´s. Fixons une me´trique rie-
mannienne g sur L. Pour tout f ∈ F on note φft le flot du gradient associe´ a` f et g, c-a`-d.
que φft est le flot du champ de vecteurs −∇g(f) ve´rifiant g(∇gf, Y) = df(Y) pour tout Y.
De´finition 6.7 (Espaces de perles.). Soit (T (A,F);Θ,S) un arbre colorie´ avec points
marque´s. Un espace de modules de perles, ou plus simplement espace de perles, modele´ sur
(T (A,F);Θ,S) et note´ P((T (A,F);g, J) est de´fini de la manie`re suivante :
(P1) perles triviales : si il n’y a pas de sommets inte´rieurs, l’arbre ne posse`de qu’une seule
areˆte, alors P(T (A,F);g, J) = P(x−, y+; f, g) ou` P(x−, y+; f, g) est l’espace des tra-
jectoires du gradient non-parame´tre´es joignant x− a` y+.
(P2) perles non-triviales : Si T posse`de des sommets inte´rieurs ; on de´finit P(T (A,F);g, J)
comme e´tant le sous ensemble de
Πs∈s(T )M([s], L, J),
soumis aux contraintes suivantes :
• Pour toute areˆte interne a ∈ a(T ) il existe τ ≥ 0, appele´ la longueur de a, tel que :
φfaτ (ua+ (q+(a)) = ua− (q−(a)).
• Pour toute areˆte a correspondant a` une entre´e e+ lablellise´e par un point critique
x+, on a :
ua+ (q+(a)) ∈W
u(x+).
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On note M(T (A,F);g, J) = P(T (A,F);g, J)/G, ou` G est le groupe de reparame´trisation
de P(T (A,F);g, J). Enfin on note : M∗(T (A,F);g, J), le sous-ensemble de M(T (A,F);g, J)
constitue´ de disques simples et absolument distincts.
Soit T (A,F) un arbre colorie´ avec points marque´s. Notons (x−1 , . . . , x
−
m : y) son sym-






+|+ µ(T ) +m− 2− (m− 1)n. (6.18)
Preuve du the´ore`me (6.2.1). Les arguments des preuves sont tre`s similaires a` ceux des sec-
tions pre´ce´dentes, raison pour laquelle nous n’entrerons pas dans les de´tails.
Morphisme de chaıˆne :
Comme toujours on interpre`te les termes apparaissant dans l’expression de (6.17)
comme le compte d’e´le´ments du bord d’un espace de module. On de´crit ici brie`vement
la construction de cet espace ainsi que son bord. Enfin on mentionnera l’argument de
recollement comme dans les preuves de δ2 = 0 et d’invariance.
On conside`re les espaces de modulesM(a, b, c,A, L) de dimension 1, c.-a`-d. |a|+ |b|−
|c| + µ(A) − n − 1 = 0. En examinant leur bord il est facile de retrouver la relation (6.17).
Bien suˆr il n’y a pas de bouillonnement de codimension 2, cependant il y a une petite sub-
tilite´ a` noter concernant les bouillonnements de disques de codimension 1. Il se peut qu’un
disque bouillonne en un point d’incidence du coeur et que le coeur devienne un disque
fantoˆme (disque constant a` trois points marque´s). Ne´anmoins, ce phe´nome`ne peut eˆtre
ne´glige´ pour la raison suivante : soit (u,v,w, u) avec u = (u1, . . . , uk), v = (v1, . . . , vl),
w = (w1, . . . ,wm), un e´le´ment d’un M(a, b, c, , L). Il se peut qu’a` la limite, la longueur
de la trajectoire du gradient de, disons pour fixer les ide´es f ′ et joignant uk au coeur u
de la trajectoire perle´e, tendent vers 0. Ceci correspond au syme´trique du phe´nome`ne
pre´ce´dent. Il ne contribue donc pas au de´compte des e´le´ments du bord M¯(x, y, z,A; L, J).
On peut aussi interpre´ter de tels e´le´ments comme des points inte´rieurs puisqu’on s’auto-
rise les trajectoires de longueurs nulles.
Il faut encore conside´rer les brisures le long d’une trajectoire du gradient. Nous dis-
tinguons les cas suivants :
- La brisure se fait le long de la trajectoire perle´e joignant le point critique a, resp. b, au
coeur de la trajectoire ; ces e´le´ments contribuent a` δ(a) ∗ b, resp. a ∗ δ(b) dans (6.17)
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- La brisure se fait le long de la trajectoire perle´e joignant le coeur a` c. Ces e´le´ments four-
nissent les contributions donnant δ(a ∗ b)
Il faut bien suˆr s’assurer que tous les e´le´ments obtenus par recollement d’e´le´ments
u ∈ M(a, x, B, L) et v ∈ M(x, b, c, C, L) avec B + C = A ve´rifient ω(A) < K, de`s que
ω(B),ω(C) < K. On constate que l’indice de Maslov apparaissant dans les espaces de
modules de dimensions 1M(a, b, c,A, J) ve´rifie µ(A) ≤ 2n+1. Par conse´quent le nombre
de disques pseudo-holomorpes apparaissant dans une de ces configurations, est au plus
2n + 1/NL. On conside`re alors W(J0;K, ǫ) = N (J0;K, ǫ
′) ∩ N (J0;K) et W(L;J0, K, ǫ) =
N (L0; J0, K, ǫ
′) ∩ N (L0; J0;K) ou`
- ǫ ′ = ǫ(2n + 1)/NL
- N (J0;K, ǫ
′) etN (L0; J0, K, ǫ
′) sont les voisinages apparaissant dans la proposition (6.1.1)
et
- N (L0; J0;K) etN (J0;K) sont les voisinages apparaissant dans la proposition (6.2.1).
Sous ces conditions, si u est un e´le´ment deM(a, b, c,A, J) de dimension infe´rieure a` 1, on
a :
|ω([u]) − ηµ(u)| < ǫ.
Mais ω(A) = ω(B) +ω(C) = ηµ(A) + α(∂B) + α(∂C) < η(2n+ 1) + 2ǫ.
Remarque 6.8. Dans le cas ou` l’anneau de coefficients est Λ = Λω, on remarque que l’ope´rateur
δ peut eˆtre de´compose´ de la manie`re suivante :











compte les trajectoires perle´es joignant d’indice 2l. Remarquons que δ0 est la diffe´rentielle du com-
plexe de Morse.
On a biensur une de´composition similaire pour le produit quantique :
∗ = ∗0+ ∗1t+ · · · + ∗2n/NLt
2n/NL .
Le terme ∗0 correspondand au produit d’intersection usuel. On peut alors explicite´ la re`gle de
Leibniz (6.17) via cette de´composition et de´duire que :
i∑
k=0
δi−k(a ∗k b) =
i∑
l=0
δi−l(a) ∗l b+ a ∗l δi−lb. (6.19)




i, fi", gi et Ji avec i = 0, 1. NotonsΦα,Φβ,Φσ lesmorphismes de comparaisons
associe´s a` (fi, gi, Ji), (f
′
i, gi, Ji) et (f"i, gi, Ji). On va montrer qu’il existe un morphisme
ζ : Cl(f0, g0, J0)⊗ Ck(f
′
0, g0, J0)→ Ck+l−n+1(f"1, g1, J1)
ve´rifiant :
ζ ◦ δ(a⊗ b) + δ ◦ ζ(a⊗ b) = Φα(a) ∗Φβ(b) +Φσ(a ∗ b) (6.20)
Le morphisme ζ est construit en comptant des trajectoires perle´es dans [0, 1] × L. On
conside`re les tuples ((λ,u); (τ,v); (θ,w); (λ, u)) ayant les proprie´te´s suivantes7 :
1. u : (D,∂D)→ (M,L) est un disque Jλ-holomorphe.
- λ = (λ1, . . . , λk) ∈ [0, 1]
k, u = (u1, . . . , uk), t tel que ui est Jλi -holomorphe pour
tout i ∈ {1, . . . , k}
- τ = (τ1, . . . , τl) ∈ [0, 1]
l, v = (v1, . . . , vl), tel que vi est Jτi -holomorphe pour tout
i ∈ {1, . . . , l}
- θ = (θ1, . . . , θm) ∈ [0, 1]
m, w = (w1, . . . ,wm), tel que wi est Jθi -holomorphe pour
tout i ∈ {1, . . . ,m}
2. Ces disques ve´rifient les proprie´te´s d’incidences suivantes :
- u1(−1) ∈W
u(a), respectivement v1(−1) ∈W
u(b).
- Pour i ∈ {1, . . . , k− 1}, resp. j ∈ {1, . . . , l− 1}, il existe ti ∈ (0,∞), resp. tj ∈ (0,∞),










- Il existe t1 ∈ (−∞, 0) tels que φFσt1 (w1(−1)) = v(1),









[wr] + [u] = A ∈ π2(M,L).
On NoteMλ(a, b, c,A, L) l’espace de ces e´le´ments modulo reparame´trisation. On montre,
en utilisant des arguments maintes fois re´pe´te´s, qu’en dimension 0, 1, ces espaces sont
7Attention il y a trois cobordisme de Morse.
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constitue´s d’e´le´ments simples et absoluments distincts pourvu que ω(A) < K et que la
formule de dimension est donne´e par :
dimMλ(a, b, c,A, L) = |a| + |b| − |c| + µ(A) − n+ 1.









♯2Mλ(a, b, c,A, L) si dimMλ(a, b, c,A, L) = 00 autrement (6.22)
On e´tudie ensuite les brisures des espacesMλ(a, b, c,A, L) de dimension 1. Il est facile de
voir que l’analyse de ces brisures fournissent la relation (6.20).
Associativite´ :
Pour prouver l’associativite´ nous allons utiliser le formalisme combinatoire introduit
au de´but de cette section. Les arbres T colorie´s avec points marque´s sont du type suivant :
• F = {f1, f2, f3}.
• le symbole de T est du type (x1, x2, x3 : y) avec xi ∈ Crit(fi) et y ∈ Crit(f3).
• la re`gle de sortie est donne´e par Θ(fi1 , . . . , fik ) = fmax{i1,...,ik}.
Le se´lecteurs de points marque´s S ve´rifie les proprie´te´s suivantes :
- si s est un sommet de valence 2 et a est l’areˆte entrante et e l’areˆte sortante de s, alors
q−(e) = −1, resp. q+(a) = 1.
- si s est un sommet de valence 3, notons a1, a2 ses areˆtes entrantes dont l’ordre corres-
pond a` l’ordre horloge´ et e son areˆte sortante. Alors q+(e) = 1 et q−(ak) = e
−2ikπ
3 ,
k = 1, 2.
- si s est de valence 4, nous aurons besoin d’une famille a` un parame`tre de se´lecteurs
{Sλ}λ∈(0,2π/3) telle que Sλ a la proprie´te´ suivante : notons a1, a2, a3 les areˆtes en-
trantes conside´re´es dans l’ordre horloge´ et e l’areˆte sortante. Alors Sλ suit la meˆme
re`gle de se´lection que S pour (a1, a2, e) et assigne q−(a3) = e
iλ.
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Pour les arbres dont la valence des sommets est au plus 38, on a l’espace de Modules de
perles :
M(T (A,F),S;g, J).
Pour les arbres dont un des sommets a pour valence 4, on de´finit l’espace de Modules de
perles :
M(T (A,F), {Sλ}, ;g, J) =
⋃
λ∈(0,2π/3)
M(T ,F),Sλ;g, J)× {λ}. (6.23)
Dans les deux cas, la dimension virtuelle est donne´e par :
d(M(T (A,F), {Sλ};g, J)) =
3∑
i=1
|xi|− |y| + µ(T ) − 2n+ 1.
Proposition 6.2.2. Soit L0 une lagrangienne monotone. Pour tout K > 0 et pour tout J0 ∈
J (M,ω) il existe un voisinage N (L0; J0, K) de L0, un voisinage N (J0;K) de J0 tels que pour tout
L ∈ N (L0), il existe un ensemble dense Jreg ⊂ N (J0;K) tel que pour tout J ∈ Jreg et pour tout
arbre colorie´ T (A,F) du type pre´ce´dent ve´rifiant ω(T ) < K, alors :
M∗(T (A,F),S;g, J).
et
M∗(T (A,F), {Sλ};g, J)
sont soit vide, soit des varie´te´s de dimension :
3∑
i=1
|xi| − |y| + µ(T ) − 2n+ 1.
de plus si la dimension virtuelle
∑3
i=1|xi| − |y|+ µ(T ) − 2n+ 1 ≤ 1, on a :
M∗(T (A,F),S;g, J) = M(T (A,F),S;g, J).
et
M(T (A,F), {Sλ};g, J) = M
∗(T (A,F), {Sλ};g, J).
En dimension 0, ces espaces sont de´ja` compacts et consistent en une collection finie de points.
8cette condition fixe le type topologique de l’arbre. Celui-ci a exactement deux sommets de valence 3.
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De´monstration. Dans le cas dimL ≥ 3, la preuve est la meˆme que les autres preuves de
transversalite´. On utilise essentiellement le lemme (5.1.2). Dans le cas dim L ≤ 2, la situa-
tion est un peu plus complique´e car au lieu d’avoir µ(T ) ≤ 4 on a µ(T ) ≤ 6. On prouve
donc le re´sultat dans le cas dim L ≤ 2. Si µ(T ) ≤ 4, on proce`de comme dans la preuve du
the´ore`me (5.1.1). Si µ(T ) = 6, il faut distinguer plusieurs cas :
a. A = (A,B) avec µ(A) = µ(B) = 3,
b. A = (A,B) avec µ(A) = 2 et µ(B) = 4,
c. A = (A,B,C) avec µ(A) = µ(B) = µ(C) = 2,
d. A = A avec µ(A) = 6
Cas a. Premie`rement les disques u, repre´sentant A, et v, repre´sentant B, sont simples.
En effet, e´tant d’indice de Maslov minimal, ces derniers sont ne´cessairement simples.
Supposons qu’ils ne soient pas absolument distincts. Sans perte de ge´ne´ralite´, on peut
supposer que u(D) ⊂ v(D). En utilisant les lemmes (5.1.2), 5.1.3 et (5.1.5) on peut alors
omettre le disque u de la chaıˆne obtenant ainsi un e´le´ment appartenant a` un espace de
modulesM∗(T (A,F), {Sλ};g, J) constitue´ d’e´le´ments n’ayant qu’une seule courbe simple
(car NL = 3). Le lemme (5.1.3) nous permet de de´duire que cet espace est soit une varie´te´
soit vide, mais puisque sa dimension est ne´gative, il est vide ; d’ou` une contradiction.
Cas b. et c. Ces cas se traitent essentiellement de la meˆme manie`re que le cas pre´ce´dent
avec la seule difficulte´ supple´mentaire qu’il faut distinguer quel disque est inclus dans
l’autre et qu’il faut discuter la simplicite´ des disques dans le cas (b.). Celle-ci se traite
cependant exactement de la meˆme manie`re que dans la preuve des the´ore`mes (5.1.1) et
(6.2.1).
Cas d. C’est le seul cas vraiment nouveau. Ici il n’y a qu’un seul disque. Le graphes
posse`depar conse´quent un seul sommet inte´rieur s. Notonsa1, a2, a3, les arreˆtes entrantes
de s et e l’arreˆte sortante.
Il faut s’assurer qu’il est simple. Notons G le graphe de non-injectivite´. Le nombre de
composantes connexes deD−G est d’au plus 3. Notons que le the´ore`me de de´composition
(3.7.1) nous assure l’existence de : πi : Di→ D, ui : (D,∂D)→ (M,L) tels que :
- les πi sont holomorphes et ont un degre´ bien de´fini,
- les ui sont J-holomorphes,
6.2. PRODUIT QUANTIQUE. 89
- et enfin [u] =
∑
ideg(πi)[ui].
On distingue les cas suivants :
1. il existe i tel que {q−(a1), q−(a2), q−a3, q+(e)} ⊂ Di. Remarquons qu’ici on ne dis-
tingue pas les cas ♯(D − G) = 2 ou 3.
2. pour tout i, {q−(a1), q−(a2), q−a3, q+(e)} * Di. On distingue alors les sous-cas sui-
vants :
i. ♯(D − G) = 2,
ii. ♯(D − G) = 3.
Commenc¸ons par le cas n° 1. Puisque {q−(a1), q−(a2), q−a3, q+(e)} ⊂ Di, on peut
omettre le(s) autre(s) disque(s) uj pour j 6= i. On obtient alors un disque e´le´ment
v = ui ∈ M(T ([ui],F),S;g, J). Mais µ([ui]) ≤ µ([u]) − 2. Par hypothe`se d’induction
M(T ([ui],F),S;g, J) = M
∗(T ([ui],F),S;g, J), mais cet espace a une dimension ne´gative,
il est donc vide.
On va maintenant montrer que le sous-cas (ii) du cas n° 2 peut se re´duire au sous-
cas (i). Remarquons d’abord que soit : π(Di) = 0 pour tout i, soit il existe un i tel que
π1(Di) 6= 0. Dans ce dernier cas, il existeDj, avec j 6= i, tel queDj ⊂ D − Dk avec k 6= j et
k 6= i. Etant donne´ queDi∪Dj est simplement connexe, il est conforme au disque. Notons
φ : (Di ∪Dj)→ D, le biholomorphisme donne´ par le the´ore`me de l’application conforme
de Riemann. On peut alors se re´duire au sous-cas (i) en conside´rant le disque v = u|Di∪Dj ◦
φ−1. On a alors une de´composition de u en deux disques uk et v qui joueront le roˆle des
disques ui dans la de´composition de Lazzarini
9. Dans le cas π1(Di) = 0 pour tout i. On
peut raisonner de la meˆme manie`re et obtenir une de´composition en deux disques dont
un n’est pas simple. Remarquons enfin qu’un des disques est ne´cessairement d’indice 2 et
l’autre d’indice 4.
Traitons maintenant le sous-cas (i). On a donc deux disques dans la de´composition
de Lazzarini que nous notons : u1 et u2. Remarquons que puisqu’on a suppose´ que
{q−(a1), q−(a2), q−a3, q+(e)} * Di pour tout i, D1 et D2 sont des disques et D1 ∩
D2 = γ ou γ est un arc joignant des points distincts du bord. Supposons que
{q−(a1), q−(a2), q−a3} ⊂ D1 et q+(e) ∈ D2 ; les autres cas se traitent de la meˆme manie`re.
D’abord peut supposer que u1 et u2 sont absolument distincts. En effet, si tel n’e´tait pas
le cas, on pourrait omettre un des deux disques, obtenir un e´le´ment d’un espace de mo-
dules de dimension ne´gative pour lequel on a au surplus prouver la transversalite´. D’ou`
9sauf qu’ils ne sont pas ne´cessairement simples.
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une contradiction. Supposons donc sans perte de ge´ne´ralite´ que les ui sont absolument
distincts.
Puisque D1 ∩ D2 = γ, les e´le´ments u1 et u2 forment une famille a` un parame`tre
de trajectoires perle´es up ∈ M0(T (A1, A2,F), {S};g, J), ou` M0(T (A1, A2,F), {S};g, J) ⊂
M(T (A1, A2,F), {S};g, J) est constitue´ des e´le´me´nts pour lesquels la longueur de la tra-
jectoire joignant u1 a` u2 est nulle. Or l’espace M(T (A1, A2,F), {S};g, J) correspond au
cas (a) ou (b). On a montre´ que dans ces cas les e´le´ments sont simples et absolument
distincts. Il s’ensuit qu’on a les meˆmes proprie´te´s pourM0(T (A1, A2,F), {S};g, J). Mais
dimM0(T (A1, A2,F), {S};g, J) =
∑
i|x1|− |y|− 2n+µ(A1+A2) ≤ 0, ce qui constitue une
contradiction.
A partir de ces espaces nous allons construire une homotopie de chaıˆne entre {(· ∗ ·)∗ ·}
et {· ∗ (· ∗ ·)}. De´finissons :
Ξ : C∗(f1, J)⊗ C∗(f2, J)⊗ C∗(f3, J)→ C∗(f3)
(x1, x2, x3) −→ ∑
y,T |ω(T )<K
symb(T )=(x1,x2,x3:y)




♯2M(T (A,F), {Sλ};g, J) si
∑
i|xi| − |y|+ µ(T ) − 2n+ 1 = 0,
0 autrement
(6.25)
L’associativite´ de´coule de la proprie´te´ suivante :
Proposition 6.2.3. Pour tout J0 ⊂ J (M,ω), ǫ > 0 et pour tout K > 3nη + 2ǫ, il existe des
voisinagesW(L0; J0K, ǫ) etW(J0;K, ǫ) tels que pour tout L∈W(L0; J0, K, ǫ) il existe un ensemble
ge´ne´rique Jreg ⊂ W(J0;K, ǫ) tel que l’application Ξ de´finie ci-dessus ve´rifie :
Ξ ◦ δ(a⊗ b⊗ c) + δ ◦ Ξ(a⊗ b⊗ c) = (a ∗ b) ∗ c− (a ∗ b) ∗ c (6.26)
De´monstration. La preuve est tre`s similaire a` la preuve de la re`gle de Leibniz. On
pointe juste le point essentiellement diffe´rent. Dans la compactification des espaces
M(T (A,F), {Sλ};g, J) de dimension 1, il se peut qu’en plus des e´ve`nements habituels,
θ→ 0 ou 2π/3. Ceci ne constitue pas un proble`me car on interpre`te l’image du point 0 (ou
2π/3) comme un disque constant stable (3 points marque´s). On obtient donc un e´le´ment
qui e´tait dans l’inte´rieur d’un espace M(T ′(A ′,F), {Sλ};g, J) ou` T
′ posse`de un sommet
de plus s et A ′ est obtenu a` partir deA en rajoutant la classe 0 et en l’associant au sommet
s.
6.2. PRODUIT QUANTIQUE. 91
Neutre :
Sans perte de ge´ne´ralite´ on peut supposer que f2 = f3, dans la de´finition du produit.
On peut aussi supposer que f1 ne posse`de qu’un seul maximum qu’on note ℓ. On choisit
ǫ, K > η(3n) + 2ǫ et J ge´ne´rique tel que (QH(L,Λω), ∗) est bien de´fini, invariant et ve´rifie
l’associativite´ pour tout L ∈ N (L0, K, ǫ). On sait que δℓ = 0. On montre maintenant que
pour tout point critique x ∈ Critf2 ℓ ∗ x = x. En effet, e´tant donne´ qu’il n’y a pas de
trajectoires perle´es rigides de l’un des espacesM(x, y, z, L, J) dont l’un des disques non-
constants intersecte la varie´te´ instable de ℓ, la preuve de´coule du fait qu’on a choisi f2 = f3.
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Chapitre 7
Applications.
Nous allons maintenant appliquer la the´orie de´veloppe´e ci-dessus pour e´tudier les
proble`mes suivants :
1. de´plac¸abilite´ : des lagrangiennes presque monotones. Rappelons qu’une sous-
varie´te´ lagrangienne L est dite de´plac¸able s’il existe un diffe´omorphisme hamilto-
nienφH ∈ Ham(M,ω) tel queφH(L)∩L = ∅. Nous allons montrer que cette dernie`re
condition implique la nullite´ deQH(L,Λω).
2. Unire´glage, Energie de de´placement, Capacite´ : Comme corollaire du point
pre´ce´dent nous allons montrer que :
• Les lagrangiennes de´plac¸ables sont unire´gle´es. On dit qu’une varie´te´ lagran-
gienne est unire´gle´e, si pour tout point ℓ ∈ L, il existe un ensemble dense
de structures presque complexes compatibles Jreg ⊂ J (M,ω) tel que pour
tout J ∈ Jreg, il existe un disque J-holomorphe u : (D,∂D) → (M,L) tel que
ℓ ∈ u(∂D).
•• Comme corollaire de l’unire´glage nous allons pouvoir trouver une borne
infe´rieure pour l’e´nergie de de´placement des lagrangiennes presque-
monotones de´plac¸ables. Enfin nous allons trouver un estime´ de la largeur de
Gromov d’une lagrangiennemonotone vers laquelle convergent au sensC1une
suite de lagrangiennes de´plac¸ables, cfr. de´finitions (2.6) et (2.8).
Nous allons introduire unmorphisme qui, dans le cas ou` L est monotone et de´plac¸able,
est une nulle-homotopie, c.-a`-d. une homotopie de chaıˆne entre l’identite´ et l’application
nulle. Dans le cas presque monotone et de´plac¸able cette homotopie de chaıˆne pre´sente
certaines subtilite´s, mais le re´sultat est essentiellement le meˆme.
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Avant, nous allons donner une autre construction du morphisme de comparaison :





ou` les nxy(A) comptent comme d’habitude les e´le´ments d’un espace de modules
M(x, y,A, L; J) ou` x, y ∈ Crit(f), et A ∈ π2(M,L) ve´rifient |x|− |y| + µ(A) = 0.
Les espaces de modules associe´s a` ce morphisme est construit de la manie`re suivante :
Soit J : D → J (M,ω) une famille de structures presque complexes compatibles de la
forme suivante : J est non-constante seulement sur {z ∈ D : |Rez| ≤ 1/2} et joint deux
structures presque complexes J0 et J1 re´gulie`res
1. On note J (D, J0, J1) cet espace.
On de´finit maintenant l’espace M(A,L; J). On pose Jz(q) = J(z, q). Un e´le´ment de
M(A, L; J) est un disque u : (D,∂D)→ (M,L) solution de
∂Ju = ∂su+ Jz(u)∂tu = 0 (7.2)
et repre´sentant A ∈ π2(M,L) ou H
D
2 (M,L). Rappelons que J (D,M,ω) = {J : D× TM →
TM|J(z, ·) = Jz(·) ∈ J (M,ω)}.
The´ore`me 7.0.2. Pour tout J, J ′ re´guliers. Il existe un ensemble de seconde cate´gorie de Baire :
J^reg ⊂ J (D, J, J
′) , tel que pour tout J ∈ J^reg et pour tout A ∈ π2(M,L), l’espace M(A,L; J)
est soit vide soit une varie´te´ de dimension µ(A) + n2.
Remarque 7.1. L’e´nergie d’un e´le´ment de u ∈M(A,L, J) est donne´e parω(A). Par conse´quent
si A 6= 0, son e´nergie est strictement positive comme dans le cas des J constants.
On peut maintenant de´finir Mj(x, y,A, L; J) de la meˆme manie`re qu’on a de´fini
M(x, y,A, L, J) sauf que les j − 1 premiers disques sont J-holomorphes, le j-ie`me est
un disque solution de (7.2), les autres disques e´tant J ′-holomorphes. Ensuite on de´finit
M∗j (x, y,A, L; J) ⊂ Mj(x, y,A, L; J) le sous-ensemble des e´le´ments absolument distincts
dont tous les disques, hormis le j-ie`me, sont simples3.
Si N (J0) ⊂ J (M,ω) est un voisinage de J0, on note :
- ND(J0) ⊂ J (D,M,ω), Jz ∈ N (J0) pour tout z ∈ D.
- N (J0, J, J
′) := ND(J0) ∩ J (D, J, J
′)
1c’est-a`-dire telles que la line´arisation de l’ope´rateur de Cauchy Riemann en une courbe simple est surjectif
2Remarquons qu’on a utilise´ la lettreM et non la lettre P car le groupe de reparame´trisation est trivial.
3Comme J est non-constant nous n’avons pas besoin de demander qu’il soit simple
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Proposition 7.0.4. Soit L0 une lagrangienne monotone. Pour tout K > 0 et pour tout J0 ∈
J (M,ω) il existe des voisinages N (J0;K) et N (L0; J0, K) tels que pour tout :
L ∈ N (L0; J0, K),
J, J ′ ∈ N (J0, K) re´gulier,
il existe J^reg ⊂ N (J0, J, J
′;K) ge´ne´rique, tel que pour tout J ∈ J^reg, pour tout x, y ∈ Crit(f),
pour tout A = (A1, . . . , Ak) ∈ H
D
2 (M,L)
k avec ω(A) < K et pour tout j = 1, . . . , k, l’espace de
moduleM∗j (x, y,A, L, J) est soit vide, soit une varie´te´ de dimension :
|x| − |y|+ µ(A).
Comme pre´ce´demment, si |x| − |y| + µ(A) ≤ 1,M∗j (x, y,A, L, J) = Mj(x, y,A, L, J).
Corollaire 7.0.2.1. Le the´ore`me reste vrai pour l’espace







M∗j (x, y,A, L, J).
De´monstration. Le re´sultat concernant la transversalite´ deM∗j (x, y,A, L, J) ainsi que la for-
mule de dimension sont des applications directes des re´sultats obtenus dans [MS04]. En
outre si J 6= J ′, la preuve de l’e´galite´ entre M∗j (x, y,A, L, J) et Mj(x, y,A, L, J) lorsque
|x|−|y|+µ(A) ≤ 1 est a` quelques de´tails mineurs pre`s la meˆme que la preuve du the´ore`me
(5.0.2). Le seul cas vraiment proble´matique est quand J = J ′.
Dans ce cas il est plus difficile de montrer que les e´le´ments de Mj(x, y,A, L, J) sont
absolument distincts. Par souci de clarte´ nous allons donc faire la preuve en entier. On
ne traite que le cas dim L ≥ 3. La preuve dans les autres cas e´tant la meˆme que pour les
espacesM(x, y,A, L, J).
dimL ≥ 3 : La preuve se fait par induction sur l’indice de Maslov µ(A) = kNL. Sup-
posons d’abord que µ(A) = NL. Puisque L est presque-monotone, il s’en suit que
A = A ∈ HD2 (M,L). Puisqu’il n’y qu’un seul disque, et que ce disque correspond au
disque solution de (7.2), on obtient le re´sultat. Supposons que le re´sultat soit vrai pour k
et montrons qu’il est vrai pour k+1. D’abord remarquons qu’il n’existe pas de i ∈ {1, . . . k}
tel que ui(−1) = ui(+1). En effet supposons que cela soit le cas, on pourrait omettre le
disque ui et ainsi obtenir un trajectoire perle´e d’un espace de module dont la dimension
serait ne´gative. Notre hypothe`se d’induction nous assure que cet espace est donc vide.
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Pour montrer la simplicite´ des disques on proce`de exactement de la meˆme manie`re que
dans le the´ore`me (5.0.2) et il n’y a aucune difficulte´. Par contre pour montrer qu’ils sont
absolument distincts il faudra plus de travail. Supposons que les disques ne soient pas
absolument distincts. Soit u = (u1, . . . , uj, . . . , uk) ∈ Mj(x, y,A, L, J). On suppose qu’il
existe i, l ∈ {1, . . . , k} tels que ui(D) ⊂ ul(D))
On distingue alors les cas suivants :
1. 1 ≤ i, l < j : ce cas se traite exactement de la meˆme manie`re que dans la preuve du
the´ore`me (5.0.2).
2. j < i, l ≤ k : Ici aussi on re´pe`te la preuve du the´ore`me (5.0.2)
3. i < j < l et l < j < i. Ces deux cas sont les plus proble´matiques.
Traitons le cas i < j < l, l’autre se traitant de la meˆme manie`re et est laisse´ au lecteur. Il
suffit d’omettre la chaıˆne ui, . . . , ul−1. On obtient alors un e´le´ment u
′ ∈ M(x, y,A ′, L, J0)
dont la dimension est |x|−|y|+µ(A ′) − 1. Cependant on a omis au moins deux disques :
le disque uj et le disque ul ; donc µ(A
′) ≤ µ(A) − 2NL ≤ µ(A) − 4. Un rapide calcul nous
me`ne a` une contradiction.
On va maintenant e´tudier la compacite´ de ces espaces de modules. Le fait que ϕ est
application de chaıˆnes de´coule directement de la proposition suivante :
Proposition 7.0.5. Pour tout ǫ et pour tout K > η(n + 1) + 2ǫ, il existe un voisinage
N (L0, K, ǫ) de L0, et un voisinage N (J0;K) de J0 tel que pour tout L ∈ N (L0;K, ǫ), pour tout
J, J ′ ∈ Jreg(L) ⊂ N (J0;K, ǫ) et pour tout J ∈ J^reg : Soient x, y ∈ Crit(f) et A ∈ π2(M,L)
tel que ω(A) < ǫ. Si |x|−|y|+µ(A) = 1, alors M(x, y,A, L; J) posse`de une compactification
M(x, y,A, L; J) telle que :













De´monstration. Il suffit de constater que les brisures possibles sont exactement les meˆmes
que celles apparaissant dans le cas des espaces de modules M(x, y,A, L; J). En re´pe´tant
l’e´tude faite dans ce cas il est facile de retrouver les identite´s ci-dessus.
Nous allons maintenant faire une remarque importante :







Etant donne´ qu’on conside`re des se´ries formelles, les morphismes du type :
Id+ P,
ou` P est un morphisme ayant tous ses coefficients d’e´nergie strictement positive, sont toujours




On de´finit alors une application d’e´valuation evH,j identique a` l’application
d’e´valuation de´finie en (5.2) sauf que le j-e`me espace de modules est remplace´ par
M(Aj, L; J, H). On de´finit ensuite :




P(x, y,A; J, H) =
⋃
j
Pj(x, y,A; J, H, R)
et enfin




P(x, y,A; J, H).
L’espace Mj(x, y,A; J, H) est obtenu apre`s avoir effectue´ le quotient de l’espace P cor-
respondant par son groupe de reparame´trisation. Il en va de meˆme pour les autres es-
pacesM. Enfin on de´core les espaces de modules d’un aste´risque ∗ pour de´signer le sous-
ensemble de trajectoires perle´es absolument distinctes et constitue´es de disques simples.
En utilisant les arguments re´pe´te´s maintes fois dans les sections pre´ce´dentes on prouve :
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Proposition 7.0.6. Soit L0 →֒ (M,ω) une sous-varie´te´ lagrangienne monotone. Pour tout J0 ⊂
J (M,ω et pour tout K > 0, il existe un voisinage N (L0; J0, K) de L0 et N (J0, K) de J0 ayant la
proprie´te´ suivante : Si L ∈ N (L0, K) et J, J
′ ∈ Jreg ⊂ N (J0;K), il existe J^reg ⊂ N (J0, J, J
′) tel
que pour tout J ∈ J^reg, pour tout A ∈ H
D
2 (M,L) avec ω(A) < K, et pour tout x, y ∈ Crit(f),
M∗(x, y,A, L, J, H) est soit vide, soit une varie´te´ de dimension :
dimM∗(x, y,A, L; J, H) = |x|− |y| + µ(A) + 1.
En outre si dimM∗(x, y,A, L; J, H) ≤ 1 alorsM∗(x, y,A, L; J, H) = M(x, y,A, L; J, H).
De´monstration. La preuve est essentiellement la meˆme que la preuve de la proposition
(7.0.4). On remarquera cependant que, pour que l’argument marche tel quel, il faut
impe´rativement que J soit diffe´rent de J ′.
A tout diffe´omorphisme hamiltonien φH ∈ Ham(M,ω), on associe alors le mor-
phisme :












Proposition 7.0.7 (Albers,[Alb08]). Soient Lν →֒ (M,ω) une suite de lagrangiennes conver-
geant vers une lagrangienne L et H : M → R une fonction hamiltonienne. Supposons que
H soit ge´ne´rique pour tout Lν dans le sens ou` les cordes hamiltonienne de H a` bord dans Lν
sont non-de´ge´ne´re´es. Soit {(uν, Rν}ν∈N une suite d’applications de disques avec (uν, Rν) ve´rifiant
∂¯Juν+ βRν(s)XH(uν) = 0 et uν(∂D) ⊂ Lν. Supposons queω(uν) < K. Alors :
1. Si Rν→ R∞ avec 0 < R∞ < +∞, uν posse`de une sous-suite convergeant vers une courbe
stable dont seul le coeur est solution des e´quations de Cauchy-Riemann perturbe´es.
2. Si Rν→ 0 alors uν posse`de une sous-suite convergeant vers une courbe pseudo-holomorphe
stable.
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3. Si Rν → +∞, alors uν posse`de une sous-suite convergeant vers une courbe stable dont le
coeur est un disque brise´ le long d’orbite(s) hamiltonienne(s) de H.
En outre si H est non-de´ge´ne´re´ pour L, la limite des Aν = [uν] ∈ H
D
2 (M,Lν) est bien de´finie.
Remarque 7.3. Une remarque importante est que dans certains cas (comme nous allons le voir) il
n’est pas toujours vrai que si H est non-de´ge´ne´re´ pour tout Lν, il l’est aussi pour la lagrangienne
limite. Il se peut par exemple que l’ensemble des cordes hamiltoniennes forment une varie´te´, comme
c’est le cas par exemple pour la rotation de 180° sur la sphe`re et l’e´quateur.
On aimerait prouver que δΨ + Ψδ = ϕ. Malheureusement ce n’est pas possible en
ge´ne´ral car il n’est pas possible de prouver un lemme similaire au lemme (6.1.1) pour les
espacesM(A,L, J,H). Cependant on peut prouver :
The´ore`me 7.0.3. Soit L0 →֒ (M,ω) une varie´te´ lagrangienne monotone. Pour tout J0 ∈
J (M,ω), pour tout ǫ > 0 et pour tout K > 3nη + 2ǫ, il existe des voisinages N (L0, K, ǫ)
et N (J0;K, ǫ) ayant la proprie´te´ suivante :
Si L ∈ N (L0, K, ǫ) et J, J
′ ∈ Jreg ⊂ N (J0;K, ǫ) il existe un ensemble dense J^reg ∈
N (J0, J, J
′) tel que pour tout J ∈ J^reg et pour tout H : M× [0, 1]→ R tel que φH(L)∩ L = ∅, on
a :



























Interpre´tons ces termes, comme nous le faisons a` chaque fois, en terme de bord d’es-
paces de modules de dimension 1 en gardant a` l’esprit que nous n’avons pas d’e´quivalent
de la proposition (6.1.1). On ne sait donc pas a priori que ω(A + B) < K a` partir de la
connaissance de ω(A),ω(B) < K. Ne´anmoins pour les classes A,B apparaissant dans les
expressions ci-dessus ve´rifiant ω(A + B) < K on peut appliquer la strate´gie introduite
plus haut. Donc lorsque ω(A + B) < K on a la transversalite´ des espaces de modules
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M(x, z,A + B, L;H, J) qui sont donc des varie´te´s diffe´rentiables de dimension 1. On pose
alors :
δ ◦ Ψ+ Ψ ◦ δ = (δ ◦ Ψ + Ψ ◦ δ)<K+ (δ ◦ Ψ+ Ψ ◦ δ)≥K (7.7)
Ou` (δ ◦Ψ+Ψ ◦ δ)<K, repsectivement (δ ◦Ψ+Ψ ◦ δ)≥K, de´signe les termes de δ ◦Ψ+Ψ ◦ δ
avecω(A + B) < K, respectivementω(A + B) ≥ K.
Etudions la compactification des espaces M(x, z,A + B, L;H, J) de dimension 1 avec
ω(A + B) < K.
Soit uν une suite convergeant dans M(x, y,A + B, L,H, J). D’abord, la lagrangienne
e´tant de´plac¸able il existe R∞ < ∞ tel que uν → u ou` u. En effet, l’absence de corde
hamiltonienne force la suite a` converger pour des valeurs finie de R. De plus lorsque
R∞ = 0, on obtient des e´le´ments des espaces de modulesM(x, z,A + B, J) correspondant
aux termes de ϕ dans (7.4). Maintenant pour 0 < R∞ <∞ on distingue les cas suivants
1. Bouillonnement de sphe`re(s) en un point inte´rieur au disque ou de disque(s) en un
point du bord ne de´finissant pas une relation d’incidence. Comme on l’a de´ja` re´pe´te´
maintes fois c’est un phe´nome`ne de codimension 2 qu’on peut ne´gliger puisque
notre espace est de dimension 1.
2. Bouillonnement de disques en une relation d’incidence. Ceci correspond a` un point
inte´rieur.
3. Brisures d’une trajectoire du gradient de´finissant une relation d’incidence qui cor-
respond aux termes (δ ◦ Ψ+ Ψ ◦ δ)<K.
En conclusion nous avons donc :
(δ ◦ Ψ+ Ψ ◦ δ)<K = ϕ (7.8)
L’expression de (δ ◦ Ψ + Ψ ◦ δ)≥K ne peut s’interpre´ter en termes du bord d’espace de
modules car ω(A + B) e´tant plus grande ou e´gale a` K nous n’avons pas la transversalite´
pour ces espaces de modules. On retrouve donc bien l’e´quation (7.4).
Corollaire 7.0.3.1. Soient Lα une lagrangienne C
1-proche d’une lagrangienne monotone. Suppo-
sons que Lα soit de´plac¸able, alors QH(L,Λα) = 0.
De´monstration. Par la remarque (7.2), le membre de droite de l’identite´ (7.4) est un iso-
morphisme. Il suffit de prouver que cet isomorphisme est un morphisme de chaıˆnes. Ceci
impliquera en effet qu’un isomorphisme induit l’application nulle en homologie.
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On doit donc prouver que :
δ ◦ (δ ◦ Ψ+ Ψ ◦ δ) + (δ ◦ Ψ+ Ψ ◦ δ) ◦ δ = 0.
Or δ ◦ (δ ◦ Ψ+ Ψ ◦ δ) = δΨδ et de meˆme (δ ◦ Ψ+ Ψ ◦ δ) ◦ δ = δΨδ.
Corollaire 7.0.3.2. Les varie´te´s presque monotones de´plac¸ables sont unire´gle´es.
De´monstration. Nous allons donner deux preuves. La premie`re est plus ge´ne´rale puisque
nous allons montrer que si L est presque monotone et QH(L,Λω) = 0, alors L est
unire´gle´e. Cette preuve permet de borner la largeur de Gromov de L. La deuxie`me preuve
concernera les sous-varie´te´s lagrangiennes de´plac¸ables et a l’avantage de pouvoir donner
de manie`re tre`s explicite une borne infe´rieure pour l’e´nergie de de´placement.
Preuve 1 : Soit L0 une sous-varie´te´ monotone de constante de monotonie η > 0. Soit
L une varie´te´ presque monotone, et J une structure presque complexe re´gulie`re pour L
Soient ℓ ∈ L et f : L → R une fonction de Morse sur L ayant pour unique maximum ℓ.
Puisque ℓ est le maximum δℓ = 0. MaisQH(L,Λω) e´tant nul, il existe x ∈ C∗(f, g, J) tel que
ℓ = δx. Ceci implique qu’il existe un espace de perlesM(y, ℓ,A, J) non-vide avec A 6= 0.
De plus e´tant donne´ que µ(A) = n− |y|+ 1 ≤ n+ 1, on de´duit queω(A) ≤ η(n+ 1) + 2ǫ.
Preuve 2 : En e´crivant (7.4) pour x = ℓ on obtient :


















Puisque µ(A) = |y|−n−1 < −1, on a µ(A) < −NL. On de´duit qu’il existeA,B ∈ H
D
2 (M,L)
non-nuls et y ∈ Crit(f) tel que µ(A) = −µ(B), ω(A) = −ω(B) et nℓy(A,H)n
y
ℓ (B) = 1. Ceci
implique que nyℓ (B) 6= 0 et donc M(y, ℓ, B, L, J) 6= ∅. Par conse´quent il existe un disque
pseudo-holomorphe repre´sentant la classe B 6= 0 passant par ℓ. Remarquons que puisque
ω(A) ≥ −‖H‖∞ ,ω(B) ≤ ‖H‖∞ .
De la preuve pre´ce´dente, on retrouve un cas particulier du the´ore`me bien connu
[Che98] :
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Corollaire 7.0.3.3. Soit L une lagrangienne presque-monotone de´plac¸able. Alors :
E(L) ≥ inf{ω([u]) > 0|u : (D,∂D)→ (M,L) et ∂¯Ju = 0}.
Corollaire 7.0.3.4. Soit L0 une sous-varie´te´ lagrangienne monotone de´plac¸able. Alors toutes les
lagrangiennes C1-proche de L0 sont unire´gle´es.
De´monstration. Au vue du corollaire (7.0.3.1), il suffit de montrer qu’un voisinage de L0
est de´plac¸able. Soit φ ∈ Ham(M,ω) un diffe´omorphisme hamiltonien effectuant la dis-
jonction de L0 avec lui meˆme. Puisque L0∩φ(L0) = ∅, il existe un voisinage N de L0 etW
de φ(L0) tel queN ∩W = ∅. En prenant φ
−1(W)∩N on trouve un voisinage C1 de L0 qui
peut eˆtre disjoint de lui-meˆme par le diffe´omorphisme φ.
Corollaire 7.0.3.5. Soit {Lν}ν∈N une suite de lagrangienne de´plac¸able convergeant au sens C
1
vers une lagrangienne monotone L0. Alors L0 est uni-re´gle´e.
La proposition suivante est tire´ de [BC07] :
Proposition 7.0.8 ([BC07]). Soient E > 0 et L →֒ (M,ω) une sous-varie´te´ langrangienne. Si
pour J ∈ J (M,ω) il existe un voisinage N (J) ⊂ J (M,ω) et un sous ensemble de seconde
cate´gorie de Baire J ⊂ N (J) tel que pour tout J ′ ∈ J et pour tout ℓ ∈ L, il existe un disque
u : (D,∂D)→ (M,L) tel que :
- u est J ′-holomorphe
- ℓ ∈ ∂D,




Avant de prouver cette ine´galite´ rappelons le lemme de monotonicite´ duˆ a` Lelong
[Lel50] :
Lemme 7.0.1 (Lemme de monotonicte´). Soit Σ ⊂ Rn une surface minimale passant par 0,
alors :
Area(S ∩ B(r)) ≥ πr2 (7.9)
De´monstration. Soit φ : (B(r), BR(r)) → (M,L) tel que φ−1(L) = BR(r). Soit J ∈ J (M,ω)
une structure presque complexe compatible ve´rifiant : φ∗J0 = J|imφ. Soit ℓ ∈ L.
Conside´rons une suite de structures presque complexes compatibles {Jn} dans Jreg ⊂
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N (J). Par hypothe`se il existe une suite de disques {un}, Jn-holomorphes passant par
ℓ = φ(0) et dont l’e´nergie est borne´e par E. Il existe un sous-suite convergeant vers une
courbe stable passant par ℓ (dont le bord contient ℓ). Il s’ensuit qu’il existe un disque J-
holomorphe passant par ℓ et dont l’e´nergie est infe´rieure a` E. Posons
D = int(B(r)) ∩ {φ−1(u(D)) ∪ (φ−1(u(D)))∗},
ou` l’e´toile de´signe la conjugaison complexe. Il est connu que l’image d’une application
pseudo-holomorphe est une surface minimale pour la me´trique ω(·, J·). Par conse´quent,
on peut appliquer le lemme de monotonicite´ a` D :
πr2 ≤ ω0(D) ≤ 2ω([u]) ≤ 2E. (7.10)
Corollaire 7.0.3.6. Soit L0 →֒ (M,ω) un sous-varie´te´ lagrangienne monotone. Supposons que
qu’il existe une suite de sous-varie´te´s lagrangiennes presque monotones de´plac¸ables Lα, conver-














Dans ce chapitre nous e´tudions le complexe des perles des varie´te´s toriques de Fano.
Ces varie´te´s ont de´ja` e´te´ e´tudie´es intense´ment dans [CO06] et [Cho08] ainsi que dans
[FOOO10] [FOOO09a].
Nous pouvons cependant retrouver la plupart de leurs re´sultats sans faire appel aux
structures Kuranishi. La raison est que dans leur contexte ils conside`rent les espaces de
modules de dimensions arbitraires alors que dans le cas du complexe des perles on ne
conside`re que ceux de dimension 0 ou 1. L’approche qui suit est assez e´le´mentaire dans le
sens ou` elle ne fait intervenir que des re´sultats de transversalite´ standard et qu’elle e´vite
les discussions techniques concernant les obstructions a` δ2 = 0. Re´cemment Chris Wood-
ward a ge´ne´ralise´ et retrouve´ tous les re´sultats de [FOOO10] en utilisant les e´quations
Vortex. Malheureusement nous n’avons pas eu le temps d’investiguer les de´formations
bulk pour les perles.
8.1 Varie´te´s toriques.
On rappelle d’abord brie`vement la de´finition et les proprie´te´s e´le´mentaires des
varie´te´s toriques. Ces dernie`res fournissent une classe d’exemples de varie´te´s de Kha¨ler
inte´ressante et posse`dent des proprie´te´s ge´ome´triques remarquables qui nous permet-
tront d’investiguer la structure des espaces de modules de disques holomorphes a` bord
dans certaines sous-varie´te´s lagrangiennes appele´es fibres toriques. On suit essentielle-
ment l’approche se trouvant dans [Aud04], [CdS01], [CO06].
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De´finition 8.1. Une varie´te´ torique symplectique est une varie´te´ (X2n,ω) munie d’une action
hamiltonienne effective du tore de dimension n, Tn avec application moment µ.
Ce type de varie´te´ peut eˆtre de´crite par un objet purement combinatoire appele´ poly-
tope de Delzant :
De´finition 8.2. Un polytope de Delzant est un polytope convexe ∆ ⊂ Rn ayant les proprie´te´s
suivantes :
1. ∆ est simple : la valence de chaque sommet est n ou de manie`re e´quivalente n faces se
rencontrent en chaque sommet1.
2. ∆ est rationnel : les areˆtes joignant p sont de la forme p+ tui avec ui ∈ Zn.
3. ∆ est lisse : en chaque sommet p ∈ ∆, les vecteurs ui forment une base de Zn.
On dit qu’un vecteur v ∈ Zn est primitif s’il ne peut pas s’e´crire v = kw avec k ∈ Z et
|k| > 1.
Un polytope de Delzant peut eˆtre de´crit alge´briquement a` l’aide de ses faces. Notons
N le nombre de faces de ∆. Pour chaque i ∈ {1, . . . ,N} on conside`re le vecteur primitif
vi ∈ Zn normal a` la face Γi = {x ∈ (Rn)∗|〈x, vi〉 = λi}, λi ∈ R, et pointant vers l’inte´rieur
du polytope ∆. On peut alors e´crire :
∆ = {x ∈ (Rn)∗|〈x, vi〉 ≥ λi, λi ∈ R, 1 ≤ i ≤ N} (8.1)
Nous allons maintenant de´crire comment obtenir une varie´te´ torique a` partir d’un poly-
tope de Delzant. Nous e´noncerons ensuite le the´ore`me de classification des varie´te´s toriques
de Delzant.
Soit ∆ un polytope de Delzant. Notons
π∆ : R
N→ Rn : ei→ vi,∀i ∈ {1, . . . ,N}




ou` T j = Rj/Zj, j ∈ {n,N}. On a alors les courtes suites exactes suivantes :
1Une face est une facette de dimension n− 1 et une facette est un sous-polytope de ∆. A noter que certains
auteurs utilisent la convention inverse. Mais la noˆtre paraıˆt plus approprie´e puisqu’e´tymologiquement une
facette est une petite face.
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0 −→ K∆ i−→ RN π∆−−→ Rn −→ 0.
et
0 −→ T∆ i−→ TN π∆−−→ Tn −→ 0. (8.2)
ou` K∆ = kerπ∆ et T∆ = kerπ∆. Notons t l’alge`bre de Lie du tore T∆. La courte suite exacte
(A.3) induit des courtes suites exactes au niveau des alge`bres de Lie :
0 −→ t∆ i∗−→ RN (π∆)∗−−−→ Rn −→ 0. (8.3)
0 −→ (Rn)∗ (π∆)∗−−−→ (RN)∗ i∗−→ t∗ −→ 0. (8.4)
Conside´rons maintenant l’action hamiltonienne standard de TN sur (CN,ω0) :
(ei2πt1 , . . . , ei2πtN ) · (z1, . . . , zN)→ (ei2πt1z1, . . . , ei2πtNzN).
L’application moment de cette action est donne´e par
µ : X→ t∗ : (z1, . . . , zN)→ π(|z1|2, . . . , |zN|2) (8.5)
L’injection i induit une action hamiltonienne du sous-tore T∆ sur CN dont l’application
moment est donne´e par :
µ ′∆ : X→ t∆ : (z1, . . . , zN)→ i∗ ◦ µ(z1, . . . , zN). (8.6)
Plus explicitement si I est la repre´sentation de i∗ dans une base, l’application moment
ci-dessus est donne´e par :








On pose alorsM∆ = (µ
′
∆)
−1(0)2. La re´duction symplectique X∆ :
X∆ = M∆/T∆ = C
N//T∆.
posse`de donc une structure symplectique ω∆ qui est invariante sous l’action hamilto-
nienne d’un tore de dimension n TN/T∆ et l’image de l’application moment qui lui est
2Il se peut que 0 ne soit pas une valeur re´gulie`re auquel cas on prend z ∈ CN re´gulier et arbitrairement
proche de 0.
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associe´e est pre´cise´ment ∆. Insistons sur le fait que ce sont les λi qui de´terminent la struc-
ture symplectique.
Pour de´crire l’espace des disques nous aurons besoin d’une autre description des
varie´te´s toriques du point de vue de la ge´ome´trie complexe. L’approche qui suit est
comple´mentaire et est mieux adapte´e a` la ge´ome´trie complexe. La combinaison des deux
permet alors d’e´tudier les varie´te´s toriques symplectiques avec les outils de la ge´ome´trie
complexe. Plus pre´cise´ment nous verrons que l’on pourra associer a` chaque polytope de
Delzant un autre objet combinatoire appele´ e´ventail, et que cet e´ventail permet de voir
imme´diatement que la varie´te´ obtenue est une varie´te´ complexe. Nous e´noncerons en-
suite le the´ore`me de Delzant qui assure le lien entre ces diffe´rentes notions.
Coˆne re´gulier et e´ventail :
Un sous-ensemble σ ⊂ R est un coˆne convexe re´gulier de dimension k ≥ 1, ou
plus simplement un coˆne re´gulier, s’il existe k vecteurs v1, . . . , vk ∈ Zn line´airement
inde´pendants appartenant a` une sous-base entie`re de Zn tels que :
σ = {a1v1+ · · · + akvk|ai ∈ R
+}.
Les vecteurs vi sont appele´s les ge´ne´rateurs du coˆne σ.
Un coˆne re´gulier σ ′ est appele´ une facette d’un coˆne re´gulier σ, si l’ensemble de ses
ge´ne´rateurs forment un sous-ensemble des ge´ne´rateurs de σ. On note alors σ ′ < σ.
Un ensemble de coˆnes re´guliers de Rn Σ = {σ1, . . . σs} est appele´ e´ventail de dimen-
sion n, si les conditions suivantes sont satisfaites :
1. si σ ′ < σ ∈ Σ, alors σ ′ ∈ Σ,
2. si σ, σ ′ ∈ Σ, alors σ ′ ∩ σ < σ et σ ′ ∩ σ < σ ′ (les coˆnes de l’e´ventail s’intersectent en
des faces).
3. Rn = σ1 ∪ · · · ∪ σs. Cette condition est ajoute´ pour des questions de compacite´.
Le k-squelette de Σ (l’ensemble de tous les coˆnes re´guliers de dimension k de Σ) est note´
Σ(k).
Tore complexe associe´ a` un e´ventail :
Soit Σ un e´ventail. Notons G = {v1, . . . , vN} l’ensemble des ge´ne´rateurs de Σ
(1). Nous
allons lui associer un tore complexe de la manie`re suivante : On conside`re la suite exacte
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suivante :
0→ ZN−n→ ZN π−→ Zn→ 0,
ou` π(ei) = vi. Le noyau de π,
kerπ = KΣ = {(t1, . . . , tN) ∈ Z
N| t1v1+ · · · + tNvN = 0}.
En prenant le produit tensoriel avec C on obtient de la sorte un sous-tore TΣ = ker(π⊗
C) − {0} ⊂ (C∗)N.
Action du tore.
L’action du tore TΣ sur CN induite par l’action diagonale de (C∗)N sur CN :
(t1, . . . , tN; z1, . . . , zN)→ (t1z1, . . . , tNzN),
est effective, mais pas libre. Nous allons donc chercher ses orbites singulie`res. Soit I ⊂
{1, . . . ,N}. Fixons les notations suivantes :
- eI = {(z1, . . . , zN)|j /∈ I⇒ zj = 0}
- TI = {(t1, . . . , tN)|j /∈ I⇒ tj = 1}
On note aussi I¯ le comple´mentaire de I.
Proposition 8.1.1. [Aud04] Les orbites singulie`res de TΣ dans CN sont constitue´es des points
z ∈ eI tels que :
KΣ∩ eI¯ 6= 0.
De´monstration. Un point z fait partie d’une orbite singulie`re ssi il existe un sous-ensemble
propre I ⊂ {1, . . . ,N} tel que :
TΣ ∩ TI¯ 6= 1.
En line´arisant cette dernie`re condition on obtient le re´sultat de´sire´.





et que ce dernier (qui est ouvert et dense) est le plus grand sur lequel TΣ agit librement.
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Remarque 8.3. Les points (z1, . . . , zN) ∈ U(Σ) satisfont :
zi1 = zi2 = · · · = zip = 0 ⇐⇒ ti1 = · · · = tip = 0.
Soit I = {i1, . . . , ip} ⊂ {1, . . . ,N}. Posons vI = {vi ∈ G|i ∈ I}. On note 〈vI le coˆne
engendre´ par vI :
〈vI = {a1vi1 + . . . apvip |ai ∈ R
+}.
Une collection de ge´ne´rateurs vI est dite primitive si elle satisfait aux conditions sui-
vantes :
1. vI n’engendre pas un coˆne de dimension p = ♯I, c.a`-d. 〈vI /∈ Σ
(p),
2. Pour tout sous-ensemble propre I ′ ⊂ I, 〈vI est un coˆne de dimension k = ♯I
′.






De´monstration. La preuve de´coule de la remarque (8.3)
De´finition 8.4 (Varie´te´ torique). Une varie´te´ torique associe´e a` un e´ventail de coˆne re´gulier Σ
est de´finie par :
XΣ = U(Σ)/TΣ
Lien entre les deux constructions.
Conside´rons un polytope de Delzant ∆. Nous allons lui associer un e´ventail construit
de la manie`re suivante :





On conside`re ensuite son coˆne dual :
σ∗Γ = {x ∈ R
n|〈y, x〉 pour tout y ∈ σΓ}.
On note alors
Σ(∆) := {σ∗Γ}Γ<∆
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l’e´ventail associe´ a` ∆.
On e´nonce enfin le the´ore`me de Delzant3 :
The´ore`me 8.1.1 (Delzant, [Del88]). Il existe une correspondance biunivoque entre varie´te´ to-
rique symplectique et polytope de Delzant, de plus :
X∆ ∼= XΣ(∆) (8.7)
La forme symplectique ω∆ obtenue par re´duction symplectique est invariante sous l’action hamil-
tonienne du tore Tn = TN/T∆. Et son application moment µ∆ ve´rifie µ∆(∆) = ∆.
On peut obtenir encore plus d’informations graˆce au polytope des moments ∆. En
effet, la pre´image d’un point de ce tore correspond a` une orbite de Tn. En particulier les
points inte´rieurs correspondent a` des tores lagrangiens appele´s fibres toriques, et l’image
inverse d’un des sommets correspond aux points fixes de l’action4
8.2 Structure des espaces de disques.
Les the´ore`mes suivants sont tire´s de [CO06].
The´ore`me 8.2.1 (Formule d’indice.). Soit (X∆,ω∆, J∆, µ∆) une varie´te´ torique compacte de
dimension 2n associe´e a` un polytope ∆. Soit La = µ
−1
∆ (a), ou` a ∈ int∆, une fibre torique. Alors




♯u(D) ∩ V(vj), (8.8)
ou` V(vj) est l’hyperplan complexe ve´rifiant π
−1(V(vj)) = {zj = 0}, avec π : U(Σ(∆))→ X∆.
The´ore`me 8.2.2 (The´ore`me de classification). Tout disque holomorphe u : (D,∂D) →
(X, La) peut eˆtre releve´ en un disque holomorphe :
u ′ : (D,∂D)→ (U(Σ), π−1(La))
3Voir [Aud04], [Del88] pour les de´tails.
4Les pre´images d’un point d’une facette de codimension k correspondent a` des tores isotropes de dimen-
sion k.
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dont les coordonne´es z1(u
′), . . . , zN(u








, pour toutz ∈ D,
avec cj ∈ C∗, µj ∈ N. En outre l’indice de Maslov de u, µ(u) = 2
∑
µj.
The´ore`me 8.2.3 (Transversalite´). [[CO06]] Les disques apparaissant dans le the´ore`me pre´ce´dent
sont re´guliers, c.-a`-d. que la line´arisation de l’ope´rateur de Cauchy-Riemann en une solution est
surjective.
8.2.1 Disques holomorphes d’indice 2
Le the´ore`me de classification (8.2.2) nous apprend que les disques d’indice 2 sont de
la forme
uj : (D,∂D)→ (X, La) : z −→ (c1, . . . , cjz, . . . , cn) (8.9)
ou` les cj sont choisis de telle sorte que uj(∂D) ⊂ La.
Proposition 8.2.1. Soit La →֒ (X,ω) une fibre torique d’une varie´te´ torique. L’aire d’un disque
uj est donne´e par :
ω([uj]) = 2π(〈a, vj〉 − λj). (8.10)
ou` λj de´fini la face du polyhe`dre des moments : 〈x, vj〉 = λj correspondant a` l’hyperplan zj = 0.
La proposition pre´ce´dente ainsi que le the´ore`me de classification permettent de cal-
culer l’aire de n’importe quel disque holomorphe a` bord dans une fibre torique. On peut






je2+ · · · + v
n
j en, (8.11)
ou` ej = [γj] ∈ H1(La,Z2) avec :
γj : S
1→ (C∗)n : eiθ→ (c1, . . . , cjeiθ, . . . , cn) (8.12)
Corollaire 8.2.3.1. Soit u : (D,∂D) → (X, La) un disque holomorphe dont le releve´ u ′ :














µj(〈a, vj〉− λj) (8.13)
8.3 Transversalite´.
Il est possible de de´finir le complexe des perles pour les fibres toriques de varie´te´s
toriques de Fano.
De´finition 8.5. Soit (M,ω) une varie´te´ symplectique. Soit J une structure presque complexe
compatible avecω. Le triple (M,ω, J) est dite de Fano si pour tout 0 6= A ∈ H2(M) pouvant eˆtre
repre´sente´ par une courbe J-holomorphe, 〈c1(J), [A]〉 > 0. Notons que puisque l’espace J (M,ω)
est contractible, c1(J) ne de´pend pas de J.
Pour une varie´te´ torique on a le the´ore`me suivant :
The´ore`me 8.3.1. Soit (X∆,ω∆, J∆) une varie´te´ torique associe´e au polytope de Delzant ∆.
Chaque face de ∆ est l’enveloppe convexe d’une base de Zn ssi X∆ est de Fano.
FIG. 8.1 – Ci-dessus les 5 polytopes correspondants au cinq varie´te´s toriques de Fano de
dimension re´elle 4. De gauche a` droite : CP1 × CP1, CP2, e´clatement de CP2 en un point
fixe de l’action hamiltonienne, e´clatement de CP2 en deux points fixes et enfin e´clatement
de CP2 en trois points fixes.
Pour de´finir le complexe des perles, on devra se restreindre aux structures presque
complexes proches de la structure complexe standard de la varie´te´ torique. Une fois en-
core le the´ore`me de compacite´ de Gromov jouera un roˆle essentiel dans les preuves des
the´ore`mes qui suivent.
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Lemme 8.3.1. Soit (X∆,ω∆, J∆, µ∆) une varie´te´ torique de Fano compacte associe´e a` ∆. Soit
L →֒ (X∆,ω∆) une fibre torique. Alors pour toute constante positive K, il existe un voisinage
N (J∆, K) ⊂ J (X∆,ω∆) de J∆, tel que pour tout J ∈ N (J∆;K) : si u : (D,∂D) → (X, L) est
J-holomorphe :
ω([u]) ≤ K =⇒ µ([u]) ≥ 2.
De´monstration. Supposons qu’il existe K tel que pour tout voisinage N (J∆, K), il existe
une structure presque complexe compatible J ∈ N (J∆, K) et un disque J-holomorphe
u : (D,∂D) → (X, L) ayant une aire symplectique plus petite que K et un indice de
Maslov infe´rieur a` 2. On peut alors trouver une suite de s.p.c.c. Jν convergeant vers J∆
et une suite uν de disques Jν-holomorphes a` bord dans L, dont l’aire est uniforme´ment
borne´e par K. Par conse´quent il existe une sous-suite uν convergeant vers une applica-
tion stable u constitue´e de disques J∆ holomorphes a` bord dans L dont l’indice total est
infe´rieur a` 2. Remarquons qu’il se pourrait qu’a` la limite un bouillenement de sphe`re
pseudo-holomorphe de classe de Chern ne´gative se produise, par conse´quent l’applica-
tion stable obtenue pourrait avoir un indice deMaslov ne´gatif. Cependant la condition de
Fano nous garantit que ceci n’arrive pas, c.-a`-d. que puisque la classe de Chern de toute
sphe`re pseudo-holomorphe non-constante est strictement positive, l’indice de Maslov de
u est positif et donc plus grand ou e´gal a` deux (car les tores sont orientables). On a donc
bien une contradiction.
Remarque 8.6. Le lemme pre´ce´dent nous assure que dans le cas des fibres toriques d’une varie´te´
torique de Fano, le disque simple v extrait du disque u dans le lemme (5.1.2) a un indice de Maslov
µ([v]) plus petit ou e´gal a` µ([u]) − 2.
The´ore`me 8.3.2. Soit L →֒ (X∆,ω∆) une fibre torique d’une varie´te´ torique de Fano. Pour tout
constante K > 0 il existe un voisinage C1, N (J∆;K) de J∆ et un ensemble ge´ne´rique de struc-
tures presque complexes Jreg(J∆) ⊂ N (J∆;K) de la structure complexe standard J∆ pour lequel :
pour tout J ∈ Jreg(J∆), pour tout x, y ∈ Crit(f) et pour tout A non-nul tel que ω(A) < K,
P∗(x, y,A; L, J), est soit vide, soit une varie´te´ de dimension :
dimP∗(x, y,A; L, J) = |x|− |y| + µ(A) + k− 1.
Par conse´quent M∗(x, y,A; L, J) he´rite lui aussi d’une structure de varie´te´ diffe´rentiable de di-
mension :
|x|− |y| + µ(A) − 1.
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En outre si dimM∗(x, y,A; L, J) ≤ 1 alorsM∗(x, y,A; L, J) = M(x, y,A; L, J).
De´monstration. La preuve est en tout point similaire a` la preuve du the´ore`me (5.1.1).
Comme pour ce dernier on ne prouve que le dernier point. On distingue aussi les cas
dimL ≥ 3 et dimL ≤ 2.
1.dim L ≥ 3 : Rappelons que la preuve se fait par induction sur µ(A). Notons
d(x, y,A) = |x| − |y| + µ(A) − 1. Premie`rement si µ(A) = 2 il ne peut y avoir qu’un seul
disque, celui-ci est donc simple et absolument distinct. Supposons que la proprie´te´ soit
ve´rifie´e pour tout espaceM(x, y,A; L, J) tel que d(x, y,A) ≤ 1 et µ(A) ≤ 2k et montrons
qu’elle est vraie encore vrai pour µ(A) = 2(k + 1). Soit u = (u1, . . . , ul) ∈ M(x, y,A, J)
avec d(x, y,A) ≤ 1 et µ(A) = 2(k+ 1). Remarquons d’abord que ui(−1) 6= ui(1) pour tout
1 ≤ i ≤ l. S’il existait un j ∈ {1, . . . l} tel que uj(1) = uj(−1), on pourrait, en omettant le
disque uj, obtenir un e´le´ment u appartenant a` l’espace de moduleM(x, y,A
′; L, J), avec
A ′ = (A1, . . . , A^j, . . . , Al), pour lequel la proprie´te´ est vraie. Mais µ(A
′) ≤ µ(A) − 2 ≤ −1,
par conse´quent cet espace est vide.
Simplicite´ des disques : Supposons qu’il existe 1 ≤ i ≤ l tel que ui n’est pas simple.
En appliquant le lemme (5.1.2) ainsi que la remarque suivant le lemme (8.3.1) a` ui, on




i) ≤ µ(ui) − 2. Par conse´quent,
en remplac¸ant ui par u
′
i dans u on obtient un e´le´ment u
′ appartenant a` un espace de
modulesM(x, y,A ′, J) pour lequel la transversalite´ est ve´rifie´e et de dimension ne´gative.
Cet espace est donc vide.
Les disques sont absolument distincts : On peut donc supposer que tout les disques
apparaissant dans un e´le´ment u ∈ M(x, y,A, J) sont simples. Supposons une fois de
plus par l’absurde qu’ils ne soient pas absolument distincts. Dans ce cas il existe i tel
que ui(D) ⊂ ∪k6=iuk(D). Il s’ensuit (par le lemme (5.1.1) qu’il existe j ∈ {1, . . . , l} tel que :
-ui(D) ⊂ uj(D) ou ui(∂D) ⊂ uj(∂D), ou
-uj(D) ⊂ ui(D) ou uj(∂D) ⊂ ui(∂D).
Supposons sans perte de ge´ne´ralite´ que ui(D) ⊂ uj(D). Premie`rement, si i < j, on omet
les disques uk pour i ≤ k < j et on obtient un e´le´ment u
′. Il existe un point p ∈ ∂D
tel que ui(−1) = uj(p). Si p = 1 on peut aussi omettre uj obtenant ainsi un e´le´ment u"
appartenant a` un espace de modules M(x, y,A"; L, J) de dimension ne´gative. Si p 6= 1,
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on peut remplacer uj par uj ◦ φ ou` φ ∈ PSL(2,R) ve´rifie φ(p) = −1 et φ(1) = 1. Une
fois encore l’e´le´me´nt u ′ appartient a` un espace de modulesM(x, y,A ′; L, J) de dimension
ne´gative.
Ensuite si i > j, on obtient un nouvel e´le´ment u ′ en omettant les disques uk pour
j < k ≤ i. Il existe alors p ∈ ∂D tel que uj(p) = ui(1). Si p = −1, on omet uj et on
obtient un e´le´ment u" appartenant a` un espace de modulesM(x, y,A"; L, J) pour lequel la
transversalite´ est ve´rifie´e et dont la dimension est ne´gative. Si p 6= −1, un raisonnement
en tout point similaire a` celui donne´ pour le cas i < j fournit le re´sultat.
2. dimL ≤ 2 : La preuve est exactement la meˆme que dans le cas presque monotone. Le
lecteur est donc renvoye´ a` la preuve du the´ore`me (5.1.1).
8.4 Ope´rateur de bord
Soit La une fibre torique d’une varie´te´ torique de Fano. Notons H
D
2 (M,La) l’image
par le morphisme d’Hurewicz de π2(M,La). Comme pre´ce´demment, notons βj les
ge´ne´rateurs de HD2 (M,La). On pose aussi αj = 2π(〈a, vj〉 − λj) = ω(βj). Nous choisis-







ω(A)tµ¯(A)|∀c ∈ R, ♯{λA 6= 0|ω(A) < c} <∞} (8.14)
avec µ¯(A) = µ(A)/2, et |t| = −2. Rappelons que, puisque Z2 est un corps, Λω est aussi
un corps. Le module associe´ a` notre complexe des perles est l’espace vectoriel gradue´
C∗(f, g, J) = C∗(f, g)⊗Z2 Λω. On peut de´composerC∗(f, g, J) via le degre´
⊕
k∈Z Ck(f, g, J)
ou`






Ou` Λqω est constitue´ des e´le´ments de degre´ q.
L’ope´rateur de bord est donne´ par :
δ : Ck(La, f, ρ, J) −→ Ck−1(La, f, ρ, J)












♯2M(x, y,A, J) si |x| − |y|+ µ(A) = 10 autrement
avec A = (A1, . . . , Ak) ∈ H
D
2 (X∆, La)
k. Les nombres nxy(A) e´tant bien de´finis, l’ope´rateur
de bord δK l’est lui aussi. L’ope´rateur de bord a la proprie´te´ suivante :
Proposition 8.4.1. Pour tout K > sup{αj}
n+2
2
, il existe un voisinage N (J∆, K) de J∆ et un
sous-ensemble dense Jreg ⊂ N (J∆, K) tel que pour tout J ∈ Jreg :
δ ◦ δ = 0.
De´monstration. Fixons K > sup{αj}
n+2
2
. Prouvons d’abord qu’il existe un voisinage
N (J∆, K), tel que pour tout u ∈ M(A,La, J), avec J ∈ Jreg et ω(A) < K, [u] =
∑
jmjβj
avec mj ≥ 0 pour tout j. Supposons le contraire. Pour tout voisinage il existe un J et
une courbe J-holomorphe u, avec [u] =
∑
jmjβj, avec au moins un mj ne´gatif. Il existe
donc une suite Jν convergeant vers J∆, et une suite uν d’aire uniforme´ment borne´e par
K posse´dant une sous-suite convergeante. Chaque e´le´ment de cette sous-suite ve´rifie :
[uν] =
∑
mjβj avec aumoins un desmj ne´gatif. La courbe limite est une courbe constitue´e
de disques J∆-holomorphes. Or, le the´ore`me de classification (8.2.2) nous apprend qu’un
tel e´le´ment repre´sente une classe B =
∑
jnjβj avec tous les nj positifs ou nuls. Ceci consti-
tue une contradiction.
Prouvons maintenant que δ ◦ δ = 0. Ecrivons :









avecω(A),ω(B) < K. Nous allons interpre´ter les nombres nxy(A)n
y
z(B), comme le compte
modulo 2 du bord des espaces de modules M¯(x, y,A + B, L, J) de dimension 1. Il faudra
bien suˆr s’assurer queω(A + B) < K.
Notons α = supj{αj}. On sait que pour toute classe C ∈ H
D
2 (M,L) repre´sentant une











En effet, on vient de montrer que pour une telle classe les mj sont tous positifs. Mainte-
nant, les formules d’indice fournissent :
|x| − |z| + µ(A + B) − 1 = 1.
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En particulier µ(A+ B) ≤ n + 2. Il s’ensuit que
ω(A + B) ≤
1
2




Les espacesM(x, z,C, L, J) sont par conse´quent des varie´te´s de dimension 1 qui posse`dent
une compactification de`s queω(C) < K. Le bord de ces espaces est de la forme :
∂M¯(x, z,A + B, L, J) =
⋃
y,A+B=C
M(x, y,A, L, J) ×M(y, z,B, L, J).
Ornxy(A)n
y
z(B) fournit pre´cise´ment le compte (modulo 2) des e´le´ments de ces espaces.
On peut donc de´finir
QH(La; f, g, J, K) = ker δ/imδ.
8.5 Invariance.
Dans ce qui suit nous fixons K. Nous allons montrer que QH(L,K) ne de´pend pas
du choix ge´ne´rique de triple (f, g, J). Comme pre´ce´demment, e´tant donne´ deux triples
ge´ne´riques (pour lesquels QH(L,K) est de´fini) : T0 = (f0, g0, J0) et T1 = (f1, g1, J1), nous
allons construire un morphisme :
Φ : C(L; T0)→ C(L; T1) (8.16)
induisant un isomorphisme en homologie. Ce morphisme est associe´ a` un choix
(ge´ne´rique) d’homotopie H = (F,G, J) joignant T0 a` T1. Ce morphisme est canonique et
ne de´pend donc pas du choix de l’homotopie re´gulie`reH joignant T0 a` T1.
Construction deΦH.
On rappelle qu’ici (F,G) est un cobordisme deMorse6 joignant (f0, g0) a` (f1, g1), et que
J est une homotopie de structures presque complexes compatibles joignant J0 a` J1.
On choisit l’homotopie J dansN (J∆, K). On de´finit l’espace demodulePλ(x0, y1,A,H)
dont les e´le´ments sont des couples (λ,u) ou` λ = (λ1, ...λk) ∈ [0, 1]
k et u = (u1, . . . , uk) avec
ui : (D,∂D)→ (M× {λi}, L× {λi}) Jλi -holomorphes. et ayant les proprie´te´s suivantes :









, avec x0 ∈ Crit(f0) et y1 ∈ Crit(f1),
• il existe tj ∈ (0,∞) tels que φFti(ui(1)) = ui+1(−1), ou` φFt est le flot du gradient de F.
Une fois encore on note Mλ(x0, y1,A, L, J¯), le quotient de Pλ(x0, y1,A, L, J) par son
groupe de reparame´trisation, l’e´toile de´signant les e´le´ments simples et absolument dis-
tincts. Si N (J∆) ⊂ J (X∆,ω∆) est un voisinage C
1 de J∆ on note :
Nλ(J∆) = {J : Jλ ∈ N (J∆;K)∀λ ∈ [0, 1]}.
The´ore`me 8.5.1. Pour tout K, il existe un voisinage N (J∆;K) de J∆, et un ensemble ge´ne´rique
d’homotopie H = (F,G, J) avec J ∈ J^reg ⊂ Nλ(J∆;K), tel que : pour tout A tel que ω(A) < K,
l’espaceM∗λ(x0, y1,A,H) posse`de une structure de varie´te´ diffe´rentiable de dimension :
d(x0, y0,A) = |x0|f0 − |y1|f1 + µ(A).
En outre si d(x0, y1,A) ≤ 1 :
M∗λ(x0, y1,A,H) = Mλ(x0, y1,A,H).
Bien suˆr en dimension 0 ces espaces sont compacts et consistent donc en une collection finie de
points.
De´monstration. Re´pe´ter la preuve du the´ore`me (8.3.2).
On de´finit :









♯2Mλ(x0, x1,A,H) si |x0| − |x1|+ µ(A) = 00 autrement (8.18)
Proposition 8.5.1. (Comparaison) Pour tout K > sup{αj}
n+2
2
, il existe N (J∆, K) tel que pour
toute homotopie re´gulie`re J dans Nλ(J∆, K)
δ ◦ΦH +ΦH ◦ δ = 0. (8.19)
122 8. FIBRES TORIQUES.
De´monstration. Etant donne´ que le type d’arguments pour ce genre d’identite´ a e´te´ re´pe´te´
de nombreuses fois dans cet expose´, on se contente de ve´rifier la proprie´te´ de recollement.
Pour une analyse de´taille´e voir la preuve de la proposition (6.1.4) du chapitre pre´ce´dent.
Supposons qu’on ait une trajectoire perle´e u ∈ M(x0, y0,A, J) ainsi qu’un e´le´ment v ∈
Mλ(y0, y1,B,H) se recollant en un e´le´mentw ∈Mλ(x0, y1,A+B,H). Ici on suppose que
|x0| − |y0|+ µ(A) − 1 = 0 et |y0|− |y1| + µ(B) = 0. On doit ve´rifier que
ω(A) < K etω(B) < K =⇒ ω(A + B) < K.
Notons d’abord que µ(A + B) ≤ (n + 1) et ω(A + B) =
∑
imiαi avecmi ≥ 0. Reprenant
les arguments de la preuve de (8.4.1), on aω(A + B) ≤ n+1
2
α < K.
8.6 Canonicite´ du morphisme de comparaison.
Le morphisme ΦH induit un isomorphisme en homologie qui est canonique, c.a`-d. il
ne de´pend ni de l’homotopie re´gulie`re de structure presque complexe ni du cobordisme
de Morse.
Soient Hα = (Fα, Gα, Jα) et Hβ = (Fβ, Gβ, Jβ) deux triples admissibles. Nous allons
montrer qu’il existe un morphisme ζβα : C∗(f0, g0, J0)→ C∗+1(f1, g1, J1) tel que :
Φα+Φβ = δ ◦ ζβα+ ζβα ◦ δ (8.20)
On rappelle brie`vement la construction de ζ. Sans perte de ge´ne´ralite´, f0 > f1. Nous
conside´rons une fonction F¯ : L× [0, 1]× [0, 1]→ R, une me´trique G¯ ∈ Met(L× [0, 1]× [0, 1]
et une famille a` deux parame`tres de structures presque complexes compatibles J¯ ayant les
proprie´te´s suivantes :
• F¯(q, 0, τ) respectivement F¯(q, 1, τ) sont des homotopies triviales pour f respectivement
f ′.
• F¯(q, λ, 0) = Fα(q, λ) + c, F¯(q, λ, 1) = Fβ(q, λ) avec c ∈ R. La constante c est de´termine´e
en fonction des constantes positives choisies dans la construction des homotopies
triviales respectives de f et f ′. On peut choisir ces constantes comme e´tant e´gales a`
une constante c.
• Critk(F¯) = Critk−2(f0) × {(0, 0)} ∪ Critk1 (f0) × {(1, 0)} ∪ Critk1(f1) × {(0, 1)} ∪
Critk−2(f1){(1, 1)}
• (F¯, G¯) est Morse-Smale et G¯|L×{0}×[0,1] = Gα et G¯|L×{1}×[0,1] = Gβ
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• J¯(q, λ, 0) = Jα(q, λ) et J¯(q, λ, 1) = Jβ(q, λ).
A partir de ces donne´es, on de´finit des espaces de modules similaires a` ceux apparais-
sant dans la construction des morphismes de comparaisons mais avec un parame`tre de
plus. Plus pre´cise´ment, pour tout x0 ∈ Critk(f) × {0, 0}, y1 ∈ Critk+1(f1) × {(1, 1)} et
A = (A1, . . . , Ak) ∈ (π2(M,L))
k, on de´finitPβα(x0, y1,A) comme e´tant l’espace des triples
(λ, τ,u) avec (λ, τ ∈ [0, 1] × [0, 1] et u = (u1, . . . , uk) avec ui : (D,∂D) ∈ (M,L) ayant les
proprie´te´s suivantes :
(i) u = (u1, . . . , uk) et [u] = A,
(ii) pour chaque ui il existe (λi, τi) tel que ui est Jλi,τi -holomorphes.
(iii) u1(−1) ∈W
(x0)
(iv) il existe ti ∈ (0,∞) tel queΦF¯ti (ui(1)) = ui+1(−1). Ou`ΦF¯ est le flot du gradient de F¯.
Comme pre´ce´demment, noteMβα(x0, y1,A) le quotient de Pβα(x0, y1,A) par son groupe
de reparame´trisation. On note





On de´core e´videmment nosM et nos P d’une e´toile pour signifier qu’on se restreint aux
chaıˆnes de disques simples et absolument distincts. Enfin on pose pour tout voisinage
N (J∆;K) on note :
Nλ,τ = {J¯|Jλ,τ ∈ N (J∆;K),∀(λ, τ)}.
Proposition 8.6.1. Pour tout K > α
2
(n+2) il existe un voisinageN (J∆, K) et ensemble ge´ne´rique
de famille a` deux parame`tres de s.p.c.c J^reg ⊂ Nλ,τ(J∆;K), tel que pour tout J ∈ J^reg et pour tout
x0 ∈ Crit(f0) × {(0, 0)}, pour tout y1 ∈ Crit(f1) × {(1, 1)} et pour tout A ∈ π2(M,L) tel que
ω(A) < K, l’espaceM∗βα(x0, y1, A) est une varie´te´ diffe´rentiable de dimension
|x0|f0 − |y1|f1 + µ(A) + 1.
De plus si |x0|f0 − |y1|f1 + µ(A) ≤ 0. Alors
M∗βα(x0, y1, A) = Mβα(x0, y1, A).
Enfin si |x0|f0 − |y1|f1 + µ(A) + 1 = 0,Mβα(x0, y1, A) est compact.
De´monstration. Encore une fois cette preuve est la meˆme que dans le cas presque mono-
tone.











♯2Mβα(x0, y1, A) si |x| − |y| + µ(A) + 1 = 00 autrement
Proposition 8.6.2. (Canonicite´) Sous les meˆmes hypothe`ses que celles du the´ore`me (8.4.1), il
existe un voisinage N (L0, K, ǫ) tel que le morphisme ΦH : QH(L,T0;K) → QH(L,T1;K) est
canonique (ne de´pend pas de H).
De´monstration. Il suffit d’adapter la preuve de la proposition (6.1.6) en utilisant les argu-
ments de la preuve de la proposition (8.5.1) pour le recollement.
8.7 Le produit quantique.
Rappelons brie`vement le formalisme combinatoire introduit au chapitre pre´ce´dent.
Les espaces de modules que nous conside´rons sont modele´s sur des arbres colorie´s avec
points marque´s (T (A,F), Θ,S) avec F = {f1, f2, f3}. Pour le produit quantique on conside`re
des arbres dont le symbole est du type (x1, x2 : y) (de longueur 3) le se´lecteur de points
marque´s S ve´rifie les proprie´te´s suivantes :
- si s est un sommet de valence 2 et a est l’areˆte entrante et e l’areˆte sortante de s, alors
q−(e) = −1, resp. q+(a) = 1.
- si s est un sommet de valence 3, notons a1, a2 ses areˆtes entrantes dont l’ordre cor-
respond a` l’ordre horloge´ et e son areˆte sortante.Alors q+(e) = 1 et q−(ak) = e
−2ikπ
3 ,
k = 1, 2.
La re`gle de sortie Θ ve´rifie quant a` elle :
- Θ(fi) = fi pour tout i = 1, 2, 3,
- Θ(f1, f2) = f3. Remarquer qu’on permet f2 = f3 ou f1 = f3.
On note les espaces de perles associe´s a` ce type d’arbre M(T (A,F);g, J) ou` encore
M(x, y, z;g, J) lorsqu’on veut insister sur le symbole de T . On a alors le re´sultat suivant :
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The´ore`me 8.7.1. Soit (X∆,ω∆, J∆) une varie´te´ torique Fano associe´e a` ∆. Pour tout K, il existe
un voisinage N (J∆, K) de J∆, et un ensemble dense de s.p.c.c Jreg ⊂ N (J∆, K) tel que pour
tout J ∈ Jreg et pour tout arbre colorie´ avec points marque´s T de symbole (x, y : z), l’espace
M∗(T (A,F);g, J) est soit vide, soit une varie´te´ de dimension :
|x| + |y|− |z| + µ(T ) − n.
En outre en dimension plus petite ou e´gale a` 1 :
M∗(T (A,F);g, J) = M(T (A,F);g, J).
Enfin en dimension 0,M(T (A,F);g, J) est compact et consiste en une collection finie de points.
De´monstration. La preuve est la meˆme que celle du the´ore`me (8.3.2).
On peut donc maintenant de´finir le produit quantique :





ω(T )tµ¯(T )z. (8.22)
ou` :
nx,yz (T ) =

♯2M(T (A,F);g, J) si |x| + |y|− |z| + µ(T ) − n = 0,0 autrement (8.23)
Ce produit ve´rifie les proprie´te´s suivantes :
The´ore`me 8.7.2. Soit L une fibre torique d’une varie´te´ torique de Fano (X,ω, J). Posons comme
pre´ce´demment α = supjαj. Pour tout K > α(3n)/2, il existe un voisinage N (J, K) de s.p.c.c. et
un sous-ensemble dense Jreg ⊂ N (J, K) tel que pour tout J
′ ∈ Jreg le produit quantique de´fini
en (8.22) et (8.23) ve´rifie :
1. Morphisme de chaıˆne et invariance : le produit ∗ satisfait la re`gle de Leibniz :
δ(x ∗ y) = δ(x) ∗ y + x ∗ δy. (8.24)
De plus il ne de´pend pas des choix auxiliaires ge´ne´riques faits lors de sa construction.
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Ξ ◦ δ(a⊗ b⊗ c) + δ ◦ Ξ(a⊗ b⊗ c) = (a ∗ b) ∗ c+ a ∗ (b ∗ c). (8.25)
3. Neutre : Il existe un e´le´ment ℓ ∈ QH(L,Λω) tel que pour tout a ∈ QH(L,Λω) :
ℓ ∗ b = b ∗ ℓ = b.
De´monstration. Hormis les constantes, les preuves des faits e´nonce´s ci dessus sont les
meˆmes que dans le cas presque monotone.
8.8 Outils de calculs.
Dans cette section nous allons retrouver les re´sultats de Cho et Oh [CO06] et de
[Cho08] concernant les crite`res d’annulation et de non-annulation de QH(L). Certaines
preuves sont tre`s similaires, d’autres sont nouvelles et ont l’avantage de ne pas de´pendre
de la structure torique de la varie´te´. Enfin certaines preuves sont des adaptations de cer-
tains arguments tire´s de [BC07] et [BC09].
Nous allons nous servir de la structure des varie´te´s toriques pour e´tablir la dichotomie
large vs e´troite. Nous montrerons aussi qu’une fibre torique de´plac¸able a ne´cessairement
une homologie quantique relative nulle. Ces re´sultats ont de´ja` des re´sultats obtenus par
Cho et Oh dans [CO06]. Notons C∗(f, J) = C∗(f, g) ⊗ Λω le complexe des perles associe´s
a` une fibre torique La.
Lemme 8.8.1. Soit La →֒ (X,ω, J) une fibre torique d’une varie´te´ torique Fano. Soit K une
constante suffisamment grande de telle sorte que (QH(La, Λω), ∗) soit bien de´finie. Notons que
l’ope´rateur de bord du complexe de chaıˆnes δ se de´compose comme :
δ = δ0+ δ1t+ δ2t





Alors δk ≡ 0 pout tout k ≥ 2.
De´monstration. On montre le re´sultat pour k = 2. Les autres cas se traitent de manie`re si-
milaire. Supposons que f est une fonction deMorse parfaite. Il s’ensuit que δ0 ≡ ∂Morse ≡
0. Rappelons que puisque La ∼= T
n,H∗(La,Z2) est engendre´multiplicativement via le pro-
duit d’intersection par Hn−1(La,Z2). Puisque f est une fonction de Morse, chaque point
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critique repre´sente un cycle qui est un ge´ne´rateur de H∗(L,Z2). Nous allons montrer que
δ2 est nul sur Hn−1(L,Z2) et qu’il satisfait la re`gle de Leibniz.
Notons yi ∈ Critn−1(f), i ∈ {1, . . . , n} les ge´ne´rateurs de Hn−1(La,Z2). Pour des
raisons de dimensions δ2yi = 0 pour tout i. Nous allons montrer que δ2(yi ∩ yj) =
δ2yi ∩ yj+ yi ∩ δ2yj = 0. Remarquons d’abord qu’en ge´ne´ral :
δ2(x · y) =δ2x · y+ x · δ2y
+ δ1x ∗1 y+ x ∗1 δ1y+ δ1(x ∗1 y)
+ δ0x ∗2 y+ x ∗2 δ0y+ δ0(x ∗2 y).
Dans notre situation δ0 ≡ 0. De plus soit δ1yi = 0 soit δ1yi est proportionnel a` ℓ = max(f).
Par conse´quent, pour des raisons dimensionnelles, δ1(yi) ∗1 yj, δ1(yi ∗1 yj) et yi ∗1 δ1(yj)
sont nuls. Enfin δ2yi = 0 pour tout i. Donc on a bien que δ2 ≡ 0. L’annulation de δ2
permet d’appliquer le meˆme argument pour k > 2. Ce dernier fonctionne meˆme encore
mieux dans ces cas.
Remarque 8.7. Dans leur article Cho et Oh [CO06], montre le meˆme re´sultat pour la diffe´rentielle
de l’homologie de Floer. Cependant leur preuve fait intervenir de manie`re explicite la structure des
espaces de disques. Il montre que l’application d’e´valuation apparaissant dans la formule de δk fait
trop descendre la dimension. Il s’ensuit que la dimension re´elle est plus petite que la dimension
virtuelle. Par conse´quent δk ≡ 0 pour k ≥ 2.
En re´alite´ ce lemme ne de´pend pas de la structure torique de la varie´te´ ambiante. Une
lecture attentive de la preuve pre´ce´dente permet de ge´ne´raliser le re´sultat :
Proposition 8.8.1. Soit L ⊂ (M,ω) une sous-varie´te´ lagrangienne d’une varie´te´ de Fano. Sup-
posons que :
1. L’indice de Maslov de tout disque pseudo-holomorphe est plus grand ou e´gal a` 2.
2. la cohomologie de L soit engendre´ multiplicativement par H1(L,R) et L admet une fonction
de Morse parfaite7
De plus si NL > 2 alors δ1 ≡ 0 et QH(L,Λω) ∼= H∗(L,Z2).
7Cette hypothe`se est vraisemblablement superflue si on utilise la suite spectrale cfr. Annexe B.
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8.8.1 Conjecture large-e´troite :
Nous allons fournir un crite`re ge´ome´trique qui nous permettra de calculer QH(L). Ce
crite`re est une adaptation du crite`re d’annulation et de non-annulation de l’homologie de
Floer de´veloppe´ dans [BC07]8
De´finition 8.8. Rappelons qu’une lagrangienne L est dite :
1. large si QH∗(L,Λω) = H∗(L,Z2)⊗Λω.
2. e´troite si QH∗(L,Λω) = 0.
Remarque 8.9. Lorsqu’on travaille avec d’autres anneaux de coefficients9 que Λω on spe´cifie
pour quel type d’anneau la lagrangienne est e´troite, respectivement large, en inse´rant en pre´fixe
l’anneau en question. Lorsqu’on utilise le qualificatif large, respectivement e´troite, on signifie que
la lagrangienne est Λω-large, respectivement Λω-e´troite.
Le but de cette section est de prouver :
The´ore`me 8.8.1. Conjecture large-e´troite : Soit (X∆,ω∆, J∆) une varie´te´ torique de Fano. Soit
La une fibre torique de X. Alors La est soit e´troite soit large.
Dans la suite on notera souvent (XΣ,ωΣ, JΣ) la varie´te´ torique associe´e a`∆(Σ) oumeˆme
(X,ω, J).
Soit G1 = {v1, . . . , vN} les ge´ne´rateurs de Σ1. Ces ge´ne´rateurs dont des vecteurs ortho-
gonaux aux faces du polytope de Delzant ∆. On peut les choisir pointant vers l’inte´rieur
du polytope, et rappelons que ∆ est de´fini par les relations :
{〈x, vj〉 ≥ λj, j = 1, . . . ,N}.
Conside´rons une fibre torique La = π
−1(a1, . . . , an) et notons βi les ge´ne´rateurs de




je2+ · · ·+ v
n
j en
avec ej = [γj] ∈ H1(La,Z2) et
γj : S
1→ (C∗)n : eiθ→ (c1, . . . , cjeiθ, . . . , cn)
sont les ge´ne´rateurs de H1(L,Z2).
8Voir aussi [CO06].
9cfr section suivante.
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On peut montrer que pour un choix ge´ne´rique de s.p.c.c J ∈ N (JΣ),M(βi, La, J) n’est
jamais vide et qu’il consiste en une varie´te´ de dimension 2 + n de plus si J est une ho-
motopie re´gulie`re joignant J0 ∈ N (JΣ) a` J1 ∈ N (JΣ), M(βi, La, J0) et M(βi, La, J1) sont
cobordantes. On note :
Ic = {i ∈ {1, . . . ,N}|αi = ω(βi) = c}.
Etant donne´ βj ∈ H
D
2 (M,L) et J ∈ N (JΣ), on de´finit l’application d’e´valuation :
evj,J : (M(βj, L, J)× ∂D)/PSL(2,R)→ L : [(u, z)]→ u(z) (8.26)
Notons une fois encore que pour un choix ge´ne´rique Jreg ∈ N (JΣ),
M(q,βi, J) = ev
−1
i,J (q) = {[(u, z)] ∈M(βi, La, J)× ∂D/PSL(2,R)|u(z) = q}.
est un ensemble fini de points et que pour J0 et J1 ge´ne´riques dans N (JΣ) ;M(q,βi, J0) et





Sa classe d’homologieDc = [δJ,c(q)] ∈ H
1(L,Z2) ne de´pend ni du choix ge´ne´rique de J, ni
du point q. De plus au vue du the´ore`me de classification (8.2.2) deg2(evi,J) = 1. On a le
crite`re suivant :
Proposition 8.8.2. Crite`re structurel. Soit L = La une fibre torique d’une varie´te´ torique Fano
et K une constante suffisamment grande pour que QH(L,Λω, K, ǫ, J) soit bien de´fini (pour J ∈
N (JΣ;K, ǫ), alors :
1. si Dc = 0 pour tout c, alors QH(L,Λ,K, ǫ, JΣ) = H(L,Z2)⊗Λω
2. sinon QH(L,Λ,K, ǫ, JΣ) = 0.
De´monstration. Fixons K suffisamment grand, J ∈ N (JΣ;K, ǫ) ge´ne´rique. Soit f : L → R
une fonction de Morse parfaite dont l’unique maximum est note´ ℓ. Si y ∈ Critn−1(f) est







130 8. FIBRES TORIQUES.
Dc0 6= 0 : Supposons d’abord qu’il existe un c0 tel que Dc0 6= 0. Par dualite´ de Poincare´
il existe un cycle [C] ∈ Hn−1(L,Z2) tel que C ∩ Dc0 6=0. La fonction f e´tant parfaite, on
peut supposer sans perte de ge´ne´ralite´ qu’il existe un point critique z = Critn−1(f) dont












Mais Λω est un corps ; par conse´quent ℓ est un bord pour δ. Mais ℓ est l’unite´ pour le
produit quantique, doncQH(L,Λ) = 010.
Dc = 0 pour tout c : Supposons maintenant que tous les Dc sont nuls. Graˆce au lemme
(8.8.1) il suffit de montrer que δ1 ≡ 0. Remarquons d’abord que δ0 = ∂M = 0 et δ1 est
identiquement nul sur Cn−1(f, g) ⊗ Λω. Puisque δ = δ0+ δ1, on de´duit que Cn−1(f, g) ⊗
Λω ∼= Hn−1(L,Z2) ⊗ Λω. Mais Hn−1(L,Z2) engendre H∗(L,Z2) en tant qu’alge`bre via le
produit d’intersection. Au vue de ces observations si δ1 respecte la re`gle de Leibniz par
rapport au produit d’intersection classique, δ1 ≡ 0.
Montrons donc que pour tout x, y ∈ Crit(f) :
δ1(x · y) = δ1(x) · y+ x · δ1y. (8.28)
Rappelons que le produit quantique s’e´crit lui aussi sous la forme :
x ∗ y = x · y+ x ∗1 yt+ · · · + x ∗k yt
k. (8.29)
Ou`




♯2M(x, y,A, L, J)q
ω(A).
Conside´rons maintenant des espaces de modules M(x, y,A, L, J) de dimension 1 avec
µ(A) = 2. L’e´tude du bord de leur compactification fournit la relation suivante :
δ1(x · y) + δ0(x ∗1 y) = δ0x ∗1 y+ x ∗1 δ0y+ δ1x · y+ x · δ1y. (8.30)
10En effet, supposons que δx = 0, alors x = 1 ∗ x = δy ∗ x = δ(y ∗ x).
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Dans le cas ou` la fonction de Morse f est parfaite l’e´quation 8.30 se re´sume a` :
δ1(x · y) = δ1(x) · y+ x · δ1y.
Ceci prouve que δ1 est identiquement nul et donc :
QH(L,Λω) ∼= H∗(L,Z2)⊗Λω.
Corollaire 8.8.1.1. Lorsque de´finie, l’homologie quantique relative munie du produit quantique
(QH(La, Λω, K, ǫ, J∆), ∗) d’une fibre torique de Fano ne de´pend ni de ǫ ni de K (pourvu que ce
dernier soit assez grand). On peut donc noter QH(La, Λω) au lieu de QH(La, Λω, K, ǫ, J∆)
Remarque 8.10. Le re´sultat pre´ce´dent peut s’interpre´ter en terme de suite spectrale (voir annexe
A). Dans ce cas il n’est cependant pas ne´cessaire de supposer que f est une fonction parfaite. En
re´alite´ la dichotomie large vs e´troite ne de´pend que des faits suivants :
1. l’indice de Malsov de tout disque pseudo-holomorphe est au moins 2.
2. L’homologie de L a` coefficients dans Z2 H∗(L,Z) est engendre´e en tant qu’alge`bre (par rap-
port au produit d’intersection) par Hn−1(L,Z2).
Plus pre´cise´ment e´tant donne´ une s.p.c.c re´gulie`re J et un e´le´ment B ∈ HD2 (M,L) tel que µ(B) =
2, on de´finit :
• evB,J : (M(B, L, J)× ∂D)/PSL(2,R)→ L : [(u, z)]→ u(z)
• M(q,B, J) = ev−1B,J(q)
• Dc = {B ∈ H
D




deg(evB,J)∂B et Dc = [δc(q)]
En combinant les preuves du lemme (8.8.1) (proposition (8.8.1)) et de la proposition (8.8.2) on
retrouve donc un la proposition (6.1.4) de [BC07]11.
8.9 Repre´sentations de π2(M,L) et anneaux de coefficients.
Avertissement : Dans cette section HD2 (M,L) de´signe la partie libre (sans torsion) de l’image
de π2(M,L) par le morphisme d’Hurewicz. De meˆme H1(L) de´signe la partie libre de H1(L,Z).
11La diffe´rence entre leur preuve et la noˆtre tient dans la proposition (8.8.1), ou` nous montrons que δk ≡ 0
pour tout k ≥ 2.
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Orientation :
Jusqu’a` pre´sent nous avons travaille´ avec l’anneau de base Z2. La raison principale
est que cela rend la discussion conceptuellement plus claire et que cela e´vite de parler
d’orientation. Dans cette section nous allons mentionner un re´sultat qui nous permet de
conside´rer des anneaux de base plus ge´ne´raux, essentiellement R et C. Contrairement
au cas absolu (courbes pseudo-holomorphes sans bord), les espaces des disques pseudo-
holomorphes n’he´ritent pas d’une orientation naturelle. Cependant dans certain cas il est
tout de meˆme possible de les orienter mais le choix n’est pas canonique. Cependant ces
re´sultats e´tant quelque peu techniques nous ne ferons que les mentionner et les utiliser
sans aucun scrupule.
Rappelons d’abord qu’un fibre´ π : E → B est orientable ssi il existe une classe d’ho-
motopie de trivialisation du 0-squelette s’e´tendant en une trivialisation du 1-squelette.
Cette observation donne lieu a` la de´finition de la premie`re classe de Stiefel-Withney12.
Plus pre´cise´ment :
The´ore`me 8.9.1. Un fibre´ π : E → B est orientable ssi la premie`re classe de Stiefel-Withney
w1 ∈ H1(B,Z2) est nulle.
Une varie´te´ est donc orientable si la premie`re classe de Stiefel-Withney de son espace
tangent est nulle.
Pour que les espaces de modules de disque M(A,L, J) admettent une orientation il
faut demander une condition un peu plus forte que l’orientabilite´ de L.
De´finition 8.11. Une structure spin sur une varie´te´ lisse et oriente´e L est une classe d’homotopie
de trivialisation de son fibre´ tangent sur le 2-squelette de L. De manie`re e´quivalente une varie´te´
est spin si ses deux premie`res classes de Stiefelt-Withney w1,w2 ∈ H∗(B,Z2) s’annulent. On voit
donc que c’est une varie´te´ qui est en quelque sorte juste un peu plus qu’orientable.
The´ore`me 8.9.2. [FOOO09c] Soit L →֒ (M,ω) une varie´te´ lagrangienne spin ; alors le choix
d’une structure spin de´termine une orientationM∗(A,L, J) de manie`re canonique pour tout A ∈
π2(M,L) qui est cohe´rente avec l’ope´ration de recollement.
Remarque 8.12. Pour une preuve de ce the´ore`me voir [Cho04].
De cette manie`re nous pouvons orienter les espacesM∗(T (A,F);g, J)13 et conside´rer
des anneaux de coefficients ge´ne´raux.
12voir [MS74] et [Hus94] pour une exposition comple`te du sujet.
13voir [BC10] pour les de´tails.
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Coefficients et repre´sentations :
Dans ce qui suit l’anneau de base est C. On conside`re des repre´sentations, c’est-a`-dire
des morphismes :
ρ : (HD2 (M,L), ◦)→ (C∗, ·) : A→ ρ(A) (8.31)
On note Rep2(L) le groupe de ces morphismes. Une classe importante de repre´sentations
est donne´e par les repre´sentations ρ = α ◦ ∂ ou` α : H1(L) → C∗ est un morphisme et
∂ : HD2 (M,L) → H1(L) est le connectant. On note Rep(L) ⊂ Rep2(L), le groupe de ces
repre´sentations.
Si r = rangHD2 (M,L) et r
′ = rangH1(L) on a des isomorphismes de groupes :
Rep2(L)
∼= (C∗)r et Rep(L) ∼= (C∗)r
′
. Plus pre´cise´ment choisissons une base {e1, . . . , er}
de HD2 (M,L)
14. On a ρ(ei) = zi pour 1 ≤ i ≤ r. Par conse´quent si A = a1e1 + · · · + arer,
on a :
ρ(A) = za11 . . . z
ar
r . (8.32)
De meˆme si {e1, . . . , er′ } est une base de H1(L). On a α(ei) = zi pour 1 ≤ i ≤ r
′, et
α ◦ ∂A = z
〈∂A,e1〉
1 . . . z
〈∂A,er ′
r′ 〉 (8.33)





ω(A)tµ¯(A)|∀c ∈ R, ♯{λA 6= 0|ω(A) < c} <∞} (8.34)
Pour des repre´sentations α ◦ ∂ = ρ ∈ Rep(L), on notera Λα au lieu de Λρ.
Remarque 8.13. Dans [FOOO09b], [FOOO09c] et [FOOO10], les auteurs se servent d’un fibre´
complexe plat pour changer leur anneau de coefficients. Dans ce qui pre´ce`de nous suivons l’ap-
proche aborde´e dans [BC10] que l’on trouve plus simple a` comprendre plus ge´ne´rale, et qui dans le
cas ou` ρ = α ◦ ∂ est tout a` fait e´quivalente.
Pour une sous-varie´te´ lagrangienne L spin, pour laquelle QH(L,Λω) est de´finie inva-
riante, etc... on pose
• QH(L,Λρ) l’homologie quantique relative de L a` coefficients dans Λρ ou` ρ :
HD2 (M,L)→ C∗.
14Rappelons que dans cette section HD2 (M,L) ∼= H
D
2 (M,L)/Tor.
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• QH(L,Λα) l’homologie quantique relative de L a` coefficients dans Λα ou` α : H1(La)→
C∗.






Les preuves de la section pre´ce´dente s’adaptent aise´ment au cas des anneaux de coeffi-
cients. Il faut juste tenir compte des signes. Par exemple l’identite´ de Leibniz devient :
δ(x ∗ y) = δ(x) ∗ y+ (−)|x|x ∗ δ(y). (8.35)
The´ore`me 8.9.3. Les re´sultats de la section pre´ce´dente sont encore vrais si on remplace Λω par
Λρ.
8.10 Applications et calculs.
8.10.1 De´plac¸abilite´.
Nous montrons maintenant que pour les fibres toriques de´plac¸ables, QH(L,Λω) =
0. Comme dans le cas presque monotone on peut associer a` chaque diffe´omorphisme
hamiltonien φH un morphisme :
Ψ : C∗(f, g, J)→ C∗+1(f, g, J),
ve´rifiant :




ou` ℓ est l’unique maximum de la fonction deMorse f, et K est la constante servant a` de´finir
le complexe. C’est le cas interme´diaire entre le cas monotone ou`
δΨℓ = ℓ
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Rappelons brie`vement la de´finition de Ψ. On de´finit M(x, y,A, H, J) l’espace des
trajectoires perle´es joignant x a` y. La seule diffe´rence avec les espaces de modules
M(x, y,A, J) est qu’un des disques est un e´le´ment (R, v) ∈ R tel que ∂¯Jv−βRXH(u) = 0. On
rappelle qu’en dimension plus petite ou e´gale a` 1 et pour un choix ge´ne´rique de famille
de structures presque complexes cet espace est une varie´te´ diffe´rentiable de dimension
|x| − |y| + µ(A) + 1. Bien suˆr on ne conside`re que les A tel que ω(A) ≤ K. En e´tudiant la
compactification des espaces de modules de dimension 1 on obtient le re´sultat suivant :
Lemme 8.10.1. Soit K une constante suffisamment grande. Si L est de´plac¸able, le morphisme
Ψ : C∗(f, g, J)→ C∗+1(f, g, J) ve´rifie :











Rappelons que dans le cas ou` x = ℓ, ϕ(ℓ) = ℓ.
Proposition 8.10.1. Soit La une fibre torique de´plac¸able. Soit K une constante suffisamment











De´monstration. L’identite´ (8.38) se de´duit du lemme (8.8.1). On de´duit alors facilement
que QH(L) = 0. En effet, l’identite´ (8.38) revient a` dire que ℓ est exact. Soit a ∈ C∗(J) un
cycle : δa = 0. Si ℓ = δb on a :
a = ℓa = δb ∗ a = δ(b ∗ a).
On peut aussi montrer que QH(L) = 0 de manie`re plus directe. Supposons sans perte
de ge´ne´ralite´ que f est une fonction de Morse parfaite. Supposons que L est de´plac¸able,
avec QH∗(L,Λω) 6= 0. Les crite`res structurels nous apprennent que δi = 0 pour tout i, ce
qui viole (8.37).
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8.10.2 Potentiel de Landau-Ginzburg.
Le crite`re d’annulation ou de non-annulation justifie l’introduction d’une fonction ap-
pele´e potentiel de Landau-Ginzburg voir [FOOO10], [CO06], [BC10]. Nous la de´finissons
d’abord de manie`re ge´ne´rale (pour les varie´te´s lagrangiennes ve´rifiant les proprie´te´s 1.-2.
de la remarque (8.10). Notons B = {e1, . . . , er} une base de H1(L).
De´finition 8.14. La fonction :






est appele´e potentiel de Landau-Ginzburg.
Dans la base B s’e´crit :





































Proposition 8.10.2. Soit La une fibre torique. La repre´sentation α est un point critique de
P(α, a), ssi QH(La, Λ
α) ∼= H∗(La)⊗Λ
α
De´monstration. Il suffit de remarquer que si f est une fonction de Morse parfaite et si yj
est un point critique d’indice n − 1, dont la varie´te´ instable repre´sente le cycle Cj ou` {Cj}
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8.11 Quelques calculs.
En guise d’illustration nous allons reproduire ici quelques calculs explicites [CO06]
et [Cho08] Le the´ore`me suivant a e´te´ prouve´ par Entov et Polterovich [BEP04]refexacten
utilisant la the´orie des quasi-e´tats. Une preuve utilisant la the´orie de Floer a e´te´ fournie
par Cho dans [Cho08]. Nous reproduisons cette preuve ici.
The´ore`me 8.11.1 ([Cho08]). Soit L une fibre torique monotone d’une varie´te´ torique de Fano.
Alors L n’est pas de´plac¸able.





















vkj zj = 0,∀k ∈ {1, . . . , n} (8.45)
ou` z
v1j
1 . . . z
vnj
n = zj ∈ C∗, j ∈ {1, . . . ,N}. Remarquons qu’un tel syste`me posse`de toujours
une solution dans CN puisqu’il y a n e´quations pourN inconnues. Il nous faut donc trou-
ver des zj 6= 0 solution des e´quations (8.45). Mais cette condition est e´quivalente a` deman-
der que l’espace vectoriel des solutions n’est inclu dans aucun plan de coordonne´es deCN.
Pour montrer cette dernie`re proprie´te´ nous allons montrer que pour tout i ∈ {1, . . . ,N} il
existe une solution (z1, z2, . . . , zn) avec zi 6= 0. Posons u1 = vi et comple´tons avec des
e´le´ments {ui}i=2,...,n ∈ G− {vi} de telle sorte que les ui engendrent un coˆne de dimension
n ou de manie`re e´quivalente qu’ils soient line´airement inde´pendants. Etant donne´ que
N > n et que Σ est un coˆne, il existe un+1 6= u1 dans G tel que u2, . . . , un, un+1 sont aussi





avec z ′1 6= 0 (car sinon u2, . . . , un+1 ne seraient pas line´airement inde´pendants). Or u1 =
vi. On a donc prouve´ le re´sultat.
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L’espace projectif.
Soit La ∈ CPn une fibre torique de l’application moment
π : CPn→ Rn(z0 : . . . : zn)→ ( |z1|2
‖z‖2





avec ‖z‖2 = |z0|
2+ · · · + |zn|
2 et a = (a1, . . . , an) ∈ ∆.
Le polytope de Delzant associe´ a` π est donne´ par :
∆ = {(x1, . . . , xn)|〉x, vi|= λi},
avec :
- vi = ei pour tout i = 1, . . . , n, vn+1 = −
∑
i ei ;
- λi = 0 pour tout i = 1, . . . , n, λn+1 = −1
On de´duit que les ge´ne´rateurs βi de π2(M,L) ve´rifient :
Classe aire bord






ou` Ci est la base de H
1(La,Z) donne´ par (a1, . . . , aieiθ, . . . , an) dans La.
Potentiel de Landau-Ginzburg.























par conse´quent, la seule fibre non-de´plac¸able est le tore de Clifford qui est monotone. De
plus si yj est un point critique d’indice n − 1 d’une fonction de Morse parfaite dont la













ou` ℓ est le maximum.
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The´ore`me 8.11.2. Soit φ ∈ Ham(CPn,ω0) un diffe´omorphisme hamiltonien Siφ de´place toutes
les fibres toriques sauf le tore de Clifford, alors les cordes hamiltoniennes de φ a` bord dans Lc sont
de´ge´ne´re´es.
De´monstration. Pour prouver ce re´sultat nous allons combiner nos connaissances
the´oriques sur les varie´te´s presque monotones et pratiques concernant les fibres toriques.
On va supposer que α = (1, . . . , 1) et que l’anneau de base est Z2.
Supposons que les cordes hamiltoniennes du tore Clifford sont non-de´ge´ne´re´es. On
choisit une famille de Lagrangienne Lν avec ω(βi) = ω(βn+1) pour tout i 6= 1. Pour ν,
suffisamment grand, on peut supposer que Lν est presque monotone.
Par ailleurs δy1 = (q






















Etant donne´ que l’inverse de qω(β1)+qω(βn+1) dansΛω est donne´ par une somme infinie,∑
Bq




ω(B) on note eB = qω(B) et β1 = σ, βn+1 = θ. On a alors :∑
B












Le membre de droite de l’e´quation pre´ce´dente e´tant une somme finie (puisque provenant
de l’expression de δy1), le membre de gauche doit lui aussi eˆtre une somme finie. Par
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Cependant puisqueω(β1−βn+1)→ 0 lorsque ν→∞, inf{kj} dans (8.48) croıˆt sans cesse.
Il en est donc de meˆme pour li. On vient par conse´quent de montrer que pour tout ν tel
queM(ℓ, y1, ν(σ−θ); J,H, Lν) 6= ∅. On trouve alors une suite de disques {uν} solutions de
(3.9) d’e´nergie borne´e par K a` bord dans Lν et repre´sentant des classes distinctes deux a`
deux. Ce qui contredit la proposition (7.0.7)
Nous montrons maintenant l’existence d’un diffe´omorphisme hamiltonien φ
de´plac¸ant toutes les fibres toriques de π hormis le tore de Clifford.
Proposition 8.11.1. Il existe φ ∈ Ham(CPn,ωFS) tel que pour toute fibre torique L = π−1(a)
avec a 6= ( 1
n+1
, · · · , 1
n+1
),
φ(L) ∩ L = ∅.
De´monstration. Rappelons que l’action U(n+1) surCn+1 induit une action hamiltonienne
sur CPn. Notons B = {e0, . . . , en} la base standard de Cn+1. Soit φ ′ ∈ U(n+ 1) la transfor-
mation unitaire de´finie par φ ′(ej) = ej+1 mod n. Notons φ le diffe´omorphisme hamilto-
nien induit par φ ′.







iθ1 : . . . : ane
iθn)}. Nous allons
montrer que
φ(La) ∩ La 6= ∅ =⇒ La = Lc.






iθ1 , . . . , ane













iϕ1 , . . . , ane
iϕn).






Nous rappelons ici la de´finition d’indice de Maslov. L’indice de Maslov est en re´alite´
un terme ge´ne´rique donne´ a` toute une se´rie d’indice de´fini pour des chemins ou lacets
dans Λ(n) et Sp(n).
A.1 Indice de Maslov d’un lacet de lagrangienne dans Cn.
Application de Souriau.
Nous allons donner plusieurs description de l’ensembleΛ(n) des sous-espaces lagran-
giens de (Cn,ω0). Etant donne´ qu’un sous espace lagrangien est de dimension n, on peut







ou` X, Y ∈Mat(n× n).
On ve´rifie aise´ment que l’image de la matrice Z, qu’on note L, de´fini un sous espace
lagrangien ssi rang(Z) = n et si
XtY = YtX (A.2)
En particulier le graphe d’une application Y : Rn→ Rn est lagrangienne ssi Y = Yt.
Lamatrice Z est appele´ re´fe´rentiel lagrangien. Bien suˆr, ce re´fe´rentiel n’est pas unique.
Remarquons cependant qu’une matrice U = X+iY unitaire, avec X, Y desmatrices re´elles,
ve´rifie (A.2)1. Un re´fe´rentiel lagrangien Z pour lequel X + iY est unitaire, est appele´
1Toute matrice unitaire peut s’e´crire de cette manie`re.
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re´fe´rentiel unitaire. Eux non plus ne sont pas unique. Si O ∈ O(n) et Z est un re´fe´rentiel






est encore un re´fe´rentiel unitaire.
On a le the´ore`me suivant2 :
Lemme A.1.1. SoitΛ(n) l’espace des lagrangiennes de (Cn,ω0). Le groupe symplectique Sp(n)
agit transitivement sur Λ(n). Autrement dit pour tout L ∈ Λ(n) il existe Ψ ∈ Sp(n) tel que :
ΨL0 = L,
ou` L0 = {z = x+ iy ∈ Cn : y = 0}.






On ve´rifie que Ψ ∈ Sp(n) et par de´finition ΨL0 = L.
Corollaire A.1.0.1. L’espace Λ(n) est diffe´omorphe a` U(n)/O(n).
Du corollaire pre´ce´dent on peut tout de suite de´duire que π1(Λ(n)) ∼= π1(S
1) ∼= Z.
En effet, le de´terminant det : U(n) → S1 est une fibration au-dessus du cercle avec fibre
SU(n). La suite exacte des groupes d’homotopies fournit :
· · ·→ π1(SU(n))→ π1(U(n)) → π1(S1)→ π0(SU(n)). (A.3)
Il suffit alors de montrer que SU(n) est simplement connexe. On montre ce re´sultat par
induction surn. Pourn = 1, c’est clairement ve´rifie´. Supposons que ce soit vrai pourn−1.
Conside´rons la fibration suivante :
π : SU(n)→ S2n−1 : U→ (u11, u21, . . . , un1). (A.4)
La fibre de cette fibration est bien entendu SU(n − 1) et on a la suite exacte :
0→ π1(SU(n − 1))→ π1(SU(n))→ 0. (A.5)
2Pour de plus amples informations voir [MS98] et [LA94].
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Il est clair que le de´terminant n’est pas bien de´fini sur U(n)/O(n), cependant son carre´
l’est : det2 : U(n)/O(n) → S1. Ce dernier de´finit une fibration au-dessus du cercle dont la
fibre est SU(n)/SO(n). Cette dernie`re est contractile car SO(n) est connexe et SU(n) est
simplement connexe. On a donc la suite exacte suivante :
0→ π1(U(n)/O(n)) → π1(S1)→ 0. (A.6)
De´finition A.1. (Classe deMaslov) Soit [dθ] le ge´ne´rateur deH1(S1,Z). La classe deMaslov
µn : π1(Λ(n))→ Z, c.-a`-d. µn ∈ H1(Λ(n),Z), est de´finie par : µn = (det2)∗[dθ].
Nous allons maintenant fournir une description plus ge´ome´trique et plus explicite de
µn et fournir un ge´ne´rateur explicite de π1(Λ(n)).
De´finition A.2. Soit L ∈ Λ(n) et U = X+ iY un re´fe´rentiel unitaire. On de´finit l’application
de Souriau :
S : Λ(n)→ Sym(U(n)) : L→ UUt (A.7)
Ici Sym(U(n)) ⊂ U(n) est l’ensemble des matrices unitaires syme´triques. Notons que
Sym(U(n)) n’est pas un groupe.
Il est aise´ de ve´rifier que l’application S est bien de´finie (ne de´pend que de L). En effet,
puisque deux re´fe´rentiels unitaires ne diffe`rent l’un de l’autre que par la multiplication a`
droite d’une matrice orthogonale re´elle on a : UOOtUt = UUt. De meˆme, l’application S
est injective. La surjectivite´ de S de´coule quant a` elle du lemme suivant :
Lemme A.1.2. SoitW ∈ Sym(U(n)). Il existe U ∈ Sym(U(n)) tel queW = UUt = U2.
De´monstration. L’applicationW peut s’e´crireW = X+ iY ou` X, Y sont des matrices re´elles.
Puisque WW∗ = Id, on a X = Xt, Y = Yt et XY = YX. Me rappelant mon cours
de me´canique quantique, je sais qu’un ensemble de matrices hermitiennes sont simul-
tane´ment diagonalisables ssi elles commutent deux a` deux. Donc on peut diagonaliser
X et Y en utilisant le meˆme changement de base orthogonale C. Posons : A = CtXC et
B = CtYC. Notons aj, resp. bj, les valeurs propres de A, resp. B. On aimerait trouver des
matrices X ′, Y ′ diagonales telles que
(X ′ + iY ′)2 = X2− Y2+ 2iXY = A+ iB,
e´quation qui se traduit en termes de composantes :
x2j − y
2
j = aj, (A.8)
2xjyj = bj. (A.9)
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PuisqueA2+B2 = id, a2j+b
2
j = 1 pour tout j ∈ {1, . . . , n}. Cette dernie`re condition impose
que x2j + y
2
j = 1. Il suffit alors de poser xj = cosθj, yj = sinθj et de re´soudre pour trouver
θj. On conclut en posant U = C
t(X ′ + iY ′)C.
On a donc un home´omorphisme entre Λ(n) et Sym(U(n)). On peut alors calculer









Pour terminer, on donne un ge´ne´rateur de π1(Λ(n)). Remarquons d’abord queΛ(1) =








On associe via l’application de Souriau le lacet de sous-espace lagrangien Lgn. On calcul




Pour re´sumer on a montre´ que µn ve´rifie les proprie´te´s suivantes :
-Homotopie : Si L et L ′ sont deux lacets homotopes dans Λ(n), alors µn(L) = µn(L
′).
-Somme directe : si Li est un lacet dans Λ(ni), i ∈ {1, . . . ,m} et ni ∈ N∗, on a :




-Normalisation : µ(L1g) = 1.
A.2 classe de Maslov d’une lagrangienne L.
Soit α : L→ (M,ω) un plongement lagrangien. Notons π2(M,L) le groupe d’homoto-
pie de disques a` bord dans L, c.-a`d. :
π2(M,L) = {[u]|u : (D,∂D)→ (M,L).} (A.12)
On montre que c’est un groupe (non-ne´cessairement commutatif). Choisissons un
repre´sentant u : (D,∂) → (M,L) de [u] ∈ π2(M,L). Notons γ := u|∂D : S1 → L. Notons
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d’abord que puisque D est contractile, u∗TM est trivialisable. Etant donne´ une trivialisa-
tion surD, on obtient une trivialisation sur ∂D. On a donc des trivialisation :
τz :Tu(z)M→ R2n, z ∈ D et
τs :Tγ(s)M→ R2n, s ∈ S1.
Dans cette trivialisation, γ∗TL est un lacet de lagrangiennes τs(Tγ(s)L) = Lτ(s) dans R
2n.
On de´fini l’indice de maslov de u par :
µ(u) = µn(Lτ(s)). (A.13)
On montre alors :
The´ore`me A.2.1. L’indice de Maslov de´fini ci-dessus ne de´pend que de [u]. En particulier il
ne de´pend pas de la trivialisation choisie une fois u fixe´. De plus il de´finit un morphisme : µ :
π2(M,L) → Z. Il s’ensuit que µ est aussi bien de´fini sur HD2 (M,L) qui est l’image de π2(M,L)
dans H2(M,L) par me morphisme d’Hurewicz.
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Annexe B
Suite spectrale.






ω(A)tµ¯(A)|∀c ∈ R, ♯{λA 6= 0|ω(A) < c} <∞} (B.1)
avec µ¯(A) = µ(A)/NL, et |t| = −NL. Rappelons que puisque Z2 est un corps Λω est aussi
un corps.
Notons Λp le sous-ensemble de Λω des e´le´ments de degre´ p. L’anneau Λω est filtre´
par le degre´ : FpΛω = ⊕j≥−pΛj. Cette filtration induit une filtration sur C∗(L, f, J) :
FpCq(L, f, J) = ⊕j≥−pCq+2j(L, f, J)t
j
Notons que l’ope´rateur de bord
δ = δ0+ δ1t+ · · · + δ[n+1
2
]+1. (B.2)





ω(A)y compte les disques d’indice de Maslov 2l. On note
que δ0 n’est autre que l’ope´rateur de bord du complexe de Morse standard qu’on note ∂M
Cette filtration donne lieu a` une suite spectrale {(Erp,q, dr), r ≥0}
Lemme B.0.1. [[BC07]] La suite spectrale {(Erp,q, dr), r ≥0} posse`dent les proprie´te´s suivantes.
1. (E0p,q, d0) = Cq−2p(f, g)⊗Λ−p, δ0 = ∂M),
2. (E1p,q, d1) = Hq−2p(L,Z2)⊗Λ−p, δ1),
3. de plus pour r > 1, dr = δl, en particulier, la longueur r de {E
r
∗,∗, dr)} est finie.
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4. E∞ ∼= QH∗(L,Λω).
5. le morphisme de comparaison entre des complexes de perles C∗(f, J) et C∗(f
′, J) associe´s a`
deux fonctions de Morse distinctes mais suffisemment proche (au moins C2-proche), est un
isomorphisme pre´servant les bases. Par conse´quent on peut identifier les suites spectrales
correspondantes.
6. La filtration par le degre´ est compatible avec le produit quantique, c-a`-d. :
∗ : Fp1Cq1 (f, J)⊗Fp2Cq2 (f
′, J)→ Fp1+p2Cq1+q2−n(f, g).
Par conse´quent la suite spectrale est multiplicative, et on note ∗r le produit induit par ∗ sur
(Er∗,∗, dr).
7. Le produit ∗1 : E
1
p1,q1
⊗ E1p2,q2 → E1p1+p2,q1+q2−n est le produit cap :
∩ : Hq1−2p1 (L,Z2)⊗Λ−p1 ⊗ Hq2−2p2 (L,Z2)⊗Λ−p2→ Hq1+q2−n+2(p1−p2)(L,Z2)⊗Λ−(p1+p2).
8. δ1 satisfait a` la re`gle de Leinbiz pour ∩. Il s’ensuit que {E
1
p,q}q−2p ≥ n − 1 engendre E
1
∗,∗.
De´monstration. Les points (1.) a` (5.) de´coule directement de la de´finition de suite spectrale
et de la de´composition (B.2) de l’ope´rateur de bord δ. Le point (6.) et (7.) de´coule de la
de´finition de la filtration et du fait que le produit quantique est un ope´rateur de degre´−n.
Le point (8.) me´rite un peu plus d’explications. Remarquons que la structure de la
compactification d’espace de module du typeM(x, y, z,A) de dimension |x| + |y| − |z| +
µ(A) − n = 1 avec µ(A) = 2 et le fait que le produit quantique peut lui aussi s’e´crire sous
la forme :
∗ = ∗0+ ∗1+ · · · + ∗k,
ou` ∗k ne compte que les arbres perle´es d’indice 2k. implique que :
δ1(x ∗0 y) = δ0(x ∗1 y) + δ0(x) ∗1 y+ x ∗1 δ0(y) + δ1(x) ∗0 y+ x ∗0 δ1(y). (B.3)
Or ∗0 = ∩ et δ0 = ∂M. Puisque E
1
p,q = Hq−2p(L,Z2) ⊗ Λp, tout les termes de (B.3) faisant
intervenir δ0 sont nuls dans E
1. Par conse´quent on trouve bien que δ1 satisfait la re`gle de




Cet appendice est essentiellement un recopiage de certaines parties de [Fra08]. On
commence par la de´finition d’une application stable. Pour fixer les notations, Notons par
(T, E) un arbre, c’est-a`-dire un ensemble T muni d’une relation E ⊂ T × T :
1. Syme´trique : si (α,β) ∈ E, alors (β,α) ∈ E. Nous noterons souvent α : β pour dire
que (α,β) ∈ E.
2. connexe : Pour tout α,β ∈ T avec α 6= β, il existe γi ∈ T , avec i = 0, . . . ,m tels que
γ0 = α, γm = β et γi : γi+1.
3. acyclic : si {γi}0≤i≤m ⊂ T , avec γi : γi+1 et γi 6= γi+2 pour tout i, alors γ0 6= γm.
Unmorphisme d’arbre est une application f : (T, E)→ (T ′, E ′) telle que :
f−1(α ′) est un arbre pour tout α ′ ∈ T ′
Si α : β et si f(α) 6= f(β), f(α) : f(β).
Un morphisme d’arbre est une application f : T → T ′ ve´rifiant les proprie´te´s suivantes :
- l’image inverse d’un sommet est un arbre,
- si α : β, et f(α) 6= f(β), alors f(α) : f(β).
Un isomorphisme d’abre est un morphisme d’arbre bijectif dont l’inverse est aussi un
morphisme d’arbre. Une application stable est un arbre connexe, dont les sommets sont
des applications pseudo-holomorphes. Dans notre cas nous nous restreignons aux appli-
cations dont le domaine est une sphe`re ou un disque. Nous notons (T, E) le graphe, ou` T
est l’ensemble des sommets et E ⊂ T × T repre´sente les arreˆtes.
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On a donc une famille d’application uα : (Σα, Γα) → (M,L). Ici Σα est soit un disque
soit une sphe`re. Nos applications peuvent avoir des points marque´s qu’on note zα,i avec
0 ≤ i ≤ jα. Chaque arreˆte du graphe repre´sente ce qu’on appelle un point nodal zα,β ∈
Σα ve´rifiant la proprie´te´ uα(zα,β) = uβ(zβ,α). Un point marque´ ne coı¨ncide jamais avec
un point nodal et deux points nodaux ne coı¨ncident jamais pour des arreˆtes diffe´rentes.
On demande que les sphe`res constantes aient au moins 3 points spe´ciaux (nodaux ou
marque´s) et que les disques ont au moins un point spe´cial sur le bord et un point spe´cial
dans son inte´rieur, ou au moins 3 points spe´ciaux. Cette condition s’appelle la condition
de stabilite´ et est la` pour s’assurer que le groupe d’automorphisme de l’application stable
est fini. Quant a` l’ensemble Γα il est soit vide soit consiste en un unique point si Σα est une
sphe`re. Si Σα est un disque, Γα = ∂Σα. En outre, l’ensemble ∂T = {α ∈ T |Γα 6= ∅}{alpha ∈
T } consiste soit en des disques soit en une et une seule sphe`re. La figure suivante esquisse








































FIG. C.1 – Application stable. Les points carre´s repre´sentent les points nodaux et les points
ronds les points marque´s.
Voici une liste de notation que nous utiliserons par la suite. Ces dernie`res sont bien suˆr
plagier de [Fra08] qui s’est lui meˆme inspire´ de [MS04].
- Une application stable est note´e :
(u, z) = ({Σα, Γα, uα)}α∈T, {zα,β}α:β, {zαi}i=0≤i≤jα }
- Si ∂T consiste en un unique point on note z∞α , le point du bord. Ici α correspond a` la
sphe`re touchant L en l’unique point z∞α .
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- Pour tout α ∈ T , on de´finit l’ensemble :
Ξα =

{zαβ, avec α : β} si Σα = D,{z∞α } ∪ {zαβ, avec α : β} si Σα = S2.
- Si (u, z) est une application stable, on note :




- On appelle une branche d’un arbre est un sous-ensemble :
Tαβ := {γ ∈ T : β ∈ [α, γ]},
ou` [α, γ] est l’unique suite de sommets α = γ0, . . . , γm = γ tel que γi : γi+1 pour














c’est l’e´nergie de toutes les bulles qui touchent l’ouvertO ainsi que l’e´nergie deuα|O.
Deux applications stables (u, z) et (u ′, z ′) sont equivalentes ssi il existe un isomorphisme
d’arbre f : T → T ′ et une collection de transformations de Mo¨bius {φα}α∈T tels que :




(ii) Pour tout α,β ∈ T avec α : β, z ′
f(α),f(β)
= φα(zα,β).
(iii) Si k est le nombre de points marque´s, pour tout i = 1, . . . , k, z ′
f(α)i
= φα(zi).
(iv) Γα = φ
−1
α (Γf(α).
C.2 Convergence de Gromov.
Nous pouvons maintenant donne´ la de´finition de la convergence de Gromov :
De´finition C.1. Soit (M,ω) une varie´te´ symplectique compacte (avec e´ventuellement un bord).
Si L →֒ (M,ω) est une sous-varie´te´ lagrangienne compacte sans bord (close), conside´rons les
donne´es suivantes :
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- Une suite de structures symplectiques ων surM, tels que L est lagrangienne pour tout ν etων
converge au sens Ck
- une suite de structures presque complexe {Jν ∈ J (M,ων)}, convergeant au sens C
k vers une
structure presque complexe J ∈ J (M,ω).
On dit alors qu’une suite de courbes Jν-holomorphes avec points marque´s (uν; (z
ν
1, . . . , z
ν
k))
converge au sens de Gromov vers une application stable (u, z) si il existe une collection de
suite de transformations de Mo¨bius {(φνα)}α∈T ve´rifiant les proprie´te´s suivantes :
1. Si Σα = D, alors φ
ν
α ∈ PSL(2,R).
2. Si Σα = S
2, alors pour tout sous-ensemble compact K ⊂ S2 − {z∞α }, il existe ν0(K) tel que
φνα(K) ⊂ D pour tout ν ≥ ν0.
3. Pour tout α ∈ T , et pour tout compact K ⊂ Σα − {Ξα} la suite uν ◦ φ
ν
α converge vers uα
sur tout compact au sens Ck.
4. Si β ∈ T , avec α : β, alors :
mαβ(u) = lim
ǫ→0 limν→∞ E(uν, φνα(Bǫ(zα,β)) ∩D).
5. Si ♯Γα = 1, alors :
lim
ǫ→0 limν→∞ E(uν ◦ φνα, Bǫ(z∞α ) ∩ (φνα)−1B) = 0.
6. La suite (φνα)
−1 ◦φνβ converge uniforme´ment sur tout compact de Σβ− {zβ,α} vers l’appli-
cation constance zα,β.
7. zαi = limν→∞(φνα)−1(zνi ). De plus les points du bord converge vers les points du bord.
The´ore`me C.2.1 ((Compacite´ de Gromov)). Soit L une sous-varie´te´ lagrangienne close d’une
varie´te´ symplectique compact (M,ω). Soient {ων}, {Jν}, comme dans la de´finition (C.1). Alors
pour toute suite d’applications Jν-holomorphes (uν, z) a` bord dans L a` k points marque´s, ve´rifiant
supE(uν) ≤∞,
il existe une sous-suite uνi , zνi convergeant au sens de Gromov vers une application stable (u, z).
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