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Abstract
We consider a tandem queue with two stations. The rst station is an s-server queue
with Poisson arrivals and exponential service times. After terminating his service in the
rst station, a customer enters the second station to require service at a single server, while
in the meantime he is blocking his server in station 1 until he completes service in station
2, whereupon the server in station 1 is released. Two cases are considered. In the rst case
it is assumed that the service times in the second station are exponentially distributed.
The solution of this model can be formulated using the matrix-geometric method. In the
second case s = 2 and, the service times are generally distributed. The model is analyzed
using the supplementary variable technique, obtaining the relevant probability generating
functions.
Keywords: tandem queues, blocking.
AMS Subject Classications: 60K30
1 Introduction
The queueing system discussed in this paper is motivated by a queueing phenomenon occur-
ring at a gazoline station. In such a system, a customer serves itself when lling the tank,
and, subsequently, pays at the counter in the shop. During the sojourn time in the shop the
customer’s car blocks one of the pumps, which becomes free again when the customer leaves
the station.
We consider a queueing system consisting of a s-server system (station 1), in tandem
with a single server system (station 2). Customers arrive at station 1 according to a ho-
mogeneous Poisson process at rate . The service times in the two stations constitute two
independent families of independent random variables, which are independent of the arrival
process. In both stations, customers wait in a single line. Service times in the rst station
are exponentially distributed.
Once the service of a customer in the rst station has started, the corresponding server
remains occupied by this customer until his service in the second station is completed. Conse-
quently, the number of customers in the second station can never exceed the number of servers
s in station 1. Alternatively, the service mechanism can be characterized by the existence of
s tokens; the service in station 1 can be started only if a free token is available or a token
becomes available from a departing customer at station 2. An acquired token is carried by
the customer until he leaves the system.
The case s = 1, i.e., when no customers will wait in station 2, corresponds to theM j G j 1-
queue in which the service times are the sum of two independent random variables. Hence
we assume that s  2.
In section 2 it is assumed that the service times in the second station are exponentially dis-
tributed. The underlying state process will be analyzed using the matrix-geometric method.
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In section 3 we consider the case s = 2. The service times in the second station are,
however, generally distributed. The mean service time in the rst station will then be denoted
by −1.
2 The model M jM j s−M j 1
In this section we assume that the service times in the rst and second station are exponen-
tially distributed, with means −11 and 
−1
2 , respectively.
Let Xt be the number of customers in the rst station and let Yt denote the number
of customers in the second station. The process f(Xt; Yt) ; t  0g is a Markov process with
state space Z+  f0; 1; : : : ; sg. Let the stationary distribution of the process be denoted by
fP k(n) ; n  0 ; 0  k  sg, assuming it exists.
The global balance equations read
(+ n1)P 0(n) = P 0(n− 1) + 2P 1(n); 0  n < s;
(+ s1)P 0(n) = P 0(n− 1) + 2P 1(n); n  s(1:a)
8>><>>:
(+ 2 + n1)P k(n) = P k(n− 1) + 2P k+1(n) + (n+ 1)1P k−1(n+ 1);
0  n < s− k; 1  k  s− 1
(+ 2 + (s− k)1)P k(n) = P k(n− 1) + 2P k+1(n) + (s− k + 1)1P k−1(n+ 1);
n  s− k; 1  k  s− 1
(1:b)
(+ 2)P s(n) = P s(n− 1) + 1P s−1(n+ 1); n  0(1:c)
The Markov process f(Xt; Yt) ; t  0g is a quasi birth and death process with irreducible
generator G of the block tridiagonal form
Gi;i = Bi−1 1  i  s;
= A1 i > s;
Gi+1;i = Ci 1  i  s;
= A2 i > s;
Gi−1;i = A0 i  2
All blocks are (s+ 1) (s+ 1) matrices, and dened by
A0 = I(1) 8><>:
(A1)1;1 = −(+ s1)
(A1)i;i = −(+ (s− i+ 1)1 + 2) i = 2; : : : ; s+ 1
(A1)i+1;i = 2 i = 1; 2; : : : ; s
(A1)i;j = 0 elsewhere.
(2)

(A2)i;i+1 = (s− i+ 1)1 i = 1; : : : ; s
(A2)i;j = 0 elsewhere.(3)
2
8>><>>>:
(Bn)1;1 = −(+ n1)
(Bn)i;i = −(+ n1 + 2) i = 2; : : : ; s− n+ 1
= −(+ (s− i+ 1)1 + 2) i = s− n+ 2; : : : ; s+ 1
(Bn)i;i−1 = 2 i = 2; : : : ; s+ 1
(Bn)i;j = 0 elsewhere.
(4)
8<:
(Cn)i;i+1 = n1 i = 1; : : : ; s− n+ 1
= (s− i+ 1)1 i = s− n+ 2; : : : ; s
(Cn)i;j = 0 elsewhere.
(5)
The matrix
A = A0 +A1 +A2
is the generator of a birth-death process f~Yt; t  0g,which describes the number of customers
in the second station as long as each server in the rst station is either busy or is blocked by
a customer in the second station.Its stationary probability distribution ~ = (~0; ~1; : : : ; ~s)
satises
2~i+1 = (s− i)1~i i = 0; 1; : : : ; s− 1
and is given by
~i =
s!
(s− i)!p
i~0 i = 0; : : : ; s(6)
~0 =
(
i=sX
i=0
(
s!
(s− i)!p
i
)−1
(7)
In the sequel we state a number of results that follow from general well known results de-
velopped in Neuts [1]. A central role in the matrix-geometric solution is played by the rate
matrix R, which is the minimal nonnegative solution of the matrix equation
R2A2 +RA1 +A0 = 0(8)
The spectral radius of R satises sp(R) < 1 if and only if
~A0e < ~A2e;(9)
since the generator A is irreducible. (As usual e denotes the column vector of all ones.)
Using the relations (1) and (3), condition (9) can be written as
 <
s−1X
i=0
1(s− i)~i = 2(1− ~0):
Let us dene the probability vectors
xn = (P 0(n); P 1(n); : : : ; P s(n)) ; n  0
The vectors x0; x1; : : : ; xs satisfy the set of balance equations
x0B0 + x1C1 = 0
xi−1A0 + xiBi + xi+1Ci+1 = 0 i = 1; : : : ; s− 1(10)
xs−1A0 + xsA1 + xsRA2 = 0
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and the normalizing condition
s−1X
n=0
xne+ xs(I −R)−1e = 1;(11)
taking into account the matrix-geometric solution
xn = xsRn−s ; n  s(12)
A useful relation in the numerical solution of (8) is given by
RA2e = A0e;(13)
which follows by substituting A−A2 −A0 for A1 in (8) and noting that A is a generator
and that sp(R) < 1.
The case s = 2.
If s = 2 it is possible to solve (8) explicitly from three linear equations. The rst equation is
obtained from (13) which reads
1
s+1X
j=1
(s− j + 1)Rij =  i = 1; : : : ; s+ 1(14)
The second equation is implied by the fact that all elements of the rst column of A2 equal
zero, so that (8) gives
−(+ s1)Ri;1 + 2Ri;2 + i1 = 0 i = 1; : : : ; s+ 1(15)
in which i1 denotes Kronecker’s symbol. Now observe that for s = 2 (14) and (15) form a
system of six independent equations in six unknowns corresponding to the rst two columns
of R.
The equations yield
R11 = 1 + 22 + 2p+ 2 R12 =
12
2 + 2p+ 2
R21 = 12 + 2p+ 2 R22 =
2(2 + 1)
2 + 2p+ 2
R31 = 12 + 2p+ 2 R32 =
2(2 + 1)
2 + 2p+ 2
(16)
Once the rst two columns are known, the third and last column of R can be determined
from the linear equations
1(R11R12 +R12R22 +R13R32)− (+ 2)R13 = 0
1(R21R12 +R222 +R23R32)− (+ 2)R23 = 0
1(R31R12 +R32R22 +R33R32)− (+ 2)R33 +  = 0
(17)
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and is given by
R13 = 
2
2(1 + 12 + 32)
(2 + 2p+ 2)(2 + 2p+ 32)
(18)
R23 = 
2
2(1 + p(2 + 1)
2)
(2 + 2p+ 2)(2 + 2p+ 32)
(19)
R33 = R23 + 2(2 + 2p+ 2)(2 + 2p+ 32)(20)
3 The model M jM j 2−G j 1
In this section we analyse the model for generally distributed service times at the second
station, while the rst station contains two exponential servers, with service rates . Again
the arrival process at the rst station is Poisson, with intensity . The service time probability
distribution at the second station will be denoted by B().
The state of the system at some arbitrary point in time is described by the Markov process
f(Xt; Yt; t); t  0g, in which Xt and Yt are the number of customers in the rst and second
station respectively, and t denotes the past service time at the second station when Yt > 0.
Assuming that B() is absolutely continuous, we dene
R0n(t) = PrfXt = n; Yt = 0 j X0; Y0; 0g; n  0
Rkn(; t) = PrfXt = n; Yt = k;   t <  + d j X0; Y0; 0g;  > 0; n  0; k = 1; 2:
Since we are interested only in steady-state results, let
R0n = limt!1R
0
n(t)(21)
Rkn() = limt!1R
k
n(; t)
assuming these limits exist independent of the initial conditions. It can be proved that these
limits exist if and only the mean number of arrivals to the system between to subsequent
service starts at the second station in the saturated system, is strictly less than one. Following
this argument let Tn and Tn+1 be two subsequent service starts at the second station. Note
that just after the service time completion at the second station, both servers of station one
are active. Now let N be the number of arrivals at station one in the time interval [Tn; Tn+1).
Then
f(z) = EfzNg =
Z 1
0
e−(1−z)tdB(t)
Z t
x=0
e−xdx
+
Z 1
x=t
e−xdx
Z 1
y=0
2e−2y  e−(1−z)ydy

= ((1− z))− (+ (1− z)) + 2
2+ (1− z)(+ (1− z));
where () denotes the LST of B().
So, we obtain
f(z) = E(zN ) = ((1− z)) + (z − 1)
2+ (1− z)(+ (1− z))(22)
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and the limits (21) will exist i E(N) < 1, which yields the condition

Z 1
0
tdB(t) +

2
() < 1:(23)
Remark. Choosing B(t) = 1− e−2t, t  0, in (23), indeed coincides with condition (9).
The state equations satised by fR0ng and fRkn()g read
R00 =
Z 1
0
R10()
dB()
1 −B()(24)
R0n = R
0
n−1 +
Z 1
0
R1n()
dB()
1 −B() ; n = 1; 2; : : :(25)
dR10()
d
= −

+
b()
1−B()

R10()(26)
dR1n()
d
= −

+ +
b()
1−B()

R1n() + R
1
n−1(); n = 1; 2; : : :(27)
dR20()
d
= −

+
b()
1−B()

R20() + R
1
1()(28)
dR2n()
d
= R2n−1()−

+
b()
1−B()

R2n() + R
1
n+1(); n = 1; 2; : : :(29)
in which b() is the probability density function corresponding to B(). The initial conditions
belonging to the above dierential equations are
R10(0+) = R
0
1 +
Z 1
0
R20()
dB()
1 −B()(30)
R1n(0+) = 2R
0
n+1 +
Z 1
0
R2n()
dB()
1 −B() ; n = 1; 2; : : :(31)
R2n(0+) = 0; n = 0; 1; : : :(32)
Introducing the new functions
Qkn() =
Rkn()
1−B() ; n = 0; 1; : : : ; k = 1; 2(33)
and the generating functions
H0(z) =
1X
n=0
R0nz
n; jzj  1;(34)
Hk(z; ) =
1X
n=0
Qkn()z
n; jzj  1; k = 1; 2(35)
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It is straightforward to derive from the equations (24){(32) the following relations
(2+ (1− z))H0(z) = 2R00 + zR01 +
Z 1
0
H1(z; )dB()(36)
d
d
H1(z; ) = −[+ (1− z)]H1(z; ) + H1(0; )(37)
d
d
H2(z; ) = (z − 1)H2(z; ) + 
z
fH1(z; ) −H1(0; )g(38)
zH1(z; 0+) = 2H0(z)− zR01 − 2R00 + z
Z 1
0
H2(z; )dB()(39)
H2(z; 0+) = 0:(40)
Solving (37) gives
H1(z; ) = H1(z; 0+)e−(+(1−z)) +
Q10(0+)
(1− z)
h
e− − e−(+(1−z))
i
:(41)
Hence,Z 1
0
H1(z; )dB() = H1(z; 0+)( + (1− z)) + Q
1
0(0+)
(1− z)
[() − (+ (1− z))]
and, therefore, from (36), we nd
(2+ (1− z))H0(z) = 2R00 + zR01 +H1(z; 0+)( + (1− z))(42)
+
Q10(0+)
(1− z)
[()− (+ (1− z))]:
From (37), (40) and (41) it follows that
zH2(z; ) = H1(z; 0+)
n
e−(1−z) − e−(+(1−z))
o
(43)
− Q
1
0(0+)
(1− z)
n
e− − e−(+(1−z))
o
:
Hence,
z
Z 1
0
H2(z; )dB() = H1(z; 0+)f((1 − z))− (+ (1− z))g
− Q
1
0(0+)
(1− z)
f() − (+ (1− z))g:
Using this expression in (39), then, by eliminating H0(z) from (39) and (42), we obtain, cf.
(22),
[z − f(z)]H1(z; 0+) = (z − 1)
2+ (1− z)

2R00 + zR
0
1(44)
+
Q10(0+)
(1− z)
[()− (+ (1− z))]

:
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It is well-known (Takacs-lemma) that z = 1 is the unique zero of z − f(z), in the domain
jzj  1, with multiplicity one, if and only if condition (23) holds. Therefore, H1(z; 0+) is an
analytic function for jzj < 1, containing three constants still to be determined.
It follows from (44) that
H1(1; 0+) =  
R00 +
1
2R
0
1 +
Q10(0+)
2(−) (() − ())
1− E(b)− 2()
( 6= )(45)
in which E(b) =
1R
0
tdB(t).
In the special case  = , one obtains
H1(1; 0+) =   R
0
0 +
1
2R
0
1 +Q
1
0(0+)
R1
0 te
−tdB(t)
1− E(b)− 2()
( = ):(46)
Since, cf. (33),
1X
n=0
zn
Z 1
0
Rkn()d =
Z 1
0
Hk(z; )[1 −B()]d
it follows that the steady-state probability generating functions of PrfX = n; Y = kg, k = 1; 2
for jzj < 1, are given by
1X
n=0
zn
Z 1
0
R1n()d =
[1− (+ (1− z))]
[+ (1− z)] H
1(z; 0+)(47)
+
Q10(0+)
(1− z)

1− ()

− 1− (+ (1− z))
+ (1− z)

and
1X
n=0
zn
Z 1
0
R2n()d =
1
z

1− ((1 − z))
(1− z) −
1− (+ (1− z))
+ (1− z)

H1(z; 0+)(48)
− Q
1
0(0+)
z(1− z)

1− ()

− 1− (+ (1− z))
+ (1− z)

:
From (47) it follows that
PrfY = 1g = 1

(1− ())H1(1; 0+)(49)
+
Q10(0+)
(1− )

1− ()

− 1− ()


( 6= )
=
1

(1− ())H1(1; 0+)
+Q10(0+)

1

(1− ())−
Z 1
0
te−tdB(t)

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PrfY = 2g = H1(1; 0+)

E(b− 1− ()


(50)
−Q
1
0(0+)
(1− )

1− ()

− 1− ()


( 6= )
= H1(1; 0+)

E(b− 1− ()


−Q10(0+)

1

(1− ())−
Z 1
0
te−tdB(t)

( = )
From (32) we obtain
PrfY = 0g = R00 +
1
2
R01 +
()
2
H1(1; 0+) +
Q10(0+)
2(− ) [() − ()] ( 6= )(51)
= R00 +
1
2
R01 +
()
2
H1(1; 0+) +
1
2
Q10(0+) 
Z 1
0
te−tdB(t) ( = )
Since
2P
0
PrfY = kg = 1, it follows from (49), (50) and (51) that
H1(1; 0+)

E(b) +
()
2

+R00 +
1
2
R01 +
Q10(0+)
2(− ) [()− ()] = 1; for  6= (52)
Combining this with (35) gives
H1(1; 0+) = :(53)
If  =  it follows from (52) that
H1(1; 0+)

E(b) +
()
2

+R00 +
1
2
R01 +
1
2
Q10(0+)
Z 1
0
te−td(t) = 1;(54)
which combined with (46) again yields (53).
From (51) and (52) it follows that
PrfY = 0g = 1− E(b);
in accordance with Little’s formula applied to the server in the second station.
The normalizing conditions (52) and (54) can be written as8><>:
R00 +
1
2R
0
1 +
1
2Q
1
0(0+)
()−()
(−) = 1− E(b)− 2() ( 6= )
R00 +
1
2R
0
1 +
1
2Q
1
0(0+)
1R
0
te−tdB(t) = 1− E(b)− 12() ( = )
(55)
Now it remains to determine the unknows R00; R
0
1 and Q
1
0(0+). To this end we have to nd a
set of equations from which these unknows can be determined.
First observe from (42), taking z = 0, that
R00 = ()Q
1
0(0+):(56)
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Again from (42) by equating terms containing z in the left and right hand sides, we obtain
(+ )R01 = R
0
0 +


[()− (+ )]Q10(0+) + (+ )Q11(0+):(57)
Equating the coecients of z on the left and right hand sides of (44), gives
1− 
Z 1
0
te−tdB(t)− 2
(+ 2)2
() +
2
(+ 2)
()− 
2
(+ 2)
(+ )

Q10(0+)
−

()− 
+ 2
(+ )

Q11(0+) =
42
(+ 2)2
R00 −

+ 2
R01:
This relation can be replaced by the following simpler one, obtained by eliminating the last
two terms on its left-hand side, using (57)
1− 
Z 1
0
te−tdB(t)

Q10(0+)− ()Q11(0+) = R00 − R01:(58)
We will not state the solution of the set of equations (55){(58), but only mention the following
formula for the probability of an empty system
R00 =
2− 2E(b)− ()
2 + + 1−

1− ()()

+ γ
;  =


(59)
in which
γ =
(+ )
() [(1 + )()− (+ )]

1− ()− 
Z 1
0
te−tdB(t)

:
Note that letting b ! 0 (a.s) or ! 1 in (59) gives the well known results for the systems
M jM j2 and M jGj1, respectively.
Remark. If B(t) = 1− e−2t and  = 1, then
R00 =
2(1 − 2)− 11+p
2 + 1 + 21+p +
122
1+p+22
; p =
1
2
; i =

i
(i = 1; 2):
From (47) and (48) we see that, ( 6= )
PrfY = 1g = (1− ()) + 1
()
[1− ()− (1− ())] R
0
0
(1 − ) :(60)
PrfY = 2g = E(b)− (1− ()) − 1
()
[1− ()− (1− ())] R
0
0
(1 − ) ;(61)
using relation (56).
The expected number of customers in the system in steady-state, EZ say, can be obtained
from the relations (42), (47) and (48) in the usual way.
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Straightforward calculations yield the following relations
EZ = E(b) +
1
2
2E(b2) +E(b)
d
dz
H1(z; 0+)

z=1
+
d
dz
H0(z)

z=1
(62)
d
dz
H0(z)

z=1
=
1
2
R01 +

2
(1− E(b)) + 
2
Z 1
0
te−tdB(t) +
()
2
d
dz
H1(z; 0+)

z=1
(63)
+
1
2
Q10(0+)
d
dz

()− (+ (1 − z))
1− z

z=1
d
dz
H1(z; 0+)

z=1
=
1
2
+
1
2

f 00(1)
1− f 0(1)(64)
+

2(1− f 0(1))

R01 +Q
1
0(0+)
d
dz

()− (+ (1− z))
1− z

z=1

in which R01 and Q
1
0(0+) can be expressed in terms of R
0
0 through the relations (55) and (56)
and, in which the rst and second derivative of f , dened in (22), are given by(
f 0(1) = E(b) + 12()
f 00(1) = 2E(b2) + 12
2() + 
R1
0 te
−tdB(t):
(65)
4 Concluding remarks
The models discussed are mathematically related to the class of buer models as discussed
in Neuts [1, Chapter 5]. The rst model but with multiple servers at the second station can
also be solved using the matrix-geometric method. In the case that the number of servers at
the second station is at least equal to s, one obtains a special case of the model M j Ph j s,
since the number of active servers at the second station is at most s.
Apart from special cases the model M j Ph j s − Ph j 1 does not lend itself to be solved by
the classical matrix-geometric method.
It is possible to generalize the second model for arbitrary s  2. This, however, leads to
the technical diculties and numerical problems inherent to the solution method based on
generating functions in the complex plain.
From a practical point of view two variants of the rst model are of interest: (1) constant
instead of exponential service time in station 1 or (2) adding an extra Poisson input stream
of customers to station 2, with exponential service times.
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