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Surface integral equation method is used in computational electromagnetics to
simplify complex problems. The method transforms the Maxwell’s partial differ-
ential equations into surface integral equation system, where the unknown field
is represented as surface integral of the field over the material interface surfaces.
The method can be used to solve any problems that can be composed into finite
number of subregions of homogeneous media. The strength of the method is that
it only needs numerics for the boundary surfaces of the subregions. An additional
strength of the method is that the radiation of the field into free space surrounding
the problem domain is automatically realized correctly, which results as very good
accuracy of scattering and antenna problems inside free space.
This thesis studies numerical electromagnetic simulations with the surface integral
equation method. First the theory behind the method is reviewed and interpreted.
Then the procedures and tools needed to numerically solve problems with the
method are studied. A numerical solver of EFIE-PMCHWT formulation written
in C that uses RWG functions and method of moments to solve arbitrary piece-
wise homogeneous problems with junctions of metallic or dielectric structures is
implemented. The solver is then used to compute antenna parameters of a dipole
antenna and a microstrip patch antenna.
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1 Introduction
Numerical methods have been gaining a lot of interest in electromagnetics lately.
The speed and the memory space of typical computers has increased steadily, which
has made it possible to calculate quite complex problems nowadays with accurate
results. This has resulted as the computational electromagentics society being very
active in science.
The methods of computational electromagnetics can roughly be devided into time
domain and frequency domain methods. The strength of time domain methods is
that they can be used with almost arbitrary excitation signal waveform. However,
most of the engineering parameters and specifications are in the frequency domain,
which drives to the use of the frequency domain methods. Time domain methods
can be used to get frequency domain results with the discrete Fourier transform,
but typically the accuracy of the frequency domain results with Fourier techniques
is inferior to the accuracy of real frequency domain methods.
The methods of computational electromagnetics can also be devided into other
classes, such as into methods that are based on differential equations, such as FDTD
or FEM, or into methods that are based on integral equations, such as surface in-
tegral equation method (often called as BEM). However, the classification of a nu-
merical method is secondary to the applicability and accuracy that are achievable
by the method.
Surface integral equation method is a method of computational electromagnetics
that can be used to solve many challenging electromagnetic problems efficiently and
accurately. In numerics the method is mostly used only in the frequency domain.
The method is based on the fact that the field inside any homogeneous region can be
represented in terms of the field values (or the equivalent surface current densities)
on the boundary surface of the region. By piecewise representation of the field inside
homogeneous subregions, a problem with a finite number of homogeneous subregions
is transformed into a system of surface integral equations over the boundary surfaces
of the regions. The integral equation system must then be solved to find the unknown
field values on the boundary surfaces, which can then be used to represent the field
everywhere. The surface integral equation system can be solved numerically with
method of moments (MoM).
This thesis includes description of the surface integral equation method and the
procedures needed to solve the resulting surface integral equation systems with MoM.
A solver routine that can be used to solve general piecewise homogeneous problems
including metal and dielectrics is programmed. The implemented solver routine is
then used to solve antenna parameters of two small antennas.
Chapters of this thesis are as follows. Chapters 2-3 describe the theory behind
the surface integral equations. Chapter 4 describes the numerics and the use of
MoM to solve the resulting integral equation system. Chapters 5-6 describe the
most important antenna parameters and the way how they are calculated from
the numerical results. The programming work and the datastuctures that were
2used to e.g. describe the geometry are described in Chapter 7. Chapter 8 includes
the results for the antenna paramaters of a dipole antenna and a microstrip patch
antenna obtained with the implemented solver routine. Chapter 8.4 includes general
analysis of the achieved results and finally, Chapter 9 includes the conclusions.
32 Background
In this chapter the basic theory of electromagnetics is quickly reviewed. The theo-
retical background of the surface integral equation method is also introduced here.
The method itself will be treated in Chapter 3.
2.1 Maxwell’s equations
The task of solving electromagnetic problems is to find the solutions to the Maxwell’s
equations. The equations can be solved either in the time domain or in the frequency
domain. If the frequency domain is used, it is equal to assuming harmonic time
dependence e−iωt for the fields and currents, where the angular frequency ω is related
to the physical frequency f by ω = 2πf . In the time harmonic case, the time
derivative is simply ∂/∂t = −iω and the Maxwell’s equations [1] for the electric field
E, the electric flux density D, the magnetic field H and the magnetic flux density
B are of the form
∇×E (r) = iωB (r) (2.1)
∇ ·D (r) = ρ (r) (2.2)
∇×H (r) = JV (r)− iωD (r) (2.3)
∇ ·B (r) = 0, (2.4)
where JV is the electric current density and ρ is the electric charge density. By
taking divergence of the Ampere’s law (2.3) and using the Gauss’s law (2.2), we get
the continuity relation
∇ · JV (r) = iωρ (r) , (2.5)
which expresses the conservation of the electric charge.
In a linear and isotropic medium, when the properties of the medium are independent
of field strength and field direction, the dependence of the flux densities and the fields
can simply be presented by
D (r) = ǫ (r)E (r) (2.6)
B (r) = µ (r)H (r) , (2.7)
where ǫ is the electric permittivity and µ is the magnetic permeability of the medium.
If the medium is conductive, the electric field forces the free charges to move causing
a conductivity current distribution
Jc (r) = σ (r)E (r) (2.8)
4If this is substituted into Ampere’s law (2.3) as current density JV = Jc, we see
that the conductivity σ in the time harmonic case can be replaced by complex
permittivity
ǫc (r) = ǫ (r) + i
σ (r)
ω
. (2.9)
Generally the constitutive parameters ǫ and µ can be almost any functions of fre-
quency, but they can depend on the frequency only in a way which matches causality
in time domain. This leads to the Kramers-Kronig relations [1] between the real part
and the imaginary part of the constitutive parameter.
The solutions of the Maxwell’s equations also have further continuity properties [1]
for the field and the flux quantities on a border of two media as
nˆ ·D1 = nˆ ·D2
nˆ ·B1 = nˆ ·B2
nˆ×E1 = nˆ×E2
nˆ×H1 = nˆ×H2,
(2.10)
i.e. normal components Bn = nˆnˆ ·B and Dn = nˆnˆ ·D of the fluxs and tangential
components Etan = −nˆ×nˆ×E and Htan = −nˆ×nˆ×H of the fields are continuous
through the border. Here nˆ is a unit normal vector of the boundary surface between
the domains pointing either into domain 1 or domain 2. The continuity requirements
are clarified in figure 1.
Htan,1
Htan,2
Etan,1
Etan,2
Bn,1
Bn,2
Dn,1
Dn,2
nˆ
Figure 1: Continuity properties of the fields and fluxs.
On a general surface between two penetrable media, there are no other boundary
conditions than the continuity requirements (2.10). On a PEC surface, when the
conductivity σ inside the conductive region tends to infinity, the boundary conditions
are much simpler. Since the physical quantities such as the conductivity current Jc
in (2.8) should not have infinite energy, the electric field E inside the conductive
medium must vanish. By the continuity requirements (2.10) this implies that the
tangential electric field Etan vanishes on a PEC surface. Actually the normal com-
ponent of the curl of E also vanishes, because it only contains surface derivatives of
the tangential electric field which is zero. If this result is substituted into Faraday’s
law (2.1) as
nˆ · ∇ ×E = iωnˆ ·B = 0, (2.11)
5it implies that the normal component of the magnetic flux density B vanishes in
time harmonic case, giving the boundary conditions of a PEC surface as
Etan = 0
nˆ ·B = 0. (2.12)
It has to be stressed here that the second condition is only valid for dynamic fields.
In statics, only the first condition is valid. Similar could also be done for a surface
with PMC boundary condition. In that case one only need to replace E by H and
B by D.
The boundary conditions and the Maxwell’s equations together with the physical
requirement of finite energy of the fields define the differential equation problem for
the electromagnetic field. The problem can be solved analytically in certain special
cases, but numerical methods are often more versatile and can solve almost arbitrary
problems.
2.2 Surface equivalence principle
Let D present the domain of interest. Let’s assume that the space is homogeneous
with constant isotropic material parameters ǫ and µ. If the sources of the electro-
magnetic field, ie. charge distributions ρ (r) and current distributions JV (r), are
outside of D, the electromagnetic field inside D satisfies the homogeneous Helmholtz
equations [1]
(∇2 + k2)E = 0
(∇2 + k2)H = 0, (2.13)
where ∇2 = ∆ = ∇ · ∇ is the Laplace operator and wavenumber k = ω√µǫ.
Let S present a closed surface that is the boundary of D. The electromagnetic
surface equivalence principle [2, 3] states that the electric field E and the magnetic
field H in D can be represented by the expressions [4]
ΩD (r)E (r) = ηL (nˆ × H) (r) +K (nˆ × E) (r) (2.14)
ΩD (r)H (r) = −1
η
L (nˆ × E) (r) +K (nˆ × H) (r) , (2.15)
where η =
√
µ/ǫ is the wave impedance of the medium and relative solid angle of
the smooth surface S is
ΩD (r) =


1, r ∈ D,
1
2
, r ∈ S
0, r ∈ Dc.
(2.16)
6Here Dc is the complement of D and nˆ is the unit normal vector of the surface S
pointing into D.
nˆ×H nˆ×E
E
H
ǫ
ǫ
µ
µ
D
E = 0
H = 0
Dc
nˆ
S
Figure 2: Surface equivalence principle.
Surface integral operators of equations (2.14) and (2.15) operating to a smooth
enough vector function F are
L (F ) (r) = − 1
ik
∇S (∇′s · F ) (r) + ikS (F ) (r) (2.17)
K (F ) (r) = ∇× S (F ) (r) (2.18)
S (F ) (r) =
∫
S
G (r, r′)F (r′) dS (r′), (2.19)
where G (r, r′) is the Green’s function of the Helmholtz operator in D that satisfies
the equation
(∇2 + k2)G (r, r′) = −δ (r, r′) , (2.20)
for any combination of source point r′ and field point r within D with δ (r, r′) being
the three dimensional delta function that fulfils the equation
f (r) =
∫
R3
f (r′) δ (r, r′) dV ′ (2.21)
for an arbitrary smooth function f (r). Surface divergence in (2.17) is
∇′s · F (r′) = ∇′ · F (r′)−
∂
∂n′
(nˆ′ · F (r′)) . (2.22)
The Green’s function of the Helmholtz operator for an infinite homogeneous free
space is
G (r, r′) =
eik|r−r
′|
4π |r − r′| . (2.23)
7The quantities nˆ×H and nˆ×E are often defined in terms of so called equivalent
electric and magnetic surface current densities J and M [4] as
J = nˆ×H
M = −nˆ×E. (2.24)
The equivalent electric surface current density J is actually equal to the physical
surface current that would induce on a PEC surface.
The results of equations (2.14) and (2.15) mean that the fields in any homogeneous
medium can be calculated when the tangential fields are known on a closed surface.
This fact is classically referred to as Huygens’ principle.
2.2.1 Alternative forms of the surface equivalence principle
The surface equivalence principle itself can be used to represent fields inside any
domain where the Green’s function that satisfies equation (2.20) is known. The
fields are calculated by using representation formulas (2.14) and (2.15) with integral
operators (2.17)-(2.19) which gives
ΩD (r)E (r) = − 1
iωǫ
∇S (∇′s · J) (r) + iωµS (J) (r)−∇× S (M) (r) (2.25)
ΩD (r)E (r) = − 1
iωµ
∇S (∇′s ·M) (r) + iωǫS (M) (r) +∇× S (J) (r) .(2.26)
The problem is that the first term in equations (2.25) and (2.26) tends to infinity
as ω tends to zero. This causes so-called low frequency breakdown in numerics [5].
However, the Faraday’s law (2.1) and the Ampere’s law (2.3) can be used to see that
nˆ · ∇ ×H = −∇S · J = −iωǫnˆ ·E
nˆ · ∇ ×E = ∇S ·M = iωµnˆ ·H . (2.27)
A general vector rule was used here, that can be proved by dividing a general vec-
tor field F on a surface to normal component Fn = nˆnˆ · F and two tangential
components Ft1 = tˆ1tˆ1 · F and Ft2 = tˆ2tˆ2 · F which results as
nˆ · ∇ × F = at1 (r) ∂t1Ft2 − at2 (r) ∂t2Ft1 = −∇S · nˆ× F . (2.28)
With equations (2.27) we see that the surface divergences of the equivalent surface
currents are related to the normal components of the fields. The relations are actu-
ally similar to the continuity relation between charge density ρ and current density
JV in volume (2.5), if equivalent electric surface charge density ρE and equivalent
magnetic surface charge density ρH are defined as
ρE = nˆ ·D
ρH = nˆ ·B. (2.29)
8Actually ρE is equal to the physical electric charge surface density on a PEC surface.
This is in line with the fact that the equivalent surface current density J is equal
to the real current that would induce on a PEC surface. Since the induced surface
current must also satisfy the continuity requirement similar to (2.5), it would as
itself imply results (2.27).
The results (2.27) can be used to develop an alternative form for the representation
formulas (2.14) and (2.15) as
ΩD (r)E (r) = −∇S (nˆ ·E) (r) + iωµS (J) (r)−K (M) (r) (2.30)
ΩD (r)H (r) = −∇S (nˆ ·H) (r) + iωǫS (M) (r) +K (J) (r) (2.31)
These representation formulas are equal to the original formulas by Stratton and Chu
given in [2]. These representation formulas don’t have the low frequency breakdown
problem and can be used to develop integral equation formulations applicable also
to low frequency problems [6]. The difference of these formulas compared to the
formulas (2.14) and (2.15) is that these formulas also use the normal components
of the surface fields to represent the fields whereas the earlier presented formulas
only use the tangential components of the surface fields. When using the normal
components of the fields, the Lorenz gauge conditions
∇ · S (J) = iωǫS (nˆ ·E)
∇ · S (M) = iωµS (nˆ ·H) (2.32)
need to be included as additional equations in order to get a proper solution satisfy-
ing the Maxwell’s equations [7]. The Lorenz conditions are equal to the conditions
(2.27) that are operated on both sides with integral operator S (2.19). However,
since antenna problems of this thesis don’t have real problems with the low frequency
breakdown, the formulas that only use the tangential surface fields will be used to
solve the problems.
2.3 Polarization currents
The surface representation formulas (2.14) and (2.15) are easier to use in a homoge-
neous free space than in a general case. One can use the free space Green’s function
(2.23), and there’s no need to find more complicated Green’s functions such as that
for layered media [8]. So one would prefer to solve problems only in homogeneous
free space.
Let’s consider a problem, where an ostacle of arbitrary shape with isotropic material
parameters (ǫ1, µ1) is placed in vacuum and in a known incident field E
p
0 and H
p
0 .
The Maxwell’s curl equations (2.1) and (2.3) inside the obstacle can be rewritten as
9ǫ1 (r)
µ1 (r) ǫ0
µ0
Figure 3: Inhomogeneity (ǫ1, µ1) inside vacuum (ǫ0, µ0). The material parameters
inside the inhomogeneity can be non-constant.
∇×E1 = iωµ1 (r)H1 (r) = iωµ0H1 (r) + iω (µ1 (r)− µ0)H1 (r)
= iωµ0H1 (r)−Mpol (r) (2.33)
∇×H1 = −iωǫ1 (r)E1 (r) = −iωǫ0E1 (r)− iω (ǫ1 (r)− ǫ0)E1 (r)
= −iωǫ0E1 (r) + Jpol (r) . (2.34)
We see, that by simply using the polarization currents Jpol = −iω (ǫ1 − ǫ0)E1 and
Mpol = −iω (µ1 − µ0)H1, which depend on the material parameters ǫ1 and µ1 and
the unknown fields E1 and H1 inside the scatterer, the space is homogenized into
vacuum (ǫ0, µ0). Since the polarization currents are non-zero only inside the obstacle,
the field caused by the polarization currents is sourceless outside the obstacle in
the homogenized space. This means that by placing the equivalent surface current
densities J and M (2.24) on the boundary surface of the obstacle, the surface
representation formulas (2.14) and (2.15) with the free space Green’s function (2.23)
and material parameters of the vacuum can be used to represent the change of
the field, i.e. the scattered field, caused by the obstacle in the vacuum outside the
obstacle.
ǫ0 µ0
ǫ0
µ0
Jpol (r)
Mpol (r)
Figure 4: Replacement of inhomogeneity with electric polarization current Jpol and
magnetic polarization current Mpol. The domain with the dashed line is where the
polarization currents are non-zero. The scattered field caused by the polarization
currents is sourceless outside the inhomogenities.
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If the scattered fields in the vacuum caused by the polarization currents are denoted
Es0 and H
s
0 , the total fields in the vacuum outside the obstacle are the sum of the
incident fields and the scattered fields as
Et0 = E
p
0 +E
s
0
H t0 = H
p
0 +H
s
0 .
(2.35)
2.3.1 Relative polarization currents
Now let’s assume that the space can be described by finite number of homogeneous
subdomains Di. The subdomains can have arbitrary constitutive parameters ǫi and
µi, that are constant inside Di. The subdomains can even be made of PEC or PMC
with the total field inside such domains being zero.
ǫ1
µ1
ǫ2
µ2
ǫ0
µ0
Figure 5: General field problem with piecewise homogeneous space. The PEC do-
mains are denoted by solid black and the PMC domains are shaded.
This kind of a problem can also be simplified with the polarization currents. If for
each subdomain Di we define relative polarization currents as
Jpol,i = −iω (ǫ (r)− ǫi)E
Mpol,i = −iω (µ (r)− µi)H , (2.36)
the problem with homogeneous subdomains Di is transformed into a set of polariza-
tion current problems each in a homogeneous space with constitutive parameters ǫi
and µi. The relative polarization currents Jpol,i and Mpol,i lie outside the domain Di
itself, which means that the field of these relative polarization currents is sourceless
in Di. This further means that the surface representation formulas (2.14) and (2.15)
with the free space Green’s function (2.23) of Di and material parameters ǫi and
µi can be used to represent the field of the relative polarization currents Jpol,i and
Mpol,i inside Di.
By using the surface equivalence principle to represent the field of the polarization
currents Jpol,i and Mpol,i inside the subdomain Di, the problem with a finite num-
ber of homogeneous subdomains is further transformed into a problem of solving a
system of surface integral equations for the field inside the subdomains Di in terms
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ǫ1
µ1
Jpol,1
Mpol,1
ǫ1
µ1
Figure 6: Replacement of the surrounding space of a homogeneous domain D1
with relative polarization currents Jpol,1 and Mpol,1 and homogeneous material with
constitutive parameters equal to the ones inside the domain (ǫ1, µ1).
of the unknown equivalent surface current densities Ji and Mi on the boundaries
∂Di.
ǫ1
µ1
E
H
J1
M1
ǫ1
µ1
E = 0
H = 0
∂D1
Figure 7: Representation of the field of the relative polarization currents Jpol,1 and
Mpol,1 of Figure 6 inside the subdomain D1 (ǫ1, µ1) in terms of the equivalent surface
current densities J1 and M1 on ∂D1.
The way how this kind of piecewise homogeneous problems are solved with the
surface integral representation formulas is treated in Chapter 3.
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2.4 Impedance boundary condition
Electromagnetic properties of metals are mostly characterized by high electric con-
ductivity σ. As was shown in (2.9), the conductivity in time harmonics can be
replaced by complex permittivity ǫc. If the conductivity is very high, the permittiv-
ity is mainly imaginary as ǫc ≈ iσ/ω when the frequency is low enough at ω << σ/ǫ0.
If it’s further assumed that the magnetic permeability µ is equal to the permeability
µ0 of vacuum, the wave number inside the conductive medium is
kc = ω
√
µ0ǫc = (1 + i)
√
ωµ0σ
2
=
1 + i
δ
, (2.37)
where
δ =
√
2
ωµσ
(2.38)
is the skin depth [1] of the conductive medium. The plane waves that have electric
field E = E0e
ik·r damp exponentially inside a conductive medium. This additional
damping is also seen, if the wavenumber kc is substituted into Green’s function (2.23)
of homogeneous space, when we get
G (r, r′) = e−R/δ · e
iR/δ
4πR
. (2.39)
As conductivity σ tends to infinity, the skin depth δ tends to zero, which means
that the fields are zero inside the conductive domain. In this case the polarization
currents Jpol and Mpol of the conductive domain would in limit reside only on the
boundary surface of the conductive domain.
The effects of a well conducting medium outside the conductive domain can in most
cases be well approximated by the impedance boundary condition [1]
Etan = Zsnˆ×H = ZsJ , (2.40)
where Zs is the surface impedance of the conductive medium. When using the
impedance boundary condition, it’s assumed that the fields at different points on the
conductive surface don’t interact through the conductive medium. This is mostly
true if both the dimensions of the conductive medium and the curvature of the
boundary surface are large enough compared to the skin depth δ.
On the surface of conductive half-space, the surface impedance is simply equal to
the wave impedance of the conductive medium as
Zs =
√
µ0
ǫc
=
1 + i
σδ
. (2.41)
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The total power loss to the conductive medium having a closed boundary surface S
is
Pc =
1
2
ℜ
∫
S
Zs |J |2 dS. (2.42)
The surface impedance of conductive half space can also be used for sufficiently
smooth surfaces of small curvature in order to approximate the losses inside the
conductive medium. The problems with the surface impedance approximation arise
when the local dimensions of the conductive medium are small compared to the skin
depth or when there are sharp edges on the conductive surface. Near a sharp edge,
the surface impedance is supposed to be higher than on a smooth surface, since the
surface current flowing along the edge basically has less of the conductive medium
around it, which increases the effective surface resistance [9, 10].
2.5 Method of Moments
Method of moments as applied to electromagnetic problems was first thoroughly
investigated by Harrington in [11]. The method is used in numerics to find an
approximative solution to a general integral or differential operator equation
L0 (f ) (r) = g (r) , r ∈ D, (2.43)
where L0 is an arbitrary linear differential or integral operator. In the method of
moments, the solution f (r) is sought as linear combination of known basis functions
bn (r).
f (r) ≈
N∑
n=1
αnbn (r) (2.44)
Since the operator L0 is linear, it can be moved to operate directly on the basis
functions giving the equation
N∑
n=1
αnL0 (bn) (r) ≈ g (r) . (2.45)
The basis functions should be such that they fulfil the continuity requirements and
the boundary conditions of the unknown f (r). The set of basis functions should
also be able to represent all the properties of the unknown, such as some specific
singularities.
The approximative solution (2.44) can’t exactly satisfy original equation (2.43) at
all points in the problem domain D. Since there are only N degrees of freedom in
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(2.44), the original equation can maximally be forced to hold in M = N different
points rm ∈ D giving the system of equations for m = 1, . . . ,M
N∑
n=1
αnL0 (bn) (rm) ≈ g (rm) . (2.46)
Since the definition of the delta function (2.21) this can be rewritten as
∫
D
δ (r, rm)
N∑
n=1
αnL0 (bn) (r)dr ≈
∫
D
δ (r, rm)g (r) dr. (2.47)
This is called the point-matching method [11] since the original equation is forced to
hold exactly at certain matching points rm. However, there’s generally no guarantee
for the accuracy of the solution between the matching points in D.
In order to include the solution values between the matching points rm also into the
system of equations, a more general testing procedure is introduced. Let’s define
inner product between two general vector functions for the problem as
〈f , g〉 =
∫
D
f (r) · g (r) dr, (2.48)
If we now define a set of testing functions tm, that are in the range of L0 and take
the inner products of approximative equation (2.45) with all the testing functions,
we get a system of equations
N∑
n=1
αn 〈tm,L0 (bn)〉 ≈ 〈tm, g〉 . (2.49)
The set of testing functions tm should be in the range of L0 and it should also be
able to represent the excitation g well enough. The resulting system of equations
can of course be written in matrix form as
Lα = β, (2.50)
where
L =


〈t1,L0 (b1)〉 〈t1,L0 (b2)〉 . . .
〈t2,L0 (b1)〉 〈t2,L0 (b2)〉 . . .
...
...
. . .


α =


α1
α2
...


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β =


〈t1, g〉
〈t2, g〉
...


This is the method of moments as represented in [11]. If the general MoM is com-
pared to the point-matching method, we see that the point matching is a specific
case of MoM with Dirac delta functions as testing functions. A special choice tn = bn
is called Galerkin’s method. Galerkin’s method will be used in this thesis to solve
antenna problems with the surface integral equation method.
The basis functions and the testing functions can be non-zero either on the entire
problem domain D or only on a subset of D. By dividing the domain D into simple
subdomains such as triangles or tetrahedrons, one can use local basis functions
that are non-zero only in a limited number of subdomains. Generally it’s easier to
generate the local basis and testing functions than to find specific entire domain basis
functions for arbitrary D that satisfy the continuity requirements and the boundary
conditions.
One of the most important results of the scientific work with MoM in the past
has actually been with finding correct kinds of local basis and testing functions for
different problems. Local basis and testing functions defined for triangular meshes
by Rao, Wilton and Glisson in [12] will be used in this thesis to solve the resulting
surface integral equations numerically with MoM.
16
3 Surface Integral Equation Method
Surface equivalence principle together with simplification of problems with the rel-
ative polarization currents can be used to develop a method to solve complex elec-
tromagnetic problems. As will be shown, any problem with piecewise homogeneous
space can be described by polarization currents, surface equivalence principle and a
set of solutions of simple scattering problems.
3.1 Scattering problem
Let’s consider a simple scattering problem, where a homogeneous scatterer with
arbitrary material parameters (ǫ2, µ2) is placed in a homogeneous media (ǫ1, µ1) and
in a known incident electric field Ep and incident magnetic field Hp. Let’s denote
the domain outside of the scatterer by D1, the domain inside the scatterer by D2
and the surface of the scatterer by S. And let’s decide, that the unit normal vector
nˆ1 points to the domain D1 and nˆ2 to the domain D2.
Ep
Hp
D1
D2
nˆ1
nˆ2
ǫ2
µ2
ǫ1
µ1
Figure 8: A simple scattering problem with a homogeneous scatterer in a known
incident field Ep and Hp.
Let’s also define the equivalent currents for both sides of the surface S with the
aforementioned normal vectors, i.e.
J1 = nˆ1 ×H1
J2 = nˆ2 ×H2
M1 = −nˆ1 ×E1
M2 = −nˆ2 ×E2.
(3.1)
Let’s now use relative polarization currents (2.36) to simplify the problem. Let’s
assume that the sources JpV (r) and ρ (r) of the incident field are inD1. As was shown
in Chapter 2.3.1, the homogeneous scatterer can be replaced by relative polarization
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nˆ1
nˆ2
J1,M1
J2,M2
D1
D2
Figure 9: Definition of normal vectors and equivalent surface currents on a surface.
currents Jpol,1 = −iω (ǫ2 − ǫ1)E and Mpol,1 = −iω (µ2 − µ1)H residing in D2 after
which the space is homogenized with constant material parameters ǫ1 and µ1 of D1.
In order to solve the problem, we now use the representation formulas (2.14) and
(2.15) for the scattered field, which has the relative polarization currents Jpol,1 and
Mpol,1 as sources. The space of this subproblem for the scattered field is now ho-
mogeneous with constitutive parameters ǫ1 and µ1. Since domain D1 is outside the
sources of the scattered field, the scattered field satisfies the homogeneous Helmholtz
equations in D1 meaning that the scattered field can be represented in D1 with un-
known equivalent surface currents J s1 = nˆ1 ×Hs1 and M s1 = −nˆ1 ×Es1 as
ΩD1 (r)E
s
1 (r) = η1L1 (J s1 ) (r)−K1 (M s1 ) (r)
ΩD1 (r)H
s
1 (r) =
1
η1
L1 (M s1 ) (r) +K1 (J s1 ) (r) . (3.2)
Since we assume that the sources of the incident field are in D1, which means that
the incident field is sourceless in D2, the representation formulas (2.14) and (2.15)
for the domain D2 can be used for the incident fields with equivalent surface currents
J
p
1 = nˆ1 ×Hp1 and Mp1 = −nˆ1 ×Ep1 as
−ΩD2 (r)Ep1 (r) = η1L1 (Jp1 ) (r)−K1 (M p1 ) (r)
−ΩD2 (r)Hp1 (r) =
1
η1
L1 (M p1 ) (r) +K1 (Jp1 ) (r) . (3.3)
The minus sign is needed because the fields in D2 are represented by the surface
currents defined by unit normal vector nˆ1 = −nˆ2 pointing into D1. It’s important
to note here, that the incident field satisfies the homogeneous Maxwell’s equations
inside D2, but with the material parameters of the domain D1, i.e. it’s the field
without any scatterer in place. The notations L1 and K1 mean the respective inte-
gral operators (2.17) and (2.18) with the free space Green’s function (2.23) of the
homogenized space using the material parameters ǫ1 and µ1 of D1.
If the equations in (3.2) and (3.3) are summed up together, and the incident fields
E
p
1 and H
p
1 are added to the both sides of the respective equations, we get the
representation formulas for the total fields E1 = E
p
1 + E
s
1 and H1 = H
p
1 + H
s
1 in
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D1 as
ΩD1 (r)E1 (r) = E
p
1 (r) + η1L1
(
J t1
)
(r)−K1
(
M t1
)
(r)
ΩD1 (r)H1 (r) = H
p
1 (r) +
1
η1
L1
(
M t1
)
(r) +K1
(
J t1
)
(r) ,
(3.4)
where J t1 = J
p
1 + J
s
1 and M
t
1 = M
p
1 +M
s
1 .
Now we know how to represent the total field outside the scatterer with the unknown
equivalent surface currents J t1 and M
t
1. In order to represent the field inside the
scatterer, the space can now be homogenized to constant material parameters ǫ2 and
µ2 by using the relative polarization currents Jpol,2 and Mpol,2, which in this case
would lie in D1. The resulting field inside the homogenized space with constitutive
parameters of D2 is sourceless inside D2, so the representation formulas (2.14) and
(2.15) can be directly used for the total fields E2 and H2 inside D2 as
ΩD2 (r)E2 (r) = η2L2 (J2) (r)−K2 (M2) (r)
ΩD2 (r)H
t
2 (r) =
1
η2
L2 (M2) (r) +K2 (J2) (r) . (3.5)
The continuity properties (2.10) of the fields and equations (2.27) force for the
equivalent surface currents J1 = J
t
1 and M1 = M
t
1 the continuity requirements
J1 = −J2
M1 = −M2. (3.6)
A piecewise homogeneous problem with multiple domains is just a generalization of
this problem with two domains. The field inside each homogeneous subdomain Di
can be represented as sum of the incident field inside the domain and the field of the
unknown equivalent surface current densities Ji and Mi on the boundary surface of
the domain.
If any of the subdomains Di of a piecewise homogeneous problem is perfectly con-
ducting, the field inside such domains would be zero. Since the representation for-
mulas (2.14) and (2.15) give zero field to the complement of the representation space,
the requirement of the zero field is directly fulfilled by just using the equivalent sur-
face currents to represent the field outside the perfectly conducting domain and by
using the boundary conditions similar to (2.12) to simplify the representation for-
mulas. The field inside the perfectly conducting domains need not be represented.
3.2 Surface integral equations
The surface equivalence principle and results of Chapter 3.1 show how the fields in
a piecewise homogeneous medium can be represented as integrals of the unknown
surface currents over the material interface surfaces. The unknown surface currents
J and M can be solved by finding the surface current distributions that give the
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fields that satisfy the continuity requirements and the boundary conditions for the
total fields. Since these requirements are set at the material interfaces, it implies
that the surface integrals need to be evaluated at the same surfaces as the unknown
surface currents in order to develop valid surface integral equations that can be used
to find correct surface current distributions.
Here we go through some of the most important integral equations. These equations
can then be used as building blocks to develop integral equation formulations appli-
cable to different kinds of electromagnetic problems with different kinds of boundary
conditions. Some of the formulations are presented in Chapter 3.3
On a material interface surface S, one can either find the tangential components or
the normal component of the represented fields. Since any problem of time harmonic
electromagnetics has unique solution if the tangential fields are known on a closed
surface, most of the formulations use only tangential components [13].
3.2.1 Tangential equations
Representation formulas (3.4) and (3.5) can also be used on a material interface
surface S, where the relative solid angle is ΩD =
1
2
for any smooth surface. For
a general vector field F (r) we get the tangential component Ftan (r) on a surface
with unit normal vector nˆ (r) by
Ftan (r) = −nˆ (r)× nˆ (r)× F (r) , (3.7)
which further gives us
Etan = nˆ×M
Htan = −nˆ× J . (3.8)
If we pick up the tangential components of equations (3.4) on the surface S and use
(3.8), we get the tangential surface integral equations for the fields as
η1L1 (J1) (r)tan −K1 (M1) (r)tan −
1
2
nˆ1 ×M1 (r) = −Ep1 (r)tan (3.9)
1
η1
L1 (M1) (r)tan +K1 (J1) (r)tan +
1
2
nˆ1 × J1 (r) = −Hp1 (r)tan . (3.10)
These are referred to as T-EFIE1 and T-MFIE1 [14], because these are equations for
the tangential electric field Etan and tangential magnetic field Htan in D1. Similar
equations are also obtained for the fields in D2 with the integral operators of D2 and
incident fields Ep2 = 0 and H
p
2 = 0, since the sources of the incident field are assumed
to be in D1. This can also be generalized to a piecewise homogeneous multidomain
problem with notations T-EFIEi and T-MFIEi. It is important to note, that these
equations only fix the tangential fields on the surface S. Normal components of the
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fields are not directly fixed. However, once the tangential components are fixed, the
normal components are obtained with continuity equations (2.27) excluding the low
frequency limit ω = 0.
3.2.2 N-equations
Tangential components of the fields on a material interface surface S can also be
fixed by operating with nˆ× on both sides of equations (3.4) and (3.5) on the surface
S to get surface integral equations
η1nˆ1 × L1 (J1) (r)− nˆ1 ×K1 (M1) (r) + 1
2
M1 (r) = −nˆ1 ×Ep1 (r) (3.11)
1
η1
nˆ1 × L1 (M1) (r) + nˆ1 ×K1 (J1) (r)− 1
2
J1 (r) = −nˆ1 ×Hp1 (r) . (3.12)
These are referred to as N-EFIE1 and N-MFIE1 [14], because these are equations
for nˆ ×E and nˆ×H in D1. Similar to tangential equations, the N-equations can
be generalized to a piecewise homogeneous multidomain problem with notations
N-EFIEi and N-MFIEi.
3.3 Integral equation formulations
Integral equations defined in Chapter 3.2 can be used to introduce integral equation
formulations applicable to different kinds of problems. Mostly the choice of formu-
lation is dependent of the material properties and geometrical shapes. Here we go
through some of the most important formulations for different situations.
3.3.1 PEC surfaces
On a PEC surface, i.e. a surface of metal with infinite conductivity σ, the boundary
condition states that the total tangential electric field Etan vanishes. This means
that the unknowns associated to M = −nˆ × E can be removed. This simplifies
equations (3.9)-(3.12) into
η1L1 (J1) (r)tan = −Ep1 (r)tan (3.13)
K1 (J1) (r)tan +
1
2
nˆ1 × J1 (r) = −Hp1 (r)tan (3.14)
η1nˆ1 × L1 (J1) (r) = −nˆ1 ×Ep1 (r) (3.15)
nˆ1 ×K1 (J1) (r)− 1
2
J1 (r) = −nˆ1 ×Hp1 (r) . (3.16)
PEC can be undestood as a limit of the impedance boundary condition (2.40) with
the surface impedance Zs = 0. The impedance boundary condition itself shows
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that the tangential electric field Etan and the electric surface current J on a well
conducting surface are equally directed. This means that the scattered field on
the left hand side of (3.13) (i.e. the range of L1 (J1) (r)tan) is equally directed to
J , what is desired. This can also be understood by the plane waves. Equations
1/η1∗(3.13) and (3.16) have the same dimensions as J and are equally directed to
J and hence they are used with PEC surfaces. Equations (3.15) and η1∗(3.14) have
the same dimensions as M , which is zero on a PEC surface, and therefore they are
not adequate for PEC surfaces [14].
If the dimensions of a PEC domain are such that an internal resonant solution
would occur inside similar metallic volume filled with the material outside the PEC
volume, both T-EFIE (3.13) and N-MFIE (3.16) fail to give good results. This is
simply because resonant solutions can satisfy the PEC boundary condition Etan = 0
also with the field inside the volume not being zero, as would be needed for the PEC
volume. In order to guarantee that the field inside the PEC domain is zero, one
needs to use both of these equations at least in some part of the PEC boundary [15].
The weighted sum of these two is the CFIE formulation, which is defined as
CFIE =
1
η1
(T− EFIE) + (N−MFIE) (3.17)
3.3.2 Lossy metallic surfaces
PEC boundary is an approximation of the real boundary condition on a metal sur-
face. In reality, the conductivity of a metal is finite, which means that the tangential
electric field isn’t exactly zero. The normal component of the magnetic flux also
doesn’t perfectly vanish.
Impedance boundary condition can be used to approximate the effects of finite
conductivity on metallic surfaces. Impedance boundary condition (2.40) can be
modified into
M = −Zsnˆ× nˆ×H = −Zsnˆ× J . (3.18)
Substituting this into T-EFIE (3.9) and N-MFIE (3.12) results as IBC-EFIE
η1L1 (J1) (r)tan +K1 (Zsnˆ1 × J1)−
1
2
Zs (r)J1 (r) = −Ep1 (r)tan (3.19)
and IBC-MFIE
− 1
η1
nˆ1 × L1 (Zsnˆ1 × J1) (r) + nˆ1 ×K1 (J1) (r)− 1
2
J1 (r) = −nˆ1 ×Hp1 (r) (3.20)
which can both be used to solve the equivalent surface current J on a lossy metallic
surface.
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Similar to PEC surfaces, both IBC-EFIE and IBC-MFIE fail to give good results at
internal resonant frequencies. In order to avoid the resonance problems, a combined
field integral equation similar to CFIE (3.17) can be used. This results as IBC-CFIE
IBC− CFIE = 1
η1
(IBC− EFIE) + (IBC−MFIE) . (3.21)
The losses of real metals are often quite small and the resulting surface impedance
typically doesn’t alter the surface current J very much. Thus, in this thesis the
problems with metallic structures are solved with the PEC assumption. The effect
of the impedance boundary is only included as an added loss power (2.42), which
is approximated with JPEC, i.e. the electric surface current of the problem solved
with PEC assumption on metallic surfaces.
3.3.3 Dielectric surfaces
On general dielectric surface, there are no other boundary conditions than the conti-
nuity requirements (2.10). The continuities themself result as the continuity require-
ment of the equivalent surface currents (3.6). By properly combining electric and
magnetic field integral equations on both sides of the material interface, a combined
formulation free of internal resonances is obtained [13]. These combinations can be
made in infinitely many ways [16, 14].
In this thesis we use so called Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT)
formulation on the dielectric surfaces. The PMCHWT formulation [17, 18, 19] on a
surface between two dielectric domains Di and Dj is an equation system
(T− EFIEi)− (T− EFIEj)
(T−MFIEi)− (T−MFIEj) (3.22)
which results for T-EFIE part as
ηiLi (Ji)tan − ηjLj (Jj)tan
−Ki (Mi)tan +Kj (Mj)tan
−1
2
nˆi ×Mi + 1
2
nˆj ×Mj = −Epi (r)tan
(3.23)
and for T-MFIE part as
1
ηi
Li (Mi) (r)tan −
1
ηj
Lj (Mj) (r)tan
+Ki (Ji) (r)tan −Kj (Jj) (r)tan
+
1
2
nˆi × Ji (r)− 1
2
nˆj × Jj (r) = −Hpi (r)tan
(3.24)
if the incident fields Epi and H
p
i are assumed to be in the domain Di. The continuity
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(3.6) of the surface currents and definition of the normal vectors as nˆj = −nˆi reduces
the equations into
(ηiLi + ηjLj) (Ji) (r)tan − (Ki +Kj) (Mi) (r)tan = −Epi (r)tan(
1
ηi
Li + 1
ηj
Lj
)
(Mi) (r)tan + (Ki +Kj) (Ji) (r)tan = −Hpi (r)tan .
(3.25)
The PMCHWT formulation basically states that Estan,i−Estan,j = −Epi and Hstan,i−
Hstan,j = −Hpi , i.e. the continuity of the tangential fields (2.10) through the dielectric
material interface, since the total fields in Di are Ei = E
p
i +E
s
i and Hi = H
p
i +H
s
i
and in Dj they are Ej = E
s
j and Hj = H
s
j .
3.3.4 General problems
The PMCHWT is a natural choice of formulation for dielectric surfaces in the com-
putation of general problems with composite metallic and dielectric structures. The
T-EFIE as used on PEC surfaces and T-MFIE, which would be used on PMC sur-
faces, are included in the PMCHWT formulation, which means that formulations
on both PEC and PMC surfaces are special cases of the formulation on dielectric
surface.
A general problem can consist of metallic PEC domains Dei , PMC domains D
m
j and
dielectric domains Dk. The problem is solved with PMCHWT on surfaces between
two dielectric domains. On surfaces between a PEC domain Dei and a dielectric
domain Dk, the PMCHWT is reduced into T-EFIEk with Mk = 0. Similarly on
surfaces between a PMC domain Dmj and a dielectric domain Dk, the PMCHWT
is reduced into T-MFIEk with Jk = 0. This results as an integral equation system
that can be used to solve general problems.
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4 Numerical solutions of surface integral equa-
tions
It would be very hard to find analytical solutions for the above mentioned surface
integral equations in general case. A much easier option is to find a numerical
solution to the problem. Method of moments with correct sets of basis functions and
testing functions has been used succesfully to solve the equivalent currents from the
resulting integral equations. In this chapter the choice of basis and testing functions
is clarified and the procedures needed to compute the resulting MoM system matrix
are also treated.
4.1 Method of moments for EM field problems
This chapter includes a new look to the classical method of moments. The testing
procedure, which is classically rationalized as a generalization of the point matching
method [11] receives a new interpretation in this chapter.
Method of moments first needs the set of basis functions to represent the unknown.
In the case of the electromagnetic surface integral equations, the unknowns are the
domain specific equivalent electric and magnetic surface current densities JD =
nˆ×HD and MD = −nˆ×ED lying on a surface SD = ∂D between domain D and
any other domain. Since the equivalent surface currents are tangential to SD, they
can be approximated as a linear combination of tangential basis functions bJDj and
bMDm as
JD (r) ≈
NDj∑
j=1
JDj b
JD
j (r), r ∈ ∂D
MD (r) ≈
NDm∑
m=1
MDmb
MD
m (r), r ∈ ∂D.
(4.1)
Domain specific surface currents must fulfil the continuity requirements (3.6). This is
attained by defining the basis functions for domain specific surface current densities
simply as
b
JD2
j = −bJD1j
bMD2m = −bMD1m
(4.2)
on a surface between domains D1 and D2, and requiring that the unknown coef-
ficients related to the two basis functions are equal by combining the respective
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coefficients as single unknowns [20]
Jnj = J
D1
j = J
D2
j
Mnm = M
D1
m = M
D2
m .
(4.3)
By substituting the approximations (4.1) to the surface integral equations (3.9) and
(3.10) we get
ηD
NDj∑
j=1
JDj LD
(
b
JD
j
)
tan
−
NDm∑
m=1
MDm
(
KD
(
bMDm
)
tan
+
1
2
nˆ× bMDm
)
= −EpD,tan(4.4)
1
ηD
NDm∑
m=1
M1mLD
(
bMDm
)
tan
+
NDj∑
j=1
JDj
(
KD
(
b
JD
j
)
tan
+
1
2
nˆ× bJDj
)
= −HpD,tan.(4.5)
Since the integral operators LD and KD are linear, the summations can be moved
outside the integral operators as has already been done.
In order to avoid a mess with discrete unknowns and continuous incident fields, the
testing procedure is introduced. Let’s approximate the incident fields EpD,tan (r) and
H
p
D,tan (r) as a linear combination of tangential testing functions t
ED
e and t
HD
h as
E
p
D,tan (r) =
MDe∑
e=1
EDe t
ED
e (r), r ∈ S (4.6)
H
p
D,tan (r) =
MD
h∑
h=1
HDh t
HD
h (r), r ∈ S. (4.7)
Let’s define inner product between two vector functions f (r) and g (r) on a surface
S as
〈f , g〉 =
∫
S
f (r) · g (r) dS (4.8)
The coefficients EDe andH
D
h in the series representations of E
p
D,tan (r) and H
p
D,tan (r)
are calculated by inner products as
EDe =
1
αDe
〈
tEDe ,E
p
D
〉
=
1
αDe
∫
Se
tEDe (r) ·EpD (r) dS (4.9)
HDh =
1
βDh
〈
tHDh ,H
p
D
〉
=
1
βDh
∫
Sh
tHDh (r) ·HpD (r) dS. (4.10)
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The coefficients αDe and β
D
h are just the normalization coefficients
αDe =
〈
tEDe , t
ED
e
〉
βDh =
〈
tHDh , t
HD
h
〉
.
If the equivalent inner pruducts with testing functions tEDm or t
HD
m are calculated
also for the left hand sides of the respective equations (4.4) and (4.5), and the series
representations (4.6) and (4.7) are substituted to EpD,tan and H
p
D,tan of the same
equations we get
ηD
αDe
NDj∑
j=1
JDj
〈
tEDe ,LD
(
b
JD
j
)〉− 1
αDe
NDm∑
m=1
MDm
〈
tEDe ,KD
(
bMDm
)
+
1
2
nˆ× bMDm
〉
= −EDe
1
βDh η
NDm∑
m=1
MDm
〈
tHDh ,LD
(
bMDm
)〉
+
1
βDh
NDj∑
j=1
JDj
〈
tHDh ,KD
(
bJDj
)
+
1
2
nˆ× bJDj
〉
= −HDh
(4.11)
Since the normalization coefficients αDe and β
D
h are on both sides of the respective
equations, they can be ignored. The equations (4.11) must be satisfied with every
e = 1, . . . ,MDe and h = 1, . . . ,M
D
h . If the basis functions are able to represent the
equivalent surface currents accurately and the testing functions are able to represent
both the incident fields and the ranges of the surface integral operators, the results
of this numerical treatment should be accurate.
In this thesis the PMCHWT formulation is used for dielectric boundaries and the
T-EFIE formulation is used for perfectly conducting surfaces. This means that the
terms including nˆ × bMm and nˆ × bJj will be cancelled out in the total system of
equations, so they can be ignored altogether. The PMCHWT formulation on a
surface between two dielectric domains D1 and D2 is basically the equation system
of (T-EFIED1) - (T-EFIED2) and (T-MFIED1) - (T-MFIED2). Let’s define domain
specific testing functions simply as
tED2e = −tED1e
tHD2h = −tHD1h
(4.12)
on a surface between domains D1 and D2. This definition also fulfils the Galerkin
method requirement of the set of testing functions being the same as the set of basis
functions, since a similar definition was also used for the basis functions (4.2).
Now let the integral equations for the fields in D1 be tested with tED1e and t
HD1
h .
Similarly let the integral equations for the fields in D2 be tested with tED2e and t
HD2
h .
The PMCHWT formulation is given by simply adding up the contributions of (4.11)
for both of the domains D1 and D2 with the domain specific testing functions of
the dielectric domains around a dielectric surface.
27
Testing of equations with the domain specific testing functions (4.12) and addition
of the contributions effectively combines the two testings as a single testing. The
subtraction of the two field representations of the PMCHWT formulation (3.22) is
transformed into addition simply because of the definition of the domain specific
testing functions (4.12). This way to test the equations with domain specific testing
functions closely resembles the treatment in [20] and is also applicable to problems
with junctions, i.e. material interfaces with more than two domains around some
parts of the material interfaces [13], and as such is a solution to the junction problem
pointed out in [21].
The T-EFIE formulation on PEC surfaces (3.13) is a special case of the PMCHWT
formulation without unknowns and testing for the PEC domain and without mag-
netic testing functions tHDh and magnetic basis functions b
MD
m for the domains sur-
rounding the PEC. Assuming that only two dielectric domains exist for the problem,
the resulting system matrix of the T-EFIE-PMCHWT formulation for the two di-
electric domains D1 and D2 can of course be represented in matrix form as
Ax = b, (4.13)
where the system matrix A consists of
A =
[
AEJ AEM
AHJ AHM
]
with the submatrices
AEJ (e, j) =
〈
tED1e , ηD1LD1
(
bJD1j
)〉
+
〈
tED2e , ηD2LD2
(
bJD2j
)〉
AEM (e,m) = −
〈
tED1e ,KD1
(
bMD1m
)〉− 〈tED2e ,KD2 (bMD2m )〉
AHJ (h, j) =
〈
tHD1h ,KD1
(
bJD1j
)〉
+
〈
tHD2h ,KD2
(
bJD2j
)〉
AHM (h,m) =
〈
t
HD1
h ,
1
ηD1
LD1
(
bMD1m
)〉
+
〈
t
HD2
eh ,
1
ηD2
LD2
(
bMD2m
)〉
(4.14)
x =


J1
...
JNj
M1
...
MNm


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b =


〈
t
ED1
1 ,E
p
〉
...〈
t
ED1
Me
,Ep
〉
〈
tH1 ,H
p
〉
...〈
tHMh ,H
p
〉


On PEC surfaces, the T-EFIE system matrix is AEJ with the unknowns and testing
inside the PEC domain removed.
In order to get an equally determined system, the number of degrees of freedom
Nj +Nm for the unknowns should match the number of testing functions Me +Mh
everytime. This means that the number of basis functions for J should match the
number of electric testing functions and the number of basis functions for M should
match the number of magnetic testing functions, i.e.
Nj = Me
Nm = Mh
(4.15)
which then gives e = 1, . . . ,Me, j = 1, . . . , Nj , h = 1, . . . ,Mh, m = 1, . . . , Nm.
This is naturally achieved when the Galerkin method is used, which is the case in
this thesis. The basis and testing functions that will be used are clarified in the next
section.
4.2 Basis functions and geometry discretization
The method of moments requires the representations of the equivalent surface cur-
rent densities J and M as linear combination of known basis functions bJj and b
M
m .
In rare cases such as on the surface of a homogeneous sphere [37], the equivalent
currents can be analytically represented as sum of special characteristic functions.
Most of the time the optimal choice of basis functions in such cases would be to
choose a finite subset of the characteristic functions as a set of basis functions. For
an arbitrary geometry a more versatile option is to discretize the surfaces of the ge-
ometry by representing the geometry as an union of canonical geometrical elements
and by developing the basis functions for the discretized geometries.
The simplest discretization of surfaces is the linear discretization, where the surface
is divided into finite number of non-overlapping planar polygons. The simplest
and most versatile linear discretization of surfaces is attained by using triangles.
Triangles can represent a curved surface such as surface of a sphere better than
e.g. quadrangles. Numerics is also simpler for triangles, so the triangular geometry
discretization will be used in this thesis.
In a homogeneous media outside the sources, all the field components are always
continuous. This means that on a smooth surface between two homogeneous domains
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the tangential field components are continuous on both sides of the surface. Even
if two neighboring triangles of a triangulated surface are not on a same plane, they
still share an edge. This continuity of the tangential EM fields implies that the
field components parallel to the edges are continuous through the edges. Since the
surface current densities J and M are 90 degrees rotated tangential fields, the
components of J and M perpendicular to the edges are continuous. In order to get
good results, the basis functions of (4.1) representing J and M should have this
continuity property.
In addition to the continuity requirements of the basis functions, the basis functions
of J and M should also have well defined surface divergence, because the integral
operator L (2.17) needs the surface divergence of the equivalent surface current
densities. The ability to represent the surface divergence and continuity of the basis
function component perpendicular to all the edges of the triangular mesh are the
requirements for the basis functions bJ and bM in (4.1).
4.2.1 RWG functions
Undoubtedly the most used basis functions for electromagnetic surface integral equa-
tions with Galerkin method in triangular meshes are the RWG-functions [12]. The
RWG-functions are related to a single edge of the triangular mesh at a time. The
RWG-function for the particular edge is other than zero only on the two triangles T+
and T− that share the edge. The RWG-function fn for the edge n can be calculated
as
fn (r) =


Ln
2A+n
(r − p+n ) , r ∈ T+n
− Ln
2A−n
(r − p−n ) , r ∈ T−n
0, otherwise,
(4.16)
where Ln is the length of the edge n, A
+
n and A
−
n are the surface areas of the triangles
and p+n and p
−
n are the free points of the triangles T
+
n and T
−
n which are not on the
edge n.
It can be proved [12] that the surface divergence of the RWG-functions is piecewise
constant as
∇s · fn (r) =


Ln
A+n
, r ∈ T+n
− Ln
A−n
, r ∈ T−n
0, otherwise
(4.17)
The piecewise constant surface divergence means, that the equivalent surface charge
densities ρE and ρH (2.29) (i.e. the normal components of the fields) have zeroth
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Figure 10: RWG function on a neighboring triangle pair. The RWG function is
non-zero inly on these two triangles.
order approximations when RWG-functions are used as basis functions for the equiv-
alent surface current densities J and M .
The component of the RWG-functions perpendicular to the shared edge is continuous
through the shared edge and constant as mˆn · fn = ±1. The component of the
RWG function perpendicular to the other edges is zero on the edges. This results
as a continuity property that is needed in order to guarantee that no equivalent net
surface charge is produced by the basis functions, which is an important property
of a physical solution.
The continuity of the normal component through the edges of the triangles means
that the RWG-functions have a very special property
∫
S
∇s · (u (r) fn (r)) dS = 0 (4.18)
with any continuous function u. This kind of basis functions are called as divergence
conforming functions.
The surface curl of the RWG-functions is zero [22], i.e.
nˆ · ∇ × fn (r) = ∇s × fn (r) = 0. (4.19)
This is not a general property of the divergence conforming functions, but rather
a deficit of the lowest order RWG functions. The superposition of different RWG-
functions can represent surface curl on a triangle, but a single RWG-function can’t.
Higher order divergence conforming functions [23, 24] can directly represent surface
curl which can in some circumstances be an important factor driving for the use of
higher order basis functions.
A deficit of RWG functions in some cases is that they can’t represent a totally con-
tinuous function. This is simply because normal component through the edges of a
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triangular mesh is constant. On a perfectly flat surface, the tangential fields and the
equivalent surface currents are totally continuous, which the RWG functions can’t
represent. However, the RWG-functions still fulfil the most important continuity
requirement, i.e. the conservation of charge, by the continuity of the normal com-
ponent through all the edges of the triangle mesh. In this thesis the RWG functions
will be used as basis functions bJ and bM for J and M .
4.3 Testing and forming of the matrix equation
Galerkin method is used in this thesis to numerically solve the equivalent surface
current densities J and M . This means that the set of electric testing functions is
the same set of RWG functions as that used as basis for J and the set of magnetic
testing functions is the same set of RWG functions as that used as basis for M .
The resulting system matrix entries in (4.13) can be composed from two different
testing integrals IL and IK .
IL =
∫
Sm
tm (r) · L (bn) (r) dS (4.20)
IK =
∫
Sm
tm (r) · K (bn) (r) dS (4.21)
The integral IL related to L (2.17) is too singular, since the kernel of the integral
operator includes the gradient of the Green’s function (2.23), which is
∇G (r, r′) = e
ikR
4πR2
(ikR− 1) (r − r
′)
R
= g (r, r′)
(r − r′)
R
= −∇′G (r, r′).
(4.22)
The problem with the singularity arises especially when the support Sm = T
+
m ∪ T−m
of the testing function overlaps with the support Sn = T
+
n ∪T−n of the basis function.
However, with divergence conforming testing functions the integral can be modified
into
IL =
∫
Sm
tm (r) ·
(
− 1
ik
∇S (∇s · bn) (r) + ikS (bn) (r)
)
dS (r)
=
1
ik
∫
Sm
∇s · tm (r)
∫
Sn
G (r, r′)∇′s · bn (r′) dS (r′)dS (r) (4.23)
+ik
∫
Sm
tm (r) ·
∫
Sn
G (r, r′) bn (r
′) dS (r′)dS (r),
where tm is either electric or magnetic RWG testing function and bn is either electric
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or magnetic RWG basis function. The gradient of the first term is moved to the
testing function tm by applying Gauss’ law to a divergence formula
∇ · (uv) = ∇u · v + u∇ · v, (4.24)
and using the result of formula (4.18) for the divergence conforming RWG-functions
and the fact that the normal component of RWG-function through the edge that it
is related to is continuous.
The integral IK related to K (2.18) is also too singular. However, it helps that the
integral vanishes when the basis function and (tangential) testing function reside on
a same planar surface. The integral can be modified by using identity ∇G (r, r′) =
−∇′G (r, r′) and by dividing the gradient into normal gradient and surface gradient
as ∇′ = ∂
∂n′
nˆ′ +∇′s, when we get
IK = −
∫
Sm
tm (r) ·
∫
Sn
∇′G (r, r′)× bn (r′) dS (r′)dS (r)
= −
∫
Sm
tm (r) ·
∫
Sn
∂G
∂n′
(r, r′) nˆ′ × bn (r′) dS (r′)dS (r) (4.25)
−
∫
Sm
tm (r) ·
∫
Sn
∇′sG (r, r′)× bn (r′) dS (r′)dS (r)
Let’s divide the integral IK into two parts IK = IN + IS. The integral IN related to
the normal derivative is integrable as is [22], i.e.
IN = −
∫
Sm
tm (r) ·
∫
Sn
∂G
∂n′
(r, r′) nˆ′ × bn (r′) dS (r′)dS (r) (4.26)
The integral IS related to the surface gradient is too singular to integrate as is.
By using the divergence formula (4.24) and by expressing (tangential) RWG basis
function bn (r
′) on triangles T+n and T
−
n with normal vectors nˆ
′ = nˆ′+ and nˆ
′ = nˆ′−
as bn = −nˆ′×nˆ′×bn, the integral IS related to the surface gradient can be modified
into
IS = −
∫
Sm
tm (r) ·
∫
Sn
∇′sG (r, r′)× bn (r′) dS (r′)dS (r)
=
∫
Sm
tm (r) ·
∫
T+n ∪T
−
n
∇′sG (r, r′)× nˆ′ × nˆ′ × bn (r′) dS (r′)dS (r)
Now let’s treat this integral on one of triangles T+n or T
−
n at time, which means that
the normal vector nˆ′ is constant. Since nˆ′ · ∇′sΦ = 0 for any function Φ, on triangle
T+n we get
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IS =
∫
Sm
nˆ′+ · tm (r)
∫
T+n
∇′sG (r, r′) · nˆ′+ × bn (r′) dS (r′)dS (r)
=
∫
Sm
nˆ′+ · tm (r)
∫
T+n
∇′s ·
(
G (r, r′) nˆ′+ × bn (r′)
)
dS (r′)dS (r)
−
∫
Sm
nˆ′+ · tm (r)
∫
T+n
G (r, r′)∇′s · nˆ′+ × bn (r′) dS (r′)dS (r)
=
∫
Sm
nˆ′+ · tm (r)
∫
∂T+n
G (r, r′) mˆ′+ · nˆ′+ × bn (r′) dl (r′)dS (r)
=
∫
∂T+n
(
mˆ′+ · nˆ′+ × bn (r′)
)
nˆ′+ ·
∫
Sm
G (r, r′) tm (r) dS (r) dl (r
′). (4.27)
Similar can also be done for the other traingle T−n . General divergence formula (4.24)
was used at the first stage. Then the Gauss’ divergence formula on surface was used
to get the boundary line integral, where mˆ′+ are the edge outer unit normal vectors
of the three edges of T+n and ∂T
+
n is the union of the three edges. Finally the order
of integration is changed in order to make this double integral integrable [22]. Since
the surface curl of the lowest order divergence conforming RWG functions is zero
(4.19), the term containing ∇′s · nˆ′ × bn is also zero by (2.28).
The matrix entries are calculated by numerically integrating the presented integrals
IL, IN and IS by using standard Gaussian quadrature for the triangles [25, 26]. The
Gaussian quadrature can accurately integrate a function that can be well approx-
imated as a polynomial. Such is not the case for the Green’s function when the
support of the testing function and the support of the basis functions are close to
each other, i.e. when |r − r′| is relatively small. In such cases, a semi-analytic in-
tegration is used by representing the exponential of the Green’s function in terms
of Maclaurin series [27] and integrating some of the singular lowest order terms of
the inner integral analytically [28, 29, 30]. The way how this is implemented closely
resembles [31]. The remaining non-singular part of the Green’s function, i.e. the
part with higher order terms, poses no problem for the Gaussian quadrature and
can be accurately integrated numerically.
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5 Antenna theory
This chapter includes a short review of the electromagnetic theory behind anten-
nas. The way how antennas can be numerically simulated with the surface integral
equation method is treated in Chapter 6.
The analysis of the characteristics of the antennas is based on the Maxwell’s equa-
tions, especially the curl equations (2.1) and (2.3). Antenna problems are charac-
terized by the specific feed of the antenna, such as an open end of a coaxial cable,
and the boundary conditions that the antenna structure imposes for the total fields.
It would be very hard to directly find the solution for the boundary value problem
that satisfies both the Maxwell’s equations and the boundary conditions. A much
simpler way to analyze antennas is to use the equivalence principle and replace the
antenna structure with equivalent sources that lie in free space. The dielectric do-
mains can be replaced by the relative polarization currents as clarified in Chapter
2.3.1. The metallic domains are replaced by equivalent electric surface current den-
sity on the boundary surfaces of the metal. The difficult boundary value problem is
then transformed into an integral equation problem, which can be solved numerically
using method of moments as clarified in Chapter 4.
5.1 Connection between two antennas as two-port
Antennas are the most crucial part of typical radio systems. Antennas are used
as the interface between the surrounding space and an electric circuit. The use
of antennas in the communication technology most often leads to a problem of
defining the amount of transferred power between a transmitting electric circuit
and a receiving electric circuit, where antennas are used at the both ends as tools
to transfer power between the electromagnetic field in the surrounding space and
the field of the transmission line that connects the electric circuit and the antenna
together. The connection of the two electric circuits through the radio channel can
be described as a linear and reciprocal two-port which can be characterized by a
Z-matrix, which is symmetric in the reciprocal case (Z12 = Z21). A T-circuit model
can be constructed for the reciprocal two-port [32].
The impedance parameters can be determined as follows. The antenna impedances
Z11 and Z22 are the impedances, which a feeding transmission line would see as the
load if the antennas are connected to the lines in free space. The impedances can
be defined by measuring the reflection coefficient ρ in free space, which practically
means measurements inside a reflection free chamber. The connection between the
reflection coefficient and input impedance is further studied in Chapter 6.1.3. The
impedance parameter Z21 describes the coupling of the antennas and it can be
defined by holding the terminals of the receiving antenna open (Z0r =∞), when we
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get
Z21 =
U2
I1
. (5.1)
The determination of Z21 requires accurate simulations, if the antennas are relatively
near to each other. But when the antennas are far enough away from each other,
the impedance parameter Z21 is very small and the presence of the receiving an-
tenna basically doesn’t alter the characteristics of the transmitting antenna, i.e. the
equivalent surface current densities J and M . This also means that the impedances
seen from the connection terminals of the antennas are Z1 ≈ Z11 and Z2 ≈ Z22.
In this case the amount of received power can simply be determined by solving the
antenna impedances Z11 and Z22 with accurate simulations and by determining the
impedance parameter Z21 analytically.
The antennas at both ends are connected to transmission lines. The antenna
impedances Z1 ≈ Z11 and Z2 ≈ Z22 are in general non-matched to the charac-
teristic impedances Z0t and Z0r of the transmission lines. This drops the amount
of power transferred from the transmitting electric circuit to the receiving electric
circuit.
Z0t Z11 Z22
Z21 Z0r
Figure 11: Two port model which describes the connection between a transmitting
antenna and a receiving antenna. The transmitting antenna and the receiving an-
tenna are connected to transmission lines with characteristic impedances Z0t and
Z0t. The antenna impedance Z11 of the transmitting antenna and the antenna
impedance Z22 of the receiving antenna determine the impedance matching at the
ends in free space. The impedance parameter Z21 determines the coupling between
the two antennas and it’s very small when the distance between the two antennas is
large.
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5.2 Antenna fields
If the equivalent surface current densities J and M of the transmitting antenna
problem have been solved, the field created by the equivalent surface currents can
simply be determined by using representation formulas (2.14) and (2.15). This
would result as an accurate representation of the fields anywhere out of the antenna
structure.
Electromagnetic field around the transmitting antenna can roughly be divided into
three different regions [32]
• The reactive nearfield region
• The radiating nearfield region (Fresnel region)
• The radiating farfield region (Fraunhofer region)
The properties of the fields in these regions differ significantly from each other.
In the radiating farfield, which is the region furthest away from the antenna, the fields
E1 and H1 of the transmitting antenna can in any direction be locally approximated
as a TEM wave. In a spherical coordinate system that’s centered at the location
of the transmitting antenna, the resulting sperical TEM wave then satisfies the
equations [32]
E1 (r) = (−iωµuˆr × uˆr ×N (θ, φ)− ikuˆr ×Nm (θ, φ)) e
ikr
4πr
(5.2)
H1 (r) = (−iωǫuˆr × uˆr ×Nm (θ, φ) + ikuˆr ×N (θ, φ)) e
ikr
4πr
, (5.3)
where the electric radiation vector N and the magnetic radiation vector Nm are
N (θ, φ) =
∫
∂D0
e−ikuˆr·r
′
J (r′) dS ′ (5.4)
Nm (θ, φ) =
∫
∂D0
e−ikuˆr·r
′
M (r′) dS ′. (5.5)
The integration here is done over ∂D0, i.e. the boundary surface of the surrounding
free space D0, which in practice is the outmost surface of an antenna structure.
These field repreentations are approximations of the exact representation formulas
(2.14) and (2.15) and are found by replacing the gradient of the Green’s function
(4.22) with ∇G (r, r′) ≈ ikG (r, r′) uˆr and by an approximation in the denominator
of the Green’s function (2.23) with |r − r′| ≈ r and in the numerator with |r − r′| ≈
r − uˆr · r′.
It’s clearly seen that the phase of the radiating field changes radially as that of a
plane wave propagating in direction uˆr, i.e. away from the origin. The amplitude
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decays as 1/r. Also the dependence of the fields on the direction is separated from the
radial dependence. The connection between the electric field E1 and the magnetic
field H1 in farfield and vacuum with ǫ = ǫ0 and µ = µ0 is
E1 (r) = −η0uˆr ×H1 (r) (5.6)
H1 (r) =
1
η0
uˆr ×E1 (r) , (5.7)
i.e. the fields E1 and H1 of the antenna are purely transverse compared to the
direction of propagation uˆr of the spherical wave with uˆr ·E1 = 0 and uˆr ·H1 = 0.
Wave impedance η of this TEM wave is equal to the plane wave impedance η0 =√
µ0/ǫ0 of the media in all the directions, which means that the field can very well
be locally approximated in any direction by a plane wave travelling away from the
origin.
In the farfield, the distribution of the fields E1 and H1 to different directions at a
constant large enough distance r = r0 from the origin, i.e. the normalized radiation
pattern
F (θ, φ) =
|E1 (r0, θ, φ)|
|E1 (r0, θ, φ)|max
(5.8)
is constant as a function of distance and is equal for both of the fields.
The intensity of the radiation, i.e. the power flux per unit area is given by the
complex Poynting vector
S1 =
1
2
E1 ×H∗1 =
1
2
η0 |H1|2 uˆr = 1
2η0
|E1|2 uˆr, (5.9)
which is purely resistive in the farfield, because the fields are associated to each
other by the resistive plane wave impedance η0 of the media.
In the radiating nearfield, the complex Poynting vector (5.9) still has the dominant
outgoing radiating part (uˆr · S1) uˆr, but the wave impedance is generally not con-
stant anymore. The wave impedance is a function of both the distance r and the
direction (θ, φ), i.e. the distance alters the wave impedance. The wave impedance
gets more and more dominated by the antenna rather than the surrounding media
when going nearer to the antenna.
In the reactive nearfield, the complex Poynting vector (5.9) can basically have any
components and the outgoing part isn’t dominant anymore. The power flux can
both pulsate to and from the antenna and also circulate around the antenna. All
in all, the time average of the net power flow away from the antenna remains the
same as in the regions further away, but the pulsating power flux causes the stored
energy to be even higher than the radiation in the nearfield. The stored energy can
be both capacitive and inductive as in electric circuits.
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Complex antenna power Sa1 is related to the antenna input impedance Z11 and the
input current I in free space by [32]
Sa1 = Prad + Ploss − i2ω (Wm −We) = 1
2
Z11 |I|2 , (5.10)
where Prad is the radiated resistive power, Ploss is the resistive power loss in the
antenna structures and Wm and We are the stored magnetic energy and the stored
electric energy of the antenna nearfield. This relation is identical to a similar relation
of a RLC circuit consisting of resistors, inductors and capacitors.
5.3 Directivity and gain
From the total radiated power Prad and the distribution of the radiated power (5.9)
to different directions in the farfield, the directivity pattern of the antenna is defined
as [32]
D (θ, φ) =
4πr2 |S (r)|2
Prad
=
4πr2 |E (r)|2∮ |E (r)|2 dS , (5.11)
where the field is evaluated on a surface of a sphere with radius r that’s large
enough compared to the dimensions of the antenna. Directivity is often given only
as a single figure, which means the maximum directivity. Directivity can be given
in logarithmic scale in dBi units, which means directivity in decibels compared to
a hypothetical isotropic radiator, which would radiate evenly to all directions with
constant directivity D = 1.
In order to be of good use in communications, an antenna needs to radiate a field
with a given polarization. Polarization is defined as the orientation of the oscillation
of the radiated electric field and can be of linear, circular or elliptical type. When a
receiver knows the polarization of the field of a transmitting antenna, the receiving
antenna can be engineered to optimally receive only that polarization. Since any
vector on a surface can be divided into two orthogonal components, the polarization
of the radiated field can also be divided into two orthogonal components. The polar-
ization that the antenna is designed for is the co-polarization, and the polarization
orthogonal to the co-polarization is the cross polarization. Directivity pattern (5.11)
can be defined for both the co-polarization and the cross polarization of the antenna.
For antennas with either vertical or horizontal co-polarization, the directivity pat-
terns of the co-polarization and the cross polarization are simply the directivities of
the θ- and φ-components of the electric field E on the spherical surface far away,
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i.e.
Dθ (θ, φ) =
4πr2 |uˆθ ·E (r)|2∮ |E (r)|2 dS
Dφ (θ, φ) =
4πr2 |uˆφ ·E (r)|2∮ |E (r)|2 dS .
(5.12)
Often the directivity patterns of antennas are given in terms of the directivities of
uˆθ- and uˆφ-polarizations even if neither of them matches to the co-polarization of
the antenna, so a similar practice will also be used in this thesis.
If the input power Pin of the antenna is known, the gain of the antenna in terms of
the distribution of the radiated power (5.9) is defined as
G (θ, φ) =
4πr2 |S (r)|2
Pin
, (5.13)
where again the field is evaluated on a surface of a sphere with radius r large enough.
Antenna radiation efficiency is often defined as
ηrad =
Prad
Pin
, (5.14)
so the gain in terms of the directivity (5.11) is simply
G = ηradD. (5.15)
Gain is always smaller than the directivity D because of the losses of the antenna
structure. Gain can also be defined by replacing the input power Pin with the
incident available power Pi at the antenna input. In this case the drop in the
transmitted power caused by the impedance mismatch at the antenna input is also
included in the losses, which reduces the antenna efficiency.
5.4 Lorentz reciprocity theorem
Lorentz reciprocity theorem can link two sets of solutions of Maxwell’s equations
(2.1)-(2.4) together in a specific way. Let these sets be E1, H1, J1 and E2, H2, J2.
A vector quantity ∇ · (E1 ×H2 −E2 ×H1) can be rewritten as
∇×E1 ·H2 −E1 · ∇ ×H2 −∇×E2 ·H1 +E2 · ∇ ×H1.
If the Maxwell’s curl equations are used, integration over a volume V is applied and
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the Gauss’ divergence theorem is used we get [32]
∮
S
nˆ · (E1 ×H2 −E2 ×H1) dS =
∫
V
(J1 ·E2 − J2 ·E1) dV , (5.16)
which is the Lorentz reciprocity theorem. The surface integral is actually cancelled
out, if the sources J1 and J2 are assumed to be of finite size and the integration is
applied over the whole space. This is simply because in the farfield region of any
finite sources the field is spherical TEM wave satisfying (5.7), which then implies
E1 ×H2 = E1 · E2/η0 and E2 ×H1 = E2 ·E1/η0. These terms cancel each other
out in (5.16), which gives
∫
V
(J1 ·E2) dV =
∫
V
(J2 ·E1) dV , (5.17)
which is often referred to as Rayleigh-Carson reciprocity theorem [33]. If the (equiv-
alent) magnetic current Jm similar to the magnetic polarization current in (2.36) is
added into the Maxwell’s equations, the reciprocity theorem further gives
∫
V
(J1 ·E2 − Jm1 ·H2) dV =
∫
V
(J2 ·E1 − Jm1 ·H1) dV . (5.18)
The reciprocity theorem can be used to see, that the receiving properties of antennas
are closely connected to the transmitting properties [32, 33], i.e. in most cases it
suffices to only analyze the transmitting properties of antennas. This is the case
when the coupling between the transmitting antenna and the receiving antenna
is minimal, i.e. when the two are far away from each other and the impedance
parameter Z21 (5.1) is small. However, when the two antennas are close to each
other, the problem is a lot more challenging and needs solution of the Maxwell’s
equation e.g. with the surface integral equation method. In this thesis the case
where two antennas are close to each other is not treated, so the antennas are only
simulated as transmitting antennas.
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6 Simulation of antennas
The surface integral equation method based on EFIE-PMCHWT formulation as
described in Chapter 4 can be used to calculate the characteristics of transmitting
antennas. Antenna problems are very close in nature to basic scattering problems.
What is needed to simulate a transmitting antenna is the construction of the triangle
mesh for the antenna geometry, the definition of the incident field that excites the
characteristic current distribution of the antenna, the calculation of the MoM system
matrix elements (4.14), solving of the equivalent surface current distribution of the
antenna by solving the MoM matrix equation (4.13), and calculation of all the
wanted antenna parameters from the results. In this chapter the specific procedures
that are needed in the calculation of antenna properties with the method are treated.
6.1 Antenna feed
In order to calculate the field of a transmitting antenna, the characteristic current
distribution of the antenna has to be excited somehow. The feed can either be a
distributed excitation resembling a real feed or it can be approximated by a highly
localized feed.
The excitation of the antenna in real life comes most often from a TEM waveguide.
The TEM feed can be modelled either by including the waveguide to the model or
by assuming that the field were in the known TEM mode on the antenna-waveguide
interface aperture. The latter isn’t exactly true, which is well seen for a coaxial
cable in [13]. However, this frill approximation is still used very often to simplify
the feeding of antennas.
6.1.1 Localized delta-gap feed
Feed area of an antenna can be very localized in certain situations. One example of
this is a small gap between two metallic bodies, where a voltage is forced between
the objects as in Figure 12.
If the gap length d is small, a quasi-static approximation can be used by assuming
that the incident electric field Ep is other than zero only in the gap with constant
field strength E = V/d. If the distance between the metal bodies is pushed in limit
to zero and voltage is kept as constant, the incident electric field tends to delta-
function on the interface between the metal bodies. This effectively connects the
two metal bodies together. If the gap coincides with an edge of the triangular mesh,
the delta function causes for the electric part of the excitation vector b in matrix
equation (4.13) an excitation vector coefficient
bi(m) = V lm (6.1)
where V is the voltage of the gap, lm is the length of the edge m related to the gap
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E d
Figure 12: A small voltage gap.
and i(m) is the matrix index number of the electric testing function for the edge m
of the triangular mesh. If the gap is extended on more than one edge, the excitation
vector b has more than one non-zero coefficients.
Vlm
Figure 13: Delta-gap excitation.
Delta-gap is actually an accurate and realistic feed for small wire antennas such
as simple dipole antennas. However, the use of delta-gap in situations when the
aperture of the feed is larger in size is questionable, since the infinitesimally small
approximation for the aperture shouldn’t be relevant any more.
6.1.2 Coaxial frill
Maybe one of the most used methods in practice to feed an antenna is the use of a
coaxial probe, i.e. an open end of a coaxial cable with a lenghtened inner conductor
and possibly the inner and outer conductors connected somewhere in the antenna
geometry. If it is assumed, that only TEM mode exists at the opening aperture of
the coaxial line, the fields are tangential to the opening aperture.
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EH
Figure 14: Coaxial probe.
The fields of the idealized coaxial aperture are aaaumed to be equal to the charac-
teristic TEM coaxial fields Ecoax and Hcoax. The transverse fields of the coaxial frill
thendefine the equivalent surface currents of the frill as
J coax = nˆ×Hcoax
M coax = −nˆ×Ecoax , (6.2)
which are the sources of the incident field of the antenna.
If the coaxial frill is in the same plane with a ground plane that is much larger than
the size of the frill, an approximation can be made. By assuming that the size of
the ground plane is infinite, the frill itself can be replaced with metal and equivalent
magnetic current [13]
M coax (r) = −2nˆ×Ecoax = −2V0
log (b/a) r
, (6.3)
The magnetic current is doubled because the image source of M (r) on an infinite
PEC plane is M (r), i.e. equal to the source itself. The electric current J coax on the
other hand is removed because the image source of J (r) is −J (r), i.e. the image
source cancels the source.
However, as is well seen in [13], the field on the coaxial aperture is not in the
characteristic coaxial mode at the opening aperture in general. If the most accurate
results are desired, the actual feeding structure should also be included in the model
itself. The frill approximation and the assumption of image source of an infinite
ground plane will not be used in this work, but a more sophisticated model will
instead be used to implement the coaxial feed.
6.1.3 Accurate modelling of the coaxial feed
Let’s consider a case where the antenna is connected to an infinitely long coaxial
cable. The coaxial line is assumed to be oriented along z-axis and the antenna-cable
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interface is at z = 0. The TEM voltage wave inside the cable has both the forward
tarvelling wave and the backward travelling wave as
V (z) = V+e
iβz + V−e
−iβz, (6.4)
where V+ is the voltage of the forward going wave and V− is the voltage of the back-
ward going wave. The backward going wave is caused by the impedance mismatch
at the antenna-cable interface, where the reflection coefficient ρ = V−/V+ of the
TEM-mode is
ρa =
Za − Z0
Za + Z0
. (6.5)
Here Za is the antenna input impedance and Z0 is the characteristic impedance
of the coaxial cable. Antenna impedance is a circuit parameter itself and is more
treated in Chapter 5.
The reflection often excites some other higher order modes of the coaxial cable. If
the frequency is well below the cutoff frequencies of the higher order modes they
should vanish quickly inside the cable, and only TEM mode is expected to exist
well inside the cable. Since the coaxial cable is assumed infinitely long, no further
reflections should exist.
One way to accurately model the physical behavior of the coaxial feed with antennas
is to extend the coaxial cable for a long enough distance and use some localized
excitation inside the cable far enough away from the antenna interface of the cable.
If the cable extension is long enough and the frequency is low enough, all the higher
order modes that can be excited by the localized excitation inside the cable should
be well attenuated before the antenna interface, which is desired.
Let’s assume that the incident TEM wave is V0e
iβz. The antenna interface then
causes a reflection which again excites the TEM mode and some higher order evanes-
cent waves. Since the antenna interface is assumed to be at z = 0, the reflected TEM
wave is V0ρae
−iβz, where the reflection coefficient ρa is the reflection coefficient of
the cable antenna interface (6.5). The desired result now would be that the reflected
TEM wave never causes another reflection.
Let’s consider a case with the coaxial cable extension of length lc that is short
circuited at the other end and connected to the antenna at the other end. The
incident wave and the first reflected wave are as clarified earlier. However, in this
case the first reflected wave travels to the short circuited end at z = −lc, which
then causes a reflected wave V0ρae
iβlcρ0e
iβ(z+lc), where the reflection coefficient of
the short circuited cable end is ρ0 = −1. As a total, infinite number of reflections
occur, and the amplitudes V+ and V− of the forward and backward going waves are
V+ = V0
(
1− ρaei2βlc + ρ2aei4βlc − . . .
)
V− = V0
(
ρa − ρ2aei2βlc + ρ3aei4βlc − . . .
)
.
(6.6)
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These can be represented as sums of a general geometric series
∑∞
n=0 q
n = 1
1−q
for
|q| < 1, so we get
V+ =
V0
1 + ρaei2βlc
(6.7)
V− =
V0ρa
1 + ρaei2βlc
. (6.8)
The reflection coefficient is then V−/V+ = ρa, as is expected and desired.
The only artifact of this kind of a feed is that the impedance Zb seen from the
antenna-cable interface into the cable isn’t matched to Z0, but instead is equal to
the impedance of a short circuited transmission line as
Zb = −iZ0 tan (βlc) . (6.9)
This can cause problems especially in the two special cases, when for any integer
n the length of the cable extension is lc = nλ/2 or lc = λ/4 + nλ/2, which result
as Zb = 0 or Zb = ±i∞. In these cases no TEM field should basically be able to
enter the cable from outside, which is false, since the impedance as seen from the
antenna-cable interface should be matched to the characteristic impedance Z0 of the
cable.
However, excluding the two cases when the impedance tends to zero or infinity,
the short circuited coaxial cable extension should be closer to a real feed than the
idealized frill model, and is used in this work to feed antennas with a coaxial cable
feed.
6.2 Directivity pattern
As clarified in Chapter 5, most of the antenna parameters can be defined by the
radiating farfield of the transmitting antenna. Computation of directivity patterns
Dθ (θ, φ) and Dφ (θ, φ) is straightforward after the equivalent surface current densi-
ties J and M have been solved. What is only needed is the construction of a points
piF and integration weights w
i
F for numerical integration of the antenna farfield on
a surface of a sphere far enough away and computation of the antenna electric field
E in points pF with the farfield representation formula (5.2) and use of (5.12) to
compute the directivity patterns. Directivity of an antenna is often given as a sing-
le number. In such cases directivity means the maximum Dmax of the directivity
pattern (5.11), and is often given in logaritmic scale in units dBi as
Dmax = 10 log10 (max (D (θ, φ))) dBi, (6.10)
which means maximum directivity in dB compared to an imaginary isotropic radi-
ator, that has constant directivity pattern D (θ, φ) = 1.
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6.3 Antenna impedance
The calculation of antenna impedance Z11 (Chapter 5.1) is a complicated task which
has also created some opposing views in the past [35, 36]. It’s important to under-
stand that the antenna impedance Za = Z11 is basically a circuit level parameter,
i.e. it is used to define the reflection coefficient at the antenna-feed interface as
ρ =
Za − Z0
Za + Z0
, (6.11)
where Z0 is the characteristic impedance of the waveguide feeding the antenna. The
definition of the characteristic impedance is unique for TEM waveguides such as
coaxial cable, but TE- or TM-waveguides don’t have one unique definition of charac-
teristic impedance since the definition of voltage and current is non-unique. This
means that the definition of the antenna impedance is also non-unique in such cases,
even if the surface currents and the resulting electromagnetic field of the antenna are
solved. This means that the only generalizable definition of the antenna impedance
is achieved by first defining the voltage and current of the feeding waveguide, which
give the characteristic impedance and then somehow defining the reflection coeffient
ρ = V−/V+ in terms of the amplitudes V+ and V− of forward and backward travelling
waves of the feeding waveguide. In this thesis, the antenna impedance calculations
are limited to the TEM waveguide feeds, so the non-uniqueness of the antenna
impedance is avoided, since the definition of the current and voltage are unique.
Let’s assume that the antenna feed is a localized delta-gap as described in Chapter
6.1.1. The voltage of the delta-gap is unique and equal to the forced incident voltage
of the feed. The current can be calculated by integrating the equivalent surface
current density J over the edges of the feed. For localized ports with a forced
localized incident electric field Ep, the antenna impedance, which by the input
voltage Uin and input current Iin is defined as Za,l = Uin/Iin, can generally be
calculated by
Za,l =
Uin
Iin
=
UinIin
I2in
=
1
I2in
∫
Ep · JdS = 1
I2in
∫
(E −Es) · JdS, (6.12)
where the secondary electric field Es is calculated by using the representation for-
mula (2.14). On a metallic PEC surface the total tangential electric field Etan
vanishes which further gives
ZPECa,l = −
1
I2in
∫
Es · JdS. (6.13)
In the case of the accurate coaxial cable model (Chapter 6.1.3), the calculation of the
antenna impedance Za is logical in physical sense, but in practice more complicated.
With the definition of the reflection coefficient as ρ = V−/V+, the determination of
the antenna impedance is transformed into determination of coefficients V+ and V−,
i.e. the amplitudes of the forward and backward travelling TEM voltage waves inside
47
the cable. After the reflection coefficient ρ is calculated, the antenna impedance by
equation (6.11) can simply be calculated as
Za = Z0
1 + ρ
1− ρ. (6.14)
The reflection coefficient can also be defined from the respective current coefficients
I+ = V+/Z0 and I− = V−/Z0. By the direction dependent summation of currents,
the only difference is the addition of a minus sign as the reflection coefficient is
ρ = −I−/I+.
The current of a coaxial cable that’s oriented along the z-axis is simply the line
integral of the uˆz · J around the inner conductor surface at a plane where z is
constant. Since the normal component of the RWG-functions (4.16) is one on the
edge that the RWG function belongs to, the total current is simply
Itot (z) =
Nz∑
i=1
lzi · Jzi , (6.15)
where lzi is the length of the i:th edge around the wire at z and J
z
i is the RWG
coefficient of the basis function of J at the same edge. The edges of these RWG-
functions are assumed to lie on a plane of constant z.
After the total current Itot is defined at different positions z = zi along the coaxial
cable, the next problem is to define the coefficients I+ and I− from the total current
waveform Itot (z). The coefficients can be determined by using the matrix pencil
method [34] to find an exponential function fit
Itot (z) =
∑
j
Aje
bjz (6.16)
for the waveform. The values of bj can at this stage be used as an accuracy test for
the current solution, since the coefficients bj of the propagating TEM current waves
should be b1 = i2π/λ for the forward propagating current and b2 = −i2π/λ for the
backward propagating current.
The reflection coefficient is then simply
ρ = −A2
A1
, (6.17)
where A1 is the amplitude of the forward travelling current wave and A2 is the
amplitude of the forward travelling current wave. The antenna impedance is then
finally calculated from (6.14).
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6.3.1 Antenna losses
Conductor losses can be approximated with the impedance boundary condition.
The loss power in the impedance boundaries of the finite conductivity metal can be
calculated by
Pc = R
∫
S
1
2
Zs |J |2 dS = 1
2
Rl |Iin|2 , (6.18)
where the loss resistance Rl is an effective resistance seen by the input current Iin.
Conductor losses most often add the loss resistance as an additional series resistance
increasing the real part of the antenna input impedance.
Ideal dielectric material would have no imaginary part of permittivity ǫ, i.e. no
conductive losses. But in real materials the losses are present and cause imaginary
part for the permittivity of the dielectric media. Since the losses are assumed to
be small, the field penetrates well into the medium and the impedance boundary
condition (2.40) can’t be used for dielectric boundaries. Instead, the losses in a
dielectric media must be calculated by directly using the representation formulas
(2.14) and (2.15) to calculate the electromagnetic field inside the lossy media. The
total dielectric loss power in a dielectric domain D with permittivity ǫ = ǫre + iǫim
is then calculated by
Pd =
1
2
∫
D
E · J∗dV = ωǫim
2
∫
D
|E|2 dV . (6.19)
Losses also change the input impedance Za of the antenna. Whereas conductor
losses most often cause an additional series resistance increasing the real part of the
antenna input impedance, the dielectric losses can cause a parallel conductance that
decreases the real part of the antenna impedance. This depends on the geometry
and can’t be generalized.
The reflection caused by the impedance mismatch at the antenna input also causes
less of the wanted signal to radiate. The input reflection can also be considered as
one kind of a loss mechanism. The power transmission coefficient, i.e. the quotient
of power Pt transmitted and the incident power Pi is calculated with the voltage
reflection coefficient (6.11) as
ηi = 1− |ρ|2 . (6.20)
But there is not a real need to directly match the antenna impedance itself to the
reference impedance. If the antenna impedance is well behaved and mainly larger
than the reference impedance Z0 of the feeding line, the antenna can quite easily be
matched to the reference impedance by designing an impedance matching circuit.
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7 Programming and the data structures
This chapter describes the programming work and the datastructures used to con-
struct the MoM system matrix (4.14) of EFIE-PMCHWT formulation. The nu-
merical solver was implemented as a MEX-function, i.e. Matlab executable function
programmed in C with a special interface replacing the standard main function.
The advantage of MEX-functions over real external programs with a main function
is that the results such as the system matrix can directly be returned to Matlab for
post processing without a need to write to and read from a hard disk. In order to
increase the portability of the implemented solver, the programming of the solver is
done in pure C, i.e. Matlab is not called from the solver routine. The only sign of
Matlab within the solver is the MEX interface that replaces the main function.
7.1 Datastructures
This chapter describes the data structures that are used to define the integral equa-
tion problem for the EFIE-PMCHWT solver routine. The problem is basically de-
fined by describing the triangular mesh, the frequency, the constitutive parameters
of the subdomains and the domain specific electric and magnetic basis and testing
functions as in (4.11)-(4.14). The description of triangular mesh and domain specific
basis and testing functions is non-trivial and is further treated here.
The triangular mesh in this thesis is described with stuctures for points, edges and
triangles of the mesh. This kind of a geometry description can be classified as a rich
structure since more than a minimal amount of info is stored in the structures.
The points of the mesh are stored in a table P of size [3, NP ], where NP is the
number of points. The n:th column of the table contains the cartesian (x, y, z)-
coordinates of the n:th point.
The edges of the mesh are described with a table E of size [3, NE], where NE is
the number of edges. The n:th column of the table describes the n:th edge of the
mesh. The first two rows have the indices np1 and np2 of the points table for the
startpoint and the endpoint of the edge and the third row includes the length of the
edge, which is precalculated because it’s needed many times in the computation of
the MoM system matrix.
The triangles of the mesh are described with a table T of size [7, NT ], where NT is
the number of triangles. The n:th column of the table describes the n:th triangle of
the mesh. The first three rows have the indices ne1, ne2 and ne3 of the edges of the
triangle in E oriented counter-clockwise around the normal vector of the triangle
that points to the domain with smaller domain index. The next three rows have the
indices np1, np2 and np3 of the points of the triangle in P oriented similarly counter-
clockwise as the edges so that the first local edge ne1 is between local points np1 and
np2. The seventh row includes the surface area of the triangle, which is precalculated
because it’s needed many times in the computation of the MoM system matrix.
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As was said earlier, when the geometry is constructed, the normal vectors of the tri-
angles always point to the domain with smaller domain index number. The domain
index iD of the free outer space is always the smallest as iD = 0.
The type of the surface that a triangle represents defines the integral equation for-
mulation used. This info for all the triangles is stored in a table D of size [3, NT ],
where NT is the number of triangles. The first row indicates the type of surface
of the triangle whereas second and third rows contain the two subdomains between
which the triangle lies. In case of a PEC or PMC surface the two domains are marked
as domain outside since the inner space of a perfect conductor isn’t represented and
domain specific basis and testing functions for those domains are not needed. Table
1 describes all different possibilities for the type of surface.
Table 1: The numbers that describe the type of surface of a triangle.
Surface
0 Dielectric
1 PEC
2 PMC
3 IBC
The most crucial part of the datastructures used in this thesis are the structures
that define the domain specific basis and testing functions. Since an RWG-function
is related to a single edge of the triangle mesh, the problem of defining correct basis
and testing functions is centered around the edges of the triangular mesh. In this
thesis the solver routine is such that it can cope with any number of subregions
around an edge, i.e. general material junctions [21] are solved. Special cases, such
as combining the unknown RWG coefficients as single unknown and a PEC domain
meeting dielectric domains, need to be treated correctly [20]. One good example
of a special case is that the continuity of the tangential fields through any mate-
rial interface forces the PEC boundary condition for all the domain specific RWG
functions around an edge that has at least one PEC domain around it.
The correct behavior is achieved by defining the domain specific basis functions for
J and M by using tables J and M of sizes [5, NJ ] and [5, NM ], where NJ is the
number of domain specific RWG-functions for J and NM is the number of domain
specific RWG-functions for M . In the table, the first row indicates the domain
index id of the domain specific basis function, second row is the edge index of the
RWG-function in E, the third and fourth rows include the triangle indices of the
T+/T− in T and the fifth row includes the matrix index in the system matrix, i.e.
basis functions that are to be combined have same matrix index.
Information that’s found in P , E, T and D is used to construct J and M for
arbitrary geometry. The routine that constructs these structures has been carefully
validated, e.g. the orientation of the domain specific functions needs to satisfy (4.2)
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and in order to combine the correct basis functions, the matrix indices need to be
carefully constructed. After the structures are constructed, the system matrix of
EFIE-PMCHWT (4.14) is constructed by simply testing the electric field integral
equations of domain i with domain specific testing functions found in J and by
testing the magnetic field integral equations of domain i with domain specific testing
functions found in M .
7.2 Speed optimization
In order to calculate real problems fast enough, the speed of the solver routine was
optimized. The amount of memory usage is not minimized, but any data structures
other than the system matrix having memory usage O (N2) are avoided.
The solver uses threads in order to use all the CPU power available in the current
multi-core CPU:s. The looping over basis functions is avoided. Instead looping
over triangles is used in order to avoid doing numerical integration on a triangle
numerous times. The integrals as in Chapter 4.3 are then constructed piecewise from
the integrals including either T+ or T− of basis or testing function. The accuracy
of the numerical integration, i.e. the amount of sample points is reduced when the
basis function and the testing function are far enough away from each other, which
further reduces the computation time without reducing the accuracy notably.
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8 Results
This chapter includes the descriptions and the results of the simulations that were
done for this work. The numrical results are first validated by solving plane wave
scattering from two spherical scatterers and comparing the numerical results to the
analytical results given by Mie-series. After validation, two different antenna prob-
lems are solved and antenna parameters are calculated from the numerical results.
8.1 Validation
The scattering of a plane wave from a metallic PEC sphere was solved in order to
validate the numerical results of EFIE. The incident plane wave is linearly polarized
with electric field E = Euˆx and direction of propagation is to the positive z-axis.
The frequency of the problem is f = 300 MHz and the radius of the sphere is
r = 1 m, i.e. approximately one wavelength λ. Both the analytic scattering solution
by Mie-series [37] and the numerical EFIE solution were calculated. The resulting
bistatic radar cross sections
σRCS = lim
r→∞
4πr2
|Es|2
|Ep|2 (8.1)
of the results are compared in Figure 15 in decibels compared to m2 as σ′RCS =
10 log10 (σRCS) dBm
2.
As is well seen from the results, the numerical EFIE results show almost perfect
agreement against the analytical results given by the Mie series. Most surprising is
the accuracy of the results even at the lower levels at the deep null of scattering in
E-plane. One of the reasons for the high accuracy most definitely is good modeling
of the geometry, since in this simulation the surface area of the discretized sphere
is matched by hand to the surface area As = 4πr
2 of the real sphere. The number
of triangles in this simulation was NT = 4500, and the number of unknown RWG
functions, i.e. the number of edges, was N = 6750. This corresponds to a memory
consumption of 680 MiB for the system matrix, which easily fits into memory space
of typical PCs.
A similar scattering problem was also solved for a homogeneous magneto-dielectric
sphere with complex relative constitutive parameters ǫr = 4+0.2i and µr = 2+0.1i.
Both the analytic solution and the numerical PMCHWT solution of the resulting
bistatic radar cross sections are given in Figure 16.
As is well seen, the numerical PMCHWT results show almost perfect match to
the analytical results. As was the case with EFIE for the PEC sphere, the results
are very accurate even at the lower scattering levels, which is a sign of very high
accuracy. The number of triangles in this simulation was NT = 9536, and the
number of unknows was N = 14304. This corresponds to a memory consumption
of 3 GiB for the system matrix, which still fits into memory space of many PCs
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(a)
(b)
Figure 15: Bistatic radar cross section of a PEC sphere of radius rs = 1 m at
frequency f = 300 MHz in a) E-plane (y = 0). b) H-plane (x = 0). Both the
numerical surface integral equation solution by EFIE and the analytical solution by
Mie series are included. The angle θ is the angle between the scattering direction
and the direction of arrival of the incident linearly polarized plane wave as seen from
the scatterer.
nowadays.
This concludes the validation. The results that were achieved clearly show that
the surface integral equation method with a good formulation and the divergence
conforming RWG basis functions and testing functions can give so accurate results
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(a)
(b)
Figure 16: Bistatic radar cross section of a sphere of radius rs = 1 m with relative
constitutive parameters ǫr = 4+0.2i and µr = 2+0.1i at frequency f = 300 MHz in
a) E-plane (y = 0). b) H-plane (x = 0). Both the numerical surface integral equation
solution by PMCHWT and the analytical solution by Mie series are included. The
angle θ is the angle between the scattering direction and the direction of arrival of
the incident linearly polarized plane wave as seen from the scatterer.
that by using these kind of numerical simulations as a design tool, the amount of
measured prototypes in design processes of e.g. antennas can be significantly reduced
or ideally the prototyping can almost be avoided. If the simulation results given by
the design tools aren’t accurate enough, a lot more prototyping is needed in practice.
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8.2 Dipole antenna
A dipole antenna made of a cylindrical wire was simulated. Dipole antenna has
very well known characteristics and serves as a good reality check for the antenna
parameter calculations. The simulated dipole antenna is such that the length of the
wire is half a wavelength λ0 at frequency f0 = 1 GHz. The wire is assumed to be a
circular cylinder with a radius of rc = λ0/300. Delta-gap is used as the feed of the
antenna around the wire at the center.
The simulation is done over a wide frequency range f = 0.5 . . . 8 GHz. The resulting
input impedance calculated by (6.12) is given in Figure 17.
(a)
(b)
Figure 17: Input impedance of a cylindrical wire dipole antenna of length λ0/2 at
frequency f0 = 1 GHz. The radius of the wire is rc = λ0/300.
The lowest resonance frequency, i.e. the frequency at which the input impedance
is purely resistive, is fr = 935 MHz. This is in line with the previously measured
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results [32]. The shape of the impedance curve is also similar to the results published
earlier.
The directivity pattern (5.11) is also calculated over the frequency band f = 0.5 . . . 8
GHz. It was verified with the results that dipole only radiates uˆθ-polarization and
that the directivity pattern is constant as a function of φ. The directivity is given
in three different discrete angles θ = 90◦, 120◦, 150◦ as a function of frequency in
Figure 18. The maximum directivity on the main axis θ = 90◦ is Dmax,90 = 4.8
dBi at frequency fmax,90 = 2.35 GHz. Global maximum of the directivity on this
frequency band is Dmax = 5.7 dBi at frequency fmax = 7 GHz to angle θ = 150
◦
(or θ = 30◦). The maximum directivity at f = 1 GHz is Df0 = 2.2 dBi, which is as
expected, since the directivity of an infinitely thin half wavelength dipole should be
2.15 dBi [32].
Figure 18: Frequency dependence of directivity of a cylindrical wire dipole antenna
of length λ0/2 and wire radius λ0/300 at frequency f0 = 1 GHz to angles θ =
90◦, 120◦, 150◦. The dipole is directed along the z-axis and the directivity is constant
as a function of φ.
The 3D directivity pattern of the dipole antenna is given at two frequencies f1 = 1
GHz and f2 = 3 GHz in Figures 19 and 20. The dependence of the directivity on
angle θ at the interesting frequency f = 2.35 GHz of maximum axial directivity is
given in Figure 21.
As is well seen, the directivity pattern at f1 = 1 GHz has a shape similar to the di-
rectivity pattern D (θ) = sin2 (θ) of a small dipole, though the maximum directivity
of the half-wavelength dipole is higher and the pattern is more directive than that
of a small dipole, as is expected. The shape of the directivity pattern at f1 = 1 GHz
is also very well seen in Figure 18. The directivity pattern is also as expected at the
higher frequency f2 = 3 GHz.
The loss power and the resulting loss resistance (6.18) of the dipole antenna is also
calculated over the frequeny band f = 0.5 . . . 8 GHz. Assuming that the antenna
is made of annealed copper with conductivity σcu = 58 MS/m, the computed loss
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Figure 19: 3D directivity pattern of a cylindrical wire dipole of length λ/2 and wire
radius λ/300 at frequency 1 GHz.
resistance remains under 0.7Ω through the whole frequency band, so it doesn’t alter
the real part of the antenna input impedance that much. However, the loss resistance
affects the maximum available efficiency. The radiation efficiency which neglects the
impedance mismatch at the antenna-cable interface is given in Figure 22.
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Figure 20: 3D directivity pattern of a cylindrical wire dipole of length 3λ/2 and wire
radius λ/100 at frequency 3 GHz.
Figure 21: Directivity of a cylindrical wire dipole antenna of length λ0/2 and wire
radius λ0/300 at frequency f0 = 1 GHz as a function of θ calculated at frequency
f = 2.35 GHz.
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Figure 22: Radiation efficiency of a cylindrical wire dipole antenna of length λ0/2
at frequency f0 = 1 GHz as a function of frequency.
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The radiation efficiency remains over 99.5 % through the frequency range f =
0.5 . . . 8 GHz, so the conductive losses are neglicible. However, the reflection caused
by the impedance mismatch at the antenna-feed interface without any impedance
matching circuit causes less of the signal power to get through to the antenna. The
resulting absolute value of the reflection coefficient ρ = S11 (6.11) when connected
either to a 50Ω or 75Ω transmission line is given in Figure 23.
(a)
(b)
Figure 23: Reflection coefficient at the antenna cable interface looking from a) 50 Ω
transmission line. b) 75 Ω transmission line.
The impedance is quite well matched near the lowest resonance frequency slightly
below the half wavelength frequency f0 = 1 GHz. However, simple dipole antenna
can’t be used over a really wide frequency range without an impedance matching
circuit.
The resulting total gain to angles θ = 90◦, 120◦, 150◦ including the conductive losses
and the reflection loss (6.20) caused by impedance mismatch when connected to a
61
75Ω transmission line is given in Figure 24.
Figure 24: Frequency dependence of gain of a cylindrical wire dipole antenna of
length λ0/2 and wire radius λ0/300 at frequency f0 = 1 GHz to angles θ =
90◦, 120◦, 150◦. Conductor losses on the annealed copper surface and the insertion
loss when connected to a 75Ω transmission line are included as losses. The dipole is
directed along the z-axis and the gain is constant as a function of φ.
Maximum gain on the main axis θ = 90◦ is G90,max = 2.1 dBi at frequency f90,max =
940 MHz. The antenna efficiency is very good over this frequency range, since the
conductor losses and losses caused by the impedance match at this frequency only
cause loss of about 0.1 dB, which is negligible. The number of triangles in this
simulation was NT = 1464, and the number of unknows was N = 2196. This
corresponds to a memory consumption of 72 MiB for the system matrix, which very
easily fits into memory space of all PCs nowadays.
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8.3 Patch antenna
As a more general case, a patch antenna with a coaxial probe feed was simulated.
The geometry of the antenna is represented in Figure 25
19.25 mm
82.5 mm
82.5 mm
0.3 mm
165 mm
165 mm
0.3 mm
7 mm
Figure 25: Geometry of the patch antenna with coaxial probe feed. The coaxial
probe is centered on the ground plane and along the other dimension of the patch
element.
The geometry is similar to that measured and simulated in [38, 39] with just an
exception that the size of the ground plane is here only 165 mm × 165 mm compared
to the original 600 mm × 600 mm ground plane. This shouldn’t alter the antenna
parameters that much because even the smaller ground plane should be large enough
for the patch element to see the ground plane as being close to infinite. The patch
antenna will also be simulated with a dielectric substrate between the lower side of
the antenna element and the upper side of the ground plane.
Compared to the dipole antenna, the geometry of the patch antenna is more chal-
lenging to discretize well enough because of the expected rapid change of the field
close to the coaxial feed and edges [40] of the geometry. The triangular mesh needs
to be denser in these regions [41]. This resulted as a lot of optimization work for the
triangularization of the patch geometry that was solely done by hand. Some details
of the resultant triangularization that’s used in the simulations of this section is
presented in Figure 26.
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(a)
(b)
Figure 26: Triangularization of the patch antenna geometry a) on infinitely thin
metallic patch element. b) close to the coaxial cable interface.
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The patch antenna is only simulated with the accurate coaxial feed model. This
means that the coaxial cable extension also needs to be added to the discretized
geometry. The patch antenna is first simulated with a thin sheet approximation [13]
applied for the ground plane and the patch element. The thin sheet approximation
means that the thickness of the metallic sheet is ignored and the unknown surface
current densities on the upper side and the lower side of the sheet are combined as
single unknown, since they create equivalent fields in a homogeneous media. The
antenna input impedance calculated from the simulation results with cable extension
of length λc/2 at frequency fc = 1.54 GHz is compared to the measured input
impedance [38, 39] in Figure 27.
(a)
(b)
Figure 27: Input impedance of a coaxial probe fed patch antenna a) real part. b)
imaginary part. The simulation is done with thin sheet approximation on both the
ground plane and the antenna element. The length of the coaxial cable extension is
λc/2 at frequency fc = 1.54 GHz.
As is well seen from the impedance results, the shape of the impedance curve is
correct, but the resonant frequency at which the real part of the impedance peaks
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is not estimated accurately. This is as expected, since the thickness of the metallic
sheet is not taken into account in this simulation. As is well known, adding thickness
to the metallic sheet of microstrip structures such as the patch element makes them
electrically seem larger [42]. This fact is often ignored in numerical simulations
and the thin sheet approximation is widely used, which cannot be done if the most
accurate results are desired.
The length of the coaxial cable extension is such, that at fc = 1.54 GHz the
impedance (6.9) seen from the antenna-cable interface into the short circuited cable
would theoretically tend to zero. This seems to pose no problems for the antenna
impedance results. The zero impedance actually means that the cable extension
basically forces the tangential electric field on coaxial opening to zero, which is the
PEC boundary condition (2.12). As the magnetic frill model described in Chapter
6.1.2 replaces the coaxial aperture itself on a ground plane with PEC, the result
achieved here justifies the use of frill model. A good question is that how this cor-
rectness of the zero impedance at the aperture would change in a situation, when
the ground plane is of smaller size or when there’s no ground plane.
The patch antenna was also simulated without the thin sheet approximation. In
order to test the quality of the coaxial feed model, the patch antenna is now simu-
lated with two different lengths of the coaxial cable extensions. The antenna input
impedance calculated from the simulation results with cable extension of length
3λc/4 at frequency fc = 1.54 GHz is compared to the measured impedance [38, 39]
in Figure 28.
As is well seen from the impedance compared to the measured result, the results
are false around frequency f = 1.525 GHz. This almost matches the frequency
fc = 1.54 GHz at which the impedance as seen from the opening of the coaxial cable
into the short circuited cable would theoretically tend to Zb = −j∞Ω. This clearly
indicates that coaxial cable extension lengths which result as |Zb| = ∞ should be
avoided. However, the results well above this frequency seem to be very accurate, so
better results could be achieved by simply lenghtening the cable extension so that
the frequency at which the length is lc = 3λ/4 would be below the frequency range
of interest.
The patch antenna without the thin sheet approximation was also simulated with
cable extension of length 0.875λc at frequency fc = 1.54 GHz. The resulting input
impedance is compared to the measured impedance in Figure 29.
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(a)
(b)
Figure 28: Input impedance of a coaxial probe fed patch antenna a) real part. b)
imaginary part. The length of the short circuited coaxial cable extension is 3λc/4
at frequency fc = 1.54 GHz.
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(a)
(b)
Figure 29: Input impedance of a coaxial probe fed patch antenna a) real part. b)
imaginary part. The length of the short circuited coaxial cable extension is 0.875λc
at frequency fc = 1.54 GHz.
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As is well seen, the resonance problem is removed. The antenna impedance actually
matches very well to the measured input impedance. The frequency of maximum
input resistance is almost perfectly estimated by the numerical result. Only real
difference between the measured and numerical results is for the maximum value of
the input resistance, which is 131.13 Ω in the measurements [39], and 128.18 Ω for
the numerical results. The simulated value of maximum input resistance is actually
very close to the simulated value of 128.28 Ω achieved in [39]. The frequency of
maximum resistance is estimated better in this work, most probably because the
thickness of the metallic sheet is taken into account here, which is not the case for
the layered media model in [39].
The solution for the surface current density J on the lower side of the patch element
is given in logarithmic units dB(A/m) in Figures 30 and 31. As is well seen, the
surface current distribution tends to oscillate in the y-direction, which means that
the E-plane of the antenna, i.e. the plane where the electric field is assumed to
oscillate, is x = 0. Similarly the H-plane should be y = 0.
The directivity patterns (5.12) of the patch antenna are calculated over the frequency
band f = 1.5 . . . 1.7 GHz. The directivity of both the uˆθ-polarization and the uˆφ-
polarization in E-plane (x = 0) and H-plane (y = 0) are given in three different
discrete angles θ = 0◦, 30◦, 60◦ as a function of frequency in Figures 32-33. The
maximum directivity on the main axis θ = 0◦ is Dmax,0 = 9.35 dBi at frequency
fmax,0 = 1.6 GHz.
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(a)
(b)
Figure 30: Equivalent surface current density J in units dB(A/m) on the lower side
of the patch element at two time instances a) t = 0 and b) t = T0/4 in the first half
of the period T0 at frequency f0 = 1.55 GHz.
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(a)
(b)
Figure 31: Equivalent surface current density J on the lower side of the patch
element at two time instances a) t = T0/2 and b) t = 3T0/4 in the second half of
the period T0 at frequency f0 = 1.55 GHz.
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(a)
(b)
Figure 32: Frequency dependence of directivity of microstrip patch antenna in E-
plane (x = 0) to angles θ = 0◦, 30◦, 60◦ for a) uˆθ-polarization. b) uˆφ-polarization.
The patch element and the ground plane are on planes of constant z planes.
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(a)
(b)
Figure 33: Frequency dependence of directivity of microstrip patch antenna in H-
plane (y = 0) to angles θ = 0◦, 30◦, 60◦ for a) uˆθ-polarization. b) uˆφ-polarization.
The patch element and the ground plane are on planes of constant z planes.
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The directivity patterns (5.12) of the patch antenna were calculated at frequency
f = 1.59 GHz both in the E-plane (x = 0) and in the H-plane (y = 0). The resulting
directivity patterns are given in Figure 34.
(a)
(b)
Figure 34: Directivity patterns Dθ and Dφ of the uˆθ and uˆφ polarizations a) in
E-plane. b) in H-plane.
The results match surprisingly well to the measured patterns presented in [38]. This
just shows the accuracy of the method when the discretization of the geometry
is done well enough. Just to show the distribution of the surface current on the
antenna, the resulting vector norm |J | of the equivalent electric surface current J
at frequency f = 1.55 GHz is given for the whole geometry (not in scale) in Figure
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35.
Figure 35: Equivalent electric surface current density J on the outer surface of the
patch antenna .
As is well seen, the higher values of the surface current density on the ground plane
extend well beyond the area covered by the patch element. This effective area is
actually partially enlarged by the non-zero thickness of the patch. The surface
current in these figures presented is shown as constant on triangles. In reality the
RWG-functions have first order polynomial terms on triangles, so the exact surface
current is smoother. And the field of the approximate surface current out of the
surface is even smoother, since the field is given by integrating the surface current
density. Integration at best smooths the result a lot, as e.g. EFIE does.
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As a final result, a similar patch antenna was also simulated with a dielectric sub-
strate between the ground plane and the patch element. In order to see the effect
of dielectric losses, the real part of the permittivity remained unchanged, and the
permittivity of the substrate was ǫs = (1 + 0.01) ǫ0. The problematic coaxial cable
extension length of 3λc/4 at frequency fc = 1.54 GHz is used in order to see the
effect of losses on the resonance seen in Figure 28. The resulting input impedance
is compared to the measured impedance with vacuum as substrate in Figure 36.
(a)
(b)
Figure 36: Input impedance of a coaxial probe fed patch antenna with additional
losses in substrate with permittivity ǫs = (1 + 0.01i) ǫ0. Both a) the real part and
b) the imaginary part of the antenna impedance are given. The length of the short
circuited coaxial cable extension is 3λc/4 at frequency fc = 1.54 GHz.
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As is well seen, the resonance problem seems to be removed after losses are present.
This resonance problem is not further studied in this thesis, but would be well worth
of further research. The dielectric losses also drop the maximum value of real part
of the antenna impedance, which is as expected, since the dielectric losses add a
leakage current between the patch element and the ground plane. The Q-value also
drops, which is seen as a reduced rate of change of imaginary part of the antenna
impedance as a function of frequency.
8.4 Analysis of the results
This chapter includes a brief summarizing analysis of the results given in this thesis.
An error analysis is also included.
8.4.1 Accuracy
As is well seen from the results of Chapter 8, the results that were achieved with the
EFIE-PMCHWT solver are very accurate. The scattering of a plane wave from a
spherical scatterers closely matches to the analytical results. The results of the an-
tenna analysis were also very accurate. The results for the dipole antenna are similar
to the results measured and simulated earlier. The results for the patch antenna are
also very accurate, but the accurate results need a well optimized triangular mesh
and simulation models.
The feed model as explained in Chapter 6.1.3 gives accurate results when the length
lc of the coaxial cable extension isn’t related to the wavelength λ as lc/λ ≈ 0.25 +
n · 0.5, when the impedance seen from the antenna-cable interface into the cable
tends to infinity. This kind of a coaxial model has been used earlier [13], but the
problems with certain lengths of the cable extension haven’t been documented to
my knowledge.
8.5 Error analysis
The results achieved by the MoM solution of EFIE-PMCHWT surface integral equa-
tion formulation seem to be very accurate. The reliability of the results with the
structures of size comparable to wavelength should be good. However, the EFIE-
PMCHWT formulation has a well known low frequency breakdown in numerics,
which can impose problems with details of size small compared to the wavelength.
This can be avoided with preconditioners such as the those based on Calderon iden-
tities [43].
The coaxial feed model as used in this thesis has serious problems with certain
lengths of the cable extension. This weakens the reliability of the results. In order
to avoid this problem, the reflection caused by the short circuited end of the coaxial
cable extension should somehow be avoided without letting the wave get out of the
cable to cause unwanted radiation.
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9 Conclusions
This work was centered around the programming work to implement a MoM solver
for the electromagnetic surface integral equations with EFIE-PMCHWT formula-
tion. As is seen in Chapter 8, the work resulted as a very accurate numerical
solver that can be used for complex electromagnetic problems with composite metal-
dielectric structures. The computation of antenna parameters with the solver was
also a success. As such, the solver can well be used to find the most important
antenna parameters with the methods described in this work.
This work also included a lot of error prone hand made optimization of the triangular
meshes needed for the simulations. The traingular mesh of the patch antenna needed
a lot of optimization to get the accuracy seen in the results. The amount of work
needed for this is so large that a lot of workload would be saved by using commercial
programs for the mesh generation.
Two important discoveries were made in this thesis. First was about the short
circuited coaxial cable extension, that was used to feed the patch antenna. As is
clearly seen from the antenna impedance results, a cable extension length lc, which
gives infinite impedance at the coaxial aperture seen into the cable, i.e. which is
related to the wavelength λ by lc = (0.25 + n · 0.5)λ, gives false results and needs
to be avoided. However, a cable extension length lc, which gives zero impedance
at the coaxial aperture seen into the cable, i.e. which is related to the wavelength
λ by lc = n · 0.5λ, gives no problems, and can be used to model coaxial feed.
Anything in between also seems to work quite good. However, the reflection always
causes problems, if the frequency range of the simulation is large. In order to get
a coaxial feed model that had none of these problems, the reflection given by the
short circuiting of the cable extension should be avoided by somehow implementing
a reflection free TEM boundary condition for the surface integral equation method.
Second discovery (of an old fact) was about the thin sheet approximation. As is
clearly seen from the input impedance results of the patch antenna, the thin sheet
approximation of metallic sheets of small thickness gives false effective size for the
sheet. This is a fact that is very well known by most of the RF and microwave
engineers, but can very often be ignored in numerics. As is well seen by the results,
the numerical results of the input impedance of the patch antenna match very well
into the measured values, when the thickness is also modeled. As there are well
known approximative formulas for the effective size of metallic sheets of microstrip
structures, it would be interesting to use these formulas to change the size of the
patch antenna element and use thin sheet approximation with the effective size of
the patch to calculate the antenna impedance. The results should most probably be
very accurate. However, this kind of a compensating for the effective size cannot be
used for microstrip antennas of arbitrary shape, so the thickness should always be
included in the model and thin sheet approximation should be avoided, if the most
accurate results are desired.
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