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Time crystals are quantum many-body systems which are able to self-organize their motion in a
periodic way in time. Discrete time crystals have been experimentally demonstrated in spin systems.
However, the first idea of spontaneous breaking of discrete time translation symmetry, in ultra-cold
atoms bouncing on an oscillating mirror, still awaits experimental demonstration. Here, we perform
a detailed analysis of the experimental conditions needed for the realization of such a discrete time
crystal. Importantly, the considered system allows for the realization of dramatic breaking of discrete
time translation symmetry where a symmetry broken state evolves with a period tens of times longer
than the driving period. Moreover, atoms bouncing on an oscillating mirror constitute a suitable
system for the realization of dynamical quantum phase transitions in discrete time crystals and for
the demonstration of various non-trivial condensed matter phenomena in the time domain. We
show that Anderson localization effects, which are typically associated with spatial disorder and
exponential localization of eigenstates of a particle in configuration space, can be observed in the
time domain when ultra-cold atoms are bouncing on a randomly moving mirror.
I. INTRODUCTION
Time crystals are quantum many-body systems which
due to interactions between the particles are able to self-
organize in a periodic way in time which is in full anal-
ogy to the formation of space crystals due to mutual in-
teractions between atoms in condensed matter physics
[1]. Frank Wilczek initiated time crystal research but his
original idea concerning the formation of a crystalline
structure in time turned out to be impossible to real-
ize because he considered a time-independent system in
the ground state [2–8]. However, soon after, another ver-
sion of time crystals was proposed in which a periodically
driven quantum many-body system spontaneously breaks
discrete time translation symmetry of the Hamiltonian
and starts evolving with a period twice as long as the pe-
riod of the external driving [9–21]. This kind of quantum
self-reorganization of the motion of quantum many-body
systems, called discrete time crystals, has already been
realized experimentally in spin systems [22–28]. It should
be mentioned that in the classical regime breaking of dis-
crete time translation symmetry in an atomic system has
also been demonstrated in the laboratory [29, 30].
In the present paper we return to the first experimental
proposal of a discrete time crystal and analyze in detail
the conditions for its experimental realization. In Ref. [9]
it was shown that an ultra-cold atomic cloud bouncing on
an oscillating atom mirror is able to spontaneously self-
reorganize its motion and to move with a period twice
as long as the mirror oscillation period if the interactions
between atoms are sufficiently strong. The system itself is
suitable for realization not only of spontaneous breaking
of discrete time translation symmetry of the Hamiltonian
into a motion with twice as long a period but also into
a motion with any multiple period of the driving. We
focus here on the self-reorganization of the motion of the
system with a period 40 times longer than the period of
the driving. Such a dramatic breaking of discrete time
translation symmetry of the Hamiltonian is not possible
to observe in spin systems unless one deals with a very
large spin quantum number.
The formation of a discrete time crystal is related to
a quantum phase transition [9, 31]. In order to form
a time crystal, the strength of the interactions between
atoms bouncing on a mirror must be greater than a crit-
ical value. It turns out that when one suddenly changes
the interaction strength from the time crystal regime to
the non-interacting regime, a dynamical quantum phase
transition can be observed in the time evolution of the
system [32]. Dynamical quantum phase transitions are
recently discovered analogs of equilibrium phase transi-
tions where the non-analytical behavior of a system is
observed not as a function of a control parameter but
versus time [33–36]. We analyze the experimental condi-
tions which allow one to observe that the return proba-
bility of the system to the initial degenerate manifold re-
veals a cusp at a critical moment of time after the sudden
change from the time crystal phase to the non-interacting
regime.
Ultra-cold atoms bouncing on an oscillating atom mir-
ror [37] (for stationary mirror experiments see [38–45])
constitute a promising system for experimental realiza-
tion of various condensed matter phases in the time do-
main [1]. If a single- or many-body system is periodically
and resonantly driven and the resonance is of a high or-
der, such as 40 times longer than the driving period, the
system behaves like electrons in a space crystal [46, 47].
Importantly, such a crystalline behavior of a resonantly
driven system is observed in the time domain when the
detection is carried out in the laboratory frame. A proper
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2manipulation of the periodic driving allows one to realize
various solid state phenomena in the time domain [48].
In the present paper we focus on Anderson localization in
time [47, 49–51] and show that the introduction of ran-
domness in the motion of the atom mirror leads to the
Anderson localization phenomenon which is observed in
the laboratory frame as an exponential localization ver-
sus time of the probability for the detection of atoms at
a fixed position.
The paper is organized as follows. In Sec. II we intro-
duce the system and provide the theoretical description
needed to analyze the phenomena we are interested in. In
Sec. III we perform a detailed analysis of the experimen-
tal conditions required for the realization of discrete time
crystals. The results of Sec. III also serve as a base for
an analysis of the experimental conditions for realization
of dynamical quantum phase transitions in time crystals,
Sec. IV, and Anderson localization in time, Sec. V. We
conclude in Sec. VI.
II. DESCRIPTION OF THE SYSTEM
In this section we introduce the system and its theoret-
ical description. We begin with a single-particle problem
which is followed by the many-body generalization.
A. Single-particle problem
In the present paper we use the gravitational units
where the length, energy and time are given by
l0 =
(
~2
m2g
)1/3
, E0 = mgl0, t0 =
~
mgl0
, (1)
respectively, with m the atom mass and g the gravita-
tional acceleration. In the laboratory frame a single atom
bouncing on an oscillating atom mirror is described by
the following Hamiltonian
H =
p2
2
+ z + F (z − f(t)) , (2)
where F (z) describes the mirror, i.e., the profile of the
reflecting potential, and f(t) = f(t+ T ), with
T =
2pi
ω
, (3)
determines the periodic oscillations of frequency ω of the
mirror position. A theoretical description of the system
is much more convenient when we switch from the lab-
oratory frame to the frame oscillating with the mirror.
Then, the mirror is fixed but the effective gravitational
acceleration oscillates in time
H =
p2
2
+ z + zf ′′(t) + F (z) . (4)
Except in Sec. V, we focus on the case where
f(t) = −γ cosωt, γ = λ
ω2
. (5)
The ratio λ/ω2 determines the amplitude of the harmonic
oscillations of the mirror in the laboratory frame. Assum-
ing the mirror can be modeled by a hard wall potential
located at z = 0 in the oscillating frame, we may drop
the F (z) in Eq. (4) which leads to the final form of the
single particle Hamiltonian [52]
H(t) =
p2
2
+ z + λz cosωt, z ≥ 0. (6)
The energy of the considered system is not conserved
because the Hamiltonian (6) depends explicitly on time.
However, due to the time periodicity, there are eigen-
states of the so-called Floquet Hamiltonian [52, 53],
H = H(t)− i∂t, (7)
which evolve periodically with the period of the driving.
The corresponding eigenvalues are called quasi-energies
of the system. The Floquet formalism is in full analogy
to the Bloch theorem approach known in condensed mat-
ter physics. The aim of the present paper is to analyze
experimental conditions of the Floquet eigenstates of the
single-particle system (6) and its many-body version.
The description of a particle bouncing resonantly on
an oscillating mirror, which we are interested in, can be
simplified by employing the quantum secular approxima-
tion [54]. However, starting with the classical descrip-
tion, which at the end is quantized, we not only arrive at
the same results but also gain an intuitive picture of the
system dynamics.
Let us begin with the classical version of the Hamil-
tonian (6) and apply a canonical transformation from
the Cartesian position and momentum to the so-called
action-angle variables I and θ of the unperturbed Hamil-
tonian H0 = p
2/2 + z [52, 55]. In terms of this new
pair of canonically conjugate variables, the unperturbed
Hamiltonian depends on the momentum (action) only,
H0(I) = (3piI)
2/3/2, and the periodic particle trajec-
tory can be found immediately. Indeed, the action
I = constant and the position of the particle on a pe-
riodic orbit is given by an angle which changes linearly
in time, θ(t) = Ω(I)t+ θ(0), where Ω(I) = dH0(I)/dI is
the frequency of the periodic motion of an unperturbed
particle. The distance of the classical turning point of a
particle from the mirror is
h =
pi2
2Ω2
. (8)
In the presence of the mirror oscillations, we are inter-
ested in the motion of a particle in the vicinity of a pe-
riodic orbit which is resonant with the time-dependent
driving, i.e., when I ≈ Is, where ω = sΩ(Is) with integer
3s. The s : 1 resonant motion can be described by a sim-
ple effective Hamiltonian when we switch to the frame
moving along a resonant orbit, defined by
Θ = θ − ω
s
t, (9)
and perform averaging over time. In the moving frame,
Θ and P = I − Is are slow variables provided we are
close to a resonant orbit, i.e., provided P ≈ 0. Then,
averaging the Hamiltonian (6) over time yields [52, 55]
Heff ≈ P
2
2meff
+ V0 cos(sΘ), (10)
where a constant term has been omitted and
meff = −pi
2s4
ω4
, V0 =
λ
ω2
(−1)s+1. (11)
The Hamiltonian (10) indicates that in the moving
frame, a resonantly bouncing atom behaves effectively
like a particle in a periodic lattice, i.e., like an electron
in a space crystal [46, 47, 56–58]. Importantly, the crys-
tal behavior in the moving frame will be reproduced in
the time domain when we return to the laboratory frame
[47–49, 59]. Indeed, the linear relation (9) between the
position Θ in the moving frame and the time t in the
laboratory frame ensures that in the quantum descrip-
tion when we fix the position in the laboratory frame
θ =const., the crystalline behavior in Θ, described by
the effective Hamiltonian (10), will be observed in the
evolution of the probability of detection of an atom ver-
sus t. This simple argumentation shows that it is not
the presence of any external space periodic potential but
the resonant dynamics itself that is responsible for the
emergence of a crystalline behavior. It also shows that
we have a platform for realization of a broad range of
condensed matter phenomena in the time domain — as
an example we analyze Anderson localization in time in
Sec. V. However, in Sec. III and IV we consider a differ-
ent aspect of the system. We show that ultra-cold atoms
bouncing resonantly on a harmonically oscillating mir-
ror can reveal spontaneous breaking of the discrete time
translation symmetry of the Hamiltonian if the interac-
tion between atoms is sufficiently strong and a discrete
time crystal phenomenon forms [9, 32].
Before we switch to the description of time crystals we
need to analyze the validity of the approach we use. Clas-
sical equations of motion generated by the Hamiltonian
(6) possess scaling symmetry [52]. It means that when
we appropriately rescale the parameters and the position
and momentum, the equations of motion do not change.
It allows us to set one of the parameters, perform the
analysis of the system and use the results for other values
of the chosen parameter by applying the scaling trans-
formation. Let us set the resonant action Is = 1 which
implies the resonant driving frequency ω = s(pi2/3)1/3
and perform an analysis of the validity of the effective
Hamiltonian (10) for different values of the perturbation
FIG. 1: Top panel: phase space portrait generated by the
effective Hamiltonian (10) for λ = 0.2. Middle and bottom
panels show the stroboscopic phase space portraits generated
by the exact Hamiltonian (6) for λ = 0.2 and λ = 0.4, re-
spectively. The frequency of the mirror oscillations, ω =
40(pi2/3)1/3, corresponds to the 40 : 1 resonance (s = 40)
for the resonant value of the action I40 = 1. Note that for the
sake of clarity we show only a quarter of the full 2pi range of
Θ.
amplitude λ. The obtained results will allow us to predict
the resonant behavior for any value of Is provided they
are rescaled according to ω′ = I−1/3s ω, λ′ = λ, p′ = I
1/3
s p,
x′ = I2/3s x and t′ = I
1/3
s t. In Fig. 1 phase space portraits
corresponding to the 40 : 1 resonance (s = 40), λ = 0.2
and λ = 0.4 are presented. In the latter case the phase
space possesses a significant chaotic area but in the for-
mer case the phase space is mostly regular and resembles
the behavior predicted by the effective Hamiltonian (10).
In the quantum description the scaling symmetry is
broken because the Planck constant sets a scale in phase
space which can be easily seen from the commutation
relation
[x′, p′] = i ⇒ [x, p] = i
Is
, (12)
4which also indicates that I−1s can be treated as an ef-
fective Planck constant. For Is  1, the quantized ver-
sion of the classical effective Hamiltonian (10), i.e., when
P → −i ∂∂Θ , provides a perfect quantum description of
the resonant behavior of the system [52]. As already
mentioned the same quantum results can be obtained by
applying the quantum secular approximation [54].
Now we can define a simple strategy on how to choose
suitable parameters of the system. If we are interested
in a certain s : 1 resonance behavior, we set Is = 1 and
ω = s(pi2/3)1/3 and perform an analysis of which values
of λ are allowed in order to deal with the behavior pre-
dicted by the effective Hamiltonian (10). Then, in order
to choose which value of Is is suitable in the quantum
case, we have to keep in mind that the effective Planck
constant I−1s must be smaller or at least comparable to
the area of a single regular elliptic island (cf. Fig. 1), oth-
erwise no quantum state is localized (in a semiclassical
sense) in an island and the picture of a particle moving
like an electron in a space crystal is lost. Having deter-
mined Is and employing the scaling transformation we
obtain the desired ω′ = I−1/3s s(pi2/3)1/3 and λ′ = λ.
Eigenstates of the effective Hamiltonian (10) obtained
in the moving frame correspond to the Floquet states of
the original Floquet Hamiltonian (7). For s  1 the
eigenstates of (10) are Bloch waves [48]. If we are inter-
ested in the first energy band of (10) only, the effective
description can be further simplified. That is, expanding
the wave function of the quantum version of (10) in the
basis of Wannier states wi(Θ) localized in each site of
the effective periodic potential in (10) and belonging to
the first energy band, ψ(Θ) =
∑s
i=1 aiwi(Θ), we obtain
an expression for the particle energy in the tight binding
form [60]
E ≈ −J
2
s∑
i=1
(
a∗i+1ai + c.c.
)
, (13)
where J = −2〈wi+1|Heff |wi〉 is the amplitude of tun-
neling of an atom between neighboring Wannier states.
Note that the Wannier states are represented in the lab-
oratory frame by localized wavepackets evolving periodi-
cally along the s : 1 resonant orbit with a period s times
longer than the mirror oscillation period T .
B. Many-body problem
The interaction between atoms couples different de-
grees of freedom and we may not consider different de-
grees of freedom independently without justification.
We assume that a cloud of ultra-cold atoms is bouncing
on the oscillating atom mirror in the presence of a trans-
verse harmonic potential characterized by the frequency
ω⊥. The many-body Hamiltonian of our system, in the
second quantization formalism and in the gravitational
units (1), reads [61]
Hˆ =
∫
d3r Ψˆ†
[
p2
2
+ z + λz cosωt+
ω2⊥(x
2 + y2)
2
+
g0
2
Ψˆ†Ψˆ
]
Ψˆ, (14)
where Ψˆ(r, t) is the bosonic field operator and the con-
tact interaction between atoms is described by the co-
efficient g0 = 4pias, with as being the atomic s-wave
scattering length given in the gravitational units (1). If
the transverse confinement is sufficiently strong (see the
analysis in Sec. III A), ultra-cold atoms do not popu-
late excited states along the transverse directions and
we may restrict to the ground state φ0(x, y) of the har-
monic oscillator trap of frequency ω⊥. That is, substitut-
ing Ψˆ(r, t) = φ0(x, y)ψˆ(z, t) in (14) and integrating over
x and y we arrive at the one-dimensional version of the
many-body Hamiltonian [61]
Hˆ =
∞∫
0
dz ψˆ†
[
p2
2
+ z + λz cosωt+
g1D
2
ψˆ†ψˆ
]
ψˆ, (15)
where a constant term has been omitted and
g1D = g0
ω⊥
2pi
= 2ω⊥as, (16)
with the scattering length as given in the gravitational
units (1).
The Hamiltonian (15) is the many-body counterpart
of the single-particle Hamiltonian (6). Similarly, as in
the single-particle case, the energy is not conserved but
there exist many-body Floquet eigenstates which evolve
periodically with the period of the mirror oscillations, T .
We will focus on quantum states related to the classical
s : 1 resonant dynamics. For sufficiently strong interac-
tion, the corresponding many-body Floquet eigenstates
become extremely vulnerable to any perturbation be-
cause they form macroscopic superpositions (Schro¨dinger
cat-like states) and even an infinitesimally weak pertur-
bation, for example, measurement of the position of a
single atom, is sufficient to cause the collapse of the
Schro¨dinger cat states into one of the states which forms
the macroscopic superposition. In the s : 1 resonant case
this means that the discrete time translation symmetry
of the Hamiltonian is spontaneously broken into another
discrete time translation symmetry [9]. In other words,
the Floquet eigenstates, which must obey the symmetry
of the Hamiltonian, evolve with the period of the mir-
ror oscillations T but the system spontaneously chooses
symmetry broken states which evolve with a period s
times longer. This phenomenon is dubbed discrete time
crystal formation because a quantum many-body system,
due to interaction between the particles, spontaneously
self-reorganizes its motion and starts evolving with a pe-
riod different from the period expected from the sym-
metry of the Hamiltonian [9–11]. It is in analogy to
space crystal formation where atoms, due to mutual in-
teractions, spontaneously form a periodic arrangement
5in space which breaks the continuous space translation
symmetry of the solid state Hamiltonians. In the 2 : 1
resonant case (s = 2), a full many-body analysis was pos-
sible and even simulations of the spontaneous symmetry
breaking process in the course of the measurements of the
position of the particles could be performed [9]. Here, we
are interested in s  1 and the full many-body calcula-
tions are not attainable. Therefore, in order to describe
experimentally relevant conditions we are going to ap-
ply the mean field approach where the spontaneous time
translation symmetry breaking is indicated by the loss
of stability of the mean field solutions which evolve with
period T and the emergence of stable solutions evolving
with period sT . The mean field approach is valid pro-
vided that the number of atoms depleted from a Bose-
Einstein condensate is much smaller than the total num-
ber of particles. It is true in the regime where no sponta-
neous breaking of time translation symmetry occurs and
deep in the discrete time crystal regime where symmetry
broken states are Bose-Einstein condensates [9, 31].
The simplest way to switch from the full many-body
description to the mean field approach is to exchange the
bosonic field operator ψˆ(z, t) with a classical field ψ(z, t).
Then, the Hamiltonian (15) becomes the energy func-
tional of a Bose-Einstein condensate with ψ(z, t) being
the condensate wavefunction. We are looking for peri-
odic solutions of the periodically driven system within
the mean field approach, and therefore we introduce the
energy function related to the Floquet Hamiltonian [47]
E =
1
sT
sT∫
0
dt
∞∫
0
dz ψ∗
[
p2
2
+ z + λz cosωt
+
g1DN
2
|ψ|2 − i∂t
]
ψ, (17)
where N stands for the total number of atoms and we
assume that
∫∞
0
dz|ψ(z, t)|2 = 1. The energy (17) can be
considered as the energy of the system per particle av-
eraged over time. Anticipating the emergence of stable
solutions with period sT we have introduced averaging
over a time period s times longer than the driving period
T . Solving the Gross-Pitaevskii equation (GPE) [61] cor-
responding to (17),[
p2
2
+ z + λz cosωt+ g1DN |ψ(z, t)|2 − i∂t
]
ψ = µψ,
(18)
we can obtain condensate wavefunctions which evolve pe-
riodically in time.
In the absence of particle interactions, the single-
particle Floquet eigenstates, related to the classical s : 1
resonant dynamics, form an s-dimensional Hilbert sub-
space and are superpositions of s localized wavepackets
wi(z, t) which evolve along the classical s : 1 resonant or-
bit. Despite the fact that the wavepackets wi(z, t) propa-
gate with period sT , the Floquet eigenstates are periodic
with period T because after each period of the mirror
oscillations the wi(z, t)’s exchange their positions. The
wavepackets wi(z, t) are Wannier states corresponding to
the first energy band of the effective Hamiltonian (10).
Restricting to the s-dimentional Hilbert subspace we can
expand solutions of the GPE in the Wannier like basis,
ψ(z, t) =
∑s
i=1 aiwi(z, t), and obtain the energy func-
tional (17) within the tight-binding approximation [cf.
Eq. (13)],
E ≈ −J
2
s∑
i=1
(a∗i+1ai + c.c) +
1
2
s∑
i,j=1
Uij |ai|2|aj |2, (19)
where
J = − 2
sT
sT∫
0
dt
∞∫
0
dz w∗i+1
[
p2
2
+ z + λz cosωt− i∂t
]
wi,
(20)
Uii =
g1DN
sT
sT∫
0
dt
∞∫
0
dz|wi|4, (21)
Uij =
2g1DN
sT
sT∫
0
dt
∞∫
0
dz|wi|2|wj |2, for i 6= j. (22)
Note that the amplitude J is related to the tunneling
of atoms between the wavepackets that are neighbors on
the classical trajectory. The tight-binding approximation
(19) is valid provided the interaction energy per particle
is much smaller than the energy gap between the first and
the second energy bands of the effective Hamiltonian (10)
[60].
We have completed all the necessary theoretical tools
to analyze the conditions for experimental realization of
various time crystal phenomena.
III. DISCRETE TIME CRYSTALS
The formation of space crystals is related to the spon-
taneous breaking of continuous space translation symme-
try. Hamiltonians of solid state systems do not change if
all particles are translated by an arbitrary vector. This
symmetry implies that if the systems are prepared in
eigenstates, the probability for detection of a single parti-
cle must be uniform in space and no crystalline structures
are visible. However, exact symmetric ground states of
condensed matter systems are strongly vulnerable to a
perturbation and even measurement of the position of
one particle is sufficient to uncover a crystalline struc-
ture in space due to localization of the center of mass
of the system. Such a space crystal lives infinitely long
if we deal with a macroscopic system because quantum
spreading of the center of mass lasts so long that it is not
measurable [1].
The Wilczek idea that the same phenomenon can be
observed in the time domain if certain quantum many-
body systems are prepared in ground states turned out to
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FIG. 2: Lowest energy solutions corresponding to the mean
field energy functional within the tight-binding approxima-
tion (19) for interaction strengths g1DN = −0.12 (black filled
circles), −0.01 (red open circles) and −0.003 (green open
squares). For g1DN & −1.64 × 10−3 the symmetry is not
broken and the lowest energy solutions are uniform.
be impossible [1]. However, spontaneous breaking of time
translation symmetry is possible if one relaxes the re-
quirement and considers excited eigenstates of quantum
many-body systems. The so-called discrete time crystals
are related to periodically driven systems which spon-
taneously break discrete time translation symmetries of
Hamiltonians and self-reorganize their motion and start
evolving with a period different from the period of the
driving. The first idea of a discrete time crystal was based
on ultra-cold atoms bouncing on an oscillating atom mir-
ror [9]. In the present section we are going to analyze the
experimental conditions for realization of this system.
In the original version of the discrete time crystal the
2 : 1 resonant dynamics of ultra-cold atoms bouncing on
an oscillating mirror was considered [9]. From an exper-
imental point of view, in order to reduce atomic losses,
it is better to work with a higher resonance. We have
chosen the 40 : 1 resonance. Discrete time crystal for-
mation in this case means that the system spontaneously
self-reorganizes its motion and starts evolving with a pe-
riod 40 times longer than the period expected from the
symmetry of the Hamiltonian. We will first focus on the
theoretical considerations and then switch to analysis of
the experimental conditions.
A. Theoretical analysis
A quantum many-body description shows that for suf-
ficiently strong attractive interactions between the ultra-
cold atoms, low-lying energy states in the Hilbert sub-
space related to the classical 2 : 1 resonant dynamics
possess Schro¨dinger cat-like structures and the measure-
ment of the position of a particle in the system prepared
in one of them breaks discrete time translation symmetry
and a discrete time crystal forms [9]. This phenomenon
can also be described by means of the mean field theory
which indicates a loss of the stability of the condensate
wavefunction propagating with the period of the mirror
oscillation T and the emergence of new stable solutions
evolving with the period 2T [9]. We apply the latter
approach to the 40 : 1 resonance case.
The simplest way to identify the critical strength of the
interactions between atoms that leads to the breaking of
discrete time translation symmetry is to analyze the low-
est energy solution of the energy functional in the tight-
binding approximation (19). From the classical analysis
presented in Fig. 1 we know that for s = 40 the exact
phase portrait is reproduced by the prediction of the ef-
fective Hamiltonian (10) for λ = 0.2. Having determined
λ we need to choose the frequency of the mirror oscilla-
tion, ω, or equivalently the resonant action I40 ≡ Is=40.
The latter determines an effective Planck constant I−140
which has to be smaller than the area of one of the ellip-
tical resonant islands visible in Fig. 1. From an experi-
mental point of view we need to ensure that the tunnel-
ing time of atoms between the elliptical islands, 2.4/J ,
is much shorter than the lifetime of a Bose-Einstein con-
densate in the laboratory. On the other hand, we cannot
afford J to be too large because then the energy gap
between the first and the second energy bands of the
effective single particle Hamiltonian (10) is very small
and when we turn on the particle interactions the sim-
ple picture of the time crystal formation, described by
the single band tight-binding model (19), is lost. A com-
promise is to choose ω such that the energy gap is at
least of the order of 10J . Simple diagonalization of the
single-particle effective Hamiltonian (10) shows that for
ω = 4.9 (i.e., I40 = 1790) the energy gap equals 9.5J ,
where J = 8.6× 10−4.
Having chosen the parameters of the single-particle
problem we can now analyze what strength of the at-
tractive interactions is needed to break the symmetry and
which value is suitable for an experiment. For g1D = 0,
the energy (19) is minimized by the uniform solution,
ai = 1/
√
40, which corresponds to a wavefunction ψ(z, t)
that evolves with the period T . For g1DN . −1.64×10−3
the uniform solution becomes unstable and new degen-
erate stable solutions are born which evolve with the pe-
riod 40T . For |g1DN | greater than the critical value but
close to it, the lowest energy solution is slightly non-
uniform and it could be difficult to prepare and detect it
experimentally. Therefore, it is much better to increase
|g1DN | so that the symmetry broken solutions are local-
ized in single sites of the tight-binding problem (19). In
Fig. 2 we present the solutions for different interaction
strengths. The value of about g1DN = −0.12 results
in the symmetry broken solutions being nearly entirely
localized in single sites which correspond to the interac-
tion energy per particle |Uii|/2 = 3.8J . The latter is 2.5
times smaller than the energy gap between the first and
second energy bands which guarantees the validity of the
tight-binding approximation.
In three dimensional space a Bose gas can collapse if
the attractive contact interactions are sufficiently strong
[62–66]. In order to prevent such a bosenova effect a
transverse trap has to be present and the number of
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FIG. 3: Demonstration of the discrete time crystal formation, see also Fig. 4. Initially an atomic cloud is prepared in a trap
above a periodically oscillating mirror. The parameters of the trap are chosen so that the longitudinal width of the atomic
distribution |ψ(z, 0)|2 fits the width of the Wannier wavepacket |w1(z, 0)|2 located at the classical turning point. When the
longitudinal trapping potential is turned off, atoms fall on the mirror and their time evolution is described by the full GPE
(18). In the absence of interactions, atoms tunnel slowly to neighboring Wannier wavepackets which is indicated by a decrease
of the overlap between the time evolving wavefunction and the initially chosen Wannier state |〈w1(t)|ψ(t)〉|2 [see blue curve in
(a)] — at t/T = 2210 all atoms tunnel out from the initially chosen Wannier wavepacket and |〈w1(t)|ψ(t)〉|2 = 0. However,
when the attractive interactions are turned on (g1DN = −0.12), the system chooses a periodic solution evolving with a period
40 times longer than the period expected from the symmetry of the Hamiltonian and the discrete time translation symmetry
is broken. This situation is presented in (a) by the red curve where the interaction strength g1DN = −0.12. In panels (b)-(d)
the densities of interacting (non-interacting) atoms are presented with the red (blue) curves at different moments of time — we
have chosen time moments when the atomic clouds are mid-way between the mirror location (z = 0) and the classical turning
point (z = 329). Panel (b) corresponds to t/T = 1330 when in the non-interacting case the initial and neighboring Wannier
wavepacktes are equally populated. Panel (c) is related to the time moment t/T = 2210 when all non-interacting atoms tunnel
out of the initial Wannier wavepacket while panel (d) corresponds to t/T = 5010. During the entire evolution the wavefunction
of the interacting system does not decay demonstrating the stability of the discrete time crystal — see red curves in (b)-(d).
atoms cannot be too large. We have already assumed
that in the transverse directions the condensate wave-
function φ0(x, y) corresponds to the ground state of
the harmonic trap of frequency ω⊥. We will see that
a discrete time crystal is represented by a wavepacket
ψ(z, t) evolving along a classical trajectory whose prob-
ability distribution reveals the smallest standard devia-
tion at the classical turning point, which we denote by σ.
The system will be stable against collapse if the result-
ing interaction energy per particle at the turning point,
g0N
∫
d3r|φ0ψ|4, is smaller than the excitation energy
along the transverse directions, ω⊥, that leads to the fol-
lowing condition [62]
σ & |as|N. (23)
The present subsection has allowed us to determine
the optimal parameters for the formation of a discrete
time crystal on the basis of the 40 : 1 resonant dynam-
ics. In the next subsection we analyze the experimental
conditions and perform time-dependent numerical simu-
lations of the realization of the discrete time crystal by
integrating the full GPE (18), i.e., without referring to
the tight-binding approximation.
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FIG. 4: Experimental signatures of the formation of the dis-
crete time crystal. A periodically driven quantum many-body
system, due to the interactions between particles, does not fol-
low the driving force but spontaneously chooses motion with
a period 40 times longer than the period of the driving. This
is illustrated in panel (a) where we plot the densities of the
atomic cloud around t/T = 2210, i.e, at t/T = 2200 (red),
2210 (green) and 2220 (blue) for g1DN = −0.12. The time
crystal behavior is in contrast to the evolution of the sys-
tem without interactions. Panel (b) shows that without in-
teractions the evolution of the initially localized wavepacket
is not stable because atoms have tunneled to other localized
wavepackets moving along the classical resonant orbit. The
filled-in blue regions between z=0 and z=100 are interference
fringes related to the reflection of the wavepackets from the
mirror. In both panels the same initial state, described in
Fig. 3, has been chosen.
B. Experimental conditions
A suitable atomic system for performing a discrete
time crystal experiment based on ultra-cold atoms
bouncing on an oscillating mirror is the 85Rb |F =
2,mF = −2〉 state, which has a broad Feshbach reso-
nance that allows precise tuning of the s-wave scatter-
ing length and hence the interparticle interaction [67].
Using gravitational units for 85Rb, l0 = 0.385µm and
t0 = 0.198 ms, we obtain the following values for the
parameters determined in the previous subsection: mir-
ror oscillation frequency ω/(2pit0) = 3.94 kHz and am-
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FIG. 5: Similar data to that presented in Fig. 3 in the in-
teracting case (g1DN = −0.12); however, the initial atomic
distribution |ψ(z, 0)|2 is displaced along the longitudinal di-
rection with respect to the classical turning point by +0.5σ
(red curves) and −0.5σ (blue curves), where σ is the stan-
dard deviation of the probability density |ψ(z, 0)|2. Panel
(a) shows the corresponding |〈w1(t)|ψ(t)〉|2 while panel (b)
presents |ψ(z, t)|2 at t/T = 9990.
plitude γl0 = 3.2 nm, distance of the classical turning
point from the mirror hl0 = 127µm, and standard devi-
ation of the atomic density along the longitudinal direc-
tion at the classical turning point σl0 = 0.77µm. The
maximal allowed number of atoms is N ≤ σ/|as|, which
for asl0 ≈ −0.1 nm (−2a0) yields N ≤ 8000. The de-
sired interaction strength, g1DN = 2ω⊥asN = −0.12,
can be achieved by a proper choice of ω⊥, as and N ;
e.g., asl0 = −0.1 nm, ω⊥/(2pit0) = 37 Hz and N = 5000.
These parameters are considered to be realistic for an
experiment.
In the original proposal of a discrete time crystal based
on ultra-cold atoms bouncing on an oscillating mirror [9],
we considered the simple case of a 2 : 1 resonance in
which the initial state was a single Floquet state consist-
ing of a superposition of s = 2 wavepackets. In order
to keep the required number of bounces to a reasonable
number to reduce possible atom losses, it is better to
work with a higher resonance, such as the 40 : 1 reso-
nance. However, it is difficult to prepare a single Floquet
state for the 40 : 1 resonance because it is a superpo-
9sition of 40 localized wavepackets moving with different
velocities and with certain mutual phase relations. On
the other hand, it is relatively easy to prepare a single
localized wavepacket that moves periodically along the
40 : 1 resonant orbit and to monitor the evolution of the
wavepacket with and without the attractive interactions.
The experiment starts with the ground state of a BEC
of 85Rb atoms in a three-dimensional harmonic optical
dipole trap whose center is located at the classical turning
point. The frequencies of the (pancake shape) trap are
ω⊥/(2pit0) = 37 Hz and ω‖/(2pit0) = 100 Hz along the
transverse and longitudinal directions, respectively. The
value of the longitudinal trap frequency ensures that the
standard deviation of the ground-state distribution along
the longitudinal direction at the classical turning point
is σl0 = 0.77µm.
Once the initial state of the system is prepared, we
turn off the trapping potential along the longitudinal di-
rection and the atom cloud starts falling on the oscil-
lating atom mirror under the influence of gravity and
the tightly confining one-dimensional red-detuned opti-
cal waveguide. The frequency of the mirror oscillations
is adjusted to the frequency of the classical 40 : 1 reso-
nant orbit which depends on the initial distance of the
cloud from the mirror. The initial phase of the mirror
oscillation corresponds to t = 0 in Eq. (5) and hence the
mirror needs to be in the lowest position with zero veloc-
ity. Both adjustments can be carried out by tuning the
driving of the mirror.
We now analyze the above optimal parameters for the
case of the 40 : 1 resonance. In Figs. 3-4 we present the
evolution of the atomic cloud, both in the presence of the
desired attractive interactions (g1DN = −0.12) and in
the absence of the interactions. Without the interactions,
atoms prepared in the localized wavepacket tunnel slowly
to neighboring localized wavepackets which move on the
40 : 1 resonant classical trajectory, as indicated by the
overlap between the time evolving wavefunction and the
initially chosen Wannier state |〈w1(t)|ψ(t)〉|2 (Fig. 3(a),
blue line). After t/T = 2210 mirror periods (i.e., after
55 bounces of the atom cloud on the mirror) no atoms
remain in the initial wavepacket (Figs. 3(c), blue line
and Fig. 4(b), green line) because all the atoms have
tunneled to neighboring wavepackets. In the presence of
sufficiently strong attractive interactions the initial Gaus-
sian wavepacket does not decay — it evolves freely along
the classical trajectory with a period 40 times longer than
the mirror oscillation period for long times without tun-
neling losses to other wavepackets [Fig. 3, red lines and
Fig. 4(a)].
The 85Rb BEC is prepared by setting the s-wave scat-
tering length to asl0 ≈ 300a0 by means of the broad
Feshbach resonance at the magnetic field 155.041(18) G
[67] and sympathetically cooling with a 87Rb BEC in
an optical dipole trap [68]. Once the BEC is reached,
the evaporative cooling can be continued which allows
one to reduce the thermal cloud and to obtain the de-
sired number of atoms in the trap. The atom mirror
is a blue-detuned repulsive light sheet created by focus-
ing 532 nm light, e.g., from a 10 W frequency-doubled
Nd:YVO4 laser, with a cylindrical lens [42]. The bounc-
ing atoms are confined in a single transverse mode of the
tightly confining red-detuned optical waveguide. Such
an atom mirror can be modulated with the required fre-
quency of ∼4 kHz and amplitude of ∼3 nm by vibrating
a beam-guiding optical mirror with a piezo crystal, by
modulating the beam with an AOM or by modulating
the optical potential. A similar light-sheet atom mirror
has previously been used to bounce a BEC of 87Rb atoms
dropped from heights of ∼ 100µm by Bongs et al. [42],
who demonstrated the coherent evolution of the bounc-
ing BEC. For the 40 : 1 resonance and the above pa-
rameters, about 55 bounces, or about 0.6 s, are required
without significant loss of atoms or loss of phase coher-
ence to allow time for the atoms to tunnel to neighboring
wavepackets in the absence of interactions.
The evolution of the atom density of the bouncing 85Rb
atoms is monitored when the s-wave scattering length is
adiabatically changed from ≈ 300a0 to:
(i) zero, to turn off the interactions to allow the atoms
to start to tunnel to other wavepackets in times
of order 1/J . To control the scattering length to
±0.1a0 requires the magnetic field to be stable to
about ±2 mG;
(ii) asl0 = −2a0, corresponding to an attractive inter-
action g1DN = −0.12 for N = 5000. This is suf-
ficiently strong to break the time-translation sym-
metry to form a discrete time crystal which evolves
freely with period 40T for long times without tun-
neling to other wavepackets. The stability of the
discrete time crystal can be tested by introducing
controlled fluctuations of the mirror amplitude.
We now consider the influence of possible experimental
imperfections:
1. Precise control of the total number of atoms N ,
the s-wave scattering length as and the transverse
confinement frequency ω⊥ is not important because
all of these parameters influence the value of g1D
only. For example, when g1D is changed by 10%,
the results presented in Fig. 3(a) do not change.
2. Precise control of the frequency ω‖ of the initial
longitudinal trapping potential is also not essential.
When the width of the initial atomic distribution
along the longitudinal direction is changed by 10%
with respect to the optimal value, the results shown
in Fig. 3(a) do not change.
3. Precise location of the initial atomic distribution at
the desired classical turning point is not important
because deviations can be corrected by an appro-
priate adjustment of the frequency of the mirror
oscillations. The important factor is the stability
of the location of the atom distribution in different
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realizations of the experiment. In Fig. 5 we show
the results when the initial distribution is displaced
with respect to the optimal position by 0.5 times
its standard deviation, i.e., by 0.5σl0 = 0.38µm.
There is a drop of the squared overlap by only a
few percent. Thus, in different realizations of the
experiment the allowed deviations of the location
of the initial distribution with respect to the mir-
ror position are of the order of 0.5σ.
IV. DYNAMICAL QUANTUM PHASE
TRANSITION
In equilibrium statistical physics phase transitions are
indicated by a non-analytical behavior of the macroscopic
quantities as a function of a control parameter [69, 70]. It
turns out that a similar non-analytical behavior can also
be observed as a function of time in the non-equilibrium
dynamics of many-body systems which is induced by
a quantum quench, i.e., a sudden change of a control
parameter across a critical value [33, 36]. Such a dy-
namical quantum phase transition is indicated by a non-
analyticity of the return probability of a system to the
initial state at a certain critical moment of time if the
thermodynamic limit is considered. This phenomenon
can be interpreted as the partial loss of information on
the system evolution — when we observe a system from
the point of view of the initial state there is a breakdown
of the short-time expansion at a critical moment of time.
While dynamical quantum phase transitions have been
analyzed mostly in time independent systems, recently
a similar behavior has been predicted in a periodically
driven system which reveals discrete time crystal forma-
tion [32]. Here, we analyze the experimental signatures
of a dynamical quantum phase transition for ultra-cold
atoms bouncing on a periodically oscillating mirror af-
ter a quantum quench from the time crystal phase to a
weakly interacting regime.
A quantum many-body description of ultra-cold
bosons bouncing resonantly on an oscillating mirror can
be reduced to a Bose-Hubbard Hamiltonian. That is,
when we restrict to the Hilbert subspace spanned by
Fock states |n1, . . . , ns〉, where ni denotes the number
of bosons occupying a Wannier-like wavepacket wi(z, t)
evolving along the s : 1 resonant orbit, we end up
with a many-body Bose-Hubbard Hamiltonian similar
to Eq. (19) but with the complex numbers ai replaced
by the standard bosonic annihilation operators aˆi. If
the attractive interactions between bosons are sufficiently
strong, the low-lying energy eigenstates of the Bose-
Hubbard Hamiltonian are Schro¨dinger cat-like states.
For example, the ground state |Ψ〉 can be approxi-
mated by a macroscopic superposition (|N, 0, . . . , 0〉 +
|0, N, 0, . . . , 0〉+ · · ·+ |0, . . . , 0, N〉)/√s. For s = 2 it was
shown that starting with |Ψ〉 and performing a quench to
a weakly interacting regime, the so-called Loschmidt echo
L(t) = |〈Ψ(t)|Ψ˜(t)〉|2, where |Ψ(t)〉 and |Ψ˜(t)〉 evolve ac-
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FIG. 6: Dynamical quantum phase transition in the discrete
time crystal. Initially, ultra-cold atoms are prepared in a har-
monic trap above an oscillating mirror and at t = 0 the longi-
tudinal trapping potential is turned off and atoms fall on the
mirror and form a discrete time crystal, i.e., they break the
time translation symmetry and evolve with a period s = 40
longer than T . At time t/(sT ) = 28 the interactions between
atoms are turned off and the system evolves according to a
different Hamiltonian and the time crystal decays. Panel (a)
shows the evolution of the smallest three rates λi(t), sam-
pled with the period sT = 40T , obtained by fitting a sum of
Gaussian distributions to the atomic densities — each Gaus-
sian represents a Wannier-like wavepacket |wi(z, t)|2. Black
symbols correspond to the overlap of ψ˜(z, t) with the initial
Wannier-like wavepacket w1(z, t), while red crosses and green
squares correspond to the overlap with the two neighboring
Wannier functions. Blue solid line is related to the minimal
rate λmin(t). The crosses and squares are not identical be-
cause the state prepared initially in the trap is not a perfect
Wannier function w1(z, t). An example of the result of the
fitting is presented in panel (b), where we have chosen t close
to the critical time tc/(sT ) = 59, i.e., at the moment of time
when initially the smallest rate approaches two other rates
corresponding to the projection of ψ˜(z, t) on two neighboring
Wannier-like wavepackets. In panel (b) the solid black line
corresponds to |ψ˜(z, t)|2 and the dashed red line to the fitted
sum of the Gaussian distributions.
cording to the Hamiltonians before and after the quench,
respectively, reveals a cusp at a critical moment of time
tc [32]. In an experiment it is extremely difficult to pre-
pare a Schro¨dinger cat state because the system sponta-
neously chooses a symmetry broken state and a discrete
time crystal forms, which has been analyzed in Sec. III.
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However, the signature of the dynamical quantum phase
transition can still be observed experimentally even if
we prepare initially a discrete time crystal state, e.g.,
|Ψ〉 = |Φ1〉 = |N, 0, . . . , 0〉, where all bosons occupy a
single Wannier-like wavepacket w1(z, t), and after the
quench we perform measurements of the return probabil-
ity of the system to the lowest energy manifold. Indeed,
in the limit when N →∞, the return probability to the
degenerate ground-state manifold of the Bose-Hubbard
Hamiltonian reproduces the Loschmidt echo [32, 36], i.e.,
L(t) =
s∑
i=1
pi(t) =
s∑
i=1
e−Nλi(t), (24)
where pi(t) = |〈Φi(t)|Ψ˜(t)〉|2 is the probability of finding
the evolving state |Ψ˜(t)〉 in a time crystal state |Φi(t)〉
where N bosons occupy a Wannier-like wavepacket
wi(z, t). In (24) we have introduced the so-called rates
λi(t) which are intensive quantities and read
λi(t) = − 1
N
ln pi(t). (25)
In the thermodynamic limit, the Loschmidt echo is de-
termined by the smallest rate at a given moment of time
t,
L(t) ∝ e−Nλmin(t), (26)
where λmin(t) = min{λ1(t), . . . , λs(t)} [36]. A non-
analytical behavior of L(t) corresponds to a time mo-
ment when initially the smallest rate λi(t) has increased
so much that it becomes greater than another rate λj(t).
Then, the minimal rate λmin(t) reveals a cusp which
corresponds to a cusp of the Loschmidt echo L(t), see
Fig. 6(a). Experimentally, it is very difficult to measure
directly the Loschmidt echo because L(t) drops expo-
nentially with N . However, the rates themselves can be
measured and the dynamical quantum phase transition
can be observed in the laboratory [34, 35].
The experiment demonstrating a dynamical quantum
phase transition in a discrete time crystal can be per-
formed with the parameters determined in Sec. III. Ini-
tially, for the interaction strength g1DN = −0.12, one
prepares a discrete time crystal state |Ψ(t)〉 ≈ |Φ1(t)〉
which evolves with a period s = 40 times longer than
the mirror oscillation period T , see Figs. 3-4. At a cer-
tain moment of time t, the interactions are instantly
turned off (g1D = 0) and the system starts evolving
according to a new Hamiltonian. We are interested in
the rates (25) where pi(t) are the probabilities of find-
ing the evolving state |Ψ˜(t)〉 in the different time crys-
tal states |Φi(t)〉. Due to the fact that the initial state
and the time crystal states |Φi(t)〉 are Bose-Einstein
condensates where macroscopic numbers of atoms oc-
cupy Wannier-like wavepackets wi(z, t), the entire exper-
iment can be described by the GPE (18). The projec-
tions of the solution ψ˜(z, t) of the GPE on the Wannier-
like wavepackets allows us to calculate the probabili-
ties pi(t) = |〈wi(t)|ψ˜(t)〉|2N and consequently the rates
λi(t) = − ln |〈wi(t)|ψ˜(t)〉|2. In an experiment, the rates
can be obtained by measuring atomic densities. Indeed,
by determining the fractions of the total number of atoms
which form a given localized wavepacket we obtain esti-
mates for |〈wi(t)|ψ˜(t)〉|2. This is illustrated in Fig. 6
where we present the rates λi(t) obtained by fitting a
sum of Gaussian distributions to the atomic densities.
The crossing point of the smallest rates corresponds to
the critical time tc when the return probability of the sys-
tem (24) reveals a cusp indicating the dynamical quan-
tum phase transition.
V. ANDERSON LOCALIZATION IN TIME
In this section we still analyze ultra-cold atoms bounc-
ing on an oscillating mirror but we do not consider spon-
taneous breaking of time translation symmetry and for-
mation of discrete time crystals.
In Sec. II we showed that atoms bouncing resonantly
on the mirror behave like electrons in a space crystal
and such a crystalline behavior is observed in the time
domain. In this section we show that when we introduce
disorder in the driving, Anderson localization phenomena
known in condensed matter physics can be realized in
time.
Anderson localization is a well known phenomenon
which takes place in configuration space and relies on
an exponential localization of eigenstates of a particle
[71, 72]. When a time-independent spatially periodic
potential is contaminated by a spatially disordered con-
tribution, extended Bloch waves turn into exponentially
localized eigenstates due to destructive interference be-
tween different multiple scattering paths. The localiza-
tion of eigenstates is accompanied by the inhibition of
transport in a disordered system. Anderson localization
has also been studied in disordered systems with fast pe-
riodic time modulations [73–75]. Actually, the presence
of a spatially periodic potential is not necessary. Indeed,
even without a crystalline structure in space, the pres-
ence of a disordered potential characterized by a finite
correlation length results in the localization of a particle
in configuration space. Anderson localization can also
be observed in momentum space and it is related to the
quantum suppression of classical diffusion of classically
chaotic systems [76–78]. Yet another kind of Anderson
localization has recently been proposed: localization in
the time domain due to the presence of disorder in time
[47, 49–51].
In this section we show that non-interacting ultra-cold
atoms bouncing on an atom mirror can reveal Ander-
son localization in time if the mirror performs random
motion. Experimental signatures of the localization are
related to an exponential localization, around a certain
moment of time, of the probability for the detection of
atoms at a fixed position on a resonant periodic orbit
[47].
We begin with an atom bouncing on a harmonically
12
0 100 200 300
0.00
0.04
0.08
0.12
z
P
ro
b
a
b
il
it
y
d
e
n
si
ty a
0.0 0.2 0.4 0.6 0.8 1.0
10-1
10-2
10-3
10-4
t/(sT)
P
ro
b
a
b
il
it
y
d
e
n
si
ty b
FIG. 7: Anderson localization in the time domain in the pres-
ence of crystalline structure in time. Panel (a) shows the ini-
tial atomic density (green curve) and the densities averaged
over 50 realizations of the random motion of the mirror, see
Eq. (27), at long evolution times, i.e., t = 2210T (blue curve)
and t = 5010T (red curve). Panel (b) presents the Anderson
localization in the time domain, i.e., the average probability
densities for the detection of atoms at z = 1 versus time.
Green, blue and red curves correspond to the results pre-
sented in panel (a), i.e., to the probability of the detection of
atoms around t = 0, t = 2210T and t = 5010T , respectively.
Once the Anderson localization freezes the spreading of the
wavepacket, the probability density for the detection of atoms
at z = 1 does not change its shape and it is repeated with
period sT due to the periodic boundary conditions in time —
the presented results correspond to s = 40.
oscillating mirror where we assume that the s : 1 reso-
nance condition is fulfilled. For s 1, the eigenstates of
the effective single-particle Hamiltonian (10) are Bloch
waves which in the laboratory frame appear as trains
of localized Wannier-like wavepackets, wi(z, t), moving
periodically along a classical resonant orbit. When we
restrict to the first energy band of the effective Hamilto-
nian (10), the energy of an atom can be described by the
tight-binding model (13).
Let us assume that the motion of the mirror is not per-
fectly harmonic because we turn on a fluctuating pertur-
bation. That is, the mirror motion is no longer described
by Eq. (5) but by
f(t) = f(t+ sT )
= −γ cosωt− Vd√
2s
s∑
k=−s
k 6=0
ei(kωt/s+ϕk), (27)
where T = 2pi/ω and the phases ϕk = −ϕ−k are chosen
randomly from the uniform distribution in the interval
[0, 2pi]. The first part of f(t) is responsible for the crys-
talline structure described by (10) while the other part
is the fluctuating perturbation whose strength is char-
acterized by Vd. For the parameters chosen in Sec. III,
the first part corresponds to the main driving with fre-
quency ω/(2pit0) = 3.94 Hz and the perturbation part
consists of its s = 40 sub-harmonics. The presence of the
perturbation results in additional terms in the effective
Hamiltonian (10) which currently reads
Heff ≈ P
2
2meff
+ V0 cos(sΘ) +
Vd√
2s
s∑
k=−s
k 6=0
ei(kΘ+ϕk), (28)
with meff = −pi2s4/ω4 and V0 = γ(−1)s+1. If we re-
strict to the first energy band we obtain the tight-binding
model
E ≈ −J
2
s∑
i=1
(
a∗i+1ai + c.c.
)
+
s∑
i=1
i|ai|2, (29)
where i = (sT )
−1 ∫ sT
0
dt
∫∞
0
dzzf ′′(t)|wi|2. Employing
the central limit theorem it can be shown that the ran-
domness of the phases ϕk implies that the i are random
numbers corresponding to a normal distribution with
standard deviation Vd. The tight-binding model (29)
is actually a one-dimensional Anderson model and for
s → ∞ Anderson localization takes place regardless of
how small is Vd. In the case when s = 40, which we
are interested in, localization can be observed provided
eigenstates localize on a number of neighboring Wannier-
like wavepackets smaller than 40. For the parameters
described in Sec. III, the amplitude of the harmonic os-
cillations of the mirror is γl0 = 3.2 nm, which results in
J = 8.6 × 10−4, and in order to analyze the Anderson
localization we choose Vd = 5.1J , which corresponds to
Vdl0 = 1.7 nm.
The experimental realization of Anderson localization
in time can start with precisely the same initial state as
considered in Sec. III and IV, i.e., with ultra-cold atoms
trapped above the mirror. However, in the present case
the interactions between atoms have to be turned off and
the mirror performs the motion described by (27). The
initial state is a superposition of the exponentially lo-
calized eigenstates described by (28) and in the course of
time evolution it does not spread over the entire resonant
periodic orbit but tends to a localized periodically evolv-
ing probability distribution [79–81]. We have performed
numerical integration of the full Schro¨dinger equation of
an atom bouncing on a harmonically oscillating mirror
and in the presence of random fluctuations, see (27). In
Fig. 7(a) we show the density of atoms in configuration
space averaged over 50 different realizations of the disor-
dered motion of the mirror at t = 2210T and t = 5010T .
The results indicate that after sufficiently long evolution
the atomic density freezes its shape — it essentially stops
spreading already at time t of the order of 1000T . This
behavior is in contrast to the evolution without the mir-
ror fluctuations (Vd = 0) presented in Fig. 3 and Fig. 4(b)
where tunneling of atoms does not stop and atoms tend
to spread along the entire classical resonant orbit.
Anderson localization in the time domain is illustrated
in Fig. 7(b) where the average probability density for the
13
detection of atoms at z = 1 is shown as a function of
time. Once the atomic distribution stops spreading, the
localization of the probability density around a certain
moment of time is observed and it is repeated with the
period sT due to the periodic boundary conditions in
time.
The experimental setup considered in this subsection
can also be used for realization of many-body localiza-
tion where interactions between particles and strong dis-
order result in the absence of thermalization of a sys-
tem, vanishing of DC transport and logarithmic growth
of the entanglement entropy [82–89]. This phenomenon
can be observed in the time domain when together with
the presence of the fluctuating atom mirror, repulsive in-
teractions between atoms are turned on [59].
VI. SUMMARY AND CONCLUSIONS
In the present paper we have considered various as-
pects of crystalline behavior in time of ultra-cold atoms
bouncing on an oscillating atom mirror and performed a
detailed analysis of the realistic experimental conditions
needed for their realization. Experiments with cold and
ultra-cold atoms bouncing on a mirror have already been
carried out [37–45]. Such a system turns out to be a
promising platform for realization of time crystals.
We began with considerations of the formation of dis-
crete time crystals [9–21]. Discrete time crystals have
already been demonstrated in the laboratory with the
help of spin systems [22–28]. Atoms bouncing on a mir-
ror are able to reveal a dramatic breaking of discrete time
translation symmetry of the system Hamiltonian where
the symmetry broken states evolve with periods tens of
times longer than the driving period. Such discrete time
crystals cannot be realized in spin systems unless the
spin quantum numbers are very large. We identified ex-
perimentally realistic conditions and performed numeri-
cal simulations of the formation of a discrete time crys-
tal. We also performed an analysis of the influence of
experimental imperfections on the realization of the phe-
nomenon.
Quantum many-body systems which form discrete
time crystals can reveal a dynamical quantum phase tran-
sition after suddenly turning off the interactions between
particles [32]. We demonstrated that ultra-cold atoms
bouncing on an oscillating mirror are also a suitable sys-
tem for realization of such a non-analytical behavior in
time. Indeed, we showed that measurements of atomic
densities after a quantum quench (i.e., after a sudden
turn-off of the interactions) allow one to obtain the re-
turn probability of the system to the initial time crystal
manifold which reveals non-analytical behavior around a
critical moment of time.
Atoms resonantly bouncing on a mirror are also a
promising system for realization of various condensed
matter phenomena in the time domain [1, 48]. We fo-
cused on Anderson localization and showed that when
the mirror fluctuates in time, the randomness in the driv-
ing of the atoms results in Anderson localization of the
system in the time domain [47, 49–51]. The latter phe-
nomenon corresponds to an exponential localization in
time of the probability for the detection of atoms at a
fixed position in configuration space. Analysis of the con-
sidered system showed that the observation of Anderson
localization in time is attainable experimentally.
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