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RESUMEN 
El presente proyecto se enmarca dentro de la líneas de trabajo establecidas en el 
proyecto de investigación MICINN (TEC2010-20886-C02-01) por el grupo SISBIO de la 
Universidad Politécnica de Cataluña, concretándose en la caracterización de las señales 
encefalográficas basándose en las técnicas de procesamiento no lineal como la 
Dimensión de Correlación, la Tasa de Crecimiento Finito y la entropía de Shannon y de 
Renyi, para la posible construcción de detectores para la epilepsia. 
El contenido del presente trabajo contiene una investigación previa sobre la epilepsia 
(Apartado 3.1), en el que se realizará una descripción sobre todos los aspectos que 
hacen ocurrir esta enfermedad y se definirán algunos de los tratamientos que se pueden 
utilizar para tratarla. En el apartado 3 se investiga acerca de las diferentes etapas para el 
análisis de señales EEG, en las que se incluye la adquisición de señales EEG, la 
tipología de forma que contienen las señales EEG y algunas de las técnicas que se 
utilizan para el análisis de señales epilépticas y que no incluyen las del presente trabajo. 
En el apartado 4  se describe la base de datos utilizada, en la que se incluye, una 
selección de pacientes, de canales y de segmentos de análisis, además de la 
decodificación de las señales y de un preprocesado de la señal. En el apartado 5, se 
incluyen la metodología para el cálculo de la Dimensión de Correlación, la Tasa de 
Crecimiento Finito y la entropía de Shannon y Renyi. Además, se incluyen todas aquellas 
herramientas estadísticas que servirán para verificar las posibles mejores combinaciones 
de valores, tales como el p-valor  o bien la función Discriminante. Los resultados se 
presentan en el apartado 6, en el que se presentan los mejores resultados para las tres 
metodologías de cálculo utilizadas. A continuación se realizará una evaluación de los 
recursos consumidos de los programas que implementan los algoritmos  (apartado7) para 
el posible uso de los programas en tiempo real. Esta evaluación servirá para evaluar la 
posibilidad de exportar los programas diseñados mediante lenguaje C a otras 
arquitecturas más específicas, que tienen menos poder computacional y menos recursos 
de memoria, pero tienen un consumo menor. Además se incluirá la planificación temporal  
, el presupuesto del proyecto y la evaluación medioambiental (apartados 8, 9 y 10 ), en 
los que se incluyen todos los recursos utilizados en el proyecto y el posible impacto 
medioambiental que se pueda derivar de investigaciones futuras.  Finalmente en el 
apartado de de conclusiones, se incluirán todas los resultados obtenidos durante el 
desarrollo de este proyecto, además de algunas extensiones futuras a desarrollar para la 
ampliación del trabajo y la posible mejora de resultados. 
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1. Glosario de términos 
• Base de datos y prefiltrado 
o .edf (European Data Format):Extensión de ficheros para almacenar 
señales EEG con protocolo abierto 
o FIR (Finite Impulse Response): Tipología de filtros en el que no hay 
polos 
o IIR (Infinite Impulse Response): Tipología de filtros con polos y ceros 
o Filtro ASEF: Tipología de filtrado eliminando los componentes de picos de 
la señal sin distorsionar la componente frecuencial. 
o k: Potencia del filtro de ASEF aplicado. Cuanto más bajo sea el valor, más 
fuerte será el filtro 
o Segmento: Ventana de temporal de la señal formada por N puntos 
consecutivos de la señal. 
• Construcción del atractor 
o τ: Es la cantidad de muestras que se desplaza una señal para cada una 
de las dimensiones del atractor. 
o τmétodo: Valor de τ obtenido a partir de la función de autocovarianza 
((̅, 	)), según un criterio determinado (τ0,τInf o bien τ1/e): 
o τ0: Valor de τ de una señal que corresponde con el primer valor en el que (̅, 	) < 0 
o τinf: Valor de τ de una señal que corresponde con el primer valor en el que (̅, 	) < (̅, 	 + 1) 
o τ1/e: Valor de τ de una señal que corresponde con el primer valor en el que (̅, 	) <  
o dE (Dimensión de inmersión): Dimensión del atractor construido a partir 
de una señal x(n). 
o (, ): Función de autocovarianza para una señal temporal ̅ y un valor 	. Se utiliza para la determinación del valor τ 
• Entropía de Shannon-Renyi 
o nbins: Parámetro que determina el número de divisiones por cada una de 
las dimensiones del atractor con dimensión de inmersión dE. 
Ndivisiones=2. 
o pk: Probabilidad de que un punto del atractor se sitúe dentro de la región k. 
o qvalor: Parámetro de ponderación del valor de la entropía. Si qvalor ↑, la 
entropía aumenta con valores de pk elevados. En caso de que qvalor ↓, la 
entropía aumenta con valores de pk bajos. 
o HShRn: Entropía de Shannon-Renyi del sistema. 
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• Dimensión de Correlación 
o m: dimensión máxima dE calculado en el mapa de valores log (!, "# , 	) 	%&. log !.  
o Región de escalado: Intervalo entre log ()	y log (*+ que engloba 
todos los puntos con los que se calcula la pendiente de las curvas de valor 
dE=1,…,m 
o Dc:(Dimensión de Correlación): Valor de saturación de la curva 
exponencial formada por las pendientes calculadas a partir de la región de 
escalado. 
o C(ε): Integral de correlación, calculado a partir de la cantidad de puntos 
que se encuentran entre ellos a una distancia inferior a ε.  
• Tasa de Crecimiento Finito 
o Tvalor, parámetro que refleja en número de muestras que evoluciona el 
atractor. 
o ,-: Variable de convergencia o divergencia de la evolución del atractor 
mediante la Tasa de Crecimiento Finito. 
• Parámetros estadísticos 
o p-valorWilcoxon: Parámetro estadístico para evaluar si hay diferencias 
significativas entre dos grupos de datos. 
o Porcentaje de clasificación grupo 1: Porcentaje de segmentos del grupo 
1 clasificados correctamente dentro del grupo 1. 
o Porcentaje de clasificación grupo 2: Porcentaje de segmentos del grupo 
2 clasificados correctamente dentro del grupo 2. 
o Precisión: Media de los porcentajes de clasificación 
O Función discriminante: Técnica que permite la clasificación de dos 
grupos de segmentos.. 
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2. Introducción 
2.1. Objetivos del proyecto 
El presente trabajo tiene como motivación principal la caracterización de las crisis 
epilépticas en señales Electroencefalográficas (EEG) en infantes. El objetivo principal de 
este proyecto es desarrollar una metodología basada en las técnicas de dinámica no 
lineal para la caracterización de eventos epilépticos en la señal Electroencefalografica de 
superficie, obtenida no invasivamente.  
Objetivos específicos 
• Aplicar algoritmos para el prefiltrado de la señal Electroencefalográfica de 
superficie basados en las características de esta señal. Para un mejor 
conocimiento de que tipología de prefiltrado se deberá aplicar, se analizará la 
epilepsia y la morfología de las señales Electroencefalográficas. 
• Implementar las técnicas de la dinámica no lineal: la Entropía de Shannon-Renyi, 
la Dimensión de Correlación y la Tasa de Crecimiento Finito. Realizar una 
implementación eficiente de éstos algoritmos, procurando utilizar un lenguaje que 
lo permita en la mayor medida posible, focalizándose en las partes de los 
algoritmos que requieran más carga computacional. 
• Estimar los parámetros involucrados en la entropía de Shannon-Renyi, la 
Dimensión de Correlación y la Tasa de Crecimiento Finito en cada canal 
electroencefalográfico. 
• Analizar estadísticamente los valores de la entropía de Shannon-Renyi, la 
Dimensión de Correlación y la Tasa de Crecimiento Finito para caracterizar los 
eventos epilépticos y no epilépticos de cada canal del electroencefalograma. 
2.2. Alcance del proyecto 
El presente proyecto se enmarca dentro de las líneas de trabajo establecidas en el 
proyecto de investigación MICINN (TEC2010-20886-C02-01) del  grupo SISBIO de la 
Universitat Politècnica de Catalunya (UPC). En este proyecto se desarrollan técnicas de 
tratamiento e interpretación de señales biomédicas basadas en la dinámica no lineal para 
mejorar la evaluación cardíaca y neurológica en pacientes, de acuerdo con los objetivos 
establecidos en el Plan Nacional de Investigación Científica, Desarrollo e Innovación 
Tecnológica. Con este fin, en el presente proyecto se propone el uso de técnicas basadas 
en el análisis de dinámicas no lineales y análisis de complejidad, aplicadas al estudio de 
las señales neurológicas de pacientes. 
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3. Estado del arte 
3.1. Descripción de la epilepsia 
3.1.1. Definición 
Una crisis epiléptica consiste en una descarga eléctrica anormal desordenada que 
sucede en el interior de la sustancia gris cortical cerebral e irrumpe drásticamente en el 
correcto funcionamiento del cerebro. (AMOSA DELGADO, 2011) 
El concepto clínico y epidemiológico de epilepsia como enfermedad aceptado por la OMS 
(Organización Mundial de la Salud) y la ILAE (International League Against Epilepsy) 
exige la repetición crónica de crisis epilépticas y, de manera pragmática se hace el 
diagnóstico de epilepsia cuando el paciente ha tenido dos a más crisis espontáneas. Las 
crisis únicas, las que ocurren durante agresiones agudas del cerebro o por factores 
precipitantes, no entran en el concepto ortodoxo de epilepsia. En este trabajo se ha 
realizado una investigación acerca de cómo se generan crisis epilépticas, los diferentes 
tipos de epilepsias y la etiología de la enfermedad (ver ANEXO D: INVESTIGACIÓN 
SOBRE LA EPILEPSIA), ya que dependiendo de la franja de edad en la que se sitúa el 
enfermo los orígenes de la crisis pueden ser unos u otros. Esta información permitirá 
creaciones de bases de datos de pacientes con elementos de análisis en común para el 
diseño de detectores específicos. En este proyecto se realizará una selección en el rango 
de edad infantil tal como se podrá observar durante el transcurso del proyecto. 
3.2. Electroencefalografía (EEG) 
Dentro del estudio del cerebro existen una serie de técnicas que permiten estudiar el 
comportamiento y la morfología del cerebro, proporcionando información anatómica y 
funcional del cerebro. Esta información permite la detección de anomalías en la 
estructura del cerebro o bien en el correcto funcionamiento, lo que permite diagnosticar 
enfermedades y aplicar tratamiento sobre ellas. . Entre estas técnicas se encuentran la 
angiografía cerebral, la tomografía computerizada, la resonancia magnética o bien el 
equipamiento ultrasónico. Todas ellas se pueden consultar en el ANEXO A: 
CLASIFICACIÓN GENERAL DE DISPOSITIVOS DE DIAGNÓSTICO CEREBRAL. 
También se encuentra la Electroencefalografía (EEG) (técnica mediante la que se 
adquieren las señales de la base de datos utilizada en el trabajo). 
La EEG es una técnica que consiste en capturar el potencial eléctrico que emite el 
cerebro (debido a su actividad) y grabar los valores mediante gráficos o grabados en 
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archivos. Los datos que se utilizan para realizar esta investigación provienen de esta 
técnica.  Los electrodos EEG transforman corrientes iónicas del tejido ce
corrientes electrónicas que se utilizarán como entradas en pre
tipos de electrodos utilizados en los EEG:
Esfenoidal: Consiste en el uso de una pieza alargada de plata que se combina con cable 




Intracerebral: Haces de cables envueltos por tef
varias distancias de la punta del haz y que se utilizan para estimular eléctricamente el 
cerebro (Figura 3.2). 
Figura 3.2. Ejemplo Electrodo
Fuente: (University of Illinois 
Nasofaríngeo: Barra con punta esférica hecha de plata insertada a través 
agujeros de la nariz.(Figura 3.3). 
Figura 3.3.
Fuente: 
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amplificadores
 
e inserta en el tejido muscular (Figura 3
 Ejemplo de electrodo esfenoidal 
(AD-TECH Medical) 
lón y oro o hechos de platino cortado a 
 
s Intracerebrales 
- Engineering Wiki) 
 
 Ejemplo Electrodo nasofaríngeo 
(Rockester Medical Online,) 
- Memoria 
rebral en 
. Existen 5 
.1). 
de los 
Non-linear Signal Processing Techniques on EEG on Epilepsy seizure characterization Pág. 13 
 
Sobre cuero cabelludo: Superficies de contacto, discos o cucharas. Barras de acero 
inoxidable y cables con plata clorada (Figura 3.4). 
 
Figura 3.4.- Ejemplo electrodo de cuchara 
Fuente: (Rockester Medical Online) 
Dependiendo de los electrodos EEG que se utilicen, se obtendrá una mayor o menor 
información de la actividad cerebral. Ya que dependiendo de la localización donde se 
coloquen los electrodos, la resistividad de los tejidos cerebrales, el cuero cabelludo o el 
cráneo atenuarán la intensidad de la señal EEG (los valores de resistividad se pueden 
observar en la Figura 3.5). 
Figura 3.5.- Las tres capas principales del cerebro:  
Grosores de capas y resistividades. Fuente: (SANEI, [et al.], 2007 p. 8) 
La elección de un tipo u otro del electrodo a colocar en el paciente, dependerá de la 
gravedad de los ataques epilépticos y la precisión que se quiera obtener.  Usualmente se 
utilizan los electrodos de cuero cabelludo, ya que son los menos invasivos entre todos los 
electrodos; en algunos casos en los que se deba de estimular el cerebro directamente 
para interrumpir ataques graves que no se puedan controlar mediante farmacología se 
utilizarían electrodos intracraneales (WILKS, [et al.], 2009) aunque es importante recalcar 
la invasividad del proceso, que supone la realización de una craneotomía sobre el 
paciente). Para mejorar la conductividad en el caso de utilizar electrodos de cuero 
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cabelludo, en primer lugar el área de colocación se limpia con alcohol o acetona para 
retirar los aceites originados por la piel 
debajo de 10 kΩ). 
Para el posicionamiento de los electrodos en el cerebro, la Federación Internacional de 
sociedades de Electroencefalografía y Clínica Neurofisiología recomienda la met
de posicionamiento 10-20 para 21 electrodos, en los que se asume la forma elipsoidal de 
la planta de la cabeza. En este sistema se trazan dos 
se colocan los electrodos de forma que estén a una misma distancia ang
capas distintas), además de un electrodo en el centro. Los electrodos A1 y A2 
(conectados en los lóbulos auriculares izquierdo y derecho, sirven como referencia). Las 
figuras de las situaciones de los electrodos son la 
Figura 3.6.- Vista en planta de la localización
de los electrodos en el sistema 10
Fuente: (SANEI, [et al.], 2007 p. 17)
Para obtener una mayor información del funcionamiento del cerebro 
ampliación del sistema 10-20, colocando 75 electrodos equidistantes a los electrodos 
base de la referencia 10-20. Respecto 





Tabla 3.1.- Cambio de nomenclatura de parámetros
del sistema 10
 
Carlos Bustamante Garrés 
y así disminuir la resistencia de contacto por 
elipses imaginarias en la cabeza y 
ular (según dos 





Figura 3.7.- Vista lateral del posicionamiento 
de los electrodos en el sistema 10
Fuente: (SANEI, [et al.], 2007 p. 17)
se re
a la nomenclatura de los electrodos básica (10
 
-20     
T3 T4 T5 T6 
 T7 T8 P7 P5 
 






curre a la 
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3.3. Acondicionamiento de señales EEG
3.3.1. Descripción de las formas de EEG
Existen 5 componentes
• δ (delta): Están
componente se asocia principalmente 
en el momento de despertar del 
ruido producido por los músculos del cue
• Θ (Theta): Est
componente aparece 
el acceso al subconsciente, la inspiración creativa y la meditación profunda.
• α (Alfa): Está presente
manifiesta como una señal de forma redondead
componente indica un estado en que el 
atención alguna
.8.- Sistema de posicionamiento 10-20 ampliado a 75 
 (reproducido de (SANEI, [et al.], 2007 p. 17)
 
 
 de frecuencia principales que predominan en el cerebro:
 presentes en la banda de frecuencia de 0,5 a 
al sueño profundo y puede estar presente
sujeto. Es una señal fácilmente confundible con el 
llo y la mandíbula.
á presente en la banda de frecuencia de 4 a 
al pasar de la consciencia a la inconsciencia. Se asocia
 en la banda de frecuencia de 8 a 13 Hz y comúnmente se 
a o de carácter sinusoidal. Esta
sujeto no presenta concentración o 
. 





4 Hz. Esta 
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• β (Beta): Está presente en la banda de frecuencias de 14 a 26 Hz. Se asocia con 
las partes del cerebro del pensamiento activo, atención voluntaria, atención en el 
mundo exterior, o solución de problemas concretos, y se encuentra en adultos 
sanos. Se adquiere un nivel alto de esta componente cuando el sujeto se 
encuentra en estado de pánico. 
• γ (Gamma): Está presente en frecuencias por encima de 30 Hz hasta los 40 Hz. 
Esta componente se utiliza como indicador de la sincronización por eventos. 
3.3.2. Metodología de adquisición de la señal EEG 
Dada la facilidad de colocación y la menor invasión que supone para el paciente, 
generalmente se utiliza los electrodos de superficie. Una propuesta para la modelización 
electrónica de esta tipología de electrodos (CARR, [et al.], 2001) es la representada en la 
Figura 3.9. 
 
Figura 3.9.- Modelo electrónico de los electrodos de sup0erficie 
Fuente: (CARR, [et al.], 2001) 
 
En este esquema se distingue el origen de donde se obtendrá la señal, (potenciales 
celulares) que está asociado con la resistencia de célula, lo que conlleva una circulación 
de intensidad. Se deben de tener en cuenta las pérdidas producidas por el tejido al que 
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esta adherido el electrodo (actuando en forma de resistencia). Es importante recalcar que 
la diferencia de tensión Vd  se debe de amplificar de forma que se pueda capturar.  
En el caso de los EEG, existe una problemática para poder distinguir el potencial de 
media célula (generado por electrólisis en las células (ver ANEXO E: PROCESO DE 
ELECTRÓLISIS EN LOS ELECTRODOS)) y desde -1,66 Vdc utilizando electrodos de 
aluminio al 1,50V utilizando electrodos de oro) y el potencial que genera la actividad 
cerebral. Con materiales idénticos el potencial de media célula se anula, ya que se utiliza 
el voltaje diferencial entre dos electrodos, pero la degradación del material debido al paso 
del tiempo y al propio uso de este los dos electrodos impide los dos electrodos sean 
siempre iguales. Las señales electroencefalográficas no llegan a tener valores de más de 
300 µV, una cantidad que puede llegar a ser 5533.33 veces más pequeña que el 
potencial de media célula más elevado. Esto supone un grave problema frente al 
mantenimiento de los electrodos, ya que es muy improbable este grado de igualdad de 
material entre ellos. 
Las opciones planteadas para la eliminación del potencial de media célula 
• Utilización de un amplificador diferencial: Este aparece en el modelo especificado 
en la Figura 3.9. Si el material es el mismo para los dos electrodos, y no se 
degrada ni se altera de ninguna forma, ésta es la solución ideal. Sin embargo el 
mantenimiento de los electrodos es imposible. 
• Eliminación del potencial de media célula: Esta es otra opción que se puede 
utilizar (conociendo el valor de la señal, aunque la propia degradación del material 
mencionado anteriormente provoca el mismo problema.  
• Acoplamiento en alterna de la señal: Al ser el valor del potencial de media célula 
constante, al acoplar este componente se eliminará sin problemas. 
La solución del potencial de media célula utiliza una combinación de la primera y tercera 
opción citadas anteriormente. 
3.4. Técnicas de procesado automático de señales EEG 
acondicionadas 
La inspección visual de un EEG por un doctor experto en electroencefalografía es hasta 
el momento la técnica utilizada para la detección y análisis de ataques epilépticos. Este 
procedimiento resulta económica y temporalmente muy costoso, ya sea por la necesidad 
de un individuo revisando con atención al EEG y además por el coste económico que 
supone el entrenamiento de un individuo. 
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La mejora en la potencia de procesado de los ordenadores y las técnicas de procesado 
digital ha abierto un amplio campo en la caracterización de la información oculta en las 
señales fisiológicas. Esto conlleva a que en los últimos años los grupos de investigación 
busquen procedimientos y algoritmos matemáticos que permitan de forma automática 
realizar una mejor detección de eventos en la información oculta de las señales EEG, 
(TUPAIKA, [et al.], 2010) (ROCA-GONZÁLEZ, [et al.], 2008a) (ROCA-GONZÁLEZ, [et 
al.], 2008b) (JOSPIN, [et al.], 2007), (CLARIÁ, [et al.], 2011). En este sentido, la 
caracterización de eventos epilépticos a partir del procesado de la señal EEG podrá 
permitir predecir estas crisis de mejorando su diagnóstico y terapia. Por lo que dentro de 
la comunidad científica, la investigación de metodologías computacionales para la 
detección de crisis epilépticas es una las áreas de interés en su investigación. Dado el 
gran prejuicio que puede llegar a tener la epilepsia (ya sea por las consecuencias de la 
enfermedad, o por los efectos secundarios de sus tratamientos, tal como se puede leer 
en ANEXO D: TRATAMIENTOS MÉDICOS CONTRA LA ENFERMEDAD), es importante 
encontrar mejoras tanto en la predicción como en la detección de los ataques epilépticos. 
La información contenida en el EEG del funcionamiento del sistema fisiológico es 
altamente compleja y muy difícil de obtener. Prueba de ello es que los avances científicos 
en la caracterización de las señales no invasivas EEG son aun incipientes. En este 
apartado se presentan técnicas de análisis de las señales EEG en el estudio de la 
epilepsia.  
El objetivo del estudio de Clemens(CLEMENS, [et al.], 2000) es investigar si la topografía 
de los datos espectrales de potencia pueden mostrar los perfiles característicos en tres 
síndromes idiopáticos epilépticos. En este trabajo se aplica la transformada rápida de 
Fourier (FFT) para un EEG correspondiente a la actividad de caminar y se calculan los 
valores de potencia absoluta y relativa. El estudio estadístico, con niveles de significación 
estadística p-valor<0.05, muestran que no había una tendencia general de exceso de 
potencia en las bandas de frecuencia características (δ, θ y α) del EEG. Han detectado 
una disminución en la banda de frecuencias δ en los tres síndromes idiopáticos 
epilépticos en comparación con un grupo control. Las diferencias encontradas se 
contrastan en las regiones topográficas en estudio. Estos resultados se interpretan como 
una mejora de la sincronía neuronal en la banda de 0.5 Hz a 12 Hz juntamente con la 
tendencia al decremento desde 12.5 Hz a 32 Hz. Reflejos en la potencia se interpretan 
como un reflejo de la disfunción de las regiones corticales. 
El trabajo citado en (AKIN, [et al.], 2001) se propone el posible diagnóstico de la epilepsia 
a través del análisis de las bandas del cerebro utilizando la transformada de Wavelet para 
separar las 5 bandas de frecuencias principales (apartado 3.3.1), y finalmente aplicando 
las redes neuronales. El uso de la transformada de Wavelet permite un análisis temporal 
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de las diferentes bandas de frecuencias, detectando la no estacionariedad de la señal (a 
medida que varia el tiempo, el espectro de frecuencias puede variar). Akin (AKIN, [et al.], 
2001) utiliza redes neuronales para el proceso de aprendizaje, haciendo la validación 
mediante señales EEG descompuestas mediante la transformada de wavelet. 
Iasemidis ((IASEMIDIS, [et al.], 1990) y (IASEMIDIS, [et al.], 2004)) lleva a cabo sus 
primeros estudios en la evolución temporal de los exponentes de Lyapunov calculados en 
el EEG de  pacientes con epilepsia. Su hipótesis es que en un sistema p-dimensional hay 
p exponentes diferentes de Lyapunov, λi. Estos exponentes miden la tasa exponencial de 
convergencia o de divergencia de las diferentes direcciones en el espacio-tiempo. Si uno 
de los exponentes es positivo, el sistema es caótico. Además, dos condiciones 
suficientemente cercanas divergirán exponencialmente en la dirección definida por ese 
exponente positivo. La ordenación de estos exponentes (λ1≥λ2…≥λd ), para el estudio del 
comportamiento caótico de un sistema, conlleva solo tener que estudiar los cambios en el 
exponente. Por tanto, su investigación se focaliza en la variación de este valor como el 
cambio de estado del cerebro de un estado a otro. Los resultados han mostrado que la 
actividad EEG se vuelve menos caótica a medida que el ataque se aproxima. 
Las técnicas basadas en lógica difusa y algoritmos genéticos son utilizados en la 
investigación de patologías y consisten en la crear un modelo de clasificación. Hakirumar 
(HARIKUMAR, [et al.], 2003), (HARIKUMAR, [et al.], 2004) utiliza estos modelos para la 
clasificación el nivel de riesgo de ataques epilépticos a partir de señales EEG. 
Ansari (ANSARI-ASL, [et al.], 2005) presenta un estimador para la caracterización de la 
evolución de la interacción no lineal entre señales en el dominio del tiempo y la 
frecuencia. El estimador se basa en la computación del Pearson Product-Moment, entre 
señales EEG. Las señales son filtradas durante la etapa de preprocesado. En primer 
lugar, se realiza una aplicación a señales no estacionarias simuladas, mostrando la 
efectividad de la técnica. El método se ha aplicado a señales EEG intracerebrales 
registradas en pacientes epilépticos, candidatos a ser operados. Los resultados muestran 
que el estimador es apto para mostrar  la evolución de la relación entre señales en el 
dominio temporal-frecuencia con una buena resolución. Esta investigación muestra que 
este método puede ayudar a mejorar la predicción del  inicio de un ataque epiléptico. 
Algunas de las técnicas que se están aplicando al análisis de las señales EEG se basan 
en el cálculo de estimadores mediante el modelo autoregresivo. Tal como se explica en 
(MOUSAVI, [et al.], 2008), el orden óptimo para el modelo autoregresivo se puede 
determinar mediante el Criterio de Información Bayesiana (de forma que penaliza la sobre 
determinación del sistema). Estos órdenes del modelo autoregresivo se determinan para 
cada señal EEG, permitiendo entonces estimar los coeficientes del modelo. En el artículo 
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(MOUSAVI, [et al.], 2008) se aplica estas técnicas tanto a la señal EEG como a sus 
subbandas características (extraídas a partir de la descomposición mediante la 
transformada de Wavelet). Los parámetros se utilizan para la clasificación de las señales 
EEG según sujetos sanos y sujetos epilépticos. 
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4.  Base de datos 
4.1. Descripción de la base de datos 
Los datos analizados pertenecen a PhysioBank, un componente de la fuente de 
investigación para señales fisiológicas complejas. PhysioBank es una base de datos de 
señales biomédicas bien caracterizadas creada para la comunidad investigadora 
(GOLDBERGER, [et al]., 2003). La meta de Goldberg (cocreador de PhysioBank), es 
proporcionar a los investigadores el acceso a una base de datos de alta calidad y 
rigurosamente validada como el GenBank realiza sobre genética y biología molecular. 
Las señales son coleccionadas de una larga variedad de condiciones que son sanas y 
patológicas. Ejemplos de esas condiciones incluyen ECG, grabaciones del ritmo 
cardíaco, fluctuaciones de hormonas y otras señales biológicas, grabaciones de la apnea 
del sueño y en epilepsia. La fuente de investigación para las señales fisiológicas 
complejas también incluye PhysioToolkit, una librería de procesado y técnicas analíticas 
implementadas en software abierto, disponible a todos los investigadores. 
La base de datos, tomada en el hospital infantil de Boston, consiste en grabaciones de 
EEG de sujetos pediátricos con ataques intratables (SHOEB, 2009). Los sujetos fueron 
controlados durante varios días posteriores al retiro de la medicación antiepiléptica con tal 
de caracterizar sus ataques y apreciar su posible candidatura para la intervención 
quirúrgica. La base de datos incluye 23 pacientes (5 varones y 18 hembras), como se 
muestra en la Tabla 4.1. La edad se encuentra entre 3 y 22 años entre los sujetos 
varones y entre 1,5 y 19 años para los sujetos femeninos. El paciente 21 se obtuvo 1,5 
años después del mismo sujeto femenino grabado en el paciente 1 y por esta razón fue 
excluida durante el análisis. 
La base de datos de PhysioBank contiene un número diferente de grabaciones para cada 
paciente. Estas grabaciones generalmente duran 1 hora, hasta cuatro horas en algunos 
casos. Algunas grabaciones incluyen 23 señales EEG referidas en diferentes canales. En 
la grabación de canales, el sistema de posicionamiento y nomenclatura internacional 10-
20 fue el estándar utilizado. En algunas grabaciones, otras señales son también 
grabadas, como una ECG o un señal del estímulo del nervio basal. En algunos casos, 
hasta 5 señales “tontas” fueron interseccionadas entre las señales EEG para obtener un 
formato fácil de leer. Estas señales “tontas” son ignoradas en el trabajo realizado. Las 
señales son muestreadas a 256 Hz con resolución de 16 bits. Los archivos están 
codificados en formato .edf, estándar abierto para la compresión lecturas de datos de 
pacientes para su portabilidad. Dicho estándar viene descrito en el ANEXO C: 
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EXPLICACIÓN DEL FORMATO EDF. 
4.2. Selección de las señales 
En esta sección se describirá el proceso utilizado y la motivación seguida para la 
selección de los pacientes.  
El estudio realizado parte del análisis de segmentos de señal de pacientes, en los que, 
según la base de datos de physiobank, se desarrolla un ataque epiléptico. Se fijará una 
longitud determinada para los segmentos, así que se realizará un filtrado para la 
selección de los datos. 
4.2.1. Selección de los pacientes 
En este trabajo se ha realizado una separación de la base de datos de Physiobank entre 
pacientes de edad ≤10 años y >10 años, quedándose el grupo de menor edad para el 
estudio. De forma que se reduce la base de datos a 11 pacientes (2 varones, de edades 
3 y 3,5 años; 9 hembras, de edades de 1,5 a 9 años). Estos pacientes vienen resaltados 
en la Tabla 4.1. 
 
Paciente Sexo Edad (años) Paciente Sexo Edad (años) Paciente Sexo Edad (años) 
chb01 H 11 chb09 H 10 chb17 H 12 
chb02 V 11 chb10 V 3 chb18 H 18 
chb03 H 14 chb11 H 12 chb19 H 19 
chb04 V 22 chb12 H 2 chb20 H 6 
chb05 H 7 chb13 H 3 chb21 H 13 
chb06 H 1.5 chb14 H 9 chb22 H 9 
chb07 H 14.5 chb15 V 16 chb23 H 6 
chb08 V 3.5 chb16 H 7   
  Tabla 4.1. Lista de pacientes de la base de datos de PhysioBank. En verde, los pacientes 
seleccionados para este trabajo. Fuente: (GOLDBERGER, et al., 2003) 
Sobre cada paciente se realiza una serie de grabaciones. En cada grabación pueden o 
no suceder ataques epilépticos. 
4.2.2. Selección de los canales 
Para la selección de canales, se ha procedido a analizar que canales se utilizan para 
capturar datos del EEG. Dado que en el documento (GOLDBERGER, [et al.]., 2003) no 
se menciona la causa de los ataques epilépticos críticos ni tampoco la tipología del caso 
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epiléptico, se intentará coger la máxima cantidad de canal
cantidad de segmentos de ataques epilépticos sea aceptable. De esta forma se debe 
llegar a una solución de compromiso entre
• Obtener una cantidad de segmentos para la realización de un estudio estadístico 
lo más robusta posible
• Obtener una cantidad de canales que permita una exploración de la corteza 
cerebral lo más extensa posible. Ya que, tal como se describe en el 
Error! Reference source not found.
darse de forma parcial (foco de crisis epiléptica), o de forma generalizada 
(descarga aberrante por toda la corteza general). Por lo que resulta indicado 
localizar en que zona se manifiesta de forma más pronunciada para la detección 
de la crisis epiléptica.
Para llegar a esta solución de compromiso, se ha procedido a realizar un recuento de 
canales que se utilizan en cada paciente (extrayendo los datos de los ficheros .edf 
asociados, según el protocolo .edf definido en el 
FORMATO EDF). El proceso de selección de canales se puede observar en el 
G: SELECCIÓN DE CANA














Tabla 4.2. Lista Canales analizados
Fuente: Propia
4.2.3. Selección de los segmentos temporales bajo
Una vez averiguados los sujetos de análisis y los canales analizados, se procederá a 
analizar que segmentos se cogerán. Con tal de cumplir con los objetivos del proyecto, 
es posible, siempre que la 
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Figura 4.1. Vista en planta de la colocación
los electrodos según 
10-20. Fuente: Propia
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descrito en el apartado 2.2, se especificaran tres zonas de análisis, que se ilustran en la 
Figura 4.2. 
 
Figura 4.2.Esquema de análisis de zonas por segmento. Fuente: Propia 
• Centro de la crisis (CC): Este segmento recoge las N muestras centradas en el 
tramo correspondiente al ataque epiléptico. 
• Justo antes de la crisis (AC): Este segmento recoge las N muestras anteriores 
al instante en que sucede el ataque epiléptico. 
• Justo después de la crisis (DC): Este segmento recoge las N muestras 
posteriores al instante en que acaba el ataque epiléptico. 
4.2.4. Resumen de la selección 
Una vez fijados todos los parámetros de la selección se procederá a la recopilación de 
todos los datos a utilizar. De esta forma, se analizaran un total de 97 segmentos se 
analizarán para un total de 21 canales. Dado que se analiza el CC, AC y CC para cada 
segmento  se analizarán 291 segmentos.  Se analizará un total 291 segmentos * 21 
canales = 6111 segmentos.  
La ventana temporal analizada tendrá una longitud total de 12.5 s (12.5 * 256 = 3200 
muestras). La localización temporal de los segmentos vienen descritos en el ANEXO J: 
SELECCIÓN DE LOS SEGMENTOS A ESTUDIAR.  
4.3. Preprocesado 
Esta parte describe los filtros utilizados en el preprocesamiento de las señales. En este 
estudio se han aplicado dos filtros en serie: filtro FIR y filtro ASEF. 
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4.3.1. Filtro FIR 
La ecuación general de una función de transferencia es: 
2(3) = 5(3)(3) = 6(1) + 6(2)37 +⋯+ 6(9 + 1)371 + :(2)37 +⋯+ :(9 + 1)37  (4.1) 
Donde A(z) y B(z) son respectivamente, los polos y los ceros de la función transferencia 
Este primer filtro tiene como objetivo la eliminación de la componente continua de la 
señal, que aparece como potencial continua de la señal, así como ruidos generados por 
el funcionamiento de los demás órganos como el componente frecuencial de 0,5 Hz de la 
respiración pulmonar. Atendiendo al apartado 3.3.1, dado que la mínima frecuencia de los 
componentes EEG conocidos es 0,5 Hz, se procurará filtrar las frecuencias por debajo de 
esta. Se ha escogido la frecuencia de corte de 0,4 Hz.  
Dentro de los filtros con función de transferencia definido en la ecuación (Ec. (4.1), se 
optan por dos tipologías diferentes de filtros: 
Filtros IIR (Infinite Impulse Response): Permiten una mayor calibración de la curva 
ganancia-frecuencia que se aplica sobre la señal. Este factor permite una pendiente más 
abrupta de ganancia entre antes de la frecuencia de corte (anulación de las 
componentes) y después de la frecuencia de corte (pasa alto). Su aplicación requiere 
menos poder de computo aunque tiene tendencia a más inestabilidad (aunque el filtro sea 
estable al estar los polos dentro del círculo de radio unidad). 
Filtros FIR (Finite Impulse Response): Al no poderse colocar polos sobre las 
componentes del filtro, solo se pueden anular componentes frecuencias y no se puede 
modificar los pendientes de ganancia. Son filtros más estables (solo tienen ceros) y 
tienen un retraso de grupo constante (por lo que todas las componentes frecuenciales se 
retrasan igual, por lo que no hay deformación de la forma de la señal). 
Dado que se pretende la conservación de la forma de la señal (ya que en la dinámica 
simbólica se estudia las señales a nivel temporal y no frecuencial) se opta por la 
utilización de los filtros FIR enfrente de los filtros IIR). Esto se realizará a costa del 
incremento de esfuerzo computacional. El filtro FIR escogido presenta las siguientes 
características: 
• Frecuencia de corte : 0,4 Hz 
• Orden del filtro : 480  
• Ventana del filtro : Hann 
• Tipo de filtro: Pasa Altos 
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Los diagramas de desfasamiento y de ganancia se pueden observar en la Figura 4.3. 
 
Figura 4.3.- Diagrama de bode del filtro FIR pasa altos de orden 480,  
frecuencia de corte 0.4 Hz. Fuente: Propia 
Este tipo de filtros presentará un retardo de grupo constante. Para el cálculo de grupo se 
utiliza la ecuación (4.2). 
	; = −"=(>)">  (4.2) 
Un filtro FIR de fase lineal presentará una expresión =(>) igual al de la ecuación (4.3). 
(PROAKIS, MANOLAKIS,  [et al.], 2003): 




Dónde M es el orden del filtro y 2F(>) es el filtro (en dominio frecuencial). Si a 
continuación se aplica la definición de retardo de grupo (ecuación (4.2)) sobre la función 
de fase del FIR de fase lineal (Ecuación (4.3) ) resultará: 
	; = −"=(>)"> = A480 − 12 C = 239,5	muestras ≈ 240	muestras	 
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4.3.2. Filtro ASEF 
El algoritmo propuesto (MELIA, [et al.], 2012) implementa el filtro ASEF, basado en la 
envolvente de Hilbert (HEF) que reduce la amplitud de picos) en las señales EEG. 
El algoritmo se basa en el filtrado de la envolvente m(t) de la señal a filtrar x(t) con un 
filtro pasa bajos. Además, un umbral Th(t) puede ser definido en la envolvente filtrada 
mfilt(t) y aplicada a la envolvente m(t). Este umbral es calculado para cada muestra 
temporal de mfilt(t) y aplicada a la envolvente m(t). Este umbral se calcula por cada 
muestra temporal de mfilt(t) como: Wℎ(Y) = Z[)\](Y) + ^ · Z[)\] (4.4) 
Donde Z[)\] es el valor medio de mfilt(t) y el parámetro k indica la fuerza del filtro, cuanto 
más pequeña sea la constante (aunque k>0) más fuerte será el filtro. Un ejemplo del 
efecto del filtro se puede visualizar en la Figura 4.4. 
 
Figura 4.4.- Ejemplo de tratamiento de filtrado de señal, comparativa entre diferentes 
magnitudes de filtros ASEF utilizados. Fuente: Propia 
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5. Metodología 
5.1. Técnicas de la dinámica no lineal de sistemas. Teoría 
del caos 
5.1.1. Reconstrucción del atractor 
Tal como se especifica en (SOLE, [et al.], 2001), para un sistema dinámico caótico 
asociado a la serie temporal se puede extraer las propiedades del sistema completo. Si 
se parte de una señal x(n) de longitud N (Ec. (5.1)). (9) = _(1), (2), … , (a − 1)b (5.1) 
Se puede desplazar la señal temporal un valor τ, de forma que la señal variada resultará 
(Ec. (5.2)): (9 + 	) = _(1 + 	), (2 + 	), … , (a − 1 + 	)b
 
(5.2) 
Se pueden realizar hasta dE variaciones de la señal original, desplazando la señal original 
en múltiplos de τ. Por lo que a partir de una señal se obtendrá un cuerpo D-dimensional 
de N puntos. 
Y cada uno de los N puntos del cuerpo tendrá como coordenadas (ecuación.(Ec. (5.3) ): ) = _(d), (d + 	), … , (d + 	 · ("# − 1))b , d = 0,… , (a − 1) (5.3) 
Este cuerpo D-dimensional se denomina atractor. El parámetro que determina el valor de 
dimensiones de este cuerpo se denominará dE. 
Tal como se puede observar, para señales de tiempo finito, a medida que se crean las 
nuevas dimensiones del atractor, cada vez no se dispondrán de más puntos para colocar 
en la señal (si la señal mide N muestras (numeradas de 0 a N -1) entonces la muestra 
a − 1 + 	 · "# no se encontrará disponible. La solución que se adoptará consiste en 
considerar la señal circular, de forma que (Ecuación (Ec. (5.4) ): 
ed 9 > a − 1 ]fgDhiiiiij (9) = (9 − (a − 1)) (5.4) 
Por lo que se debe de ir con cuidado con la relación entre τ y dE utilizado, ya que 
dependiendo de los valores elegidos puede suceder que las haya un momento en que las 
nuevas dimensiones del dE  no aporten ningún tipo de información adicional. 
Por lo tanto entrarán dos nuevas variables en juego, τ  y dE. 
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5.1.2. Criterios para la elección del retardo τ 
Para la elección de este parámetro, no existe una metodología de cálculo efectiva que 
asegure que la posterior elección de este parámetro proporcione más o menos 
información. Una elección del parámetro τ excesivamente baja proporcionará poca 
información extra sobre la señal temporal y un valor demasiado elevado de τ aleatorizará 
la señal temporal. Los criterios seguidos en este proyecto parten de la función de 
autocovarianza (normalizada), que es calculada mediante la ecuación (Ec. (5.5): 
(k, 	) = ∑ m((d) − ̅) · ((d + 	) − ̅)n7o)p (*+  (5.5) 
Se utilizarán tres criterios diferentes para el cálculo de la τ: 
• τ0 (Criterio corte por 0): es el primer valor de τ encontrado que cumpla que  (̅, 	) < 0. (ABARBANEL, [et al.], 1989). 
• τinf (Criterio mínimo relativo): es la τ que cumpla que (̅, 	 + 1) > (̅, 	). 
(KING, [et al.], 1987). 
• τ1/e (Criterio 1/e): es el valor de τo τ + 1  que cumpla que u(̅, 	 + 1) < v y 
u(̅, 	) ≥ v. (ALBANO, [et al.], 1988). 
Si  x − (̅, 	 + 1)x > x(̅, 	) − x,  τ1/e= 	 
Si  x − (̅, 	 + 1)x ≤ x(̅, 	) − x,  τ1/e= 	 + 1 
5.2. Entropía de Shannon-Renyi 
La entropía de Shannon (y su versión generalizada, Renyi) mide el grado de incerteza de 
una señal temporal (RENYI, 1961). Las expresiones para el cálculo la variable HShRn se 
muestran en las ecuaciones (5.6), (5.7) y (5.8)). 
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2~ = 2D~	&d	*\fF = 12F)	&d	*\fF ≠ 1I (5.8) 
Donde: 
• Hsh es el valor de la entropía de Shannon 
• Hryi es el valor de la entropía de Renyi 
• pk es la probabilidad  que un valor de la señal este dentro de la región k 
• n es el numero de regiones 
• qvalor es el valor del orden de la entropía 
Para el cálculo de la entropía de Shannon-Renyi, generalmente se divide la región del 
espacio con valores comprendidos entre el menor valor y el mayor valor de la señal en n 
divisiones equidistantes, denominadas regiones. 
En este proyecto se propone el uso del atractor para la determinación de las diferentes 
regiones para el cálculo de la variable HShRn.	 
5.2.1. Construcción del atractor en el cálculo de la entropía 
En primer lugar, se construye una envolvente cúbica de mínimo volumen de dimensión dE  
que contenga el atractor. El lado del hipercubo se calculará a partir de la ecuación (Ec. 
(5.9)): 
:" = Dñ*\](fF*\ − Dñ*\](fF*\ (5.9) 
A continuación se realizan 2nbins divisiones para cada lado del hipercubo, obteniéndose un 
número total de cubos calculado en la ecuación (5.10): 
a&66& = 296d9&·" (5.10) 
Cada punto del atractor pertenecerá, a un único subcubo (cada subcubo se denomina 
región en este proyecto). La calcula la probabilidad (pk) de encontrar puntos en una 
región k	contabilizando los puntos de cada región y normalizándola respecto al total de 
puntos del atractor.  








Figura 5.1.- División del hipercubo que envuelve todos los 
puntos del atractor. En este caso nbins=2 y dE=3. Fuente: 
Propia 
La Figura 5.1, presenta un ejemplo de la obtención de regiones de un atractor. En este 
ejemplo nbins=2 y dE=3, por lo que hay 2 = 4 divisiones para cada lado del cubo. Por 
lo tanto habrá un total de 64 regiones (ecuación (Ec. (5.10)). 
Hay que ser cauto en la elección de los valores de nbins y dE, ya que dichos valores 
dependen del número de valores que se tenga de la señal temporal. El incremento del 
número de regiones puede llegar a que solo se encuentre cómo máximo un punto por 
región (caso límite). Esto conlleva a que dos señales puedan llegar a tener el mismo valor 
de HShRn, aunque la morfología del atractor sea diferente. En el siguiente apartado se 
tendrá en cuenta este factor.  
5.3. Dimensión de Correlación 
Una de las magnitudes de cálculo que se estudiará para evaluar si es diferencial, será la 
Dimensión de Correlación. Este proceso se diferenciará en dos partes: 
1. Cálculo del mapa de valores de la integral de correlación 
2. Procesamiento de averiguación de la zona de escalado de la señal para calcular 
la región de escalado. 
5.3.1. Calculo de valores de la integral de correlación 
Se partirá, en primera instancia, del cálculo del atractor reconstruido según el apartado 
5.1.1. La idea es calcular un gráfico de curvas de integrales de correlación. Cada 
coordenada y del gráfico, se calcula a partir de la ecuación (Ec. (5.11): 
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(!, "# , 	) = lim →¡ 1a · (a − 1) ·  2(! − ¢£),¤¥,o − £¦,¤¥,o¢))§¦  (5.11) 
para	"#= 1,…,m y !() < ! < !(*+, donde m es la dimensión máxima estudiada del 
atractor. 
Esta ecuación contabiliza la cantidad de puntos del que están entre ellos a una distancia 
inferior a un valor ε y después divide el valor entre a	 · (a − 1),	donde N es el número de 
puntos del atractor. El atractor utilizado es de dimensión de inmersión dE y con 
desplazamiento de muestras entre dimensiones τ. H(z) es la función de Heaviside 
definida como (5.12): 
2(3) = 1 → ed	3 > 0, 
2(3) = 0 → ed	3 ≤ 0 (5.12) 
De esta forma se calcula un mapa de valores que corresponden al log (!, "# , 	) 	%&. log !. Este mapa estará compuesto de m curvas; cada curva 
corresponde conjunto de valores  al ©ª (!, "# , 	) calculados para un atractor de 
dimensión dE	=	1,…,	m. 
Con tal de poder verificar que la Dimensión de Correlación está calculada correctamente 
se debe de cumplir la expresión (Ec. (5.13): 
«g < 2 · Z + 1 (5.13) 
Por lo que la expresión de la integral de correlación resultará como (Ec. (5.14): 
(!, "# , 	) = 1a · (a − 1) ·2¬! − ¢£),¤¥,o − £¦,¤¥,o¢­)§¦  (5.14) 




conτ=1, N=800 y valores de 
Como se puede observar, a medida que se incrementa el valor de 
cumplen (! − ¢£),¤¥,o − £¦,¤¥,o¢) >
que el valor de (!, "# , 	) = 1, por lo que
Este mapa de valores log !,
aproximar como lineal. A medida que se incrementa el valor de la 
pendiente de la zona lineal de la curva aumenta cada vez en menor medida respecto el 
valor anterior, de forma que tiende hacia una saturación. 
5.3.2. Determinación de la región de escalado
Una vez calculados todos los puntos del mapa
averiguar la región de escalado (región lineal)
valores de ©ª (*+y ©ª (). Dicha región de escalado resulta crítica 
final, ya que mediante los valores de la
los valores de Dc y Dck. La región de escaladodE, desde dE=1 hasta dE=m. 
5.3.3. Regresión lineal en la región de escalado
Antes de la determinación de la región de escalado, se procederá a describir la técnica 
utilizada para el ajuste lineal de un conjunto de puntos. A través del teorema de 
aproximación se realizará un ajuste por medio de la solución por mínimos cuadrados. 
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 gráfico de °±²³ ´, µ¶, 
  ·¸. °±²³ ´,  µ¶= 1,…,9. Fuente: Propia 
ε, hay más puntos que 0 para el valor de la Dimensión de Correlación
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En primer lugar se describirá el proceso general de ajuste de puntos y a continuación la 
aplicación en la región lineal del mapa 	log (!, "# , 	) 	%&. log !. 
Partiendo de un conjunto de puntos de tamaño 9 tal que cada punto pi este compuesto a 
partir de la ecuación (5.15):  
) = (), ¹)),			d = 1,… , 9 (5.15) 
se desea ajustar todos los puntos un polinomio de grado α	(Ecuación (5.16)):	
¹ = 6» + 6 ·  + 6 ·  +⋯+ 6¼ · ¼ (5.16) 
Este ajuste se realizará mediante la expresión matricial (Ecuación (5.17)): 
6 = ((] · )7 · 	]) · ¹ (5.17) 
Donde A	representa la matriz de Vandermonde, 6¾ es el vector de coeficientes del ajuste e ¹ es el vector de valores reales de y.  
La matriz A de Vandermonde tendrá 9 filas y  ¿ + 1 columnas y será de la forma 
(Ecuación (5.18)):  
ÀÁÁ
ÁÁÂ
1 1   ⋯ (¼7) ¼ (¼7) ¼⋮ ⋱ ⋮1 7 1  ⋯ 7(¼7) 7¼(¼7) ¼ ÅÆÆ
ÆÆÇ
 (5.18) 
Donde el vector ¹ es de 9 filas determinada por la ecuación (Ec. (5.19)): 
È¹⋮⋮¹É (5.19) 
En el proyecto realizado, se desea una regresión lineal (por tanto α=1) entre todos los 
puntos que tienen un valor ©ª () < ©ª (!, "# , 	) < ©ª (*+. Por lo que 
dependiendo del valor de "# la regresión se realizará con más o menos puntos. Si la 
pendiente es más baja, hay más puntos con valor ©ª () < ©ª (!, "# , 	) < ©ª (*+, 
en cambio si la pendiente es más alta habrá menos puntos.  
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En este proyecto cada punto pi tendrá como coordenadas (ecuación. (5.20)): 
) = (), ¹)) = ((log !)), (	log (!, "# , 	))))	d = 1,… , 9 (5.20) 
Cada punto pi	tendrá una !, "# 	y		 determinada. Aplicando la nomenclatura de los puntos 
de la ecuación (5.20), se describirá la forma para el cálculo de los coeficientes de la 
regresión lineal (ecuación (5.21)): 
Ê 6»(Ë = ÌÊ 1 1 1 … Ë · Í1 1 ⋮1 Î
7 · Ê 1 1 1 … ËÏ · Í¹⋮¹Î (5.21) 
En esta ecuación el valor pm	es el valor de la pendiente buscada y bo es el valor de la 
ordenada en el origen. 
Una vez calculados los parámetros de la recta de regresión, es necesario comprobar la 
bondad del ajuste de regresión lineal. Para ello se utilizará el coeficiente de regresión R2, 
que determina la calidad del ajuste lineal. El coeficiente de regresión R2 compara la 
similitud entre cada coordenada ¹) del punto ) referente al mapa de valores 	log (!, "# , 	) 	%&. log ! (cuyo valor está descrito en la ecuación (5.20)) y su valor ¹ÑÒ  
estimado a partir de la función de regresión (ecuación. (5.22) ): 
¹ÑÒ = 6» + ( · ) (5.22) 
La obtención del parámetro R2 se realizará mediante la ecuación (5.23): 
Ó = 1 − ∑ (¹) − ¹Ô)))p∑ (¹) − ¹¾))p  (5.23) 
5.3.4. Metodología de detección automática de región de escalado 
La metodología propuesta para la determinación de la región de escalado se basa en el 
algoritmo K-means clustering, en el que clasifica un conjunto de N valores en Km grupos 
(cada valor se clasificará en uno de los Km grupos). Esta operación se realiza 
iterativamente hasta alcanzar un valor mínimo calculado según un criterio determinado. 
Este método se utiliza en  (YANG, [et al.], 2008) para distinguir los puntos del mapa 	log (!, "# , 	) 	%&. log ! que pertenecen a la región de escalado entre aquellos que no 
pertenecen. El tipo de variable que se utiliza para clasificar los puntos son los ángulos 
que forma cada recta determinada por parejas de puntos consecutivos ()7, )) (cuyas 
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coordenadas están descritas en la ecuación (5.20) respecto al eje X de coordenadas. De 
esta forma, si una curva de dimensión dE tiene N puntos, entonces se obtendrán  
N-1 ángulos. Él ángulo se calculará según la ecuación (5.24): 
),¤¥,o = :ÕY:9 Ö|¹) − ¹)7||) − )7|Ø (5.24) 




Figura 5.3. Determinación del valor ÙÚ,µ¶, para i=3001 y dE=1. Fuente: Propia 
En la Figura 5.3 se puede observar la determinación del valor Û»»,,o, utilizando 
la pareja de puntos formada por Û»»» y Û»», cuyos valores correspondientes 
serán: 
Û»»» = Û»»», ¹Û»»»
 = log !)Û»»», ( log (!, "# , 	))Û»»») = (9.9905 , −2.7505) 
Û»» = (Û»», ¹Û»») = ((log !)Û»», ( log (!, "# , 	))Û»») = (10.0005 , −2.7458) 
 
De esta forma, para cada valor "# = 1,… ,Z, se calculará un vector de ángulos ¤¥,oÝÝÝÝÝÝÝÝÝk. 
El tipo de criterio que se utilizará para la clasificación de los puntos en grupos es la 
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mínima distancia euclídea, definida en la ecuación (Ec. (5.25)): 
«(d, Þ)¤¥,o = ¢),¤¥,o − ¦,¤¥,o¢ (5.25) 
Los pasos para la aplicación del algoritmo de K-means clustering son los siguientes: 
1. Definición de los centroides de los grupos (clusters). Los centroides son los 
valores que definen cada uno de los ß( grupos del algoritmo de K-means 
clustering. Se determina el centroide de cada grupo ß(  a partir del centroide de 
todos los puntos pertenecientes al grupo ß). En la primera iteración, al no estar 
clasificados los puntos en un grupo determinado, los centroides se definirán 
arbitrariamente. Una correcta aproximación de los valores finales de los 
centroides permite reducir el número de iteraciones del algoritmo. 
2. Cálculo de distancias. En este proyecto, mediante la ecuación (Ec. (5.25)) se 
calcula Dq entre cada punto i y los ß) centroides de los ß( grupos existentes. 
Cada punto i se clasificará en el grupo en que Dq sea el menor valor posible. 
3. Redefinición de los centroides. Cuando se hayan clasificado todos los valores, se 
redefinen los centroides según el paso 1. 
4. Recalculo de distancias. Se vuelven a calcular las distancias Dq y se vuelve a 
realizar una clasificación de valores en grupos. Si ninguno de los valores cambia 
de grupo o bien se llega a un bucle en el que se repite una misma clasificación de 
grupos, el algoritmo habrá finalizado, en caso contrario se vuelve al paso 3. 
Tal como describe en (YANG, [et al.], 2008), el método K-means clustering es un método 
efectivo para diferenciar clusters o grupos, asociando aquellos valores ),¤¥,o, clasificados 
dentro de la región lineal, a los puntos ) con los que se ha calculado y definido la región 
de escalado. Sin embargo, el uso de dos grupos, tal como se sugiere el artículo (YANG, 
[et al.], 2008), conduce a una incorrecta identificación de la región de escalado. Esto es 
debido a que existe una zona de incertidumbre, donde algunos de los valores de las 
pendientes ),¤¥,o de esta zona se ubican dentro la región lineal pero si se analizan 
visualmente pertenecen a la zona no lineal. Al construir la recta de regresión, los puntos 
asociados a estos valores ),¤¥,o pueden inducir a un incorrecto valor de la pendiente final.  
A continuación este fenómeno se ejemplifica a partir de la obtención de la región de 
escalado aplicado a un segmento del EEG analizado en este proyecto. Tal como se 
puede observar en el conjunto de figuras descritas en el ANEXO B: COMPARATIVA DEL 
K-MEANS CLUSTERING. Km=2,…,7  el aumento de Km disminuye la dimensión de los 
grupos, de forma que los puntos que pertenecen a la pendiente de la zona lineal se 
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ajustan mejor. Se puede observar cómo los valores R2min y R2max con Km=2 son superiores 
a los correspondientes con Km=4. Sin embargo, los intervalos para la región de escalado 
a medida que se incrementa la ß( son más pequeños. Pero los valores de los Dc son 
crecientes a medida que va disminuyendo la región de escalado. Todos estos datos se 
recogen en la Tabla 5.1. 
Valor Km 2 3 4 5 6 7 ©ª (*+ -0.332 -0.949 -1.510 -2.073 -2.666 -3.976 ©ª () -7.847 -7.285 -6.746 -6.445 -6.149 -5.722 
Dc 5.04 5.75 6.11 6.55 6.65 7.29 
R2 
dE       
1 0.98931 0.99422 0.99624 0.99684 0.99748 0.99881 
2 0.98786 0.99412 0.99671 0.99775 0.99877 0.99905 
3 0.98327 0.99177 0.99565 0.99726 0.99788 0.99899 
4 0.97660 0.98737 0.99197 0.99521 0.99757 0.99923 
5 0.96945 0.98271 0.98932 0.99225 0.99581 0.99813 
6 0.96572 0.98001 0.98718 0.99101 0.99452 0.99884 
7 0.96132 0.97883 0.98692 0.99031 0.99434 0.99807 
8 0.96151 0.97787 0.98518 0.99082 0.99413 0.99804 
9 0.95580 0.97477 0.98356 0.99028 0.99360 0.99770 
10 0.95330 0.97521 0.98085 0.98895 0.99278 0.99601 
11 0.94686 0.96984 0.98107 0.98730 0.99255 0.99840 
12 0.94348 0.97015 0.97743 0.98834 0.99340 0.99731 
13 0.94114 0.96940 0.97719 0.98552 0.99262 0.99621 
14 0.93754 0.96752 0.97576 0.98501 0.99322 0.99726 
15 0.93386 0.95922 0.97509 0.98551 0.99333 0.99688 
16 0.93707 0.96339 0.97497 0.98551 0.98925 0.99458 
17 0.93466 0.96228 0.97341 0.98518 0.98884 0.99632 
18 0.92892 0.95863 0.97076 0.98156 0.98721 0.99425 
19 0.92438 0.95560 0.96789 0.97972 0.98529 0.99673 
20 0.92896 0.95130 0.96515 0.97800 0.98393 0.99643 
Tabla 5.1. Comparación de la calidad del ajuste mediante el parámetro R2en función del 
número de grupos que se utilizan con el K-means clustering. Fuente: Propia 
Al ser el algoritmo K-means clustering un proceso heurístico se pueden llegar a diferentes 
soluciones según los centroides iniciales asignados arbitrariamente, e incluso a diferentes 
agrupaciones de puntos en las que no se puede determinar la región de escalado. Esto 
puede conllevar obtener valores erróneos de Dc y Dck. Por tanto, es necesaria la correcta 
elección de los valores de los centroides iniciales en el proceso de agrupación mediante 
K-means clustering. Otro problema que se presenta al aplicar únicamente el algoritmo K-
means clustering es que la bondad de los resultados depende de la geometría de las 
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formas de las curvas ©ª (!, "# , 	) 	%&. ©ª !, ya que en estas formas pueden 
presentarse “Codos”, trazos de las curvas del mapa ©ª (!, "# , 	) 	%&. ©ª ! cuya 
pendiente realiza una oscilación abrupta reduciéndose la zona válida para la selección de 
la región de escalado. Existen diferentes zonas de ubicación de estos codos y se 
describen a continuación (Figura 5.4 y Figura 5.5): 
• Figura 5.4: La localización del codo se encuentra en la primera región coloreada 
amarilla e indicada por la flecha. En el valor medio entre el valor más bajo y el 
valor más alto del mapa de valores ©ª (!, "# , 	) 	%&. ©ª !. 
 
• Figura 5.5: La localización del codo se encuentra en la zona superior del mapa de 
valores  log (!, "# , 	) 	%&. log !. 
 
•  
Figura 5.4. Ejemplo °±²³ (´, µ¶, ) 	·¸. °±²³ ´ que ilustra la variación abrupta de la pendiente 
de la curva (señalada con la flecha verde). Ajuste realizado con el algoritmo propuesto en el 
proyecto. Fuente: Propia 
 




Figura 5.5. Ejemplo °±²³ (´, µ¶, ) 	·¸. °±²³ ´ que ilustra la variación abrupta del pendiente de 
la curva (señalada con la flecha verde). Ajuste realizado con el algoritmo propuesto en el 
proyecto. Fuente: Propia 
 
5.3.5. Algoritmo de cálculo de la región de escalado 
Una vez planteada la problemática que conlleva la definición de la región de escalado, tal 
como se ha presentado en el apartado 5.3.4, se presenta la metodología diseñada para la 
obtención de la región de escalado. Esta metodología se basa en la aplicación de la 
técnica K-means clustering en cascada (ß( = 2 para cada iteración) para identificar la 
región de máxima linealidad posible, estableciendo una amplitud mínima de la región de 
escalado. Para simplificar la nomenclatura de los esquemas que describen el algoritmo 
se utilizarán los diferentes términos equivalentes: 
log (!, "# , 	) = ©2(!, "# , 	) log ! = ©2! ã9Y©2 = ©2(*+ − ©2() 
Los diagramas de flujo que se utilizan para ilustrar el funcionamiento del algoritmo de 
obtención de la región de escalado utilizan una serie de bloques cuyos significados se 
figuran en el ANEXO K:PROTOCOLO DE LOS DIAGRAMAS DE FLUJO DEL 
PROYECTO. 
La Figura 5.6 presenta el funcionamiento del algoritmo de la obtención de la región de 
escalado. El algoritmo principal consiste en buscar una región de escalado tal que Ó() > Ó() , donde Ó()  es el valor de la calidad del ajuste mínima fijada 
manualmente por el usuario y Ó()  es el valor mínimo del vector de calidades de ajuste Ó ÝÝÝÝk de tamaño m.	En la búsqueda de la región de escalado intervendrán los parámetros ã9Y©2() (que será la mínima amplitud que debe tener la región de escalado, parámetro 
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determinado previamente por el usuario) y el parámetro ©2\)(	 Dä (utilizado durante la 
ejecución de la función Generación l2Cmin y l2Cmax).  
La secuencia de pasos comienza cargándose el mapa de valores log (!, "# , 	) 	%&. log ! 
en memoria. A continuación se aplica la función Generación l2Cmin y l2Cmax con variables 
de entrada ã9Y©2()»	 y ©2\)( 	Dä», obteniéndose un conjunto de valores de salida  ©2(*+	, ©2()	¹	Ó() .  
Si se cumple Ó() > Ó() ,  entonces los valores máximo y mínimo de la región de 
escalado serán  ©2(*+	, ©2(), respectivamente. En caso contrario, se aplica otra vez la 
función Generación l2Cmin y l2Cmax con variables de entrada ã9Y©2()	y ©2\)( 	Dä, 
obteniéndose un conjunto de valores  ©2](	, ©2](	¹	Ó ]( . Si Ó]( >Ó() , se remplazarán los valores©2()	, 	©2()	¹		Ó() . Por ©2](	, ©2](	¹	Ó]( . A continuación se volverá a realizar la comprobación Ó() > Ó() . En caso positivo el algoritmo finaliza, en caso negativo se volverá a 
aplicar Generación l2Cmin y l2Cmax con variables de entrada ã9Y©2() 	y ©2\)( 	Dä . Si el 
valor resultante Ó]( > Ó() , entonces se reemplazarán los valores ©2()	,©2(*+	¹		Ó()  por ©2](	, ©2](	¹	Ó]( . Después se vuelve a realizar la 
comprobación, y en caso de que Ó() ≤ Ó() , se volverá a aplicar  Generación l2Cmin 
y l2Cmax con parámetros de entrada ã9Y©2Û y ©2\)(Û, en caso de que Ó]( > Ó() , 
se volverán a reemplazar los valores	©2()	, 	©2(*+	¹		Ó()   por  ©2](	, ©2](	¹	Ó]( . Una vez realizada esta última asignación el 
algoritmo finaliza. 
Hay que tener en cuenta que si el algoritmo no llega en estos cuatro intentos a alcanzar Ó() > Ó()  se grabará en el fichero de salida una señal de advertencia, de forma que 
se puede evaluar si los ajustes se están realizando correctamente 
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Figura 5.6.- Diagrama de flujo del algoritmo de cálculo de la  
Región de escalado. Fuente: Propia 
Explicado el algoritmo principal, seguidamente se explicaran la función Generación l2Cmin 
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y l2Cmax y esquematizada en la Figura 5.7. 
Figura 5.7. Diagrama de flujo de la función Generación  
l2Cmin y l2Cmax.. Fuente Propia 
La secuencia de pasos de la función Generación l2Cmin y l2Cmax (que tiene como variables 
de entrada ã9Y©2(), ©2\)(	 Dä y el mapa de valores log (!, "# , 	) 	%&. log !) comienza 
con la eliminación de la “cola” de puntos derecha del mapa, mediante la función 
Eliminación de la cola derecha. La “cola” de puntos serán todos aquellos puntos en los 
que log (!, "# , 	)=0, (valor máximo que puede alcanzar log (!, "# , 	) y que no 
pertenecerán a la región de escalado). Por tanto estos puntos ya no pertenecerán al 
mapa log (!, "# , 	) 	%&. log ! (durante la ejecución de la función). Se evaluará ©2))g)*\ como Zd9	(©2("# , 	)). Y se inicia la primera iteración: se aplica la función 
Cálculo l2Cmin y l2Cmax a partir de los parámetros ©2 ))g)*\	,©2 ))g)*\	,Ó() . Cómo 
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resultados se obtendrán ©2	,©2	,Ó() . En caso de que (©2 ≠ aåæçèéêë)	&	(©2 ≠ aåæçèéêë) se grabarán ©2	,©2	,Ó() 	Z	©2íî	,©2íî	,Ó()))g)*\ . Y se evalúa que ©2íî − ©2íî, > ã9Y©2(), y que Ó()))g)*\ 	< Ó() . Si se cumplen estas 
dos condiciones, significará que aún se puede reducir la zona de escalado dentro del 
valor fijado por el usuario y que la calidad del ajuste de las zonas lineales del mapa de 
valores log (!, "# , 	) 	%&. log ! no ha llegado al mínimo fijado. Por lo que se realizará 
otra iteración con un nuevo cálculo de ©2, ©2¹	Ó() , y se realizarán los mismos 
pasos posteriores que con la iteración anterior. Como máximo en la función se realizarán 
3 iteraciones. 
 
A continuación se explicarán las funciones Eliminación de la cola derecha  yCálculo l2Cmin 
y l2Cmax contenidas en la función Generación l2Cmin y l2Cmax. 
Tal como se ha definido anteriormente, la función Eliminación de la cola derecha tiene 
como objetivo eliminar todos los valores sobrantes de la cola derecha del mapa de 
valores log (!, "# , 	). La función sigue la secuencia de pasos descrita en la Figura 5.8: 
1. Se calcula el vector de valores ("# , !)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk, donde cada punto del vector se calculará 
mediante la ecuación (5.24). El vector se calculará con todos los puntos entre ¹) = ©2() y ¹) = ©2(*+. 
2. Se realizará la clasificación del vector de valores ("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk mediante K-
meansclustering (utilizando Km=2). De esta forma se obtiene el vector de 
clasificación de valores ï("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk. 
3. Se asocia el valor ï("# , 	)[ð©YdZÍ¤)g] al valor del grupo no lineal. 
4. Se recorre el vector desde la posición ð©YdZÍ¤)ga  la posición inicial del vector ï("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk. 
a. Por cada valor ò&*g]ä*\se evalúa si todos los valores del vector ï("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk 
entre los índices  ò&*g]ä*\y ò&*g]ä*\-NPosiciones corresponden al grupo 
lineal 
i. Si todos los valores corresponden al grupo lineal, entonces ©2	["#] = ©2("# , 	)[ò&*g]ä*\]. A continuación ir al punto 5. 
ii. Si no corresponden, ò&*g]ä*\=ò&*g]ä*\-1. 
5. dE = dE +1. Se vuelve al punto 1 si se cumple que dE<m. En caso contrario ir al 
punto 6. 
6. ©2	 = max	(©2	ÝÝÝÝÝÝÝÝÝÝÝÝÝÝk). 
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Figura 5.8.- Diagrama de flujo de la función Eliminación de la cola derecha. Fuente: Propia 
La función de Cálculo l2Cmin y l2Cmax consiste en la extracción de un valor de l2Cmin y de l2Cmax a partir de todos los valores l2Cmin(dE
 y l2Cmax(dE
 para dE=1,…,m. La secuencia de 
instrucciones para el Cálculo l2Cmin y l2Cmax  se muestra en la Figura 5.10 y .se describe a 
continuación: 
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Figura 5.9.- Diagrama de flujo de la función Cálculo l2Cmin y l2Cmax Fuente: Propia 
1. dE=1 
2. Se establece un número de reintentos Nreintentos max (parámetro fijado 
manualmente). Reintentos[dE]= Nreintentos max 
3. Se determina la región de zona lineal mediante la función Determinación región 
grupo lineal para curva dimensión dE, obteniéndose los valores ©2(*+. ["#]  y  
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©2(). ["#]. 
4. Se evalúa si ©2(*+. ["#] − ©2(). ["#] > ã9Y©2().  
a. En caso afirmativo, se graban los valores ©2(*+. ["#]	 y  ©2(). ["#]. en 
memoria y dE=dE+ 1 
b. En caso negativo Reintentos[dE]= Reintentos[dE]-1 
i. Si Reintentos[dE]<0, ©2(*+. ["#] = aåW_õã« y  ©2(). ["#] = aåW_õã« , dE=dE + 1y se va al paso 5 
ii. En caso contrario, se vuelve al paso 3. 
5. Si dE<m, dE = dE+1 y se vuelve al paso 2. En caso contrario se va al paso 6 
6. ©2(*+ = min	(©2(*+ÝÝÝÝÝÝÝÝÝÝÝÝÝÝk) y ©2() = max	(©2(ÑÝÝÝÝÝÝÝÝÝÝÝÝÝk). 
Finalmente se describen todos los pasos a seguir para la función Determinación región 
grupo lineal para curva dimensión dE:	 (Figura 5.9).	 Esta función tiene como objetivo 
extraer el tramo más largo de puntos consecutivos pertenecientes a la región lineal. Los 
pasos que describen a esta función son:  
1. Se obtiene el vector de valores ("# , !)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk, donde cada punto del vector se calcula 
mediante la ecuación (5.24). El vector contendrá todos los puntos comprendidos 
entre ¹) = ©2() y ¹) = ©2(*+. 
2. Se clasifica el vector de valores ("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk mediante K-means clustering (utilizando 
Km=2). De esta forma se obtiene el vector de clasificación de valores ï("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk. Se 
establece el grupo lineal como ï("# , 	)[Ú©YdZ:÷fD)g)f]. 
3. Se recorren los valores desde Ú©YdZ:÷fD)g)f hasta el inicio del vector (posición 0) 
encontrando la región más ancha clasificada como región lineal. Los valores de 
las posiciones que determinan la región más ancha serán ò&é) y ò&#¤. 
4. Se calcula ©2()= ©2("# , 	)[ò&é)] y ©2¤= ©2("# , 	)[ò&#¤].  
Se debe tener en cuenta que puede darse el caso de que el valor ï("# , 	)[Ú©YdZ:÷fD)g)f] no corresponda con la zona lineal. Este fenómeno se manifiesta 
si al recorrer un número de índices reducido del vector de valores ï("# , 	)ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝk, aparece un 
cambio de grupo, lo que conlleva anchuras de regiones de escalado anormalmente bajas. 
El parámetro ©2\)(	 Dä, permite solventar esta problemática. Cuando hay un cambio de 
grupo en un valor del mapa ©2 > ©2\)(	 Dä, se considerará que se ha asignado 
incorrectamente el grupo lineal, entonces, el grupo no lineal se asignara como lineal y 
viceversa.  
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Figura 5.10.- Diagrama de flujo de la función Determinación  
región grupo lineal para curva dimensión dE. Fuente: Propia 
Aunque mediante esta metodología se realiza la definición de valores de la región de 
escalado de forma automática, a continuación se expone un  ejemplo gráfico de esta 
metodología para su mejor comprensión. 
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Partiendo del mapa de valores log (!, "# , 	) 	%&. log ! ilustrado en la Figura 5.11 
 
Figura 5.11. Mapa de valores °±²³ (´, µ¶, ) 	·¸. °±²³ ´. Propia 
En primer lugar se aplica la función Generación l2Cmin y l2Cmax, que contiene la 
subfunción Cálculo l2Cmin y l2Cmax. Esta subfunción contiene Eliminación de la cola 
derecha. Al eliminar la cola derecha del mapa, se encontrará un valor l2Cmax que se 
grabará en memoria. El mapa resultante de valores se visualiza en la Figura 5.12. 
 
Figura 5.12. Eliminación de la cola derecha en el mapa°±²³ ø(ù, úû, ü) 	ýþ. °±²³ ù.  
Fuente: propia 
Una vez eliminada la cola derecha, se procederá determinar el valor de I2Cmin[dE] y 
I2Cmax[dE] para dE=1,…,m (en este caso m=20), partiendo de I2Cmaxinicial calculada en la 
función Eliminación de la cola derecha. Para el cálculo de los valores I2Cmin[dE] y 
I2Cmax[dE] se utilizará la función Determinación región grupo lineal para curva dimensión dE.	En la Figura 5.13 se puede observar el resultado de aplicar esta función, dónde se 
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pueden observar las zonas lineales de color azul y las zonas no lineales de color negro. 
Excepto para dE=1, donde los colores están intercambiados. Este hecho pone en 
evidencia que aunque los puntos se clasifiquen en dos grupos, es importante distinguir 
qué valor de grupo corresponde a la región de escalado de la que no (sin visualizar 
ningún mapa de valores log (!, "# , 	) 	%&. log !). Finalmente se calcula  ©2() =max	(©2(ÑÝÝÝÝÝÝÝÝÝÝÝÝÝk) y ©2(*+ = min	(©2(*+ÝÝÝÝÝÝÝÝÝÝÝÝÝÝk). 
 
Figura 5.13.- Resultado iteración 1  Determinación región grupo lineal para  
curva dimensión dE. Rmin2 = 0.8444, ³Ú=- 10.28, ³= - 0.5158. Fuente: Propia 
Tal como se puede visualizar, la región de escalado no determina una zona lineal. Esto 
se comprueba mediante el parámetro Rmin2 = 0.8444. Se ha fijado un valor cRmin2=0.94, y 
como Rmin2<cRmin2  se debe volver a recalcular los parámetros I2Cmaxy I2Cmin con los 
valores I2Cmaxinicial =-0.5158 y I2Cmininicial=-10.28. Los nuevos límites I2Cmax y I2Cminse 
visualizan en la Figura 5.14. 
 
Figura 5.14.- Resultado iteración 2  Determinación región grupo lineal para  
curva dimensión dE. Rmin2 = 0.9184, ³Ú= -10.21, ³= -6.04. 
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En la Figura 5.14 se visualiza la región clasificada como lineal de color rojo, mientras que 
la no lineal esta de color amarillo. Se puede ver a partir de dE >14, que la región lineal 
está separada en dos bandas. Si ocurre este tipo de eventos, se escogerá la región de 
escalado de la banda más ancha. Una vez calculados todos los valores de I2Cmin[dE] y 
I2Cmax[dE]  para dE=1,…,m, se vuelven a calcular ©2() = max	(©2(ÑÝÝÝÝÝÝÝÝÝÝÝÝÝk) y ©2(*+ =min	(©2(*+ÝÝÝÝÝÝÝÝÝÝÝÝÝÝk). 
Tal como se puede observar Rmin2< cRmin2 (ya que Rmin2=0.9184 y cRmin2=0.94), por lo que 
se realizará otra iteración de la función Cálculo l2Cmin y l2Cmax. (Figura 5.15). 
 
Figura 5.15. Resultado iteración 3  Determinación región grupo lineal para  
curva dimensión dE. Rmin2 = 0.9184, ³Ú= -10.21, ³= -6.04. Fuente: Propia 
En la Figura 5.15 se observa que la región de escalado no se ha reducido (aunque el 
algoritmo detecte una pequeña zona no lineal en la parte superior). Esto es debido a que 
se ha asignado en este caso una amplitud mínima de la región de escalado ã9Y©2() =4. Puesto que los resultados l2Cmin y l2Cmax cumplirán que I2Cmax-I2Cmin<ã9Y©2(), los 
nuevos valores de l2Cmin y l2Cmax se descartaran. Por tanto no se puede ajustar más la 
región de escalado y como consecuencia se finaliza la función Cálculo l2Cmin y l2Cmax y 
función Generación l2Cmin y l2Cmax. 
Al finalizar la función, se comprobará si Rmin2 > pRmin2 (donde pRmin2=0.90). Al cumplirse la 
condición, se saldrá del algoritmo con los límites del cálculo de la región de escalado 
calculados: I2Cmax= -6.04 , I2Cmin= -10.21. 
5.3.6. Metodología del ajuste de Dc y Dck 
Una vez calculados todas las pendientes de cada una de las rectas de regresión cuyos 
puntos pertenecen a la región de escalado determinada mediante la metodología 
propuesta en el apartado 5.3.4, se construye la curva Pendientes vs. dE . Ésta curva 
viene definida por la ecuación (Ec. (5.26)): 
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¹("#) = «g · ¬1 − 7ê·¤¥­ (5.26) 
Siendo «g el valor de la curva cuando "# tiende a infinito. 
Para la obtención de  «g y «g con mayor precisión, el ajuste de la curva se realizará 
mediante el algoritmo de Levenberg-Manquart (FLETCHER, [et al.], 1971). La Figura 5.16 
presenta un ejemplo gráfico de la obtención de la Dimensión de Correlación.  
 
Figura 5.16. Panel izquierdo: Región de escalado con. I2Cmin =-10.2121, I2Cmax =-6.04. 
Panel derecho: Ajuste de la curva. 	 = ³.
,	 = .³	. Fuente: Propia 
5.4. Tasa de Crecimiento Finito 
El exponente de Lyapunov, aunque es un método que permite el cálculo de la divergencia 
exponencial del sistema caótico en un espacio de tiempo infinitesimal, es una 
metodología que se aplica sobre señales de duración infinita, por lo que no es útil frente a 
señales de longitud limitada (WESSEL, [et al.], 2000). Por lo que se utilizará el proceso 
de la Tasa de Crecimiento Finito, que mide la divergencia o convergencia del atractor 
cuando se consideran series temporales experimentales (VALLVERDÚ, [et al.], 2003). El 
proceso es el siguiente: 
1. Primero se construye el atractor a partir de la señal temporal (utilizando valor de τ 
calculado según el apartado 5.1.2). Por tanto se obtendrá una secuencia de N 
puntos de dimensión dE
 
(ecuación (Ec. (5.27)): 
£ = [(^), (^ + 	 · 1), (^ + 	 · 2), … , (^ + 	 · ("# − 1))],			^ = 0,… ,a − 1 (5.27) 
2. Se calcula la matriz de distancias mínimas entre todos los puntos del atractor. Se 
utilizarán distancias euclídeas, por lo que será una matriz simétrica donde todos 
los elementos de la diagonal serán igual a 0. Para el cálculo de la distancia de 
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cada punto se utilizará la ecuación (Ec. (5.28): 
‖£ä − £‖ =   (( + Þ · 	) − (% + Þ · 	)) ¤¥7¦p»  (5.28) 
3. En cada punto £ del atractor, se calculará el punto £¾¾¾¾  más cercano (ecuación 
(Ec. (5.29)  (el vecino más próximo) y la distancia " 	a la que se encuentra (Ec. 
(5.30). 
£¾¾¾¾ = _£(|	‖£ − £(‖ = "b, ^ = 1,… ,a (5.29) 
" = Zd9‖£ − £)‖∀^ = 1,… , a	ed	|d − ^| > (9 − 1) · 		&	d = 1,… ,a (5.30) 
Para la ecuación (5.29), es importante enfatizar que solo se considerarán puntos como 
vecinos si la distancia es más pequeña que el 10% de la máxima distancia entre puntos 
del atractor. En caso contrario, se ha obviado el cálculo asociado al valor λk del punto 
(ecuación (Ec. (5.33). 
A continuación se calculará la evolución del sistema reflejado por el atractor para un 
cierto desplazamiento temporal T, (Ec. (5.31): 
£ = [(^ + W), (^ + 	 · 1 + W), (^ + 	 · 2 + W), … , (^ + 	 · ("# − 1) + W)]	"9"	^ = 0,… ,a − 1 (5.31) 
También se realizará una translación temporal de los puntos  £¾¾¾¾ más próximos, mediante 
la ecuación (Ec. (5.32): 
£¾¾¾¾ = [̅(^ + W), ̅(^ + 	 · 1 + W), ̅(^ + 	 · 2 + W), … , ̅(^ + 	 · ("# − 1) + W)]	"9"	^ = 0,… ,a − 1 (5.32) 
Una vez calculados los TkX  y TkX  para todo k=0,…, N-1, se procede a calcular las tasas 
parciales de crecimiento finito (ecuación (Ec. (5.33)): 
(¤¥,o,) = 1W · ©9 Ö¢ã − ã ¢¢ã − ã¢Ø → ^ = 1, … , a − "# − 1
 · 	 (5.33) 
Se pueden englobar todos los valores de tasas parciales de crecimiento finito en una 
única tasa de crecimiento, mediante el cálculo reflejado en la ecuación (Ec. (5.34)). Es 
importante destacar que no se utilizarán aquellas λk dónde no se haya podido encontrar el 
vecino más cercano £¾¾¾¾. 
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(,o,) = 1a*\)¤ − ("# − 1) · 	 + 1 ·  (,o,)
 7(¤¥7)·o
p  (5.34) 
La tasa de crecimiento global es una medida de la predictibilidad del sistema.  
5.5. Técnicas de análisis estadístico 
5.5.1. Cálculo del p-valor 
Con tal de poder evaluar si hay diferencias significativas entre dos poblaciones de 
estudio, se utilizará el parámetro p-valor. Existen dos técnicas estadísticas para calcular 
este parámetro, técnicas paramétricas y técnicas no paramétricas. Las técnicas 
paramétricas utilizan valores de datos continuos mientras que las técnicas no 
paramétricas no necesariamente utilizan datos continuos. Dado que las poblaciones que 
se analizan en el presente proyecto han resultado no tener una distribución normal, se 
han utilizado las pruebas no paramétricas de Wilcoxon para datos apareados 
(RIFFERENBURGH, 2006). En primera instancia se deberán transformar los datos 
continuos en índices, para finalmente calcular el p-valor.  
5.5.2. Conversión de datos continuos a índices 
Tal como se ha comentado, en primera instancia se deben de transformar los datos 
continuos a índices. A partir de un conjunto N de parejas de valores ç y  se realizarán 
los siguientes pasos: 
• Cálculo de las diferencias entre las parejas de valores. De esta forma se obtendrá 
una columna de N valores, al que se la llamará (ç − ). 
• Cálculo del valor absoluto de la columna (ç − ), al que se le denominará |ç − |. 
• Conversión de la columna de datos continuos |ç − |a índices: 
o En primer lugar se ordenan todos los valores |ç − | de forma 
ascendente. 
o Al valor más bajo se le asocia el índice 0. Progresivamente, se incrementa 
el valor del índice asociado. En caso de haber valores iguales de|ç − |, 
se reparte el incremento del índice al número de valores iguales. 
o Una vez asociado un índice a cada uno de los valores |ç − |, se aplica 
un símbolo + o – al índice, que dependerá del signo de los valores de la 
columna ç − 
. 
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• Suma de los índices resultandos de valores, obteniéndose el peso W del 
parámetro Wilcoxon. 
La Tabla 5.2 presenta un ejemplo de este proceso de indexado de datos.  
SEGMENTO xA xB xA-xB |xA-xB| I(|xA-xB |)  Isigno(|xA-xB |)  
1 78 78 0 0 --- --- 
2 24 24 0 0 --- --- 
3 64 62 2 2 1 1 
4 45 48 -3 3 2 -2 
5 64 68 -4 4 3.5 -3.5 
6 52 56 -4 4 3.5 -3.5 
7 30 25 5 5 5 5 
8 50 44 6 6 6 6 
9 64 56 8 8 7 7 
10 50 40 10 10 8.5 8.5 
11 78 68 10 10 8.5 8.5 
12 22 36 -14 14 10 -10 
13 84 68 16 16 11 11 
14 40 20 20 20 12 12 
15 90 58 32 32 13 13 
16 72 32 40 40 14 14 
     
W= 67 
     
TN 14 
Tabla 5.2. Ejemplo de conversión de datos continuos a índices. Fuente: Propia 
En primer lugar se ha calculado la diferencia de valores entre xA y xB (columna xA-xB. 
Después se aplica el valor absoluto (columna |xA-xB| ). A continuación se realiza el 
índexado de los valores de la columna I(|xA-xB |). El primer valor se asocia al segmento 3, 
que es el penúltimo valor más bajo. Después sucesivamente se van incrementando los 
índices, y tal como se puede observar en casos dónde las diferencias sean idénticas  
(como el caso de la pareja de segmentos 5 y 6 y la pareja 10 y 11) se reparten los índices 
equitativamente (3.5 con los segmentos 5 y 6 y 8.5 con los segmentos 10 y 11). 
Finalmente, se aplica a los índices el signo de la columna (xA-xB), obteniéndose la 
columna Isigno(|xA-xB |).  
5.5.3. Descripción de la prueba de Wilcoxon 
Para el cálculo del p-valor se utilita el parámetro 3, que se calcula mediante la ecuación 
(Ec. (5.35): 
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3 = ( − )± 0.5!  (5.35) 
Donde: 
• W es el peso correspondiente a los datos indexados. 
•  es la media de todos los posibles valores que se pueden obtener de la 
muestra de las poblaciones de análisis. Al ser una distribución de Wilcoxon el 
valor es 0. 
• ! es la desviación tipo de todos los posibles valores de W de Wilcoxon en la 
muestra. El valor – ! = # ·( $)( · $)% , donde N es el número índices ãD);f(|ç −	|) ≠ 0. 
• La corrección ±0.5 se utiliza para generar una continuidad en el parámetro W. 
Generalmente, el valor W es un valor entero, ya que solo se producen decimales 
si hay empate entre valores de diferencias de parejas, al repartirse por igual el 
incremento del índice. 
Mediante el valor 3 se procederá al cálculo del p-valor. En este trabajo se considerará 
que con un p-valor<0.05 se producirán diferencias significativas. (VASSARSTATS). 
5.5.4. Cálculo de la función discriminante 
El análisis discriminante es una técnica comúnmente usada para la clasificación de datos. 
En particular, el objetivo del análisis discriminante es evaluar el poder discriminante de 
las variables entre dos zonas. Con este propósito, las funciones de clasificación del 
discriminante se ajustaran a las variables obtenidas de la dinámica no lineal de sistemas, 
como son la Dimensión de Correlación, la entropía de Shannon y Renyi, y la Tasa de 
Crecimiento Finito. 
La función discriminante tiene como forma general (Ec.(5.36). 
e¦ = &¦» +&¦ ·  +&¦ ·  +⋯+&¦( · ( (5.36) 
Donde, el subíndice j denota el grupo respectivo, los subíndices 1,2,…m denotan el 
número m de variables que intervienen la función discriminante, wjo es una constante 
para el  grupo j, wjk es el coeficiente de inclusión de la variable k..La puntuación resultante 
de clasificación es Sj. 
Para encontrar los coeficientes wjm se utiliza como criterio el cálculo de las Si. El criterio 
utilizado es aquel que en el que haya la máxima dispersión posible entre grupos de datos 
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de diferentes clases mientras minimice la dispersión de los puntos dentro de una misma 
clase. Es decir, que los puntos de que estén en un mismo grupo estén entre ellos a la 
mínima distancia posible, mientras que entre grupos de puntos haya la máxima distancia 
posible 
Sea µj ser el vector medio de todos los puntos que están clasificados en el punto j, sea m 
el número de variables con las que se utiliza la función discriminante. , La matriz de 
dispersión intraclase Sw y la matriz de distancias entre las dos clases Sb, son 
respectivamente (ecuaciones (Ec. (5.37)) y (Ec. (5.38)): 
e' = ¬) − ¦­()p () − ¦)
 
¦p  (5.37) 
e( = ¬¦ − ­(¦ − ) ¦p  (5.38) 
Donde la media de la muestra de datos viene dada por la ecuación (Ec. (5.39)): 
 = 12 ·¦
 
¦p  (5.39) 
Los coeficientes de la función discriminante son los valores que maximizan el coeficiente 
entre discriminante de Sw y Sb (valor reflejado por la ecuación (Ec. (5.40)): 
max	 Adet	(e()det	(e')C (5.40) 
Después de obtener los coeficientes, valores de Sj se calculan sustituyendo los valores 
de variables de xm por cada grupo j. Por cada valor Sj, se clasifica comparando su valor 
con un valor límite para cada clase (generalmente Sth=0).  
Para ejemplificar este proceso, se ilustra un caso de clasificación entre segmentos 
pertenecientes al centro del ataque epiléptico y justo posteriormente al ataque epiléptico. 
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La clasificación mediante análisis discriminante se ha realizado mediante el software 
Matlab. 
 
Figura 5.17. Resultados de la clasificación mediante una función lineal discriminante 
combinando la entropía Shannon (ShRn) y Tasa de Crecimiento Finito (TCF). Se utiliza el 
Canal=F7-T7. Para el cálculo deShRnse utiliza dE=3, nbins=2, qvalor=1, τmehod=τinfy para el cálculo 
de TCF se utiliza dE=12, Tvalor=10 y τmethod=τ0. Fuente: Propia 
Para el análisis discriminante se ha utilizado el entorno matemático Matlab. 
5.5.5. Parámetros de diagnóstico estadístico 
El parámetro utilizado para la validación de los resultados de funciones discriminantes 
será el porcentaje de episodios bien clasificados respecto cada una de las zonas 
analizadas.  
En este trabajo los parámetros para definir el correcto porcentaje de clasificación en cada 
una de las zonas se especifican en la Tabla 5.3: 
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Grupo \ Resultado del Test 1 2 
Grupo 1 V1 F2 
Grupo 2 F1 V2 
Tabla 5.3. Referencia para la evaluación de los parámetros del análisis  
discriminante. Fuente: Propia 
 
Dónde un grupo está definido como un conjunto de segmentos pertenecientes a una zona 
definida (antes del ataque epiléptico, centro del ataque epiléptico o después del ataque 
epiléptico). El porcentaje de bien clasificados en el primer grupo es la medida del 
porcentaje de segmentos que este test reconoce como perteneciente al primer grupo. 
Este valor es calculado con la ecuación (Ec. (5.41): 
©:&d*d:dó9	ÕÕY:	ïÕ	1(%) = õõ +  · 100 (5.41) 
Donde V1 son los segmentos del primer grupo correctamente identificados por el 
procedimiento y F2 son los segmentos del primer grupo incorrectamente clasificados en el 
segundo grupo. 
El porcentaje de bien clasificados en el segundo grupo es la medida del porcentaje de 
segmentos que este test reconoce como perteneciente al segundo grupo. Este valor es 
calculado con la ecuación (Ec. (5.42): 
©:&d*d:dó9	ÕÕY:	ïÕ	2(%) = õ õ +  · 100 (5.42) 
Donde V2 son los segmentos del segundo grupo correctamente identificados por el 
procedimiento y F1 son los segmentos del segundo grupo incorrectamente clasificados en 
el primer grupo. 
Otro de los parámetros de diagnóstico estadístico es la precisión, y se calcula mediante la 
ecuación (Ec. (5.43): 
òÕd&dó9		(%) = õ + õ õ +  + õ +  · 100 (5.43) 
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5.6. Resumen de la metodología desarrollada 
Una vez presentadas todas las técnicas utilizadas en el presente proyecto, a modo de 
resumen en la Figura 5.18 se muestra la metodología desarrollada en la obtención de los 
resultados. 
En primer lugar se ha realizado una selección de todos los pacientes, canales y 
segmentos (apartado 4.2), siendo 12.5 s la longitud de las ventanas de análisis. A 
continuación se ha realizado un preprocesado (apartado 4.3), dónde se aplica el filtro FIR 
pasa altos para eliminar las interferencias producidas por la respiración pulmonar 
(apartado 4.3.1) y posteriormente un filtro ASEF, estudiándose para diferentes 
parámetros k={sin filtro, 0.5, 1.0, 1.2} (apartado 4.3.2). Seguidamente y para la aplicación 
de los algoritmos de la dinámica no lineal considerados en este proyecto, se procede a 
reconstruir el atractor (apartado 5.1.1), determinando el valor de τ a utilizar (apartado 
5.1.2). 
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Figura 5.18.- Diagrama de flujo de la metodología desarrollada. Fuente: Propia 
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La caracterización del filtro ASEF más adecuado: 
o Sin filtro 
o Con filtro. Coeficientes de k= {0.5 , 1.0 , 1.2} 
se realiza en la entropía de Shannon-Renyi (apartado 5.2), debido a que el cálculo de 
esta entropía (HShRn ) es de una mayor simplicidad comparada con la Tasa de Crecimiento 
Finito y la Dimensión de Correlación. 
Dado que la componente máxima de frecuencia en el EEG corresponde a la banda de 
frecuencias γ, cuyo límite llega a 40 Hz (apartado 3.3.1), se estudia la posibilidad de 
realizar un submuestreo a 128 Hz, ya que la utilización de un menor número de muestras 
reduce significativamente el tiempo de cálculo en los algoritmos, principalmente de la 
Tasa de Crecimiento Finito y de Dimensión de Correlación. Este estudio también se 
realizará en la entropía de Shannon-Renyi. 
o Frecuencia de muestreo fs= {128, 256} Hz 
También se determinará que combinaciones de los parámetros qvalor, dE, nbins y método de 
cálculo de la τ (τmétodo) caracterizan mejor la entropía para cada uno de los canales bajo 
estudio (apartado 4.2.2). 
o qvalor= {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 , 0.8, 0.9 ,1.5 ,2.0 ,2.5 ,3.0} 
o dE= {3, 4 ,5} 
o nbins = {2, 3} 
o Elección del mejor criterio para la determinación de la τ:τ0,τinf,τ1/e  (apartado 
5.1.2) 
Para el cálculo del la variable Dc se utilizará el filtro ASEF y la frecuencia  de muestreo fs 
definidos en la entropía HShRn. Y se determinarán los parámetros m y método de cálculo 
de laτ que caracterizan mejor las variables para cada uno de los canales bajo estudio. 
o m = 20 
o Elección del mejor criterio para la determinación de la τ:τ0,τinf,τ1/e  (apartado 
5.1.2) 
Para los Dc resultantes, se debe comprobar que se cumpla la expresión (Ec. (5.13)). En 
caso de que las Dc calculadas no cumplan esta expresión, se incrementará el valor de m 
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hasta cumplir la expresión (Ec. (5.13). 
En el cálculo del valor de λTCF se utilizará el mismo filtro ASEF y la misma fs definidos en la 
entropía HShRn. Y se determinarán los parámetros dE, Tvalor y método de cálculo de la τ τmétodo
 que caracterizan mejor las variables para cada uno de los canales bajo estudio. 
o dE = {4, 6, 8, 10, 12} 
o Tvalor= {4, 6, 8, 10, 12} 
o Elección del mejor criterio para la determinación de la τ:τ0,τinf,τ1/e (apartado 
5.1.2) 
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6. Resultados 
En este apartado se presentan los resultados obtenidos a partir de la metodología 
propuesta en el proyecto. En este apartado, los nombres de las zonas recibirán las 
siguientes abreviaturas: AC (Antes Crisis), CC (Centro Crisis), DC (Después Crisis). 
6.1. Selección del filtro ASEF y la frecuencia de muestreo 
En este apartado se presenta la selección del filtro ASEF y la frecuencia de muestreo 
más adecuados. Este estudio se realiza en la variable HShRn, para ello se seleccionan 
aquellos resultados que sean estadísticamente significativos, estableciendo un p-valor < 
0.05 y un porcentaje superior al 60% de segmentos correctamente clasificados dentro de 
cada grupo. Tal como se define en el apartado 5.5.5, un grupo está definido como un 
conjunto de segmentos pertenecientes a una zona (antes del ataque, centro del ataque, 
después del ataque). 
6.1.1. Selección del filtro ASEF 
Tal como se puede observaren la Tabla 6.1, aplicar el filtro ASEF permite una mejor 
clasificación de los segmentos, ya que sin este filtro, ningún canal se ha podido 
caracterizar. Valores de k elevados permiten caracterizar un mayor número de canales. 
 
NO filtro Filtro k=0.5 Filtro k=1.0 Filtro k=1.2 
  T8-P8 T8-P8 T8-P8 
    FP2-F8 FP2-FP8 
    F8-T8 F8-T8 
    F7-T7 F7-T7 
    F3-C3 F3-C3 
    CZ-PZ CZ-PZ 
    C4-P4   
      F4-C4 
      FZ-CZ 
      FP2-F4 
      C3-P3 
Nº  canales 0 1 7 10 
Tabla 6.1.- Canales con resultados estadísticamente significativos. Fuente: Propia 
Un excesivo filtrado (valores bajos de k) atenúa demasiado la señal, por lo que no 
permite una buena caracterización de los canales. Tal como se puede observar, con filtro 
ASEF con k=1.2 se presentan más casos para los cuales se cumple que el porcentaje 
supera el 60% de segmentos bien clasificados en el Grupo 1 y Grupo 2. De esta forma, 
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se descartarán inmediatamente los casos de señales sin aplicar el filtro y con filtro k=0.5. 
Dado que en el caso k=1.0 y k=1.2 los resultados son parecidos (para k=1.2 aparecen 3 
canales más con casos significativos que para k=1.0), se procederá a comparar los 
resultados de estos dos filtros pero solo con los canales en común (T8-P8, FP2-F8, F8-
T8, F7-T7, F3-C3, CZ-PZ). Se compararán combinaciones de dE, τmethod y nbins, utilizando 
como valor comparativo la Precisión. En el ANEXO H: ELECCIÓN DEL FILTRO ASEF 
K=1.0,K=1.2, se presentan los resultados de comparar el filtro ASEF con k=1.0 y k=1.2. 
Tal como se observa, los mejores resultados se obtienen con k=1.2. Por lo que finalmente 
se ha decidido por el uso de un filtro ASEF con k=1.2. 
6.1.2. Selección de la frecuencia de muestreo 
Una vez elegido el filtro, se procede a la elección de la frecuencia de muestreo fs.={ 128 
,256} Hz. Para realizar una elección de fs. más restrictiva se ha considerado un umbral de 
segmentos bien clasificados superior al 70%. Para fs.=128 Hz, el estudio demuestra que 
solo hay una disminución aproximadamente del 10% en casos donde este porcentaje sea 
superior al 70% (ver ANEXO I: ELECCIÓN DE LA FRECUENCIA DE MUESTREO FS={ 
128, 256 }HZ PARA K=1.2). Estos resultados garantizan que para fs.=128 Hz las 
clasificaciones son aceptables. 
6.2. Resultados de la entropía Shannon – Renyi 
En la Tabla 6.2 de la página 67 se presentan los valores medios y desviación estándar de 
las entropías Shannon – Renyi con p-valor<0.05 y precisión mayor al 60%. En la Tabla 
6.3 de la página 68 aparece la lista de parámetros utilizado para la caracterización de las 
entropías de la Tabla 6.2  De todas las combinaciones resultantes de las variables HShRn, 
la señal de cada canal se identifica por una misma variable entropía, caracterizada por 
los mismos parámetros ("# ,  	(]f¤f, 9()D , *\fF). La variable 2~ diferencia 
estadísticamente entre AC vs. CC del ataque epiléptico y entre CC vs. DC. Se observa 
que el valor de la entropía durante el ataque epiléptico (CC) aumenta con respecto a 
antes (AC) y después (DC) de la crisis epiléptica. (p-valor<0.0005). 
La dinámica de la señal representada por la variable HShRn es menos regular durante la 
epilepsia. Este comportamiento se observa para todos los canales caracterizados (C3-P3, 
C4-P4, CZ-PZ, F3-C3, F7-T7, F8-T8, FP2-F8, FZ-CZ, P8-O2, T8-P8). Se observa, tal 
como sucede en la derivación F8-T8 para dE= 3 y τmetodo= τ0,  que la entropía disminuye al 
aumentar qvalor en el segmento antes de la epilepsia, durante la epilepsia (centro) y 
después de la epilepsia.  
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HShRn Zona Grupo 
   
 Segmentos bien clasificados (%) 
Canal 1 2 (µ ± σ)Grupo 1 (µ ± σ)Grupo 2 p-valor Grupo 1 Grupo 2 Precisión 
C3-P3 CC AC 7.98±0.4537 7.67±0.4436 <0.0005 76.3 72.2 74.2 
  
  DC   7.69±0.3038 <0.0005 76.3 60.8 68.6 
C4-P4 a CC AC 6.03±0.7949 5.64±0.5117 <0.0005 66.0 61.9 63.9 
 
DC 5.43±0.6148 <0.0005 67.0 64.9 66.0 
 
b CC AC 7.56±0.8227 6.90±0.6313 <0.0005 68.0 67.0 67.5 
 
  DC   6.95±0.6750 <0.0005 70.1 71.1 70.6 
CZ-PZ a CC AC 6.59±0.5408 6.25±0.3621 <0.0005 76.3 70.1 73.2 
 
DC 6.25±0.3621 <0.0005 78.4 68.0 73.2 
 
b CC AC 8.20±0.5117 7.87±0.3635 <0.0005 70.1 70.1 70.1 
 
  DC   7.75±0.4601 <0.0005 77.3 74.2 75.8 
F3-C3 CC AC 3.75±0.6453 3.39±0.2884 <0.0005 64.9 76.3 70.6 
    DC   3.19±0.5044 <0.0005 75.3 74.2 74.7 
F7-T7 a CC AC 4.50±0.5467 4.02±0.3892 <0.0005 69.1 75.3 72.2 
 
DC 3.97±0.5569 <0.0005 70.1 70.1 70.1 
 
b CC AC 4.82±0.4799 4.39±0.3771 <0.0005 72.2 71.1 71.6 
 
  DC   4.34±0.5355 <0.0005 75.3 67.0 71.1 
F8-T8 a CC AC 8.15±0.3360 7.83±0.2981 <0.0005 72.2 73.2 72.7 
 
DC 7.86±0.3724 <0.0005 71.1 63.9 67.5 
 
b CC AC 7.80±0.4595 7.39±0.3780 <0.0005 71.1 71.1 71.1 
 
DC 7.41±0.4702 <0.0005 71.1 67.0 69.1 
 
c CC AC 7.72±0.4922 7.28±0.3989 <0.0005 73.2 70.1 71.6 
 
DC 7.29±0.4960 <0.0005 73.2 64.9 69.1 
 
d CC AC 7.63±0.5243 7.18±0.4195 <0.0005 73.2 70.1 71.6 
 
DC 7.18±0.5216 <0.0005 73.2 64.9 69.1 
 
e CC AC 7.55±0.5553 7.07±0.4394 <0.0005 71.1 70.1 70.6 
 
DC 7.06±0.5465 <0.0005 73.2 64.9 69.1 
FP2-F8 a CC AC 4.67±0.4758 4.27±0.4437 <0.0005 70.1 70.1 70.1 
 
DC 4.28±0.4707 <0.0005 70.1 67.0 68.6 
 
b CC AC 4.13±0.5319 3.65±0.5070 <0.0005 66.0 72.2 69.1 
 
DC 3.65±0.5070 <0.0005 70.1 70.1 70.1 
FZ-CZ a CC AC 4.72±0.4023 4.41±0.2920 <0.0005 67.0 66.0 66.5 
 
DC 4.32±0.5462 <0.0005 74.2 62.9 68.6 
 
b CC AC 4.63±0.4253 4.30±0.3022 <0.0005 68.0 66.0 67.0 
 
DC 4.21±0.5697 <0.0005 73.2 62.9 68.0 
P8-O2 CC AC 6.12±0.6723 5.62±0.5036 <0.0005 70.1 70.1 70.1 
 
DC 5.53±0.6409 <0.0005 63.9 70.1 67.0 
T8-P8 CC AC 8.13±0.6069 7.70±0.4420 <0.0005 70.1 70.1 70.1 
DC 7.69±0.5092 <0.0005 70.1 70.1 70.1 
Tabla 6.2. Resultados con p-valor<0.05 de la aplicación del algoritmo Shannon- 
Renyi y precisión(%)>60. Frecuencia de muestreo fs=128 Hz y k=1.2. Fuente: Propia 
No se presentan diferencias estadísticamente significativas al comparar los valores de la 
entropía entre el antes y el después de la crisis epiléptica, por lo que estos valores son 
similares. 
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HShRn Zona Grupo Parámetros     
Canal 1 2 dE τmetodo nbins qvalor 
C3-P3 CC AC 3 τ0 3 0.2 
 
DC 3 τ0 3 0.2 
C4-P4 a CC AC 4 τInf 2 1 
 
DC 4 τInf 2 1 
 
b CC AC 5 τ1/e 2 0.7 
 DC 5 τ1/e 2 0.7 
CZ-PZ a CC AC 4 τ0 2 0.5 
 
DC 4 τ0 2 0.5 
 
b CC AC 5 τ0 2 0.1 
 
DC 5 τ0 2 0.1 
F3-C3 CC AC 3 τInf 2 4 
DC 3 τInf 2 4 
F7-T7 a CC AC 3 τInf 2 1.5 
 
DC 3 τInf 2 1.5 
 
b CC AC 3 τInf 2 1 
 
DC 3 τInf 2 1 
F8-T8 a CC AC 3 τ0 3 0.1 
 
DC 3 τ0 3 0.1 
 
b CC AC 3 τ0 3 0.5 
 
DC 3 τ0 3 0.5 
 
c CC AC 3 τ0 3 0.6 
 
DC 3 τ0 3 0.6 
 
d CC AC 3 τ0 3 0.7 
 
DC 3 τ0 3 0.7 
 
e CC AC 3 τ0 3 0.8 
 
  DC 3 τ0 3 0.8 
FP2-F8 a CC AC 3 τ1/e 2 1 
 
DC 3 τ1/e 2 1 
 
b CC AC 3 τ1/e 2 2 
 
DC 3 τ1/e e 2 2 
FZ-CZ a CC AC 3 τ1/e 2 0.8 
 
DC 3 τ1/e 2 0.8 
 
b CC AC 3 τ1/e 2 0.9 
 
DC 3 τ1/e 2 0.9 
P8-O2 CC AC 4 τInf 2 1 
 
DC 4 τInf  2 1 
T8-P8 CC AC 5 τInf 2 0.4 
DC 5 τInf  2 0.4 
Tabla 6.3. Parámetros utilizados en la determinación de la variable HShRn de la Tabla 6.2. 
Fuente: Propia 
El canal que ofrece mejores resultados según esta metodología es el CZ-PZ. Este se 
hecho se puede explicar a partir de la lejanía de este canal de los focos de interferencias 
(apartados de los músculos oculares y faciales). 
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6.3. Resultados de la Dimensión de Correlación 
La Dimensión de Correlación ha quedado caracterizada por una dimensión de inmersión 
m=30, cumpliendo la condición exigida por la ecuación (Ec. (5.13). 
La Dimensión de Correlación principalmente caracteriza los segmentos antes (AC) y 
después (DC) de la epilepsia (p-valor<0.0005) en los canales (C4-P4, CZ-PZ, F8-T8, 
FT9-FT10, FZ-CZ, P4-O2),presentando un mayor valor antes de la epilepsia que después 
de la epilepsia. 
También se puede observar que los valores antes y durante la epilepsia son similares 
para todos los canales y la Dimensión de Correlación después de la epilepsia son 
similares. Y después de epilepsia, los valores de Dc son también similares para todos los 
canales. 
Finalmente se puede decir, que para los canales FT9-FT10 y P4-O2 el centro y el antes 




ZonaGrupo Dc      Segmentos bien clasificados (%) 
Canal 1 2 (µ ± σ)Grupo 1 (µ ± σ)Grupo 2 p-valor Grupo 1 Grupo 2 Precisión 
C4-P4 AC DC 8.19±2.15 6.61±1.77 <0.0005 63.9 70.1 67.0 
  AC DC 7.83±2.06 6.67±1.81 <0.0005 62.9 67.0 64.9 
CZ-PZ AC DC 8.10±2.27 6.96±1.65 <0.0005 60.8 69.1 64.9 
F8-T8 AC DC 8.16±2.36 6.79±2.01 <0.0005 62.9 63.9 63.4 
  AC DC 7.47±2.15 6.26±2.07 <0.0005 60.8 61.9 61.3 
FT9-FT10 CC AC 8.11±2.36 8.14±2.15 n.s. 36.1 44.3 40.2 
  CC DC 8.11±2.36 6.62±1.98 <0.0005 68.0 63.9 66.0 
FZ-CZ AC DC 7.77±2.24 6.76±1.62 <0.0005 61.9 62.9 62.4 
P4-O2 AC DC 8.10±2.09 6.81±1.68 <0.0005 60.8 69.1 64.9 
AC DC 8.07±2.16 6.91±1.84 <0.0005 60.8 67.0 63.9 
CC AC 7.51±2.01 7.37±2.02 n.s. 50.5 53.6 52.1 
  DC 7.51±2.01 6.31±1.64 <0.0005 63.9 69.1 66.5 
Tabla 6.4. Resultados con p-valor<0.05 de la aplicación del algoritmo de Dimensión de 
Correlación  y precisión(%)>60. Frecuencia de muestreo fs=128 Hz y k=1.2. Fuente: Propia 
El sistema que caracteriza antes de la epilepsia (AC) y durante la epilepsia (CC) están 
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determinados por los mismos grados de libertad y el antes de la epilepsia tiene  más 
grados de libertad que el después de la epilepsia. De forma similar, la zona antes y el 
centro tienen más grados de libertad que el después. 
 
Dc ZonaGrupo Parámetros 
Canal 1 2 m τmetodo 
C4-P4 AC DC 30 τInf 
  AC DC 30 τ0 
CZ-PZ AC DC 30 τInf 
F8-T8 AC DC 30 τInf 
  AC DC 30 τ1/e 
FT9-FT10 CC AC 30 τInf 
  CC DC 30 τInf 
FZ-CZ AC DC 30 τInf 
P4-O2 AC DC 30 τInf 
AC DC 30 τ0 
CC AC 30 τ1/e 
  CC DC 30 τ1/e 
Tabla 6.5. Parámetros utilizados en la determinación de  
la variable HShRn de la Tabla 6.4. Fuente: Propia 
Además los resultados de la Dimensión de Correlación son validados mediante la 
comprobación especificada en la ecuación (Ec. (5.13)), comprobándose que las 
Dimensiones de Correlación máximas obtenidas en cada una de las comparativas entre 
grupos cumplan la condición. 
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6.4. Resultados de la Tasa de Crecimiento Finito 
La Tabla 6.6 (página 73) presenta los mejores resultados de aquellos canales en que se han conseguido que o bien entre Centro-Después, 
o bien entre Centro-Antes, se ha conseguido un porcentaje de clasificación de los dos grupos superior al 60%.  Tal como se puede 
observar, cada canal es identificado por una misma variable λTCF, caracterizada por los mismos parámetros ("# , 	(]f¤f, 9()D, *\fF). El 
atractor construido con las señales de cada canal tiene una dimensión de inmersión elevada (dE= 10 , dE= 12). Se descarta el criterio τ1/e 
para la construcción del atractor necesario para el cálculo de la Tasa de Crecimiento Finito. El valor  del λTCF en el centro del ataque es 
menor que antes y que después del ataque y en algunos casos es negativo. Los valores de λTCF  > 0 son indicadores de que el sistema 
subyacente tiene un comportamiento no predictible. No se presentan diferencias estadísticamente significativas al comparar los valores de 
la Tasa de Crecimiento Finito entre el antes y el después de la crisis epiléptica, por lo que estos valores son similares.  
Se observa que la λTCF  tiende a clasificar mejor un segmento no epiléptico en las zonas no epilépticas (antes del ataque y después) que un 
segmento epiléptico en la zona epiléptica. Los porcentajes de clasificación de grupo están descompensados. Por ejemplo el canal F7-T7, 
ZonaGrupo 1 = Centro y ZonaGrupo 2 = Después presentan Grupo 1=61.9 % (segmentos bien clasificados) y  Grupo 2 = 100 % (segmentos bien 
clasificados). 
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 ZonaGrupo λTCF Segmentos bien clasificados (%) Parámetros 
Canal 1
 
2 (µ ± σ)Grupo 1 (µ ± σ)Grupo 2 p-valor Grupo 1  Grupo 2 Precisión dE τmetodo Tvalor 
C3-P3 CC AC -0.0057±0.0274 0.0126±0.0184 <0.0005 60.8 76.3 68.6 12 τInf 8 
    DC 0.0244±0.0067 <0.0005 63.9 94.8 79.4 12 τInf 8 
C4-P4 CC AC 0.0077±0.0107 0.0122±0.0078 0.0016 53.6 69.1 61.3 10 τInf 12 
DC 0.0161±0.0049 <0.0005 66.0 85.6 75.8 10 τInf 12 
F7-T7 CC AC -0.0115±0.0250 0.0051±0.0182 <0.0005 49.5 80.4 64.9 12 τ0 10 
DC 0.0147±0.0042 <0.0005 61.9 100.0 80.9 12 τ0 10 
F8-T8 CC AC -0.0082±0.0178 0.0032±0.0196 <0.0005 54.6 85.6 70.1 12 τ0 12 
DC 0.0126±0.0032 <0.0005 64.9 100.0 82.5 12 τ0 12 
FP2-F8 CC AC -0.0111±0.0505 0.0232±0.0335 <0.0005 61.9 78.4 70.1 12 τInf 4 
DC 0.0365±0.0174 <0.0005 64.9 77.3 71.1 12 τInf 4 
FZ-CZ CC AC 0.0122±0.0123 0.018±0.0096 <0.0005 56.7 79.4 68.0 10 τInf 10 
DC 0.0219±0.0053 <0.0005 64.9 88.7 76.8 10 τInf 10 
P8-O2 CC AC 0.0066±0.0080 0.0102±0.0066 <0.0005 55.7 58.8 57.2 10 τ0 12 
    DC 0.0124±0.004 <0.0005 60.8 79.4 70.1 10 τ0 12 
T8-P8 CC AC -0.0154±0.0412 0.0117±0.042 <0.0005 51.5 79.4 65.5 12 τ0 4 
    DC 0.0336±0.0109 <0.0005 66.0 100.0 83.0 12 τ0 4 
Tabla 6.6. Resultados con p-valor<0.05 de la aplicación del algoritmo de la  
Tasa de Crecimiento Finito  y precisión(%)>60. Frecuencia de muestreo fs=128 Hz y k=1.2. Fuente: Propia 
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6.5. Función multivariable F(HShRn , λTCF) 
Con tal de intentar mejorar la clasificación, se ha construido una función multivariable de 
aquellas variables no lineales capaces de caracterizar antes del ataque, durante el 
ataque y después del ataque en aquellos canales comunes a las dos variables. La Tabla 
6.7 contiene función multivariable F(HShRn, λTCF) y también las variables originales, HShRn y λTCF.  
  ZonaGrupo F(HShRn, λTCF) HShRn   λTCF   Precisión       
Canal 1 2 G1 G2 G1 G2 G1 G2 F(HShRn,λTCF) HShRn λTCF     
C3-P3 CC AC 69.1 78.4 76.3 72.2 60.8 76.3 73.7 74.2 68.6 
  
  DC 69.1 92.8 76.3 60.8 63.9 94.8 80.9 68.6 79.4 
C4-P4 a CC AC 69.1 71.1 66.0 61.9 53.6 69.1 70.1 63.9 61.3 
DC 70.1 80.4 67.0 64.9 66.0 85.6 75.3 66.0 75.8 
b CC AC 67.0 71.1 68.0 67.0 66.0 85.6 69.1 67.5 75.8 
  DC 71.1 80.4 70.1 71.1 66.0 85.6 75.8 70.6 75.8 
F7-T7 a CC AC 75.3 79.4 69.1 75.3 49.5 80.4 77.3 72.2 64.9 
DC 81.4 90.7 70.1 70.1 61.9 100 86.1 70.1 80.9 
b CC AC 75.3 78.4 72.2 71.1 49.5 80.4 76.8 71.6 64.9 
DC 80.4 90.7 75.3 67.0 61.9 100 85.6 71.1 80.9 
F8-T8 a CC AC 71.1 79.4 72.2 73.2 54.6 85.6 75.3 72.7 70.1 
DC 76.3 95.9 71.1 63.9 64.9 100 86.1 67.5 82.5 
b CC AC 73.2 81.4 71.1 71.1 54.6 85.6 77.3 71.1 70.1 
DC 76.3 94.8 71.1 67.0 64.9 100 85.6 69.1 82.5 
c CC AC 73.2 81.4 73.2 70.1 54.6 85.6 77.3 71.6 70.1 
DC 76.3 94.8 73.2 64.9 64.9 100 85.6 69.1 82.5 
d CC AC 72.2 81.4 73.2 70.1 54.6 85.6 76.8 71.6 70.1 
DC 77.3 95.9 73.2 64.9 64.9 100 86.6 69.1 82.5 
e CC AC 72.2 82.5 71.1 70.1 54.6 85.6 77.3 70.6 70.1 
DC 77.3 95.9 73.2 64.9 64.9 100 86.6 69.1 82.5 
FP2-F8 a
 CC AC 70.1 75.3 70.1 70.1 61.9 78.4 72.7 70.1 70.1 
DC 72.2 82.5 70.1 67.0 64.9 77.3 77.3 68.6 71.1 
b CC AC 72.2 78.4 66.0 72.2 61.9 78.4 75.3 69.1 70.1 
DC 74.2 84.5 70.1 70.1 64.9 77.3 79.4 70.1 71.1 
FZ-CZ a CC AC 73.2 75.3 67.0 66.0 56.7 79.4 74.2 66.5 68.0 
DC 73.2 83.5 74.2 62.9 64.9 88.7 78.4 68.6 76.8 
b CC AC 74.2 75.3 68.0 66.0 56.7 79.4 74.7 67.0 68.0 
DC 74.2 83.5 73.2 62.9 64.9 88.7 78.9 68.0 76.8 
P8-O2  CC AC 72.2 70.1 70.1 70.1 55.7 58.8 71.1 70.1 57.2 
  
  DC 80.4 76.3 63.9 70.1 60.8 79.4 78.4 67.0 70.1 
T8-P8 CC AC 67.0 72.2 70.1 70.1 51.5 79.4 69.6 70.1 65.5 
  
  DC 67.0 90.7 70.1 70.1 66.0 100 78.9 70.1 83.0 
Tabla 6.7. Comparativa de resultados entre la función multivariable,  
la entropía de Shannon-Renyi y la Tasa de Crecimiento Finito 
La Tabla 6.8 contiene los parámetros que definen las variables originales. Para simplificar 
la nomenclatura se utilizará las abreviaturas G1 (Grupo 1), G2 (Grupo 2), AC (Antes 
Crisis), CC (Centro Crisis), DC (Después Crisis). 
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  ZonaGrupo HShRn       λTCF     
Canal 1 2 dE τmetodo nbins qvalor dE τmetodo Tvalor 
C3-P3 CC AC 3 τ0 3 0.2 12 τInf 8 
  
  DC 3 τ0 3 0.2 12 τInf 8 
C4-P4 a CC AC 4 τInf 2 1 10 τInf 12 
 




CC AC 5 τ1/e 2 0.7 10 τInf 12 
 
DC 5 τ1/e 2 0.7 10 τInf 12 
CZ-PZ a CC AC 4 τ0 2 0.5 10 τInf 12 
 
DC 4 τ0 2 0.5 10 τInf 12 
 
b CC AC 5 τ0 2 0.1 10 τInf 12 
 
DC 5 τ0 2 0.1 10 τInf 12 
F7-T7 a CC AC 3 τInf 2 1.5 12 τ0 10 
 
DC 3 τInf 2 1.5 12 τ0 10 
 
b CC AC 3 τInf 2 1 12 τ0 10 
 
DC 3 τInf 2 1 12 τ0 10 
F8-T8 a CC AC 3 τ0 3 0.1 12 τ0 12 
 
DC 3 τ0 3 0.1 12 τ0 12 
 
b CC AC 3 τ0 3 0.5 12 τ0 12 
 
DC 3 τ0 3 0.5 12 τ0 12 
 
c CC AC 3 τ0 3 0.6 12 τ0 12 
 
DC 3 τ0 3 0.6 12 τ0 12 
 
d CC AC 3 τ0 3 0.7 12 τ0 12 
 
DC 3 τ0 3 0.7 12 τ0 12 
 
e CC AC 3 τ0 3 0.8 12 τ0 12 
 
DC 3 τ0 3 0.8 12 τ0 12 
FP2-F8 a CC AC 3 τ 1/e 2 1 12 τInf 4 
 
DC 3 τ 1/e 2 1 12 τInf 4 
 
b CC AC 3 τ 1/e 2 2 12 τInf 4 
 
DC 3 τ 1/e 2 2 12 τInf 4 
FZ-CZ a CC AC 3 τ 1/e 2 0.8 10 τInf 10 
 
DC 3 τ 1/e 2 0.8 10 τInf 10 
 
b CC AC 3 τ 1/e 2 0.9 10 τInf 10 
 
DC 3 τ 1/e 2 0.9 10 τInf 10 
P8-O2 CC AC 4 τInf 2 1 10 τ0 12 
  
  DC 4 τInf 2 1 10 τ0 12 
T8-P8 CC AC 5 τInf 2 0.4 12 τ0 4 
  
  DC 5 τInf 2 0.4 12 τ0 4 
Tabla 6.8. Parámetros utilizados para la obtención de variables de la Tabla 6.7 
Tal como se puede observar, en la Tabla 6.7 hay algunos canales dónde la variable 
simple  presenta mejores resultados, indicándose en las dos últimas columnas de la tabla: 
• Penúltima columna: Compara % Clasificación Zona Centro de F(HShRn, λTCF), con  % 
Clasificación Zona Centro de HShRn. Si F(HShRn, λTCF) presenta mejores resultados, la 
celda se coloreará en verde. En caso contrario se coloreará en rojo. 
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• Última columna: 
Si F(HShRn, λTCF)
caso contrario se coloreará en rojo.
Con esta nueva variable 
clasificar los segmentos en centro vs. antes y centro 
6.6. Exposición de resultados
La Figura 6.1 expone en el mapa de canales del sistema 10
todos los canales caracterizados en los apartados 
observar, coinciden mayoritariamente
canales caracterizados mediante
caracterizado con la variable 
6.8, los canales que presentan una mejor clasificación, se encuent
la cabeza (F7-T7 y F8-
Figura 6.1. Mapa de canales caracterizados por 
Compara % Precisión de F(HShRn, λTCF) , con % Precisión de 
 presenta mejores resultados, la celda se coloreará en verde. En 
 
F(HShRn, λTCF) se han obtenido porcentajes mayores al 70 % al 
vs. después del ataque epiléptico.
 
-20 internacional avanzado 
6.2, 6.3 y 6.6
 los canales caracterizados mediante 
 λTCF  , por lo que los canales comunes también se han 
F(HShRn, λTCF).    Tal como se puede observar mediante la 
T8), situados cerca de los lóbulos auriculares).
HShRn, λTCF y




. Tal como se puede 
HShRn con los 
Tabla 
ran en los laterales de 
 
 
 F(HShRn, λTCF) 
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7. Implementación en tiempo real de los algoritmos 
Uno de los aspectos a tener en cuenta dentro del estudio de los algoritmos aplicados 
consiste en si es posible la aplicación en tiempo real de los programas ejecutables que 
contienen los algoritmos, utilizando posteriormente los clasificadores de un grupo u otro 
(en este proyecto se ha discutido la función discriminante (apartado 5.5.4). Ya que si 
mediante el algoritmo se obtienen buenos resultados, pero los tiempos de ejecución de 
los programas que aplican los algoritmos son demasiado elevados, no será posible la 
construcción de un detector en tiempo real. También es importante conocer el coste 
computacional (tiempo y memoria), de forma que se puedan ajustar las prestaciones de 
hardware necesarias para poder implementar el algoritmo. 
La implementación del algoritmo en tiempo real se basa en la aplicación de éste sobre 
una secuencia temporal de datos EEG (prefiltrados y codificados) que se van capturando 







Figura 7.1.- Esquema de procesamiento en tiempo real de una señal 
De esta forma se analizan ventanas de N muestras y con las variables resultantes del 
algoritmo se aplican las técnicas de clasificado necesarias para distinguir si la ventana 
está localizada en una zona donde el sujeto está padeciendo un ataque epiléptico o no. 
 Tal como se puede observar en la Figura 7.1, debido al tiempo de cálculo del algoritmo, 
no se podrá obtener un resultado por cada muestra analizada, por lo que durante este 
tiempo no se estará analizando otra ventana. Por tanto el valor de la salida no se 
actualizará constantemente; hay que contar un Ttotal Ejecución del algoritmo. Se fijará un 
tiempo TO, que será el valor en que se actualice la salida. Se deberá cumplir la relación  
TO ≥ Ttotal Ejecución 
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A partir del procedimiento explicado en el ANEXO F. ESPECIFICACIONES DE 
RECURSOS DE ALGORITMO,  se ha realizado un estudio de tiempo y memoria 
necesaria de ejecución para cada uno de los programas ejecutables que emulan el 
comportamiento de los algoritmos. Los trozos de ejecutables que se analizarán serán los 
ejecutables desarrollados en lenguaje C, ya que suponen los fragmentos de código que 
proporcionalmente al total del código pueden suponer un problema en la implementación 
en caso de utilizar un gran número de muestras. En el caso del cálculo de la región de 
escalado, en primera instancia se evaluará el TEjecución necesario para el cálculo del mapa log (!, "# , 	) 	%&. log !. En caso de ser un tiempo aceptable, se evaluará el tiempo de 
ejecución del programa utilizado según el programa de Matlab para la determinación de 
la región de escalado.  W0F*(*g)ó	¤*]fD = 8.90 · 1071 · a + 1.94 · 1072 (7.1) Wç34 = 5.32 · 107» · a + 8.2454 · 1071 · a + 0.0111 (7.2) W~ = (3.44 · 107 + 1.65 · 1076 · a − 5.366 · 1072 · "# + 3.902 · 107% · a · "#)  (7.3) 
W(êg = ¬(−3.745 · 107% · Z + 1.944 · 1072 · Z + 1.9448 · 1072) · a­ + 1.9448 · 1072 (7.4) 
W34 = u¬2.2633 · 1077 · "# + 3.299 · 107% · "# + 9.136 · 1076­ · av  (7.5) 
7.1. Evaluación programa: Construcción del atractor 
Para la aplicación de los programas Dimensión de Correlación, Entropía de Shannon-
Renyi y Tasa de Crecimiento Finito en primer necesario construir el atractor. Para ello se 
deberán de leer las señales y calcular, mediante la función de autocovarianza asociado a 
un criterio de cálculo de la τ (	», 	é[ , 	/). La lectura de datos ocupará un W0F*(*g)ó	¤*]fD =0.0137	s para N=1600 y un W0F*(*g)ó	¤*]fD =0.0192 s para N=3200. 
El tiempo máximo que necesitará la función de Autocovarianza (ACF). Aplicando la 
ecuación (7.2), Wç34 = 0.0168	s para N=1600 y un Wç34 =0.00342 s para N=3200. 
Por tanto para construir el algoritmo será necesario, en este proyecto como máximo (inicialmente 
se usan 3200 muestras) un tiempo de 0.022 s. 
7.2. Evaluación programa: Dimensión de Correlación 
Tal como se ha visto en los resultados, para la posibilidad de validarlos es necesario un 
valor de m=30 (según la ecuación (Ec. (5.13) ) . En el análisis se ha utilizado una ventana 
de 1600 muestras con frecuencia de muestreo fs = 128 Hz (una ventana de 12.5 s), por lo 
que aplicando la ecuación (Ec. (7.4) resultará W(êg =	23.1 s. 
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Este tiempo resulta inaceptable en el caso de utilizarse un único procesador en los 
cálculos, y teniendo en cuenta que el procesador para la realización de éstos  es un Intel-
i7-2670QM a 2.2 GHz, la aplicación en dispositivos embebidos de menor coste no es 
viable utilizando el código de programación que implementa el algoritmo del proyecto. 
Aunque si se consiguiera un procesador más potente, habría que tener en cuenta la gran 
cantidad de memoria que utiliza este programa durante la ejecución (crece 
cuadráticamente al número de puntos utilizados en el cálculo de la DC). 
7.3. Evaluación programa: Entropía de Shannon-Renyi 
En este apartado se evaluará el W~, mediante la ecuación (Ec. (7.3), aplicándose a 
aquellas combinaciones de valores de parámetros utilizados en el trabajo. Tal como se 
puede observar, la expresión no dependerá de nbins, por lo que no se incluirá este 
parámetro dentro de las combinaciones de análisis. 
Orientativamente, para dE = {3, 4, 5 } y  N={1600 , 3200 }, se obtienen los W~ que 




Tiempo (s) 1600 3200 
dE 
3 0.0061 s 0.0152 s 
4 0.0070 s 0.0183 s 
5 0.0080 s 0.0217 s 
Tabla 7.1. Tabla de tiempos de  ejecución del algoritmo 
 de Shannon-Renyi. Fuente: Propia 
Se puede observar un caso máximo peor en los tiempos de cálculo de 0.0217 s. 
7.4. Evaluación programa: Tasa de Crecimiento Finito 
A partir de la ecuación (Ec. (7.5) , se calculará el 34 del algoritmo de Tasa de 
Crecimiento Finito para las combinaciones de parámetros utilizados en este proyecto. 
Todos estos tiempos se presentan en la Tabla 7.2. 
 dE 
4 6 8 10 12 
N 
1600 0.0282 s 0.0321 s 0.0364 s 0.0410 s 0.0461 s 
3200 0.1127 s 0.1284 s 0.1455 s 0.1642 s 0.1844 s  
Tabla 7.2. Tiempos de Ejecución del algoritmo de Tasa 
 de Crecimiento Finito. Fuente: Propia 
 
Pág. 82 Carlos Bustamante Garrés - Memoria 
 
7.5. Evaluación obtención función: F(HShRn, λTCF) 
En este apartado se evaluará el tiempo para la obtención de la función multivariante F(HShRn ,λTCF). 
Esta función se calcula a partir de una combinación lineal de HShRn
 
 y λTCF por lo que es 
necesario la obtención de las dos variables antes de calcular F(HShRn ,λTCF). La Tabla 7.3 
refleja todas las partes necesarias hasta la obtención de F(HShRn ,λTCF), junto con el tiempo 
necesario. Se extraerá el caso peor para el Wf(]g)ó	4(89:;,<=>?): 
 
Proceso Tiempo (s) 
Shannon-Renyi 0.0217 
Grabación datos 0.0016 
Autocovarianza 0.0137 
Tasa de Crecimiento Finito 0.0461 Wf(]g)ó	4(89:;,<=>?) 0.0831 
Tabla 7.3. Evaluación del 	-@ABC	Úó	(DEFG,,-). Fuente: Propia 
De esta forma se puede observar la posibilidad de la realización del sistema en tiempo 
real.  
En la figura a continuación (Figura 7.2) se puede visualizar un ejemplo del análisis 
temporal utilizando la Tasa de Crecimiento Finito y la entropía de Shannon-Renyi 
combinado. En ella se utilizan los parámetros de la función discriminante utilizado y se 
hace un TO de 100 muestras (que son 0.781 s para fs=128 Hz y fs=0.390 s para 256 Hz), 
tiempo sobrante para el cálculo de los valores (tal como se observa en la Tabla 7.3): 
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Figura 7.2.- Panel superior izquierdo: Evolución temporal de HShRn 
Panel superior derecho: Evolución temporal de ,- 
Panel inferior izquierdo: Clasificador Centro-Antes y Centro-Después utilizando  HShRn 
Panel inferior derecho: Clasificador Centro-Antes, Centro-Después utilizando  F(HShRn,	,-) 
(AC = Antes Crisis, CC = Centro Crisis, DC = Después Crisis). Fuente: Propia 
En la Figura 7.2 se puede visualizar la detección automática del evento epiléptico 
utilizando la variable HShRn (Panel inferior izquierdo) y la variable F(HShRn,	34) (Panel 
inferior derecho). Estos dos paneles presentan un gráfico temporal donde se refleja como 
la variable discrimina utilizando el clasificador entre las zonas Centro-Antes del ataque 
(color cyan), Centro-Después del ataque (color lila), y combinando Centro-Antes y 
Centro-Después del ataque (color negro). Se observa que utilizando F(HShRn,	34)  tiene 
mejor definido el rango de detección del centro del ataque epiléptico, aunque pueda 
generar algunos falsos positivos en los exteriores de la señal temporal. Respecto el valor HShRn, se observa en el panel superior izquierdo como se incrementa durante el ataque 
epiléptico, y disminuyendo a medida que se aleja de éste. Respecto el valor de 	34, se 
observa que durante el ataque epiléptico hay un descenso brusco para después volverse 
a incrementar al acabarse el ataque epiléptico. 
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8. Evaluación medioambiental 
Dado que el objetivo final del proyecto es de investigación, y dado que no se utiliza más 
herramientas que las Unidades de Procesamiento explicadas, este proyecto tiene un 
impacto ambiental muy bajo (únicamente la energía utilizada en el tiempo de cómputo de 
los algoritmos al aplicarse los algoritmos, lo que en este estado de la investigación es 
despreciable). Aunque es importante recalcar que en caso de que se quiera expandir el 
estudio con muchos más pacientes, con tal de poder llegar a ampliar el valor de estudio, 
se deberá tener en cuenta el tiempo de ejecución del algoritmo (apartado 1).  La 
ampliación de rango e parámetros a utilizar para perfeccionar la caracterización de los 
filtros multiplica las combinaciones a utilizar y por tanto el tiempo.  
El ordenador utilizado en estudio, incluye un chipset gráfico, un procesador, una pantalla 
y un sistema operativo ejecutándose en segundo plano. Si se portan los algoritmos 
(implementados en C para abrir esta posibilidad) a unidades de procesado que no 
necesiten ni un disco duro, ni pantalla y que se pueda grabar el programa directamente 
sobre ellas, se puede incurrir en un ahorro energético importante y en la posibilidad de la 
realización de estudios simultáneamente en diferentes localizaciones. Es recomendable 
la portabilidad a arquitecturas RISC, que presentan una complejidad más elevada si se 
realiza el código en ensamblador. Aunque para portar el código C se debe disponer de un 
compilador para traducir código C a la arquitectura del microprocesador que se desee 
utilizar. 

Non-linear Signal Processing Techniques on EEG on Epilepsy seizure characterization Pág. 87 
 
9. Planificación del proyecto 
En este apartado se enumeran todas las fases de desarrollo del proyecto, así como su 
distribución temporal. 
Se han clasificado las etapas del proyecto en 4 subgrupos: 
A. Estudio del contexto de la enfermedad a analizar 
B. Adquisición y pretratamiento de la base de datos 
C. Implementación de los algoritmos de dinámica no lineal 
D. Implementación de código de análisis estadístico 
E. Análisis de resultados 
A continuación se describe en detalle cada uno de los subgrupos: 
A. Estudio del contexto de la enfermedad a analizar 
a. Estudio de las zonas de análisis del cerebro 
b. Estudio de la morfología de la señal EEG 
B. Adquisición y preparación de la base de datos 
a. Selección de los pacientes, canales y zonas de análisis de las señales 
b. Decodificación de las señales y preparación 
i. Decodificación de las señales 
ii. Preparación filtro FIR 
iii. Implementación del filtro ASEF 
C. Implementación de los algoritmos de dinámica no lineal 
a. Familiarización con los algoritmos utilizados en el proyecto 
b. Desarrollo del algoritmo de la función de autocovarianza 
i. Estudio de la implementación mediante código más efectiva 
ii. Implementación del código del algoritmo 
iii. Verificación del correcto funcionamiento del código 
c. Desarrollo del algoritmo de Dimensión de Correlación 
i. Estudio de la implementación mediante código más efectiva 
ii. Implementación del código del algoritmo del mapa ε-C(ε) 
iii. Verificación del correcto funcionamiento del código 
iv. Estudio del algoritmo para la averiguación de la región de escalado 
v. Implementación del código para el cálculo de la región de escalado 
d. Desarrollo del algoritmo de entropías de Shannon y Renyi 
i. Estudio de la implementación mediante código más efectiva 
ii. Implementación del código del algoritmo 
iii. Verificación del correcto funcionamiento del código 
Pág. 88 Carlos Bustamante Garrés - Memoria 
 
e. Desarrollo del algoritmo de la Tasa de Crecimiento Finito 
i. Estudio de la implementación mediante código más efectiva 
ii. Implementación del código del algoritmo 
iii. Verificación del correcto funcionamiento del código 
f. Aplicación de los ejecutables sobre la base de datos 
D. Análisis de resultados 
a. Escalado del código de análisis Discriminante y p-valor para 
procesamiento por lotes 
b. Aplicación del código ejecutable 
c. Familiarización con la programación Visual Basic Orientada a Excel 
d. Código de filtrado para los mejores resultados 
E. Documentación 
La distribución temporal se presentará como un diagrama de Gantz, que se encuentra en 
la Figura 9.1. 
 
Figura 9.1. Diagrama de Gantz referente a la planificación del proyecto. Fuente: Propia 
Non-linear Signal Processing Techniques on EEG on Epilepsy seizure characterization Pág. 89 
 
10. Presupuesto 
Al tratarse de un proyecto de software, no hay prácticamente costes de material. Aún así, 
a continuación se detalla todo el material utilizado en la confección de este proyecto. 
Costes Materiales 
Concepto Unidad Precio ( € ) 
Hardware 
Equipo PC personalizado: 1  
Procesador AMD Phenom II X4 1 160.48 
Gigabyte Placa MA785GMT-U2DH 1 74.34 
Fuente alimentación Tacens RADIX IV 450W 1 32.922 
NOK Caja MAX 1 29.5 
KINGSTON DIMM DDR3 2Gb (2 Un) 1 98.00 
Seagate Disco Duro 1TB Barracuda Seria-ATA-300 1 58.00 
Pantalla LG Flatron 192WS-SN 1 105.50 
Teclado Genius KKB-2040S 1 15.50 
Raton Logitech TrackMan Marble Wheel 1 15.50 
TOTAL Equipo PC personalizado 1 589.742 
Portatil Acer Aspire 5755-G 1 750 
Software 
Compilador gcc-4.4 1 0 (GPL) 
Licencia MATLAB 2010 1 0 (Version Estudiante) 
Licencia Microsoft Office (Word, Excel) 1 0 (Version Estudiante) 
Licencia Sistema Operativo Windows 1 0 (Version Estudiante) 
Notepad ++ 1 0 (LGPL) 
Tabla 10.1. Recopilación de los costes materiales del proyecto 
Costes de personal 
Este proyecto es un proyecto de investigación realizado por una Ingeniera Investigador 
de la UPC y un estudiante de fin de carrera de la UPC. Estos costes incluyen también, la 
creación del código de software necesario para la realización del algoritmo. Se ha 
contado un sueldo ficticio de becario para el estudiante de 8€ / hora (que es el precio 
mínimo que cobra un estudiante de la UPC en contrato de prácticas). Se cuenta que el 
número de horas dedicadas por día es de 4 horas (al no haber disponibilidad temporal), y 
que se trabaja en el proyecto en días laborables: 
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Personal Precio hora (€/h) Número de horas (h) Total (€) 
Doctor 15 40 600 € 
Estudiante de Ingeniería Industrial 8 861 7872 € 
 Total personal 8472 € 
Tabla 10.2. Costes económicos el proyecto en términos de personal. Fuente: Propia 
Por tanto los costes totales quedarán: 
Tipología de costes Precio (€) 
Costes material 1339.74 € 
Costes de personal 8472 € 
COSTE TOTAL: 9811.74 
Tabla 10.3. Costes totales del proyecto. Fuente: Propia 
Se debe tener en cuenta de que en caso de que no se disponga de versiones estudiante 
de los programas de software (Windows XP, Licencia de Matlab o bien licencia de 
paquete office), se debe de emprender una decisión entre dos vías diferentes: 
• Pago de los costes con licencia 
• Portabilidad del sistema a Linux: Con lo que llevarían a los siguientes cambios: 
o Recompilado del software en Linux (ello no resulta un problema puesto 
que al utilizarse librerías estándar en C existe una versión de compilador 
para Linux para arquitecturas x86) 
o Transferencia del código de Matlab a C: Ello comporta una inversión en 
cuanto a desarrollo de nuevo software. El problema que conlleva es que C 
no dispone de librerías gráficas para poder realizar todos los gráficos (en 
caso de querer analizar gráficamente resultados). Por ello, si en un futuro 
se desea diseñar software con Interfaz-Humano-Máquina que aproveche 
todas las capacidades de C, se recomienda el uso de lenguaje Java 
(JAVA) con librerías jfreechart (JFREECHART) (ya que es una API 
completa para la realización de gráficas), y la API swt (para la realización 
de Interfaces Humano Máquina). El IDE recomendado es eclipse 
(ECLIPSE) con su extensión Windowbuilder para diseñar el Interfaz 
Humano Máquina (IHM). 
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Conclusiones y extensiones futuras 
Conclusiones 
La metodología desarrollada en este proyecto ha permitido obtener una serie de variables 
no lineales capaces de caracterizar los eventos epilépticos de los no epilépticos en el 
Electroencefalograma de superficie. 
Para ello se ha desarrollado una serie de módulos de software funcionales que, 
encadenados, definen la metodología propuesta para la caracterización de señales EEG. 
Este desarrollo modular permite el fácil mantenimiento y mejora del software, además de 
la portabilidad para el procesado de otro tipo de señales fisiológicas, en las que los 
archivos de estas puedan estar codificados con un formato distinto.  
La implementación de la parte principal de estos algoritmos de ha realizado en lenguaje 
C, para aumentar la velocidad de ejecución y la posibilidad de portar estas partes a otros 
sistemas. Se ha realizado un análisis de los recursos temporales y de memoria 
necesarios para la ejecución de los algoritmos en función de los parámetros utilizados, 
para verificar el posible uso de los programas para el análisis en tiempo real. 
 Se ha desarrollado un algoritmo para la detección automática de la región de escalado, 
necesario en el cálculo de la Dimensión de Correlación. Previamente se ha realizado un 
estudio de las diferentes morfologías que presenta el mapa de valores log (!, "# , 	) 	%&. log ! sobre el que se quiere identificar la región de escalado.  
Se han estimado los parámetros que definen a las variables basadas en las entropías de 
Shannon-Renyi (2~), la Dimensión de Correlación («g) y la Tasa de Crecimiento Finito 
(34), caracterizándose el episodio epiléptico del no epiléptico en cada canal del 
Electroencefalograma. También se ha verificado la efectividad en los resultados del  
prefiltrado con el filtro ASEF sobre la señal, estimándose el valor de la fuerza del filtro (k). 
A partir de los mejores resultados estadísticos en la clasificación de episodios epilépticos 
y no epilépticos se han creado nuevas variables que han permitido una mejor 
estratificación de episodios.  
Extensiones futuras 
Aplicar la metodología propuesta en este proyecto a un mayor número pacientes, así 
como aplicarla a otras patologías neurológicas. Finalmente, introducir nuevas técnicas 
lineales y no lineales para construir un detector automático robusto de eventos epilépticos 
y no epilépticos, dónde se implementarán en dispositivos embebidos de bajo coste. 
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