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En  este  trabajo  se  ha utilizado  la formulación  estabilizada  de  elementos  ﬁnitos  Unusual  Stabilized  Finite
Element  Method  (USFEM)  asociada  al  método  de  Rothe  para  resolver  el problema  del  redistanciamiento  en
el  método  de  Funciones  de  Nivel.  Se ha  utilizado  el  método  de  Rothe  primero  para  el avance  de  la  solución
en  el  pseudotiempo  y la  formulación  USFEM  para  la solución  del problema  advectivo–reactivo  en  estado
estacionario,  para  cada  paso  de  tiempo  resultante.  Se  han  hecho  ejemplos  en 2D y se han  comparado
sus  resultados  con  el  esquema  de  estabilización  SUPG,  incrementado  con un  operador  de  captura  de
discontinuidades  no  lineal.
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In this  work  we  use  the Unusual  Stabilized  Finite  Element  Method  (USFEM)  associated  to  Rothe’s  method
for  solving  the redistancing  problem  in the  Level  Set Method.  Rothe’s  method  is  used ﬁrst for  advancing
the  solution  in  (pseudo)time  and  USFEM  for  solving  the  resulting  steady  advective–reaction  problem  in
each time  step.  Several  2D  problems  are  solved  and  results  compared  with  SUPG  scheme  supplemented
with  a nonlinear  discontinuity–capturing  operator.
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. Introducción
Los problemas de la hidrodinámica que involucran el fenómeno
e ﬂujo en superﬁcie libre suscitan un gran interés en cientíﬁcos de
iversas áreas: oceanografía, ambiental, recursos hídricos, aeroes-
acial, entre otras. La trayectoria seguida por el agua después de la
otura de una presa, la agitación de un líquido dentro de un tanque
 el rompimiento de las olas sobre las estructuras costeras o marí-
imas son fenómenos que han motivado el surgimiento de muchos
étodos numéricos en el intento por describir adecuadamente el
ovimiento de la interfase entre una parte líquida de mayor densi-
ad (p. ej., agua, petróleo) y una parte gaseosa de menor densidad
p. ej., aire, gas).
En particular, para el ﬂujo en superﬁcie libre se desarrolla-
on varios métodos numéricos con el propósito de describir el
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fenómeno apropiadamente. Dichos métodos pueden agruparse en
2 grandes familias: los que hacen un seguimiento de la interfase
(Interface–Tracking) y los que capturan la interfase propiamente
(Interface–capturing) [1–4]. En este trabajo se hace referencia exclu-
sivamente a los últimos.
Los métodos que capturan la interfase emplean una malla ﬁja
que abarca los dominios de las fases presentes, no solo la que es
de interés de estudio (la fase líquida en la mayoría de las veces)
sino también la fase gaseosa. Los métodos denominados Volumen
de Fluido (Volume of Fluid en inglés, o simplemente VOF) [5–7] y
Función de Nivel (Level Set en inglés, o simplemente LS) [8–10] son
los que se utilizan con más  frecuencia. En Xia et al. [11] se puede
encontrar una revisión de las aplicaciones de LS en CFD para la
industria aeroespacial.Los métodos LS son técnicas numéricas que se emplean para
calcular la posición de frentes que se propagan [2,3]. Se basan
principalmente en la advección de una función que determina una
curva o superﬁcie, deﬁnida en todo el dominio y que abarca las
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ases de los ﬂuidos involucrados (generalmente 2), cuyo valor de
a función es cero en la interfase entre ambos. Una de las principa-
es ventajas de usar LS es su capacidad de tratar eﬁcientemente los
ambios de topología y/o discontinuidades presentes en la curva o
uperﬁcie [8].
La solución de la ecuación de transporte dependiente de un
pseudo)tiempo, que advecta la función de la interfase, se hizo por el
squema de Rothe [12] que establece que primero se realiza la dis-
retización temporal y luego la discretización espacial, empleando
lguno de los esquemas de estabilización presentes en la litera-
ura. En este trabajo se empleó la formulación de elementos ﬁnitos
stabilizados USFEM [13].
El trabajo está dividido en las siguientes secciones: en la sección
 se presenta la formulación matemática y numérica del problema
e captura de interfase usando el método de las funciones de nivel
LS), la descripción de la discretización temporal empleando el
étodo de Rothe, la descripción del esquema estabilizado de ele-
entos ﬁnitos USFEM empleado en la discretización espacial, y por
ltimo, la descripción de la formulación estabilizada de elementos
nitos clásica SUPG [14] con operador de captura de discontinuida-
es CAU [15]. En la sección 3 se presenta una serie de experimentos
uméricos que permitieron demostrar el buen desempen˜o de la
ormulación USFEM propuesta, comparando los resultados con el
squema SUPG incrementado con el operador de captura de dis-
ontinuidades no lineal CAU. Finalmente, la sección 4 presenta las
onclusiones de este trabajo y los futuros retos que deben ser abor-
ados.
. Formulación matemática y numérica del problema de
ransporte advectivo
.1. Formulación del problema
El problema de evolución de la interfase se puede escribir




+  · ∇ = sign(0) (1)
 = ∇∣∣∇∣∣ sign(0) (2)
(x, t = 0) = 0(x, t) (3)
Donde  es el campo de velocidades conocido, solenoidal
∇ ·  = 0), que indica la condición de incompresibilidad;  es una
unción de nivel (o Level Set) suave, deﬁnida en todo el domi-
io espacial ,  que incluye las 2 fases de los ﬂuidos involucrados
líquida y gaseosa) que debe ser determinada para cada instante de
iempo t ∈ [0, T] y deﬁnida así:
(x, t) =
⎧⎪⎨⎪⎩
> 0 si x ∈ l
= 0 si x ∈ I
< 0 si x ∈ g
(4)
x indica la posición espacial donde la función es evaluada,
 = l ∪ g, g =  \ l, los subíndices l y g se reﬁeren a las fasesíquida y gaseosa respectivamente y su interfase es deﬁnida como:
I =
{
x|(x, t) = 0
}
; sign() es la función signo, dada por:
ign() = 2(H() − 1/2) (5) ̂ numér. cálc. diseño ing. 2013;29(4):189–195
donde H() es una función tipo Heaviside,  deﬁnida así:
H() =
⎧⎪⎪⎨⎪⎪⎩















1 si  > 
(6)
 ∈ R+ es un valor pequen˜o que está directamente relacionado
con el espesor de la interfase, que es aproximadamente 2/
∣∣∣∣ [4].
La función Heaviside se usa para proporcionar una variación suave
de la variable  para que cuando
∣∣∣∣ ≤  entonces ∣∣∇∣∣ = 1 y garan-
tizar un espesor de la interfase igual a 2, por lo que la selección
del valor de  debe estar ajustada al taman˜o de los elementos cer-





, donde he es el taman˜o característico del elemento.
2.2. Discretización temporal
El método de Rothe [12] consiste en discretizar primero en el
tiempo y luego en el espacio. Discretizamos la ecuación diferencial
(1) mediante el método de la regla trapezoidal generalizada en tér-
minos de n(x) y ˙n(x), como se mostró en Henao et al. [17] y se
resume a continuación:
˙n+1 +  · ∇n+1 = sign(0) (7)
n+1 = ˜n+1 + 	t˙n+1 (8)
˜n+1 = n + (1 − )	t˙n (9)
Sustituyendo la ecuación (8) en la (7) y reorganizando términos:
˙n+1 +  ˇ · ∇(˜n+1 + 	t˙n+1) = sign(0) (10)
˙n+1 +  ˇ · ∇˜n+1 + 	t  ˇ · ∇˙n+1 = sign(0) (11)
˙n+1 + ̂ · ∇˙n+1 = f̂n+1 (12)
donde
̂ = 	t  ˇ (13)
fn+1 = sign(0) −  ˇ · ∇˜n+1 (14)
En la ecuación (2) el campo de velocidades, dado por el vector
ˇ, depende del gradiente de la solución transformando la ecuación
(1) en una ecuación no lineal. Si usamos pequen˜os pasos de tiempo
en el esquema de avance en el tiempo, podemos transformar la
ecuación (1) en una ecuación pseudo–lineal, «linealizando»dicha
ecuación al usar el valor de la solución del paso de tiempo inme-
diatamente anterior; esto se logra tomando los valores en f̂n.
2.3. Discretización espacial
La ecuación (12) puede interpretarse como una ecuación de
convección–reacción en estado estacionario para la variable ˙.
Reescribiendo:
̂ · ∇˙n+1 − 
̂˙n+1 = f̂n (15)
donde el parámetro 
̂ = −1.
Hay que hacer énfasis en esta idea, ya que realmente no existe
como tal un parámetro de reacción dentro de la ecuación sino que,
al desarrollarse algebraicamente el esquema de Rothe, el término
dependiente del tiempo se asemeja al término reactivo. Por lo tanto,
el valor 
̂ = −1 no signiﬁca que haya absorción o disipación.Ahora podemos reescribir el método de Galerkin en su forma
débil:
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donde
(ωh, ˙hn+1) = (ωh, ̂ · ∇˙n+1) − (ωh, 
̂˙n+1) (17)
ωh, f̂ (tn+1)) = (ωh, sign(0)) − a(ωh, ˜hn+1) (18)
(ωh, ˜hn+1) = (ωh,  · ∇˜n+1) (19)
Como es sabido, la ecuación (15) presenta problemas de estabi-
idad numérica que deben ser corregidos mediante la aplicación de
lgún esquema de estabilización adecuado. Aplicando el esquema
SFEM [13] a la ecuación (16) tenemos:
(ωh, ˙hn+1) − USFEM(L∗ωh, L̂˙hn+1 − f̂ (tn)) = (ωh, f̂ (tn)) (20)
donde
∗ωh = −̂ · ∇ωh − 
̂ωh (21)
ωh = ̂ · ∇ωh − 
̂ωh (22)
L∗ es el adjunto del operador lineal. El parámetro de estabiliza-


























1 si 0 ≤ x < 1











; 1 ≤ p < ∞ (27)










; ∀v ∈ Vh (29)
Comentario: Nótese que como ̂ = 0 (problema sin difu-
ión) Pe(1)
k
= 0, entonces, (Pe(1)
k
(˜x)) = 1 y Pe(2)
k





. Reemplazando estos valores en (23) y obte-
iendo el límite para cuando ̂ → 0 (empleando la regla de L’Hôpital







recordando que ̂ = 	tˇ, entonces cuando 	t  → 0 USFEM → 1.






donde nnodos es el número de nodos de cada elemento de la
alla y N una matriz que contiene las funciones de interpolación.ustituyendo la ecuación (31) junto con su derivada en la ecuación
20), se obtiene un sistema de ecuaciones ordinarias lineales en
stado estacionario de la forma:
d˙ = F (32)numér. cálc. diseño ing. 2013;29(4):189–195 191
donde K es la matriz de rigidez, en analogía a la mecánica de
sólidos, e involucra los coeﬁcientes de la parte advectiva y reactiva
de Galerkin y de la formulación USFEM, d˙ es un vector que con-
tiene los valores de la derivada temporal de d, y F un vector con los
términos fuente.
El avance en el tiempo del sistema de ecuaciones ordinarias
(32) se hace empleando un algoritmo implícito predictor corrector
[19] de la familia de la regla trapezoidal generalizada, con pará-
metro  = 1/2. En este sistema de ecuaciones resulta una matriz de
coeﬁcientes no simétrica, que se resuelve empleando el algoritmo
generalizado de mínimos cuadrados, o GMRES [20] por sus siglas
en inglés, con precondicionamiento diagonal, generando 10 vecto-
res en la base de los sub–espacios de Krylov. La tolerancia para el
método iterativo GMRES es de 1.0E−3 en todos los ejemplos .
2.4. Formulación estabilizada SUPG+CAU











= (ωh, f (tn+1)) (33)
En la ecuación (33), el primer término corresponde a la formula-
ción de Galerkin, el segundo corresponde a la estabilización lineal
SUPG y el tercero a la estabilización no lineal del operador de cap-









+  · ∇h − f (34)
En la literatura revisada se han encontrado varias formas de
calcular el valor del parámetro de estabilización SUPG [14,21–23].
Escoger una u otra forma de calcular SUPG es un tema muy  contro-
versial y depende más  del tipo de fenómeno que se está estudiando.
En este trabajo se escogió el propuesto por Codina [22] por su fácil





+ 2‖ˇ‖he + 

(35)
El tipo de problema que debe ser resuelto por el esquema
SUPG+CAU [ver ecuación (33)] es puramente advectivo, por lo
que  = 0 y 






Igual que sucede con la determinación del parámetro de estabi-
lización SUPG, la determinación del parámetro de estabilización no
lineal, también llamado operador de captura de discontinuidades,
es un tema abierto al estudio. Se encuentran diferentes propues-
tas para su determinación en la literatura revisada [15,24–27]. En
este trabajo se escogió el operador CAU [15], en donde la estabi-
lidad en la solución se obtiene modiﬁcando las funciones peso de
la formulación SUPG, que pasan a actuar en la dirección del gra-
diente aproximado. Este término introduce de manera consistente
una difusión artiﬁcial que es proporcional al residuo de la solución
aproximada. El resultado es una formulación que consigue suavizar
las oscilaciones presentes en la solución. El parámetro del operador



















































































ˇe‖ es la velocidad en el elemento en la dirección paralela al gra-
iente de la solución, Pee‖ es el número de Péclet correspondiente a
a velocidad paralela,
∣∣L(h)∣∣es el módulo del residuo en el interior
el elemento y D es un tensor de segundo orden que contiene los
oeﬁcientes de difusión del material, que en este tipo de problema
ratado D = 0 entonces Pee‖ → ∞.  Pueden encontrarse estudios com-
arativos de este y otros parámetros de estabilización no lineal en
enao [28] y en John y Knobloch [29,30].
Haciendo uso de las funciones de interpolación de elementos
nitos [ver ecuación (31)], la ecuación (33) se transforma en un
istema de ecuaciones ordinarias no lineales de la forma:
d˙ + K(d)d = F (41)
donde M es la matriz de masa, K(d) es la matriz de rigidez,
ue involucra los coeﬁcientes de la parte advectiva de Galerkin,
etrov–Galerkin y del operador de captura de discontinuidades no
ineal, d es el vector solución que contiene los valores escalares, d˙
s un vector que contiene los valores de la derivada temporal de d,
 F un vector con los términos fuente.
Similar a lo realizado para la formulación USFEM, el avance en
l tiempo del sistema de ecuaciones ordinarias no lineal (41) se
ace empleando un algoritmo implícito predictor multicorrector
19] de la familia de la regla trapezoidal generalizada, con paráme-
ro  = 1/2. La cantidad de veces que el algoritmo realiza el proceso
ulticorrector en cada paso de tiempo se ha ﬁjado en 4 para todos
os ejemplos. En este sistema de ecuaciones también resulta una
atriz de coeﬁcientes no simétrica, que se resuelve empleando el
lgoritmo GMRES con precondicionamiento diagonal y generando
0 vectores en la base de los sub–espacios de Krylov. La tolerancia
ara el método iterativo GMRES es de 1.0E−3 en todos los ejemplos.
. Experimentos numéricos
Se han realizado varios experimentos numéricos empleando la
ormulación estabilizada de elementos ﬁnitos USFEM/Rothe pro-
uesta, y se compararon los resultados con los obtenidos mediante
l uso del esquema estabilizado SUPG incrementado con el ope-
ador de captura de discontinuidades CAU [15]. Se presentan
iferentes tipos de mallas en 2D, estructuradas y no estructura-
as, compuestas de triángulos lineales de 3 nodos. Para todos los
xperimentos numéricos se utilizó un paso de tiempo 	t  = 0,01 y un
iempo máximo de ejecución variable, hasta alcanzar el estado esta-
ionario (donde la solución no cambiaba) en cada uno de los casos.
omo criterio para determinar el momento en que se ha alcan-
ado el estado estacionario, se ha empleado el error relativo de la




donde Ess es el error relativo, sn y sn+1 son las soluciones encon-
radas en los pasos de tiempo n y n + 1. Para todos los ejemplos,
e considera que se ha alcanzado el estado estacionario cuando se
umple la condición Ess ≤ 1.0E−12.
Como caso general, para los tipos de malla empleados en los
jemplos, un taman˜o de paso de tiempo mayor que el propuestoFigura 2. USFEM – Advección pura – Disco de Zalesak – Condición inicial vs último
paso  de tiempo.
resultaría en una condición CFL > 1.0 y daría lugar a una pérdida de
precisión en la solución de todos los ejemplos.
3.1. Problema de advección pura: disco de Zalesak en movimiento
rotacional
El primer experimento numérico es la advección de un disco tipo
Zalesak en movimiento rotacional [31] sin términos fuente, f = 0,
ampliamente empleado para evaluar la precisión en los resultados
de los solucionadores de problemas advectivos en el contexto de
la formulación Level Set [3,32]. El problema consiste en un disco
ranurado centrado en (50,75) de radio 15. La ranura tiene un ancho
de 5 y longitud de 25. El campo de velocidad rotacional constante
está dado por:
ˇx = 314 (50 − y) (43)
ˇy = 314 (x − 50) (44)el disco completa una revolución cada 628 unidades de tiempo.
En la ﬁgura 1 se muestra la malla no estructurada de elementos
ﬁnitos con 5.287 nodos y 10.304 elementos triangulares lineales de
3 nodos.



































Figura 5. Cuadrado - Malla de elementos ﬁnitos.










SUPG-CAUigura 4. SUPG+CAU – Advección pura – Disco de Zalesak – Condición inicial vs
ltimo paso de tiempo.
En las ﬁguras 2–4 se presentan los resultados para el último
nstante de tiempo obtenidos con las formulaciones estabiliza-
as USFEM/Rothe, SUPG y SUPG+CAU para un paso de tiempo
t = 0.01. Se observa que las soluciones con las formulaciones
inearizadas USFEM/Rothe y SUPG son muy  parecidas, aunque la
ormulación USFEM/Rothe presenta una solución levemente mejor
omparada con el esquema lineal SUPG. El esquema no lineal
UPG+CAU resultó ser difusivo, tal como se esperaba de la teoría
xpuesta.
.2. Cálculo de la función distancia para un cuadrado
El segundo experimento es un cuadrado centrado en (0,5, 0,5)
n una malla estructurada de elementos ﬁnitos, compuesta de
.200 elementos triangulares lineales y 1.681 nodos. El dominio
iene dimensiones [1,0 × 1,0] y el cuadrado interno es de [0,25
 0,25]. La parte interna del cuadrado presenta el valor  = −1, la
arte externa el valor  = +1 y la interfase el valor de  = 0. La solu-
ión exacta para la distancia en cualquier punto es fácil de obtener
ediante relaciones geométricas simples.
En las ﬁguras 5–7 se presentan la malla de elementos ﬁnitos,
lgunas de las funciones de nivel (LS) y una sección transversal
echa en un eje A–B con coordenadas: A(0, 0,5) y B(1, 0,5).
0 0,2 0,4 0,6 0,8 1
Figura 7. Cuadrado - USFEM/Rothe vs SUPG y SUPG+CAU.

















































0,4Figura 8. Círculo - USFEM/Rothe LevelSet.
En la ﬁgura 6, para la formulación USFEM/Rothe, se observa
a transición suave entre las curvas de nivel cuadradas hacia casi
irculares a medida que se alejan del centro.
En la ﬁgura 7 se comparan los resultados obtenidos con las
ormulaciones USFEM/Rothe y SUPG (esquemas linealizados) y
UPG+CAU (esquema no lineal). Se aprecia que el cono de distan-
ia formado por la formulación USFEM/Rothe es más  uniforme que
l presentado por las formulaciones SUPG y SUPG+CAU. La única
iferencia entre estas 2 últimas radica en que el esquema no lineal
UPG+CAU alcanza el estado estacionario en una menor cantidad
e pasos de tiempo. Mediante relaciones geométricas simples se
uede comprobar que la respuesta exacta para el valor de la dis-
ancia máxima sería de 0,375 y la mínima de 0,125. Los valores
xtremos obtenidos con la formulación USFEM/Rothe son de 0,368
ara el máximo y 0,128 para el mínimo, con un error relativo del
,1% para el máximo y 2,4% para el mínimo en esta sección trans-
ersal seleccionada. Se obtienen resultados muy similares para
ualquier otra sección transversal arbitraria.
.3. Cálculo de la función distancia para un círculo
En el último experimento presentamos un círculo centrado en
0,50, 0,75) y de radio 0,15, en una malla no estructurada de ele-
entos ﬁnitos con 45.667 nodos y 90.532 elementos triangulares
ineales. El domino es un cuadrado de [1,0 x 1,0] y al igual que en el
nterior ejemplo, la parte interna del círculo tiene valor de  = −1,
a parte externa el valor  = +1 y la interfase el valor de  = 0.
En las ﬁguras 8–9 se presentan el dominio computacional, algu-
as de las funciones de nivel (LS) y una sección transversal hecha en
n eje A–B con coordenadas: A(0, 0,75) y B(1, 0,75). No se muestra la
alla de elementos ﬁnitos debido a la gran densidad de elementos,
erdiéndose la resolución de los triángulos.
En la ﬁgura 8, para la formulación USFEM/Rothe, se observan las
urvas de nivel perfectamente circulares alejándose del centro.
En la ﬁgura 9 se muestra nuevamente una comparación de la
ormación del cono de distancia al nivel cero para las formulacio-
es empleadas. En las 3 formulaciones se observan resultados muy
imilares, teniendo en cuenta que los esquemas USFEM/Rothe y
UPG son linealizados y el esquema SUPG+CAU es no lineal. Al igual
ue en el caso del ejemplo del cuadrado, a través de relaciones
eométricas sencillas se puede constatar que la respuesta exacta
ara el valor máximo sería de 0,350 y el mínimo de 0,150, y para
odas las formulaciones estudiadas se tiene como valores extre-
os  0,350 para el máximo y 0,148 para el mínimo, obteniéndose
n error relativo del 0% para el máximo y 1,3% para el mínimo enFigura 9. Círculo - USFEM/Rothe vs SUPG+CAU.
esta sección transversal seleccionada. Para cualquier otra sección
transversal arbitraria, se obtienen resultados similares.
4. Conclusiones
El buen rendimiento obtenido mediante la formulación estabi-
lizada USFEM/Rothe se demostró gracias a una serie de ejemplos,
tanto con bordes suaves como con bordes angulosos. En ellos obser-
vamos que la formulación propuesta es completamente viable para
tratar este tipo de problemas, más  aún si se aprovecha la propiedad
del parámetro de estabilización  → 1 cuando 	t  → 0, maximi-
zándose la cantidad de estabilización requerida para suavizar las
inestabilidades numéricas que pueden presentarse. Se demostró
que la formulación USFEM/Rothe, aun siendo linealizada, presen-
taba mejor rendimiento que la formulación clásica SUPG+CAU, que
es no lineal.
La idea de realizar primero la discretización temporal y luego
la espacial, resultando en una serie de ecuaciones diferenciales
en estado estacionario, se mostró adecuada en la resolución de
este tipo de problemas de cálculo de la función distancia para el
esquema LS. El siguiente paso es involucrar este procedimiento al
de renormalización de la función de nivel, también empleando el
esquema USFEM/Rothe en la discretización espacio–temporal.
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