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Abstract
We characterize the linear operators from the linear space of n × n matrices into the linear
space of m × m matrices over any field F that preserve adjoint matrix, where n  3.
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1. Introduction
Let F be a field. Let Mm×n(F) be the linear space of m × n matrices with entries
in F. Let f : Mn×n(F) → Mm×m(F) be a linear operator preserving adjoint matrix,
that is f is such that f (Aad) = [f (A)]ad for all A in Mn×n(F). Here Aad denotes the
adjoint matrix of the matrix A, that is, Aad = [Aji] ∈ Mn×n(F), n  2, where Aij is
the cofactor of the i, j entry of A. In [1], Chan et al. proved that if f /= 0, n = m  3
and F is an infinite field, then f is of the form
f (A) = dPAP−1 or f (A) = dPAtP−1,
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where dn−2 = 1 and P is an invertible matrix. In this paper, we generalize the result
of Chan et al. [1] to arbitrary fields and m, n can be different. Our proof depends on
Li et al.’s Theorem on rank-1 preservers [2].
We denote by Eij the matrix with 1 at the (i, j) position and 0 elsewhere, and by
In the n × n identity matrix over F. We denote the sets of all units of F, all units of
Mn×n(F), and {1, 2, . . . , n}, respectively by F∗, GLn(F), and [1, n]. For any A in
Mm×n(F), the rank of A is denoted by rk A.
From [2] we know the following result.
Theorem 1.1. Let f : Mm×n(F) → Mp×q(F) be a linear transformation such that
A ∈ Mm×n(F), rk A = 1 ⇒ rk f (A) = 1.
Then there exist invertible matrices P ∈ Mp×p(F) and Q ∈ Mq×q(F) such that one
of the following four alternatives holds:
(i) m  p, n  q, f (A) = P
[
A 0
0 0
]
Q,
(ii) m  q, n  p, f (A) = P
[
At 0
0 0
]
Q,
(iii) f (A) = P [φ(A) 0]Q,
where φ : Mm×n(F) → Mp×1(F) is a linear transformation such that φ(A) /= 0
for every A ∈ Mm×n(F) having rank one;
(iv) f (A) = P
[
φ(A)
0
]
Q,
where φ : Mm×n(F) → M1×q(F) is a linear transformation such that φ(A) /= 0
for every A ∈ Mm×n(F) having rank one.
2. Preliminary results
For the proof of our main results we need several lemmas.
Lemma 2.1.
(i) (AB)ad = BadAad, ∀A ∈ Mn×n(F).
(ii) rk Aad =


0, if rk(A) < n − 1,
1, if rk(A) = n − 1,
n, if rk(A) = n.
(iii) AAad = AadA = (det A)In.
Proof. The proof is easy by applying definitions. 
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Lemma 2.2. Suppose A,B ∈ Mn×n(F) with A /= O, Aad = O and A = Bad, then
rk A = 1.
Proof. It is immediate by (ii) of Lemma 2.1. 
Lemma 2.3. If A is a rank one matrix in Mn×n(F), then there are invertible matrix
P ∈ Mn×n(F) and a ∈ F∗ such that
PAP−1 = aE11 or PAP−1 = E12.
Proof. It is well known and the proof is omitted. 
3. The linear operators preserving adjoint matrix
In this section, we always suppose n  3 and f is a linear operator preserving ad-
joint matrix from Mn×n(F) into Mm×m(F), that is, f is such that f (Aad) = [f (A)]ad
for all A in Mn×n(F).
Lemma 3.1. The following conditions are equivalent:
(i) f ≡ 0.
(ii) There exist two different positive integers s, t in [1, n] such that f (Est ) = 0.
(iii) There exists positive integer k in [1, n] such that f (Ekk) = 0.
Proof. The implication (i)⇒(ii) is clear.
(ii)⇒(iii): We choose a positive integer k /= s, t in [1, n], let Xstk be the matrix
In − Ess − Ett − Ekk . Then we have
f (Ekk)=f ((Xstk + Est − Ets)ad)
=[f (Xstk + Est − Ets)]ad
=[f (Xstk − Ets)]ad
=f ((Xstk − Ets)ad)
=f (0) = 0.
(iii)⇒(i): For any two different positive integers i, j /= k in [1, n] we have
f (Ejj )=f ((In − Ejj )ad)
=[f (In − Ejj )]ad
=[f (In − Ejj − Ekk)]ad
=f ((In − Ejj − Ekk)ad)
=f (0) = 0
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and
f (Eij )=f ((In − Eii − Ejj − Eij )ad)
=[f (In − Eii − Ejj − Eij )]ad
=[f (−Eij )]ad
=f (0) = 0.
Similarly, we have f (Esk) = f (Eks) = 0, ∀s ∈ [1, n].
This implies f ≡ 0. 
Lemma 3.2. If f /= 0, then f is a linear operator preserving rank 1.
Proof. Suppose A ∈ Mn×n(F) is a rank one matrix, then by Lemma 2.3 we know
that there exist invertible matrix P ∈ Mn×n(F) and a ∈ F∗ such that
(I) PAP−1 = aE11 or (II) PAP−1 = E12.
Set ψ(X) = f (P−1XP), ∀X ∈ Mn×n(F), then we easily know that ψ is also
linear operator preserving adjoint matrix.
When the case (I) holds, we have
f (A) = ψ(PAP−1) = ψ(aE11) = aψ(E11).
Now we only need to prove that rk ψ(E11) = 1. Note that ψ(E11) /= 0 by Lem-
ma 3.1, and [ψ(E11)]ad = ψ(Ead11) = ψ(0) = 0, and ψ(E11) = [ψ(In − E11)]ad, it
follows from Lemma 2.2.
When the case (II) holds, we have
f (A) = ψ(PAP−1) = ψ(E12).
Similar to the case (I), note that
ψ(E12) /= 0, [ψ(E12)]ad = 0, ψ(E12) = [ψ(In − E11 − E22 − E12)]ad,
we also have rk f (A) = rk ψ(E12) = 1. 
Lemma 3.3. If f /= 0, then f is injective.
Proof. Suppose that f (A) = 0 for some A ∈ Mn×n(F). If A /= 0, then rk A = r 
1. Then we can find a matrix B ∈ Mn×n(F) such that
rk(A + B) = n − 1
and
rk B  n − 2. (1)
Since rk(A + B)ad = 1 by Lemma 2.1, so
rk[f (A + B)]ad = 1 (2)
by Lemma 3.2.
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On the other hand, by Lemma 2.1 and (1) we have
rk[f (A + B)]ad = rk[f (B)]ad = rk f (Bad) = rk f (0) = 0.
This is a contradiction with (2).
Hence A = 0 and f is injective. 
Theorem 3.4. Let n  3 and f : Mn×n(F) → Mm×m(F) be a linear operator such
that
f (Aad) = [f (A)]ad, ∀A ∈ Mn×n(F).
Then there exist an invertible matrix P ∈ Mm×m(F) and d ∈ F∗ with dn−2 = 1 such
that one of the following two alternatives holds:
(i) f ≡ 0;
(ii) n = m, f (A) = dPAP−1, ∀A ∈ Mn×n(F) or f (A) = dPAtP−1, ∀A ∈
Mn×n(F).
Proof. If f /= 0, then by Lemmas 3.2 and 3.3 we know that f is a rank one preserv-
ing injective map from Mn×n(F) into Mm×m(F). Therefore, n  m. By Theorem
1.1, we know that there are P,Q ∈ GLm(F) such that one of the following four
alternatives holds:
(a) f (A) = P
[
A 0
0 0
]
Q,
(b) f (A) = P
[
At 0
0 0
]
Q,
(c) f (A) = P [φ(A) 0]Q,
where φ : Mn×n(F) → Mm×1(F) is a linear transformation such that φ(A) /= 0
for every A ∈ Mn×n(F) having rank one;
(d) f (A) = P
[
φ(A)
0
]
Q,
where φ : Mn×n(F) → M1×m(F) is a linear transformation such that φ(A) /= 0
for every A ∈ Mn×n(F) having rank one.
Suppose that n < m and f is of the forms (a) or (b). Then rk[f (In)]ad = 1, if m =
n + 1 and [f (In)]ad = 0, if m > n + 1. On the other hand, rk f (I adn ) = rk f (In) =
n, a contradiction. If f takes one of the forms (c) or (d), then rk[f (In)]ad = 0 since
m > n  3 and rk f (I adn ) = rk f (In) is one or zero. The latter occur, when φ(In) =
0, and consequently, f (In) = 0. This contradicts injectivity of f and thus n = m.
When n = m, then f is such that either condition (a) or condition (b) holds by
Lemma 3.3. Hence we have
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(I) f (A) = PAQ, ∀A ∈ Mn×n(F) or
(II) f (A) = PAtQ, ∀A ∈ Mn×n(F).
When the case (I) holds, we have
f (Eij ) = PEijQ, ∀i, j ∈ [1, n]. (3)
Again by [f (In)]ad = f (In) we see that (PQ)ad = PQ, and consequently,
QP = P adQad. (4)
Note that [f (In − Eii)]ad = f (Eii) and (3), (4) we have
EiiQP = QPEii .
Thus QP = diag(c1, c2, . . . , cn), where ci ∈ F∗, i ∈ [1, n].
We get
f (Eij ) = PEij (QP )P−1 = cjPEijP−1, ∀i, j ∈ [1, n].
Note that f (In) = [f (In)]ad and f (Eij ) = [f (In − Eii − Ejj − Eij )]ad, we see that
c1 = c2 = · · · = cn = d . Hence f (A) = PAQPP−1 = dPAP−1. Again by
[f (In)]ad = f (In) we have dn−2 = 1.
When the case (II) holds, similarly we have
f (A) = dPAtP−1, ∀A ∈ Mn×n(F). 
Remark 3.5. When n = 2, Let f (A) = tr(A)I2, ∀A ∈ M2×2(F), where tr(A) de-
notes the trace of A. Then f is a linear operator preserving adjoint matrices, but
f /= 0 and it is not injective. This shows that the n  3 assumption is essential in
Theorem 3.4.
In fact, if m = n = 2, by a simple computation, we can obtain that f (A) is linear
combination of maps A → QAQad, where Q ∈ M2×2(F), see [1]. When m > n =
2, the problem is open.
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