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Les recents succes des chercheurs dans le domaine de 1'Intelligence Artificielle (lA) les 
poussent a s'attaquer a des defis de plus en plus grands comme I'analyse de systemes 
complexes, dans I'espace et dans le temps, faisant intervenir un nombre souvent incalculable 
de parametres. Bref, nous desirous amener la machine a modeliser et interpreter ce 
qu'humainement, nous ne pouvons accomplir. 
Pourtant, il nous apparait pertinent de se questiormer sur I'objectif ultime de nos recherches. 
L'efficience de nos outils ne nous permet-elle pas deja de mettre fin aux injustices sociales et 
environnementales, de desamorcer les situations critiques auxquelles I'humanite est 
confrontee ? La reponse a cette question se trouve, a mon avis, au plus profond de chacun de 
nous. 
De notre cote, nous desirons axer nos recherches sur I'assemblage et I'application de 
methodes existantes issues de la vision et de I'lA, avec I'espoir de faire progresser les outils 
d'analyse qui nous aiderons a apprecier la biodiversite et I'integrite des ecosystemes, deux 
choses que nous considerons essentielles a la survie de plusieurs especes - dont la notre - sur 
cette planete. 
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La reconnaissance visuelle d'objets biologiques comme les produits agro-alimentaires et les 
especes vegetales en milieu naturel a profite de percees majeures lors des 30 dernieres 
annees. Aujourd'hui, des algorithmes de reconnaissance performants sont utilises pour 
evaluer la qualite de productions agricoles et faire le suivi d'ecosysteme pour en assurer la 
protection. Dans la plupart des cas, ce sont des experts en vision et en informatique qui ont 
developpe les solutions personnalisees qui ont permis d'atteindre les resultats desires. 
L'objectif de la recherche presentee est de foumir des recommandations pour le 
developpement d'un algorithme de reconnaissance de formes dans des images qui soit 
generique et qui necessite le moins d'intervention humaine possible. Un tel algorithme 
pourrait etre utilise par les non experts, par exemple les ingenieurs en agro-alimentaire, les 
botanistes et les biologistes. Pour atteindre notre objectif, nous avons etudie les etapes du 
processus de reconnaissance a partir d'images. 
En pratique, nous avons mis sur pied un systeme de segmentation, d'extraction de 
caracteristiques et de classification, en plus d'avoir developpe un algorithme de 
Programmation Genetique (PG). Nous avons integre ce dernier au logiciel libre d'exploration 
des donnees Weka, afin d'encourager la mise en commun des efforts de recherche sur les 
algorithmes evolutionnaires. 
Les classificateurs utilises pour nos experimentations sont le classificateur naif de Bayes, 
I'arbre de decision C4.5, le K Plus Proche Voisins (KPPV), la PG, le Separateur a Vastes 
Marges (SVM) et le Perceptron Multicouche (PM). Dans une seconde serie d'experiences, 
nous avons combine chacun de ces classificateurs, a 1'exception du KPPV, au meta 
algorithme de boosting. 
Nous avons compare les resultats de classification des six algorithmes choisis pour six bases 
de donnees distinctes dont trois ont ete creees par nous. Les bases utilisees proviennent 
d'images de cereales, de grains de pollen, de noeuds de bois, de raisins sees, de feuilles 
d'arbres et de caracteres de I'alphabet romain. 
Suite a une segmentation des bases d'images, nous avons extrait, a partir de chaque objet, 
une quarantaine de caracteristiques. Une base de donnees alternatives a ete creee grace a la 
transformation par Analyse en Composante Principale (ACP). Finalement, nous avons 
compiles les resultats de classification des six classificateurs, puis de leur combinaison par 
boosting pour les caracteristiques de base et pour les caracteristiques transformees. Chaque 
VI 
experience a ete realisee 50 fois avec une separation aleatoire des bases d'apprentissage et de 
test. 
Nous avons observe de bonnes performances de classification pour les problemes comportant 
un grand nombre d'echantillons d'apprentissage. La performance des classificateurs, selon 
leur taux d'erreur median, est consistante pour la plupart des bases de donnees. Le PM et le 
SVM obtiennent generalement les meilleurs taux de classification. Pour les problemes 
comportant un grand nombre d'echantillons, notre approche obtient des resultats 
encourageants. 
Malgre la superiorite apparente de certains classificateurs, nos experimentations ne nous 
permettent pas d'emettre une recommandation sur I'utilisation prioritaire d'un classificateur 
dans tous les cas. Nous suggerons plutot I'utilisation d'une metaheuristique evolutive pour 
I'analyse des donnees d'un probleme afin de choisir ou de combiner des classificateurs 
appropries. Nous avan^ons egalement que la performance de classification de notre approche 
pourrait etre amelioree par I'ajout de nouvelles caracteristiques pertinentes, puis par 
I'optimisation des parametres des classificateurs en fonction des donnees. 
ARTIFICIAL INTELLIGENC E TECHNIQUE S FO R BIOLOGICAL OBJEC T 
CLASSIFICATION I N BIDIMENSIONAL IMAGE S 
LEVASSEUR, Yan 
ABSTRACT 
The visual recognition of biological objects such as food products and plant material in 
natural environment benefited from major openings during the last 30 years. Today, powerful 
recognition algorithms are used to evaluate the quality of food productions and to monitor 
ecosystems to ensure its protection. In the majority of the cases, vision and data processing 
experts developed customized solutions which allowed reaching the desired results. 
The goal of this research is to provide recommendations for the development of a generic 
object recognition system (from images) which would require as little human intervention as 
possible. Such an algorithm could be used by non experts such as industrial engineers, 
botanists and biologists. To this end, we studied the stages of the recognition process starting 
from images. 
In practice, we designed a system for segmentation, feature extraction and classification. In 
addition, we developed a Genetic Programming (GP) classifier. We integrated the GP 
algorithm to the free and open source data-mining software Weka to support collaborative 
research efforts in evolutionary computing. 
Six different classifiers were used for our experiments. They are the naive Bayes, C4.5 
decision tree, K Nearest Neighbour (KNN), GP, Support Vector Machine (SVM) and 
Multilayered Perceptron (MP). In a second round of experiments, we combined each of these 
classifiers (except for KNN) with the boosting meta-algorithm. 
We compared the classification results from the six algorithms for six distinct databases of 
which we created three. The databases contain information extracted from images of cereals, 
pollen, wood knots, raisins, tree leaves and computer generated roman characters. 
We automatically segmented the majority of the images. We then extracted nearly 40 
features from each object. We obtained an alternate database using a transformation by 
Principal Component Analysis (PCA). Finally, we compiled the classification results of the 
six classifiers, then of their combination with boosting for the basic feature set and for the 
transformed set. Each experiment was carried out 50 times, with a random separation of the 
training and test databases. 
We observed good recognition rates for problems comprising a large number of training 
samples. The performance ranking of the classifiers, according to their median error rate, is 
consistent for the majority of the problems. The MP and the SVM generally obtain the best 
classification rates. For problems containing a large number of samples, our approach 
obtained encouraging results. 
VIll 
In spite of the apparent superiority of some classifiers, the experiments do not enable us to 
put forth a recommendation on the priority use of a specific classifier in all cases. We rather 
suggest the use of an evolutionary meta-heuristic for the analysis of a problem's data in order 
to choose or to combine suitable classifiers. We also put forward that our approach's 
classification performance could be improved with the addition of new relevant features and 
the optimization of the classifiers' parameters according to the data. 
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INTRODUCTION 
Le domaine de 1'Intelligence Artificielle (lA) demontre les capacites extraordinaires des 
ordinateurs modemes lorsqu'un probleme concret est modelise avec une precision numerique 
suffisante. La localisation automatique d'un robot (Groszmann et Poll, 2001), le controle de 
cellules de soudures robotisees (Smartt, Kenney et Tolle, 2002) ou meme la reconnaissance 
de I'ecriture manuscrite (Cote et al., 1998) peuvent aujourd'hui etre automatises avec de 
I'equipement industriel relativement commun. 
Ces resultats impressionnants peuvent aussi etre observes en agro-alimentaire, en botanique 
et en biologic, lorsque la vision par ordinateur et des algorithmes de classification sont 
utilises pour reconnaitre un objet d'origine vegetale a partir d'une image numerique. Notre 
groupe de recherche s'interesse a ces applications et plus particulierement a 1'identification 
d'objets biologiques que Ton retrouve en agriculture et en agro-alimentaire, pour revaluation 
de la qualite d'un lot de produits, puis a I'identification d'especes en milieu naturel pour le 
suivi et la protection des ecosystemes. 
Les ingenieurs en production manufacturiere et en agro-alimentaire, les botanistes et les 
biologistes n'ont generalement pas suivi la formation necessaire pour utiliser les outils 
specialises recemment developpes par les chercheurs du domaine de la reconnaissance de 
formes. Un outil automatise generique, obtenant une performance suffisante pour une 
premiere analyse dans le cas d'un probleme de recomiaissance d'objet dans une image 
pourrait se reveler tres utile : une personne sans connaissance dans le domaine pourrait 
I'utiliser directement puisque I'outil necessiterait un minimum d'interventions humaines. 
L'objectif de ce projet de maitrise est d'evaluer les outils a notre disposition pour automatiser 
le processus de reconnaissance d'objets biologiques. Nous desirons ainsi fournir des 
recommandations pour le developpement d'un outil de reconnaissance automatise 
fonctionnant, au possible, independamment de I'usager, done des connaissances d'un expert 
humain. 
Afin de realiser un algorithme generique de reconnaissance d'objets a partir d'image, nous 
devons d'abord maitriser toutes les etapes de la reconnaissance de formes, a partir des images 
jusqu'a la classification des objets qui la composent. Les etapes majeures sont la 
segmentation, 1'extraction des caracteristiques, la selection des caracteristiques et la 
classification. Plusieurs methodes peuvent etre utilisees a chaque etape. Nous devrons done 
etudier les methodes de references, comprendre leur fonctionnement et les utiliser pour la 
reconnaissance d'objets dans le cadre de plusieurs problemes differents. 
Le developpement d'un algorithme generique, produit d'une grande complexite, requiert un 
travail de longue haleine qui sera realise par plusieurs etudiants et chercheurs, pendant 
plusieurs annees. Dans cette optique, les algorithmes implementes dans le cadre de ce projet 
seront distribues selon ime licence ouverte, de fa9on a favoriser les contributions a I'atteinte 
de notre objectif 
Ce memoire est divise en cinq chapitres. A la toute fin, nous presentons la conclusion, puis 
les recommandations et annexes. 
Le premier chapitre situe I'etude dans son contexte, soit par rapport aux recentes percees 
scientifiques quant a la reconnaissance d'objets biologiques dans des images. On y presente 
ensuite les algorithmes evolutionnaires, suivis de notre point de vue sur la problematique 
d'outil generique. Finalement, notre objectif global est separe en objectifs plus specifiques, 
puis nos hypotheses de depart sont presentees. 
La revue de litterature est presentee au chapitre 2. On y aborde les themes d'exploration des 
donnees, de reconnaissance de formes, de vision par ordinateur et de pretraitement des 
donnees. Suivent quelques methodes pour I'extraction de caracteristiques et des algorithmes 
de classification. Nous clarifions aussi le fonctionnement de deux meta algorithmes pour la 
classification. Finalement, nous presentons la plateforme de developpement pour 
I'exploration des donnees Weka. 
Le chapitre 3 fait etat de nos demarches pour la realisation d'un algorithme de 
programmation genetique. Nous discutons d'abord de sa conception, puis de son deroulement 
dans le cas general. Nous presentons ensuite les differents parametres globaux et genetiques 
de I'algorithme. L'integration de I'algoritlime dans I'environnement de Weka termine le 
chapitre. 
Dans le chapitre 4, nous devoilons le protocole experimental. Nous presentons d'abord les 
bases de donnees d'images utilisees, puis les methodes de segmentation et d'extraction de 
caracteristiques. Nous abordons ensuite la separation des bases de donnees en vue des tests et 
enumerons les experiences a realiser avec les classificateurs et meta algorithmes choisis. 
Finalement, nous precisons la methode de representation des resultats. 
Le chapitre 5 contient les resultats de nos experimentations et leur analyse. Les performances 
de reconnaissance et temps d'apprentissage y sont devoiles. Une discussion sur I'ensemble 
des observations complete ce chapitre. 
La conclusion presente une synthese ce qui a ete realise dans ce projet. Les recommandations 
finales proposent des avenues pour la poursuite de la recherche selon les objectifs que nous 
avons definis. 
CHAPITRE 1 
CONTEXTE D E L'ETUD E 
Ce chapitre permet de mieux cemer le contexte de notre recherche en detaillant les 
particularites des objets biologiques et les methodes utilisees jusqu'a present pour leur 
reconnaissance. De plus, nous y detaillons la problematique, specifions les objectifs et 
presentons nos hypotheses de depart. 
1.1 Le s objets biologiques e t irreguliers 
Le systeme de perception des vivants leur permet, selon leur nature, d'identifier la presence 
de nourriture, d'abri, de partenaire, d'ennemi ou de tout autre objet dont la reconnaissance 
pourra etre utile a leur survie. Des informations combinees, issues des organes de perception, 
permettent aux etres vivants de classifier et d'identifier I'objet de leurs experiences 
sensorielles. Cette operation de reconnaissance s'avere possible pour un eventail d'objets 
differents extremement large. Ce processus releve de systemes complexes, biologiques et 
evolutifs, qui ont permis a une espece d'apprendre a reconnaitre certaines choses, a les 
differencier. 
II est extremement utile de reproduire cette faculte a I'aide d'ordinateurs ou de machines, 
afin d'automatiser les multiples taches reliees au monde humain et biologique de 
I'identification d'objet. Les actions de reconnaitre un visage ou des paroles, de differencier 
une pomme d'une orange ou un chien d'un chat, correspondent a des comportements d'une 
grande banalite pour un humain adulte. Cependant, la modelisation numerique de la 
perception de ces objets ne peut pretendre a la meme exactitude que faction de la 
reconnaissance humaine, car la definition et la variabilite des objets sont intrinseques au 
processus d'apprentissage et varient en fonction de l'objectif L'automatisation de ces taches 
de reconnaissance n'est done possible qu'avec les outils que presentent des sciences en plein 
essor : la reconnaissance de formes, I'exploration des donnees et I'lA. 
Les chercheurs actuels de I'lA s'interessent particulierement a la reconnaissance audio et 
video (Camastra et Vinciarelli, 2008), technologies qui emulent, a I'aide de capteurs comme 
de micros et de cellules photosensibles, puis d'ordinateurs, les sens de I'oui'e et de la vue des 
etres vivants (en particulier I'ouie et la vue des etres humains). 
L'accessibilite grandissante des technologies de pointe comme les cameras numeriques (Voir 
figure 1.1) rend les images numeriques de plus en plus faciles a acquerir. Le plus souvent, les 
images contiennent toutes les informations necessaires a la classification de I'objet. 
Figure 1.1 Camera  numerique  partiellement demontee. 
(Tire de (Wikipedia,  2007c)) 
Les objets biologiques constituent des exemples riches pour I'analyse numerique en raison 
des nombreuses caracteristiques (qui presentent naturellement une tres grande variabilite) 
qu'ils foumissent pour I'echantillonnage. La variabilite et la definition changeante des objets 
biologiques justifient I'utilisation d'algorithmes d'apprentissage pour une reconnaissance 
adaptee a la realite visuelle des objets. Le succes d'une analyse automatisee sur plusieurs 
exemples issus du monde vegetal peut assurer une reconnaissance similaire pour des objets 
plus reguliers, tels des objets manufactures. 
1.2 Assurance qualite en agro-alimentair e 
Historiquement, la reconnaissance automatisee de plantes a ete introduite par 
l'automatisation des taches reliees a 1'assurance qualite dans le domaine de la production 
agro-alimentaire. Les systemes par cameras offrent certains avantages par rapport au travail 
de I'homme dans le travail d'inspection. En effet, I'humain est sujet a la fatigue et a la 
subjectivite, contrairement a son homologue machine (Chan et Braggins, 1996). Si I'homme 
reussit a observer des scenes complexes, il est toutefois depasse par la rapidite et la regularite 
de I'inspection dans un contexte controle. 
Figure 1. 2 Recolte  de  canneberges. 
(Tire de (Wikipedia,  2004)) 
Des scientifiques utilisent des algorithmes pour evaluer la qualite des produits issus du 
champs, comme par exemple les canneberges (Voir  figure 1.2) ou de I'usine de 
transformation, soit pour une evaluation en lot ou individuellement, puis occasionnellement 
pour classifier et selectionner des produits lorsqu'ils se presentent melanges (Chur chill, 
Bilsland et Cooper, 1993). Notre recherche nous a fait decouvrir plusieurs methodes 
particulierement simples pour proceder a la classification de produits agro-alimentaires. Par 
exemple : I'ufilisafion de I'aire d'un objet dans une image (Berlage, Cooper et Carone, 1984) 
et autres valeurs moyennes simples (Shatadal et al., 1995). Des chercheurs utilisent des 
methodes pour revaluation et la classification d'une quantite impressionnante de fruits et 
legumes differents : les oignons (Van Der Heijden, Vossepoel et Polder, 1996), pistaches 
(Pearson et Slaughter, 1996), asperges (Rigney, Brusewitz et Kranzler, 1992), carottes 
(Howarth et Searcy, 1989), cereales (Visen, Jayas et White, 2004) et insectes se retrouvant 
dans le ble (Zayas et Flinn, 1998), pour ne nommer que ceux-ci. 
Finalement, d'autres scientifiques ont developpe des techniques procedant au positionnement 
(Wolfe et Swaminathan, 1987) et a la segmentation (Yang, 1996) des objets d'interet dans 
I'image. Ces methodes permettent une reconnaissance des objets independamment de leur 
position dans I'image. Les algorithmes recents incluent des descripteurs numeriques 
generiques pour la forme, la couleur (Majumdar et Jayas, 2000) et la texture (Visen, Jayas et 
White, 2004) pour faciliter la classification des objets photographies par camera. 
1.3 Identificatio n d'espece s vegetale s et biodiversit e 
Avec la progression des techniques propres au domaine de la vision artificielle et de la 
reconnaissance de formes, il est devenu plus aise de creer des classificateurs generiques pour 
des objets irreguliers dans des images numeriques. Ces technologies sont done de plus en 
plus utilisees pour le developpement d'applications diverses et moins industrielles, comme 
par exemple la reconnaissance d'especes vegetales en biologic et en ecologie (Ye et al., 
2004). On utilise aussi des systemes de reconnaissance visuels respectivement pour 
ridentification de fleurs sauvages (Saitoh et Kaneko, 2000), de plantes (Du, Wang et Huang, 
2004; Du, Wang et Zhang, 2007), et d'arbres (Wan et al., 2004). 
La teledetection par avion et satellite, qui consiste a realiser des images prises a grandes 
distances en utilisant une ou plusieurs bandes spectrales, est de plus en plus utilisee pour 
I'analyse geographique et pour observer revolution des ecosystemes forestiers, arctiques, 
desertiques, etc. De plus, certaines applications permettent de reconnaitre des especes 
vegetales en particulier (Dubrovin et al., 2000). Des recherches en teledetection ont permis 
de decouvrir les besoins des plantes en azote (Chion, Da Costa et Landry, 2006), afin de 
controler avec precision la quantite d'intrant necessaire pour la production agricole. 
Ces recherches semblent presenter peu d'opportunites economiques a court terme, leur 
objectif etant beaucoup plus axe sur la protection de I'environnement que sur son 
exploitation. Pourtant, I'analyse de systemes complexes comme les ecosystemes naturels 
necessite des outils puissants tels ceux que I'on retrouve dans le domaine de I'exploration des 
donnees, par la presence de correlation a multiples echelles (Brown et al., 2002). 
Recemment, des chercheurs ont soutenu que I'analyse par images numeriques revelait des 
informations pertinentes relatives a la faune et la flore d'un environnement naturel et son 
evolution, jusqu'a foumir une indication fiable de la biodiversite de I'ecosysteme observe 
(Proulx et Parrott, 2007). Des images obtenues par teledetection (Crosse, 2005) ou 
simplement avec une camera portable (Proulx, 2006) ont ete utilisees pour demontrer la 
correlation entre les donnees obtenues au moyen de I'image et la complexite structurelle d'un 
ecosysteme. II apparait aujourd'hui evident que la vision par ordinateur et I'exploration des 
donnees s'averent des outils d'avenir pour la comprehension et I'analyse de problemes 
complexes, comme celui de I'analyse des milieux naturels (Shaanker, 2001). 
1.4 Algorithme s evolutionnaire s 
Les donnees numeriques correspondant aux descripteurs visuels d'un objet obtenus a partir 
d'une image peuvent etre investiguees par un systeme d'exploration des donnees, mieux 
connu sous I'expression anglaise « Data Mining ». L'exploration des donnees, graces a des 
outils visuels (Voir  figure 1.3) et statistiques, mene a la selection ou la combinaison des 
informations les plus significatives. 
•J^^^&^^^^^MIt..'. .. ..,.. ... , . 
I^wr%-*W5 • -T-^ ^s t^v OifTlMT (J^ nfi.-irfli!- ?«i.":i rtfirlutf^ Wiyirfim 
V.\\ii\\\Ui.^ i : i i u i L 1 4 _ (JttUiLtjS - '>•-< " 
(WW 










t f  1  i J L J - -^ 
j _ -
OtIVIf i fKtV 
( 
SAp-piwiW 
i m o f T . ' ^ t i 
w;E4rti«?i 
j f ^ « H 
c» i 
. v a 
^ ^ : i ( . S * _ 
13^ 
| M a  . 
. .^ 
• .- . T  ) 
( 8 1 
i. 
t i . " 
.11 <i> 
1 u 
! J  )  • 
Figure 1.3 Exploration  graphique  des  donnees. 
Source : Capture d'ecran du logiciel Weka. 
Afin de creer un systeme de prediction, un algorithme appele classificateur utilise les 
informations contenues dans une base de donnees d'apprentissage. Differentes approches ont 
ete proposees pour le developpement de classificateurs statistiques. Parmi celles-ci, nous 
nous interessons particulierement a I'approche evolutionnaire. 
Les algorithmes evolutionnaires, de I'anglais « evolutionary algorithms », utilisent des 
mecanismes inspires de la theorie de revolution pour resoudre des problemes de toutes 
sortes. lis font evoluer conjointement plusieurs solutions pour le probleme qui leur est 
presente dans le but de trouver les resultats les plus performants. Ce sont des algorithmes 
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stochastiques puisqu'ils utilisent des processus aleatoires de fa9on iterative. L'interet 
principal de ces algorithmes est leur faculte a eviter les maximums locaux dans un espace-
solution quasi-infini (Langdon et Poll, 2002). La grande quantite de ressources 
computationnelles necessaire pour certains algorithmes evolutionnaires est fournie par des 
ordinateurs de plus en plus puissants. 
1.5 Outil s generiques pou r la reconnaissance d e formes a  partir d'image s 
Generalement, la resolution des problemes de reconnaissance de formes pour I'inspection 
automatisee requiert les connaissances d'un expert en vision et en classificafion et ce, a 
plusieurs niveaux (Bemier, 1997). Son expertise est essentielle pour la segmentation des 
images, pour la selection des caracteristiques a extraire de I'image afin de faciliter la 
classification des objets segmentes, et finalement, pour le choix d'un algorithme de 
classification approprie. 
Notre groupe de recherche (qui fait partie du LlVlA), composee de Jacques-Andre Landry et 
ses etudiants, s'interesse depuis plusieurs annees a l'automatisation du processus de 
reconnaissance de forme pour des problemes varies, notamment en agriculture et en ecologie. 
Un des objectifs de notre groupe est de mettre sur pied un systeme qui pourra classifier 
I'objet etudie selon des criteres qualitatifs afin de le departager selon I'espece, la variete et le 
niveau de qualite (controle de qualite), a partir d'une image numerique. Cela pourra servir a 
estimer la valeur d'un lot ou d'une production agricole par exemple. On pourra egalement 
ainsi proceder a I'identification de plantes ou d'especes specifiques en milieu naturel. 
Finalement cet outil permettra d'analyser un environnement complexe et d'identifier des 
objets dont les caracteristiques sont hautement variables. 
Les systemes generiques ont I'avantage d'etre utilisable par plus de gens que les systemes 
specialises, qui demandent souvent une formation particuliere. L'avantage d'un systeme 
generique de reconnaissance d'objet dans des images est done de foumir des resultats pour la 
premiere analyse d'un probleme de reconnaissance, sans avoir recours a un expert en vision 
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ou en classification. Ceci constitue un gain temporel et une reduction des couts de 
developpement pour une solution utilisant la vision artificielle et la reconnaissance de 
formes. 
Dans ses recherches, notre groupe privilegie I'utilisation d'algorithmes d'apprentissage 
evolutionnaires, en particulier la Programmation Genetique (PG), pour leur faculte d'eviter 
les maximums locaux dans I'espace-solution. Dans un souci d'objectivite, les perfomiances 
des methodes utilisees pour nos experimentations sont le plus souvent comparees a celles 
d'autres algorithmes couramment utilises dans la litterature scientifique. 
1.6 Objectif s 
Le but de notre etude est de foumir des recommandations pour le developpement d'une 
approche de reconnaissance de formes dans des images qui soit generique et qui necessite le 
moins d'intervention humaine possible. Pour ce faire, nous nous proposons d'etudier les 
differentes etapes du processus de reconnaissance, a partir des images jusqu'a la 
classification des objets qu'elles contiennent. Nous investiguerons peu l'automatisation de la 
segmentation afin de concentrer nos efforts sur I'extraction de caracteristiques et le choix 
d'un classificateur generique, adapte a un grand nombre de problemes. 
Specifiquement, nos objectifs sont les suivants : 
1. Identifier un ensemble de caracteristiques generiques issues d'une image qui 
permettra de solutionner un large eventail de problemes d'inspection automatisee 
d'objets biologiques, puis automatiser I'extraction de ces caracteristiques; 
2. Evaluer la pertinence de methodes de selection de caracteristiques ou de reduction de 
la dimensionnalite de I'espace de caracteristiques developpe en 1  en vue de la 
classification; 
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3. Maitriser un algorithme existant ou developper un nouvel algorithme de PG pour la 
classification qui pourra etre facilement compare ou reutilise par d'autres chercheurs; 
4. Appliquer des algorithmes de classification couramment udlises dans la litterature 
afin de classifier des objets biologiques et comparer les resultats en termes de taux de 
classification et de temps d'apprentissage pour plusieurs bases de donnees d'images; 
5. Foumir des recommandations pour la conception d'un outil automatise qui pourrait 
realiser les etapes d'extraction des caracteristiques de I'image, de selection et 
transformation des caracteristiques pertinentes, puis de classification. 
1.7 Hypothese s d e travail 
Voici les hypotheses principales qui orientent notre etude de la reconnaissance de formes 
dans des images : 
Les problemes de reconnaissance bien definis et suffisamment conscrits (presentant 
une petite variation intra classe et une grande variation inter classe) peuvent etre 
resolus par une strategic de prise de decision simple utilisant une representation des 
formes compactes (Jain, Duin et Mao, 2000); 
Les progres au niveau de I'algorithme de PG et la rapidite croissante des ordinateurs 
promettent un futur interessant a la PG et aux algorithmes evolutionnaires (Banzhaf et 
al,1998) 
La PG peut s'adapter a des situations variables. Son taux de bonne classification est 
generalement comparable a ceux d'algorithmes reconnus par la litterature, mais 
utilisent plus de ressources (Levasseur, 2005); 
CHAPITRE 2 
ETAT DE L'ART EN RECONNAISSANCE D E FORME S 
Ce chapitre presente I'etat de I'art en analyse de donnees numeriques, plus particulierement 
en reconnaissance de formes dans des images. 
D'abord, une approche generale pour I'analyse de donnees et la decouverte de patrons est 
presentee. Le cas specifique d'exploration des donnees qui nous interesse, la reconnaissance 
de formes, est ensuite decortique. Ensuite, nous discutons de I'organe de perception de notre 
systeme : un sous-systeme de vision par ordinateur. Les sections suivantes elaborent au sujet 
du traitement et de la transformation des donnees fournies par le systeme de vision. Nous 
presentons ensuite des algorithmes et meta algorithmes de classification. L'etude d'un 
module integre de reconnaissance de formes dans des images complemente le chapitre. Nous 
terminons I'etat de I'art avec la description d'une plate-forme d'exploration des donnees et 
de developpement. 
2.1 Exploratio n de s donnees 
Les bases de donnees ont ete traitees et analysees manuellement jusqu'a une epoque assez 
recente. Aujourd'hui, grace a la capture de donnees automatisees, la quantite d'information 
que I'on peut obtenir est beaucoup trop grande pour que le tout soit scrute a la main. La taille 
des bases de donnees rend la tache de reconnaissance de tendances ou de relations inter 
donnees tres difficile pour un humain. Cette problematique a contribue au developpement du 
domaine de la decouverte de savoir dans les bases de domiees. Cette expression nous vient de 
la forme anglaise « Knowledge Discovery in Databases (KDD) » (Fayyad, Piatetsky-Shapiro 
et Smyth, 1996a). L'explorafion des donnees (ED) - une autre traducfion de I'anglais 
provenant de I'expression « Data Mining » - est une branche majeure de la decouverte de 
savoir dans les bases de donnees (Witten et Frank, 2005). L'ED comprend des techniques et 
des algorithmes pour analyser de tres grandes quantites de donnees et pour identifier les 
formes et les patrons qu'on y retrouve. 
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Habituellement, I'ED est divisee en trois grandes phases. Voici, de fa9on sommaire, ce que 
comporte chaque grande phase. 
1. Pretraitement : cette etape concerne la definition meme du probleme et est 
accomplie avant que tout apprentissage ne soit realise; 
a. Etud e d u domain e : cette portion du pretraitement conceme I'etude de 
resultats similaires, de recherches sur le sujet ou de donnees connues a priori. 
Pour notre probleme, cette etude est presentee a la section 2.3; 
b. Preparatio n de s donnee s : la preparation consiste a mettre les donnees sous 
une forme adaptee aux algorithmes d'exploration qui suivent dans le 
processus (Voir  2  : phase d'exploration). On traite aussi le bruit et les donnees 
manquantes (cette sous etape est realisee dans le cadre de notre recherche et 
sera traitee a la section 2.4). Les resultats obtenus sont appeles caracteristiques 
de base; 
c. Transformatio n d e I'espac e de s donnee s : ici la forme des donnees est 
transformee afin d'eliminer les caracteristiques non pertinentes, compresser 
les informations ou les combiner afin de faciliter le travail des algorithmes 
d'exploration en aval. Ce mecanisme sera traite a la section 2.5. Des procedes 
comme la selection de caracteristiques et la constmction de caracteristiques 
(ajout de caracteristiques construites a partir de celles de base (Liu et Motoda, 
1998)) font partie de la demiere portion du pretraitement des donnees. 
2. Phas e d'exploratio n : dans cette phase, des algorithmes sont utilises pour la 
decouverte de relations et d'informations significatives a partir des donnees. Le but 
de la phase d'exploration peut varier selon la nature du probleme. Si fetude porte sur 
la comprehension des mecanismes ou de la structure de 1'information, on pourra 
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recourir a une exploration dite descriptive. Si on veut automatiser un processus relie a 
I'analyse des donnees, on aura plus souvent recours a I'exploration predictive; 
a. Exploratio n descriptiv e : I'exploration mene a la visualisation ou la synthese 
d'information sur les donnees. Afin de regrouper les donnees similaires et 
offrir des explications generales, on peut utiliser des algorithmes de 
partitionnement des donnees, appeles « Data Clustering algorithms » en 
anglais. Ces algorithmes creent des classes et etiquettent les donnees selon les 
similarites des echantillons analyses. 
b. Exploratio n predictiv e : ce type d'exploration est generalement utilise pour 
automatiser la formulation de diagnostiques ou la prise de decision dans des 
procedes industriels ou informatiques. Deux types d'exploration predictive 
sont plus connus : la classification et la regression. On parle de classification 
lorsque I'information a predire doit faire partie d'un choix parmi un certain 
nombre de classes possibles (Weiss et Indurkhya, 1998), et c'est cette partie 
de I'exploration predictive qui nous interesse. (Nous presenterons plusieurs 
algorithmes de classification dans la section 2.6.) La regression conceme le 
cas ou Ton desire predire une valeur continue ou decimale. Plusieurs 
algorithmes de I'exploration predictive peuvent s'adapter a la classification ou 
a la regression sans grand changement a leur fonctionnement (Witten et Frank, 
2005). 
3. Post-traitement s : cette phase conceme les etapes qui sont entreprises apres 
1'acquisition et I'exploration des donnees. Elle sera realisee par des experts du 
domaine etudie, par exemple des specialistes de la sante dans le cas d'anomalies 
detectees par rayons X, des biologistes dans le cas d'identification d'especes, etc. 
a. Evaluatio n de s resultat s : cette portion du travail conceme revaluation de 
l'interet des patrons reconnus dans le but d'identifier ceux qui representent du 
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« savoir ». II s'agit de departager les relations issues d'un phenomene reel de 
celles qui sont dues a de simples variations dans les donnees d'entrees 
(Fayyad, Piatetsky-Shapiro et Smyth, 1996b). Plusieurs methodes, comme la 
separation de la base de donnees inifiales en plusieurs bases d'apprentissage et 
de test, puis la validation croisee, de I'anglais « cross-validation » (Weiss et 
Kulikowski, 1991), sont utilisees pour confirmer la presence d'une forme chez 
des echantillons qui n'ont pas encore ete observes par le systeme d'ED. Nous 
presenterons plus en details une methodologie pour evaluer les resultats a la 
section 4.8. 
b. Interpretatio n d u savoi r : cette etape met en lumiere les decouvertes du 
processus d'ED et fait le pont entre ces nouvelles informations et le savoir 
existant concemant le domaine d'etude. Si les decouvertes de I'ED ne peuvent 
pas etre expliquees ou reliees au savoir existant du domaine etudie, il est 
possible que des erreurs se soient glissees dans FED. 11 faut alors contre 
verifier les resultats. Dans notre cas, cette portion du travail est presentee au 
chapitre 5. 
c. Transfer t technologiqu e : la finalite de tout ce travail est bien entendu 
1'exploitation des decouvertes du processus d'ED. Selon les cas, il est possible 
de les mettre en application immediatement ou de proceder a des tests plus 
precis afin de valider les hypotheses qui decoulent des resultats. 
L'ED est un processus complet de recherche de savoir en mesure de traiter une grande 
quantite d'informations. Les phases que nous venous de presenter sont generiques et 
s'appliquent a des domaines tres varies. Dans la perspective plus pratique de la 
reconnaissance a partir d'images, le domaine de la Reconnaissance de Formes (RF), dont de 
multiples chercheurs presentent des experimentations poussees, suggere un parcours plus 
precis. On peut done considerer que la RF est un cas particulier d'ED. Le processus de 
recherche de savoir dans la RF est specifique au traitement, a la reconnaissance et a la 
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classification de patrons a partir de donnees numeriques, comme par exemple celles qui 
peuvent etre obtenues d'une image ou d'un enregistrement sonore. 
2.2 Reconnaissanc e d e formes 
La RF est un domaine de I'apprentissage automatique ou Apprentissage Machine (AM), une 
traduction de I'anglais « Machine Leaming ». La RF est communement definie comme une 
prise de decision basee sur I'obtention d'une categoric a partir de donnees d'entrees brutes ou 
transformees (Duda, Hart et Stork, 2000). 
L'objectif de la RF est done de prendre la bonne decision, suite a I'observation d'un motif 
qui a ete reconnu grace a des caracteristiques particulieres detectees par le systeme. Les 
systemes de RF utilisent des connaissances a priori et / ou de I'information statistique sur les 
donnees pour identifier les patrons foumis en entree. Pour la RF statistique, un echantillon est 
represente par un vecteur de dimension egale au nombre de caracteristiques. Chaque 
echantillon peut appartenir a une categoric de motifs, appelee classe. 
La recherche en RF est generalement divisee en deux groupes de systemes de classification : 
les methodes supervisees et les methodes non supervisees. 
Les methodes supervisees fonctionnent selon deux modes : entrainement (apprentissage) et 
classification (test). En premier lieu, les methodes utilisent une base de donnees 
d'apprentissage qui presente des exemples dont la classe est deja identifiee (elle aura ete 
identifiee prealablement par un operateur humain). Dans ce cas, le classificateur doit arriver a 
generer une fonction, un programme ou un ensemble de regies qui permettra d'obtenir la 
meilleure performance de classification pour les echantillons foumis en exemple. 
Eventuellement, le systeme pourra etre eprouve avec une base de donnees de test qui contient 
des patrons qui n'ont pas encore ete observes, afin d'evaluer sa performance eventuelle sur 
des donnees inconnues. Cette demiere mesure est appelee performance de generalisation. 
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Les methodes non supervisees peuvent aussi fonctionner selon un mode d'apprentissage ou 
de test, mais elles n'utilisent pas d'exemples prealablement identifies. Les echantillons des 
bases de donnees ne font done pas a priori partie d'une classe. Un systeme de RF obtenu sans 
supervision doit lui-meme classifier les nouveaux echantillons presentes en fonction des 
classes qu'il aura elaborees a partir des patrons observes. Dans certains cas, le systeme de 
classification non supervise devra aussi determiner par lui-meme le nombre de classes qui 
convient pour representer un probleme. 
Un systeme de RF complet comprend le systeme de perception - soit les organes de prise de 
mesure -, le systeme d'extraction et de traitement des caracteristiques a partir des donnees 
brutes sous une forme numerique, puis un systeme de classification. 
II existe deux families de classificateurs : les classificateurs statistiques et les classificateurs 
syntaxiques (aussi appeles classificateurs structurels). Les classificateurs statistiques utilisent 
les caracteristiques des echantillons (souvent representes comme un vecteur de donnees 
numeriques) pour identifier leurs classes. Ayant a sa disposition une base de donnees 
contenant des echantillons de chaque classe, le classificateur statistique a pour objectif de 
definir les frontieres de decision qui permettent de differencier les classes dans I'espace des 
caracteristiques. La classification syntaxique est quant a elle basee sur I'analyse des 
interrelations entre caracteristiques. Grace a cette qualite, la RF syntaxique peut arriver a 
classifier des donnees dont la forme est differente de celle d'un vecteur de caracteristiques. 
L'approche syntaxique fait usage de I'analogie du langage pour representer les motifs, 
structurant les formes plus complexes en agen9ant les formes plus simples a I'aide d'une 
grammaire construite depuis I'analyse des formes foumies pour I'entramement du systeme. 
Les applications de la RF sont nombreuses. Leurs effets, extremement positifs, se font sentir, 
entre autres, dans les domaines de la reconnaissance automatique de la parole (Haton et al., 
2006), la classification de texte et de document (Sebastiani, 2002), la reconnaissance de 
I'ecriture manuscrite (Teredesai, Park et Govindaraju, 2001) et le developpement 
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d'intelligence artificielle pour les jeux de strategies (van der Werf, 2004) comme le complexe 
jeu de go (Voir figure 2.1). 
Figure 2.1 Jeu  de  go. 
(Tire de (Wikipedia, 2005)) 
2.3 Vision par ordinateur et RF 
Dans ce projet, nous voulons utiliser la RF afin d'automatiser la reconnaissance d'objets a 
partir d'information visuelle. A cette fin, nous devons integrer un systeme de vision par 
ordinateur comme organe perceptif et de pretraitement de I'information comme porte 
d'entree a notre systeme de RF. 
L'organisation d'un systeme de vision par ordinateur peut etre simple ou complexe, selon 
I'application. Generalement, il comprendra, entre autres, les fonctions suivantes (Gonzalez, 
Woods et Eddins, 2003) : 
Acquisition de I'image : une grande variete de capteurs peut produire des images 
digitales. On retrouve, par exemple, des cameras digitales (sensibles a differentes 
longueurs d'ondes), des cameras a ultrasons, des capteurs hyper spectraux, des 
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capteurs a rayons X, des radars, etc. Une image digitale est un bloc de donnees 
numeriques qui contient I'intensite du signal capte a chaque position sur une « carte » 
dont la forme correspond a I'ensemble des capteurs. Chaque position sensible du 
capteur, oil peut etre stockee une valeur, est appelee pixel. 
Pretraitement: selon la qualite des images obtenues par I'organe d'acquisition, il est 
parfois necessaire d'utiliser des algorithmes preliminaires de traitement de I'image. 
Ces algorithmes ont pour but d'ameliorer la qualite visuelle de I'image ou de 
permettre I'extraction de certaines informations particulieres qui seraient difficile a 
retrouver autrement. Par exemple, il arrive que I'on veuille reduire le bruit dans les 
images d'entrees, rehausser le contraste pour observer un contour d'objet ou 
transformer les donnees de I'image vers un autre systeme de representation (de 
couleurs, par exemple). 
Segmentation : la segmentation est le travail de separation des sections interessantes 
de celles qui ne le sont pas dans I'image d'entree. Ce travail peut etre fait avant ou 
apres une etape d'extraction de caracteristiques, selon la complexite de la tache de 
segmentation. Generalement, des informations de bas niveau (telles les valeurs de 
pixels ou un histogramme de ces valeurs) sont suffisantes pour departager le fond de 
I'image des objets qui lui sont superposes. Si, parmi tous les objets detectes, seule une 
portion est importante, il peut etre necessaire de proceder a I'extraction de 
caracteristiques telles I'aire ou le perimetre afin de departager les zones d'interet. 
Apres segmentation, seules les valeurs des pixels des zones d'interet sont conservees. 
Extraction d e caracteristiques developpee s pa r de s expert s e n vision : cette etape 
consiste a calculer des informations pertinentes pour la classification de I'objet 
segmente, a partir des valeurs de pixels qui le composent. II peut s'agir 
d'informations de differents niveaux de complexite. On peut par exemple soutirer des 
informations simples telles la presence de lignes, de courbes ou de contour. Des 
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informations de plus haut niveau concernant la forme, la texture et la couleur peuvent 
aussi etre extraites. 
La tache de segmentation etant de difficulte variable et pouvant atteindre une tres grande 
complexite, nous n'entrerons pas dans le detail de son automatisation pour un cas general. 
Pour I'application qui nous interesse, il nous apparait important de reduire au minimum 
toutes les operations qui sont specifiques a un probleme en particulier. Le choix des 
caracteristiques a extraire doit etre fait judicieusement pour permettre une bonne 
performance de reconnaissance pour des problemes divers. 
2.4 Pretraitemen t de s donnees 
Pour des cas de classification supervisee, les donnees sont le plus souvent representees sous 
la forme d'un vecteur d'information, c'est a dire une liste de valeurs numeriques ou faisant 
partie d'une enumeration; la demiere valeur du vecteur etant le plus souvent la classe de 
I'echantillon. La classe de I'echantillon, qui fait partie d'un ensemble defini, correspond a un 
bon exemple de valeur d'enumeration. Les valeurs numeriques ou d'enumeration sont 
appelees caracteristiques. 
La quantite d'information provenant d'une image numerique peut etre considerable. Les 
donnees bmtes obtenues d'une image numerique sont les valeurs de pixels des differents 
canaux de I'image. Pour une image de 100 par 100 pixels, a trois couleurs, cela represente un 
vecteur de 30 000 valeurs. Si on veut utiliser un systeme automatique pour reconnaitre des 
objets representes par des valeurs de pixels, la quantite de calculs a effectuer, meme pour le 
plus simple des classificateurs, est considerable. 
Le nombre de dimensions d'un probleme correspond au nombre de caracteristiques associees 
a chaque objet ou echantillon a classifier. II est dans notre interet de reduire le nombre de 
dimensions d'un probleme sans perdre le pouvoir de classification - I'information pertinente -
contenu dans les donnees. Le traitement des caracteristiques, transformation ou elimination. 
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peut ainsi reduire les coiits de mesures (quand une caracteristique est eliminee, rien ne sert de 
la mesurer par la suite). Se debarrasser d'information redondante ou inutile, ou mettre en 
evidence de I'information utile a la classification peut ameliorer les performances d'un 
classificateur (Fayyad, Piatetsky-Shapiro et Smyth, 1996b). 
La selection de caracteristiques est une methode de reduction de la dimensionnalite d'un 
probleme. Plusieurs algorithmes ont ete developpes pour proceder a la selection automatique. 
Ces algorithmes tentent d'identifier les caracteristiques les plus utiles et celles qui le sont 
moins. Les algorithmes de selection procedent a une recherche plus ou moins exhaustive des 
choix de caracteristiques possibles afin d'obtenir un groupe de caracteristiques qui permet de 
classifier les donnees avec une performance satisfaisante. La selection de caracteristiques est 
couramment utilisee en vision pour reduire la quantite de donnee lorsque les valeurs de pixel 
sont utilisees comme caracteristiques. La selection permet alors d'identifier un ensemble de 
pixels performant pour la reconnaissance : les pixels non choisis sont alors ignores. Pour des 
problemes de classification comportant une taille d'image variable, done un nombre different 
de pixels par image, la selection sur les pixels n'est pas consideree. 
L'extraction de caracteristiques, qui consiste a transformer les donnees, permet de reduire la 
quantite de ressources requises pour decrire un ensemble de donnees avec precision. Si les 
caracteristiques extraites sont bien ehoisies, le pouvoir de classification de I'algorithme en 
amont peut augmenter. L'extraction de caracteristiques permet en outre de simplifier la tache 
du classificateur en apportant des informations determinantes en rapport a la classe de I'objet 
observe. Une multitude de methodes d'extraction de caracteristiques sont decrites dans la 
litterature; nous vous en presentons quelques-unes subsequemment. 
1. Une premiere methode d'extraction de caracteristiques consiste a utiliser des 
descripteurs foumis par la litterature et les experts des domaines relies au probleme 
(Weiss et Kulikowski, 1991) - methode couramment utilisee en vision par ordinateur. 
Generalement, d'excellents resultats sont obtenus par cette methode. En theorie, il est 
possible de reunir un grand nombre de descripteurs de forme, de couleur et de texture 
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utilises en vision, puis de les utiliser tous pour etre en mesure d'obtenir de bonnes 
performances de classification pour des problemes de vision varies comme la 
reconnaissance de I'ecriture, de visages ou de plantes. Ces caracteristiques sont des 
interpretations numeriques de concepts provenant de la perception visuelle humaine. 
Une fois les descripteurs les plus utiles et reconnus repertories, nous n'aurons plus a 
choisir les descripteurs specifiques a un contexte particulier lorsque nous aborderons 
un nouveau probleme. 
2. Plusieurs autres methodes plus generales sont disponibles telles 1'Analyse en 
Composantes Principales (ACP) (Jolliffe, 2002), I'analyse de caracteristiques par 
frontieres de decision (de I'anglais « Decision Boundary Feature Analysis ») (Lee et 
Landgrebe, 1993), et les reseaux de neurones sans recurrence (de I'anglais Feed-
Forward Neural Network) (Setiono et Liu, 1998). Ces methodes numeriques 
permettent d'extraire des caracteristiques a partir de donnees brutes sans consulter un 
expert. Encore une fois, pour des images de taille variable, il est difficile d'appliquer 
ces methodes d'extraction sur les donnees brutes. Par contre, il est possible d'utiliser 
ces methodes pour transformer les caracteristiques correspondant aux descripteurs 
foumis par la litterature (Voir  1),  afin de reduire encore plus la dimensionnalite du 
probleme. Cette option est discutee a la section 2.5.1. 
3. Finalement, il existe aussi des methodes automatiques pour construire des 
caracteristiques (Bourgouin, 2007; Matheus et Rendell, 1989). Les constructions sont 
des combinaisons lineaires ou non lineaires des donnees brutes. La construction peut 
etre realisee soit avant le processus de classification, soit en parallele a celui-ci, afin 
de determiner iterativement avec le classificateur si les caracteristiques construites 
aident vraiment a resoudre le probleme etudie. Afin de concentrer nos efforts sur 
I'extraction de caracteristiques predefinies, nous avons decide de ne pas approfondir 
1'avenue de la construction de caracteristiques. 
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2.5 Extractio n de s caracteristique s 
On remarque dans la litterature de vision par ordinateur trois categories importantes 
d'information a tirer d'une image prealablement segmentee. 11 s'agit d'informations 
morphologiques, d'informations sur la couleur et d'informations sur la texture (Davies, 
2004). 
Les informations morphologique s concement la forme de I'objet, sa disposition et 
ses cavites. Seuls les contours de I'objet sont necessaires pour l'extraction de ces 
caracteristiques; 
Les informations sur la couleu r concement certaines valeurs statistiques de 
I'ensemble des valeurs de pixels observees dans I'image segmentee, ou dans une 
section de celle-ci. 
L'information sur la textur e conceme les motifs, les repetitions, la densite et la 
frequence des valeurs de pixels de I'objet pour une certaine zone ou pour certaines 
positions relatives. II s'agit done d'information combinee, obtenue de la valeur de 
pixel et de son positionnement a la fois. 
Cette section presente les caracteristiques les plus simples, couramment utilisees pour la 
reconnaissance de forme dans des images. 
Morphologic 
Les caracteristiques de la forme d'un objet sont basees sur les limites de I'objet observees 
dans un espace. L'information necessaire pour le calcul de toutes les caracteristiques 
morphologiques d'un objet est done la liste de tous les pixels qui composent le contour de 
I'objet. Cette information nous permet de deduire quels sont les pixels de I'image qui font 
partie de I'objet. 
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Les caracteristiques morphologiques les plus connues sont I'aire, le perimetre, la hauteur et la 
largeur. Les procedures pour le calcul de caracteristiques un peu plus complexes comme le 
centroTde, les axes principaux, I'orientation des axes, I'excentricite, le nombre d'Euler, le 
diametre equivalent et I'etendue sont expliquees dans la page d'aide de la fonction 
« regionprops » de Matlab 7.0.1 (Eaton, 2004). 
Couleur 
Les espaces de representations des couleurs Rouge Vert Bleu (RVB), Teinte Saturation 
Lumiere (HSL), puis par niveaux de gris (un seul canal) sont couramment utilises en vision 
par ordinateur. Bien que ces systemes different quant a leur interpretation, le calcul des 
caracteristiques de couleur est simple dans chaque cas. Dans le cas du modele RVB, 
l'extraction de caracteristiques sur la couleur sera repetee pour chaque canal et / ou utilisee 
sur les valeurs moyennes obtenues de tous les canaux (ce qui correspond aux niveaux de 
gris). 
La valeur moyenne, la maximale et minimale de toutes les valeurs de pixels d'un canal sont 
des caracteristiques pertinentes. La valeur de pixel ayant le plus d'occurrence (maximum de 
I'histogramme) est une autre caracteristique de la couleur de I'objet. Finalement, la somme 
des valeurs, suite a une operation comme I'application d'un filtre sobel (Sobel et Feldman, 
1973), ou le calcul de I'entropie (Shannon, 1948) sur un canal, peut etre consideree comme 
une caracteristique de la couleur. 
Texture 
II existe plusieurs techniques pour obtenir des informations sur la texture d'un objet. En 
premier lieu, on utilise I'histogramme des valeurs de pixels de I'objet afin de calculer des 
caracteristiques statistiques. Un histogramme presente le nombre d'occurrences d'une valeur 
de pixel parmi tous les pixels qui composent I'objet (par exemple, pour une valeur de 0 
jusqu'a 255). Les caracteristiques interessantes sont la moyenne de I'histogramme, son ecart 
type, puis les moments de degres superieurs. Le moment de second degre decrit par 
Gonzalez, Woods et Eddins (2004, p. 667), qui correspond a la variance, est un indicateur du 
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contraste de niveaux de gris, utile pour decrire les changements de luminosite brusque sur 
I'objet. Les moments du troisieme et du quatrieme degre, nommes asymetrie et coefficient 
d'aplatissement decrivent chacun un aspect de la forme de I'histogramme des valeurs de 
pixels. L'uniformite et I'entropie du niveau de gris sont deux autres caracteristiques obtenues 
de I'histogramme qui decrivent la repartition reguliere ou aleatoire des pixels dans I'objet. 
Ces dernieres sont decrites par Gonzalez, Woods et Eddins (2004, p. 669). 
Une deuxieme technique pour le calcul de caracteristiques sur la texture est la co-occurrence 
de pixels. Elle consiste a denombrer I'occurrence simultanee de deux pixels dans un 
voisinage determine qui possedent des valeurs de pixels specifiques. Le resultat de 
I'application d'un operateur de co-occurrence est une seconde matrice (ou image). Cette 
matrice precise, a la case j de la ligne /, le nombre d'occurrence d'un pixel contenant la 
valeur / pendant que son voisin (selon le decalage precise par I'operateur) contient la valeury. 
A partir de ce resultat, on peut calculer des caracteristiques statistiques comme le contraste, 
la correlation, I'energie et I'homogeneite (Voir  fonctions «graycomatrix» et 
« graycoprops » de Matlab). 
Enfin, on peut aussi utiliser des analyses plus specialises comme la forme binaire locale, tiree 
de I'anglais « Local Binary Pattern » (Ojala, Pietikainen et Harwood, 1996) et I'analyse en 
frequence, qui utilise la transformee de Fourier discrete. 
2.5.1 Transformatio n de s donnees par analyse en composantes principale s 
II est possible d'ecourter la phase d'apprentissage des classificateurs en reduisant la 
dimensionnalite du probleme. La combinaison lineaire de caracteristiques par ACP permet de 
reduire le nombre de caracteristiques utilisees pour decrire les echantillons tout en conservant 
une proportion choisie de la variance des caracteristiques originales. 
Les idees derriere I'ACP ont ete introduites independamment par Pearson (Pearson, 1901) et, 
plus tard, par Hotelling (Hotelling, 1933). L'ACP calcule la matrice de covariance a partir 
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des caracterisfiques de la base de donnees et trouve les valeurs propres et vecteurs propres. 
Chacun des vecteurs propres devient une transformee lineaire qui agit sur les caracteristiques 
originales pour creer une nouvelle caracteristique qui est appelee composante principale 
(Jolliffe, 2002). La valeur propre associee a chaque vecteur propre correspond a la variance 
des donnees sur chaque composante principale. Nous assumons ici que la qualite descriptive 
d'une composante principale est mesuree par la grandeur de sa variance. Les meilleures 
caracteristiques sont done celles avec la variance la plus elevee. Ainsi, I'ACP utilise les 
valeurs propres pour selecfionner les meilleures caracteristiques produites. Le total de la 
variance conservee (la somme des valeurs propres utilisees) est un indicateur de la somme de 
l'information contenue dans la base de donnees originale qui sera conservee. Les vecteurs 
propres choisis sont utilises pour transformer les caracteristiques de la base de donnees 
originale en de nouvelles caracteristiques, formant une nouvelle base de donnees. 
Y^XH (2.1) 
X est la matrice d'echantillons de taille n  par d,  Y  est la matrice d'echantillons apres 
transformation par I'ACP, de taille n  par m,  et H  est la matrice d  par m  de transformation 
lineaire, dont les colonnes sont les vecteurs propres. Puisque I'ACP utilise les vecteurs 
associes aux plus grandes variances, elle realise une approximation des donnees dans un 
sous-espace linaire en utilisant le critere de I'erreur quadratique moyenne (« mean squared 























Figure 2.2 Les  deux axes d'une ACP sur  la  photo d'un  homme  debout. 
(Tire de (Wikipedia,  2006c)) 
2.6 Classificateurs 
Dans cette section, nous presentons six classificateurs statistiques (non pas syntaxiques) de 
type supervise. Nous avons selectionne ces classificateurs parmi la grande variete 
d'algorithmes decrits dans la litterature puisqu'ils sont couramment utilises comme 
classificateurs de reference dans des etudes comparatives (van der Walt et Bamard, 2006) 
(Stathakis et Vasilakos, 2006). 




Classificateurs etudies et leurs caracteristiques 
Classificateur 
Classificateur nai'f de Bayes 
Separateur a vastes marges 
K plus proches voisins 
Perceptron multicouche 
Arbre de decision C4.5 
Programmation genetique 
Fonctionnement e t caracteristique s 
Determine la classe selon la plus grande probabilite a 
posteriori. Classificateur simple. Sensible aux erreurs pour 
I'estimation de la densite. 
Maximise la marge entre les classes en utilisant un 
minimum de vecteurs de support. Dependant de I'echelle 
des donnees. Non lineaire. Insensible au sur-apprentissage. 
Performe bien en generalisation. 
Determine la classe selon la classe majoritaire chez les K 
plus proches voisins. Asymptotiquement optimal. 
Dependant de I'echelle. Phase de classification lente. 
Optimisation iterative de I'erreur quadratique moyenne 
par la modification de poids de plusieurs couches de 
neurones artificiels. Sensible aux parametres 
d'entrainement. Entrainement lent. Sensible au sur-
apprentissage. 
Classifie a I'aide d'un ensemble de valeurs de seuil pour 
une sequence de caracteristiques. Procedure 
d'entrainement iteratif Sensible au sur-apprentissage. 
Phase de classification tres rapide. 
Procede a revolution artificielle de programmes pour la 
classification. Beaucoup de parametres a ajuster. Phase 
d'apprentissage longue et tres exigeante en ressources 
computationnelles. Flexibilite de recherche dans I'espace 
des solutions. 
Les principes de fonctionnement de ces classificateurs sont decrits sommairement dans les 
sections suivantes. 
2.6.1 Classificateu r nai f de Bayes 
Le classificateur naif de Bayes est un classificateur simple utilisant des probabilites obtenues 
par le theoreme de Bayes (Bayes, 1763; Laplace, 1820) avec de fortes hypotheses 
d'independance des donnees. Ces hypotheses lui valurent son nom : classificateur naif. 
30 
Ce type de classificateur a fait ses preuves pour des problemes d'application pratique avec 
apprentissage supervise. Malgre ses hypotheses, le classificateur naif performe generalement 
bien avec peu de donnees d'apprentissage. Puisque les donnees sont considerees 
independantes, seule la variance de chaque caracteristique doit etre calculee (et non pas la 
matrice de covariance en entier). 
Le model probabiliste utilise par ce classificateur provient du theoreme de Bayes. Le 
classificateur qui s'ensuit, etant donne I'independance assumee des variables, procede de la 
fa9on suivante : 
classeif^,...,fj = plusgrand^ p{C  = c)]^/?(/^ = / | C = c) (2.2) 
La fonction plusgrand  ne fait que selectionner la plus grande valeur parmi les probabilites 
que I'objet appartienne a chacune des classes. On obtient cette probabilite par la 
multiplication de la probabilite d'obtenir cette classe (parmi les echantillons d'apprentissage) 
avec la probabilite d'obtenir chaque caracteristique pour cette classe, selon la valeur moyenne 
et la variance prealablement calculee. La classe qui obtient la plus grande probabilite en 
fonction des caracteristiques de I'objet presente est choisie en tant que classe predite pour 
I'objet. Pour plus de precision, il est possible de consulter plusieurs ouvrages et articles 
concis sur le classificateur naif de Bayes (Buntine, 1996; John et Langley, 1995). 
2.6.2 Separateu r a vaste marge 
Une machine a vecteurs de support ou Separateur a Vaste Marge (SVM) est un classificateur 
qui fait partie des methodes d'apprentissage supervisees. Son principe general est de separer 
deux ensembles de points par un hyperplan. Le classificateur propose par Vapnik (Vapnik, 
1998) obtient, dans certains cas, des resultats superieurs a ceux des reseaux de neurones ou 
des modeles statistiques comme le classificateur naif de Bayes. 
En resume, le SVM utilise des fonctions de noyau (de I'anglais « kernel funcfions ») qui, 
dans un espace augmente, permettent une separation optimale des points en differentes 
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categories. Les donnees d'apprentissage sont utilisees pour decouvrir I'hyperplan qui separera 
au mieux les points. 
a I I 
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Separable lineairement Non separable  linetdretnent 
Figure 2.3 Exemple  de  deux classes lineairement  separables  et  non separables. 
(Tire de (Wikipedia,  2006a)  [notre  traduction]) 
L'idee du SVM est d'utiliser sa fonction de noyau pour reconsiderer le meme probleme dans 
un espace de dimension plus elevee. Ce nouvel espace est caracterise par la possibilite d'y 
trouver un separateur lineaire qui permet de classer les points dans les deux groupes 
appropries. Le separateur lineaire peut ensuite etre projete dans I'espace d'origine (ou il 
devient habituellement non lineaire). La figure 2.3 illustre des distributions separable et non 
separable pour deux classes (carres et cercles), dans un espace a deux dimensions. 
Le critere d'optimisation est la largeur de la marge entre les classes, c'est-a-dire I'espace vide 
de chaque cote des frontieres de decision. La largeur de marge est caracterisee par la distance 
jusqu'aux echantillons d'entrainement le plus pres. Ces echantillons, appeles vecteurs de 
supports, definissent la fonction discriminante qui permet la classification. Le nombre de 
vecteurs de support est minimise en maximisant la marge. 
La fonction de decision pour un probleme a deux classes obtenue a partir du classificateur 
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vaste marge est formalisee comme suit, en utilisant la fonction de noyau K(Xi,x)  d'un nouvel 
echantillon x et d'un echantillon d'entrainement x,: 
V.Y, e5 
Ou S  est I'ensemble de vecteurs de support (sous-ensemble obtenu de la base 
d'entrainement), et X, = ±1 (selon la classe de I'objet x,). Les parametres a,  >= 0 sont 
optimises pendant I'apprentissage a I'aide de I'equation : 
J 
Avec les contraintes AjD(Xj)>l-£j,\/Xj  dans I'ensemble d'entrainement. A  est une 
matrice diagonale contenant les classes Xj  et la matrice K  contient les valeurs de la fonction 
de noyau K(x„x)  pour toutes les paires d'echantillons d'entrainement. L'ensemble de 
variables flexibles Cj  permet le chevauchement de classes ajuste par la penalite C  > 0. 
Pendant I'optimisation, tous les ai se rapprochent de 0, sauf les vecteurs de support. 
Finalement, seuls ces vecteurs sont utilises. 
Le SVM necessite la selection d'une fonction de noyau K  appropriee. La forme la plus 
simple de noyau est le produit scalaire entre I'entree et un echantillon de I'ensemble de 
support. Le resultat est un classificateur lineaire (Voir  equation 2.5). Des noyaux non 
lineaires, polynomiaux de degre p  sont obtenus par la forme presentee a I'equation 2.6. 
D'autres noyaux comme la gaussienne de bases radiales (Voir  equation 2.7) a ecart type a 
peuvent aussi etre utilisees. 
k{x,x) = x. -x  (2.5) 
k(x^x)^{x, -x-{-!)"  (2.6) 
k{x-x) - exp 
( I I l |2 ^ 
X, -  X 
1G' 
(2.7) 
On peut analyser le SVM selon I'optique de I'appariement de modeles, technique connue 
sous le nom de «template matching » en anglais. Les vecteurs de supports font office de 
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modele avec la difference qu'ils caracterisent les classes selon la frontiere de decision - done 
I'echantillon limite de la classe - par opposition au modele habituel de I'appariement qui 
correspond a I'echantillon moyen ou attendu de la classe. De plus, la frontiere de decision est 
definie selon la combinaison, possiblement non lineaire, des distances avec les vecteurs de 
supports. 
La litterature sur les formes d'implementation du SVM est abondante (Scholkopf, Burges et 
Smola, 1998; Shawe-Taylor et Crisfianini, 2004). 
2.6.3 K  plus proches voisins 
L'algorithme de classification des K Plus Proches Voisins (KPPV) est parmi les plus simples 
de tous les algorithmes de I'AM. C'est une methode d'apprentissage supervise. Un objet est 
classifie selon un vote a majorite par ses voisins; I'objet obtient la classe qui est la plus 
commune chez ses K plus proches voisins dans I'espace des caracteristiques. K  doit done etre 
un entier positif, generalement petit. On choisira souvent un K  impair pour eviter I'egalite 
dans le vote. La distance utilisee pour le calcul de la proximite des voisins est le plus souvent 
la distance euclidienne. 
Les exemples d'apprentissage sont des vecteurs dans un espace multidimensionnel. La phase 
d'apprentissage consiste simplement a conserver ces donnees dans un format qui permettra le 
calcul efficace des distances et la recherche des voisins. 
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Figure 2.4 Exemple  de  probleme dans  un  espace a deux dimensions. 
(Tire de (Wikipedia,  2007b)) 
La figure 2.4 illustre la repartition de deux classes, les carres et les triangles, dans un espace 
bidimensionnel. Le cercle represente un nouvel echantillon a classifier. La methode du KPPV 
nous permet d'attribuer une classe a cet echantillon, en observant la classe de ses voisins. Par 
exemple, avec K  =  3,  les trois voisins sont deux triangles et un carre (dans la region 
circulaire pleine, figure 2.4), ce qui idenfifie le nouvel echantillon comme un triangle. Par 
contre, dans le cas de A^  = 5, les voisins sont deux triangles et trois carres (region circulaire 
pointillee de la figure 2.4). Dans ce cas, le nouvel echantillon serait classifie comme un carre. 
Le parametre K  a done un effet sur la performance de ce classificateur. Le meilleur choix 
depend des donnees. Generalement, un K  plus grand pourra reduire I'effet du bruit, mais les 
frontieres entre les classes seront moins distinctes. Une bonne valeur de K  peut etre 
selectionnee par des techniques heuristiques comme la validation croisee. La performance du 
KPPV peut etre serieusement diminuee par la presence de donnees bruitees ou qui ne 
foumissent pas d'information pertinente. Pour I'utilisation du K plus proches voisins, il est 
primordial de foumir une echelle appropriee pour les donnees, puisque des valeurs trop 
grandes ou trop petites, en comparaison aux autres donnees, auront un effet soit exagere ou 
soit negligeable sur le calcul de distance. 
Plusieurs algorithmes d'optimisation ont ete presentes afin de diminuer la charge de calcul 
dediee a la recherche des voisins les plus proches d'un nouvel echantillon. Nous ne nous 
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attarderons pas ici aux details de ces optimisations. Pour plus d'information sur le KPPV et 
ses variantes, consultez (Shakhnarovich, Darrell et Indyk, 2006) ou encore (Dasarathy, 
1991). 
2.6.4 Perceptro n multicouch e 
Les Reseaux de Neurones Artificiels (RNA) sont un ensemble d'outils informafiques inspires 
du fonctionnement du cerveau animal (Rosenblatt, 1962). Les RNA utilisent les liens entre 
les neurones pour apprendre a partir d'information observee. Cette methode d'apprentissage 
en parallele est robuste et resistante a 1'introduction d'information erronee. Les RNA 
necessitent habituellement une bonne quantite de donnees d'apprentissage, ce qui peut etre 
couteux en temps machine. Mais, une fois entraines, ces reseaux foumissent des predictions 
suffisamment rapidement pour fonctionner en temps reel sur une ligne de production. 
Un RNA standard contient trois types de couches de neurones : une couche d'entree, une ou 
plusieurs couches cachees et une couche de sortie. Les RNA les plus employes pour la 
classification utilisent le principe du flux vers I'avant (appele feed-forward en anglais). 
Plusieurs couches de neurones sont inter reliees avec la sortie du neurone sur une couche 
connectee a I'entree d'un ou plusieurs neurones sur la couche suivante (le flux de calcul est 
done toujours pousse dans le meme sens). Le resultat est recueilli sur la couche de sortie du 
reseau. La figure 2.5 en illustre un exemple. 
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Figure 2.5 Structure  typique  de  RNA. 
(Tire de (Wikipedia,  2006b)[notre  traduction]) 
Le Perceptron Multicouche (PM) est, comme son nom I'indique, un RNA qui peut contenir 
plusieurs couches cachees (en pratique, souvent une seule suffit). En phase d'apprentissage, 
I'information numerique est injectee dans la couche d'entree et transformee a travers le 
reseau par les poids et fonctions (habituellement des sigmoi'des) attribues a chaque neurone. 
Le resultat provient des relations entre les neurones d'entree, qui representent les 
caracteristiques de I'echantillon a classifier, et la sortie, qui en represente la classe (Brierley 
et Batty, 1999). L'entrainement du PM consiste a trouver les poids des neurones qui 
permettent au mieux de predire la classe des echantillons d'entrainement a I'aide de leurs 
caracteristiques. La technique la plus utilisee pour I'ajustement des poids est la 
retropropagation du gradient (Jain, Mao et Mohiuddin, 1996). Cette technique consiste a 
corriger les erreurs selon I'importance des elements qui ont justement participe a la 
realisation de ces erreurs. Une fois I'erreur sur la couche de sortie calculee, les poids des 
neurones qui lui sont reliees sur la couche qui la precede immediatement sont corriges pour 
diminuer I'erreur, et ainsi de suite jusqu'a la couche d'entree du reseau. La correction des 
poids par retropropagation du gradient est effectuee soit un certain nombre de fois (le nombre 
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d'iterations est appele nombre d'epoques), ou jusqu'a ce que la performance de classification 
pour la base de donnees de validation commence a se deteriorer. 
2.6.5 Arbr e de decision C4. 5 
La construction d'arbre de decision est une methode utilisee pour faire de la classification 
(Quinlan, 1986). Les arbres de decision classifient les echantillons en separant 
successivement les informations de la base de donnees d'apprentissage en sous parties a 
I'aide de criteres de separation. L'arbre de decision fonctionne done a la maniere d'une cle de 
determination (aussi appelee cle dichotomique, utilisee en botanique pour I'identification), 
presentant une suite de questions selon le modele « la caracteristique X est de type Y ? ». La 
reponse indique soit une nouvelle question, soit une prediction de la classe de I'echantillon. 
Certains arbres auront un maximum de deux branches par noeud, alors que d'autres pourront 
en avoir plus de deux. 
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Figure 2.6 Texte  d'arbre de  decision et  representation graphique. 
Source : Image et texte obtenus a partir d'un arbre C4.5 produit par Weka 
La phase d'apprentissage des arbres de decision est communement divisee en trois sous 
etapes. II s'agit de la croissance de l'arbre (separation en branches), de I'arret et de I'elagage. 
Ces sous phases varient selon I'algorithme de constmction de I'arbre de decision. Le critere 
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de separation est la mesure la plus importante pour categoriser les differents algorithmes de 
constmction d'arbre. 
Nous traitons ici plus particulierement de I'algorithme C4.5, qui est un algorithme performant 
pour generer un arbre de decision (Quinlan, 1993). II s'agit d'une amelioration de 
I'algorithme ID3 (Quinlan, 1986). 
ID3 (de I'anglais Iteractive Dichotimizer 3) est utilise pour la constmction d'arbres de 
decision qui classifient des echantillons a caracteristiques discretes (non continues). ID3 
construit I'arbre de decision avec les donnees d'apprentissage en utilisant les concepts 
d'entropie de l'information et de gain d'information. L'entropie de I'infonnation ou entropie 
de Shannon est une mesure de la quantite d'information delivree par une source. La 
definition de I'entropie d'une source, selon Shannon, indique que plus la source est 
redondante, moins elle contient d'information. Inversement, si la source donne des valeurs 
toujours differentes, I'entropie sera maximale (Shannon, 1948). 
Le choix d'une caracteristique pour la separation a partir d'un noeud est obtenu a partir du 
critere de gain d'information. Par exemple, si un noeud doit traiter S  echantillons, avec Cj 
echantillons appartenant a la classe j . L'information necessaire a la classification pour le 
noeud courant est I'entropie. L'entropie est ici calculee. 
Entropie{S) =  -J]p{Cj )• log^ p{Cj) (2.8) 
Cette valeur correspond a la quantite moyenne d'information necessaire pour identifier la 
classe d'un echantillon. Si la caracteristique A  est choisie pour separer les echantillons, un 
nombre n de sous-ensembles sera obtenu. Si 5*, est le sous ensemble / parmi les n,  I'entropie 
de chaque 5, peut etre calculee. L'information requise apres avoir choisi la caracteristique A 
pour la separation est la moyenne ponderee des sous-ensembles d'information : 
" t  \ 
Entropie^ (iS) = ^ p[Cj  )•  Entropie(S-) (2.9) 
7=1 
Le gain d'information obtenu par la separation avec A est done la difference entre I'entropie 
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de A et I'entropie obtenue de I'ensemble de base. 
Gain{A) -  Entropie{S)  -  Entropie  ^  (S) (2.10) 
Plus I'entropie de A  est petite, plus le gain de A  sera grand et plus la caracteristique est 
appropriee pour differentier les classes de S.  Lorsque I'attribut est choisi, tous les 
echantillons sont divises parmi les differentes valeurs de A  et constituent de nouveaux 
ensembles de depart S.  Si tous les echantillons sont de la meme classe, le nouveau noeud 
devient un noeud final etiquete avec la classe. Ce processus continue jusqu'a ce que tous les 
echantillons soient identifies avec une classe. 
C4.5 profite du fait que chaque caracteristique permet de prendre une decision qui separe les 
donnees en plus petits groupes. C4.5 utilise le gain d'information normalise resultant d'un 
choix d'une caracteristique pour separer les donnees. Encore une fois, la caracteristique avec 
la plus grande valeur de gain d'information normalisee est celle utilisee pour separer les 
echantillons au noeud en cours. L'algorithme procede de la meme fa9on pour les sous-
ensembles produits. 
C4.5 apporte aussi des ameliorations interessantes pour notre application : il peut traiter les 
donnees continues en utilisant une valeur de seuil pour la caracteristique choisie (le seuil est 
determine en fonction des valeurs possibles apres le tri des donnees selon I'attribut utilise 
pour la separation) et il elague I'arbre apres la creation en rempla9ant les branches jugees peu 
utiles par des noeuds finaux. 
2,6.6 Programmatio n Genetiqu e 
La Programmation Genetique regroupe une variete d'algorithmes de recherche dont la 
particularite est de faire evoluer des programmes de taille variable selon une methode 
inspiree de la selection naturelle (Banzhaf et al., 1998). La PG est a distinguer des 
algorithmes genetiques (AG) qui, bien qu'utilisant aussi le principe de selection naturelle, 
representent une categoric d'algorithmes distincte. 
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Selon les parametres et la taille maximale des programmes allouee par I'usager, des solutions 
de formes extremement diverses peuvent etre obtenues par un algorithme de PG. Presentee 
par Koza au debut des annees 1990 (Koza, 1990; , 1992), l'idee de faire evoluer des 
programmes informafiques pour solutionner des problemes complexes se repand et plusieurs 
creneaux se developpent avec des resultats impressionnants (Koza, 2007). 
La PG peut faire evoluer des programmes de prediction pour la regression symbolique 
(prediction en valeur continue) ou la classification. En resume, elle procede a la creation 
d'une population de programmes aleatoires, puis elle tente de les faire evoluer au moyen de 
la selection des plus aptes. Ceux-ci sont reproduits pour obtenir des programmes qui 
presentent une bonne performance de prediction. La creation et revolution des programmes 
peuvent suivre des regies differentes selon les parametres choisis par I'utilisateur. 
Les programmes generes par un meme algorithme de PG presentent une structure uniforme. 
Traditionnellement, la stmcture de donnees choisie est un arbre. D'autres implementations 
utilisant des graphes (Kantschik et Banzhaf, 2002), puis du code machine (Nordin, Banzhaf 
et Francone, 1999) ont ete presentees. Pour simplifier la presentation des principes de 
revolution de la PG, nous illustrerons nos propos avec des structures en arbre. L'arbre de la 
PG peut ressembler a un arbre de decision (comme l'arbre de decision C4.5, par exemple). 
Les noeuds intermediaires de l'arbre sont des fonctions ou operateurs et les noeuds finaux 
(que nous appellerons feuilles) sont des constantes ou des caracteristiques qui proviemient 
des echantillons. 
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Figure 2.7 Programme  de  PG avec  structure en  arbre. 
(Tire de (Levasseur,  2005)) 
Source : Tire d'un rapport produit pour le cours Reconnaissance de formes et Inspection, a 
I'Ecole de technologie superieure. 
La population initiale est constituee de programmes crees aleatoirement. Cette population 
evolue au rythme d'operations genetiques (operations de reproduction) a chaque generation. 
Les programmes qui reussissent mieux dans 1'execution de la tache voulue ont normalement 
plus de chances d'etre selectionnes pour la reproduction. La PG se termine lorsqu'un critere 
d'arret a ete atteint (par exemple un nombre de generations, un taux de prediction ou un 
temps de calcul). 
II existe plusieurs methodes pour la gestion des programmes de PG : le calcul de leur aptitude 
(appelee valeur d'adequation), la selection des individus les plus aptes, revolution generale 
de l'algorithme, etc. Ces methodes sont reprises par les differents chercheurs de la PG. Les 
procedures les plus uniformes parmi les algorithmes sont celles realisees par les operateurs 
genetiques. On appelle croisement (« crossover » en anglais) I'operateur genetique le plus 
communement utilise. II consiste a echanger une section de code d'un premier parent avec 
une section de code d'un deuxieme parent. Cette operation imite la reproduction sexuee chez 
les vivants. Le deuxieme operateur le plus utilise est la mutation. II consiste a changer une 
section de code du programme par du nouveau code genere aleatoirement. Afin de conserver 
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ou de multiplier les programmes performants, il est possible d'utiliser la simple reproduction 
(recopier entierement un programme dans la nouvelle generation). La reproduction de 
programmes et le scenario evolutif permettent I'apparition de I'elitisme (Voir  secfion 3.6.9). 
L'elitisme permet la conservation des constituants de programme les plus performants au 
cours de revolution. 
Afin de proceder a la classification avec la PG, plusieurs implementations sont possibles. 
Premierement, un programme de classification multi classes peut etre elabore. Une autre 
approche consiste a creer plusieurs programmes, un pour chaque classe par exemple, et de les 
combiner par un systeme de vote pour identifier la classe (methode « un contre tous »). On 
pourrait aussi utiliser un nombre encore plus grand de programmes, un pour chaque paire de 
classes, (methode « un contre un ») et voter. Finalement, on peut aussi combiner plusieurs 
classificateurs pour un meme probleme, pour une meme classe (Smart et Zhang, 2005), afin 
d'augmenter les probabilites d'obtenir une solution qui presente une bonne performance de 
generalisation (Folino, Pizzuti et Spezzano, 2006). 
Puisque nous realiserons nous-memes une implementation de PG dans le cadre de ce travail, 
les details des options disponibles seront presentes au chapitre 3. 
2.7 Met a algorithmes pour I'apprentissag e 
Un meta algorithme est un algorithme qui manipule d'autres algoritlimes complets. II peut 
etre utilise pour ajuster les parametres de ces sous algorithmes ou pour les combiner afin 
d'accomplir une tache complexe; dans ce cas chaque sous algorithme pourra se specialiser 
pour une portion du probleme. 
Les meta algorithmes peuvent etre utilises pour la classification. lis servent a developper des 
algorithmes de classification (souvent de fa9on iterative) que I'on pourra combiner afin 
d'augmenter la performance globale de classification. Nous presentons ici deux meta 
algorithmes populaires pour la prediction statistique : le bagging et le boosting. 
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2.7.1 Baggin g 
« Bagging » est un diminutif du nom complet de la methode, soit en anglais « Bootstrap 
Aggregating ». Le bootstrap est une methode statistique pour ameliorer les proprietes et la 
fiabilite des estimateurs et des tests statistiques, en particulier pour de petites bases de 
donnees. 
La methode du bagging a comme principe de faire la moyenne des predictions de plusieurs 
modeles independants permettant ainsi de reduire la variance et done de reduire I'erreur de 
prediction (Breiman, 1996). Traditionnellement, le bagging a ete utilise pour combiner des 
arbres de decisions. II est pourtant possible d'utiliser la methode pour n'importe quel type 
d'algorithme. 
A partir d'une base de donnees d'exemples, un nouvel ensemble d'apprentissage est cree par 
echantillonnage uniforme avec remplacement (cela permet que certains echantillons soient 
repetes). Un certain nombre de nouveaux ensembles sont ainsi generes. Un modele est 
ensuite obtenu pour chaque ensemble d'apprentissage. Dans le cas d'un probleme ou une 
regression est utilisee, on procede a une moyenne de tous les modeles pour avoir un resultat 
final. Pour des classificateurs, on utilise le vote pour determiner la classe d'un nouvel 
echantillon. 
2.7.2 Boostin g 
La methode du boosting  est similaire a celle du bagging  pour la creation d'un groupe de 
modeles qui sont ensuite combines par une moyenne ponderee des estimations. Elle est 
differente du bagging au niveau de la constmction des modeles : chaque modele est une 
version adaptative du precedent qui donne plus de poids, lors de I'estimation suivante, aux 
echantillons qui ont connu une erreur de prediction. En theorie, le boosting fonctionne pour 
des modeles d'apprentissage faibles. II a ete demontre qu'il peut aussi augmenter les 
performances de certains algorithmes qui ne sont pas consideres faibles comme l'arbre de 
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decision C4.5 (Quinlan, 1996) ou la PG (Paris, Robilliard et Fonlupt, 2001). Voici le pseudo 
code d'une technique de boosting bien connue nommee « AdaBoost » : 
AdaBoost (Freund et Schapire, 1996) 
Ensemble d'entrainement T=  toutes les donnees d'entrainement disponibles 
A^ =^  nombre total d'echantillons dans T 
Initialiser le « poids » W  de chaque echantillon / avec W^  =  — 
m = nombre de modeles voulus 
Faire m  fois 
Entrainer un algorithme avec T 
Calculer I'erreur du modele (£,„) sur T 
Si Em est plus grand que 0.5,  arreter le processus 
Calculer le facteur a„ = 0.5 • In 
^l-E ^ 
Ajuster le poids de chaque echantillon /' mal classifie avec W^  -W^  •  exp(a,„) 
W 
Normaliser le poids de chaque echantillon avec i£, = '- — 
T est recree en utilisant N  echantillons. Wj  est la probabilite d'utiliser I'echantillon / 
pour le nouvel ensemble T. 
Fin pour m 
On peut classifier en utilisant la reponse la plus forte selon une somme ponderee des 
modeles : Sortie finale = ^ (a,,, • sortie,^) 
2.8 Modul e integre de reconnaissance d e formes dan s des images 
Un systeme integre de reconnaissance de formes dans des images pourrait grandement 
contribuer a la propagation de I'utilisation des techniques de I'lA et de I'exploration des 
donnees pour automatiser des taches visuelles. Un outil semblable serait appreciable pour les 
industriels et chercheurs de domaines varies (automatisation, assurance qualite, 
denombrement, evaluation statistiques, identification, etc.). 
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Idealement, ce systeme pourrait assurer la reconnaissance d'objets ou revaluation d'une ou 
plusieurs sorties numeriques en prenant simplement une base de donnees d'images en entree. 
L'usager devrait fournir les classes ou les sorties attendues pour chaque echantillon foumi 
pour I'apprentissage. 
A notre connaissance, peu de travail a ete accompli pour developper un systeme complet de 
reconnaissance de formes dans des images. Le seul outil qui se rapproche des qualites que 
nous recherchons est PADO : « Parallel Algorithm Discovery and Orchestration », presente 
dans la section suivante. 
2.8.1 L'architectur e PAD O de Teller et Veloso 
PADO est une architecture d'apprentissage qui implemente des teclmiques novatrices afin de 
progresser vers une reconnaissance d'objets naturels de fa9on generale. Une section du livre 
Symbolic Visual Leaming (Teller et Veloso, 1997) presente des exemples de reconnaissance 
pour des images et les auteurs discutent aussi de tests effectues sur des objets sonores. 
L'architecture de PADO est particulierement interessante par son originalite. 
Premierement, I'article propose d'utiliser PADO pour la reconnaissance d'objet non 
segmente dans des images en tons de gris. Les caracteristiques de I'image restent brutes : les 
entrees correspondent aux valeurs de tous les pixels de I'image (dans le cas de I'article, il 
s'agit d'images de 256 pixels de haut par 256 pixels de large). PADO utilise des limites 
temporelles jumelees a des techniques evolutives afin de cibler rapidement I'information 
interessante obtenue des valeurs de I'image. 
Ensuite, Teller et Veloso proposent une methode computationnelle evolutive largement basee 
sur la Programmation Genetique. Les programmes que Ton doit faire evoluer sont des 
graphes additionnes de memoire indexee utilisant des fonctions statistiques comme moyenne 
simple, maximum, minimum et ecart type sur des regions rectangulaires de I'image (done sur 
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des matrices de pixels). Les resultats de ces operations peuvent etre transformes par des 
operateurs mathematiques comme la multiplication, I'addition, la selection d'un maximum 
ou d'un minimum, puis emmagasines dans la memoire indexee, et eventuellement utilises 
comme arguments pour une autre fonction. Le graphe peut s'executer en boucle grace a des 
operateurs logiques puis a un operateur de fin de programme. On s'assure de la finalite de 
chaque programme en imposant un maximum de temps d'execution. Dans le cas de I'atteinte 
de ce temps maximal, la valeur d'un registre en particulier est retoumee comme sortie. Les 
programmes de PADO ont aussi acces a de plus petits programmes a la fa9on des Fonctions 
Definies Automatiquement (Voir  section 3.6.3). 11 s'agit de mini programmes personnels et 
de programmes stockes dans une librairie (disponibles pour tous les programmes principaux), 
eux aussi evolutifs, que les programmes principaux peuvent invoquer a leur guise. 
Pour un probleme de classification, PADO doit produire un certain nombre de programmes 
par classe. Ces programmes devront reconnaitre les objets faisant partie de leur classe. 
PADO utilise le principe de la PG pour faire evoluer une population de programmes vers son 
objectif: obtenir le meilleur taux de reconnaissance pour la base de donnees d'exemples. La 
sortie de chaque programme est une valeur entre 0 et 255, interpretee comme une valeur de 
confiance. Cette valeur represente les probabilites d'appartenance de I'echantillon a la classe 
reconnue par le programme. La transformation des programmes par le principe de la 
selection selon leur performance est executee par des operateurs evolutifs appeles SMART. 
Les operations genetiques sont effectuees par ces operateurs, qui selectionnent des sous 
graphes et les echangent. 
L'evolution de tels programmes a des effets ingenieux. L'utilisation de boucles et de sorties 
de fonctions comme arguments a d'autres fonctions permettent au programme de localiser 
l'information pertinente a I'interieur d'une image assez rapidement. De plus, la contrainte 
temporelle offre au programme la possibilite de raffiner sa sortie en examinant de fa9on plus 
appro fondle des sections d'interet decouvertes si le temps le permet. 
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Un classificateur final est compose a partir de « 1'orchestration » des meilleurs programmes 
evolues par PADO (S  programmes pour chaque classe). La sortie de chaque classificateur Oj 
est ponderee par une valeur Vj  suite a une validation de ses performances pour un certain 
nombre d'exemples pour chaque classe. Dans une seconde etape, la valeur pour chacune des 
classes possibles est calculee selon la somme ponderee de la prediction des meilleurs 
classificateurs : 




Le meme processus est repete avec une ponderation W,  par classe en particulier, la sortie du 
classificateur etant le maximum pour / des W,  * System^ obtenus. 




System xConfidenc e 
^ j 
'^  = ^ \otal 
• O utput (Program  j) 
Prog^ Prog^ Prog^ Prog^ Prog^ Piogi A 
" S-1 
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Figure 2.8 Orchestration  des  programmes. 
(Tire de Teller  et Velloso,  1996) 
Source : Figure tiree de PADO: A new learning architecture  for object  recognition,  de Teller 
et Veloso, a la page 20. 
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Apres revolution des programmes, les ponderations ^ e t Fsont ajustees a I'aide de tests de 
classification sur quelques images. 
L'article de Teller et Velloso presente des resultats pour deux petites bases de donnees 
d'images a sept classes. 11 s'agit d'images d'objets pris sous differents angles avec la 
presence occasionnelle d'une main ou d'ombres avec un fond plus ou moins uniforme mais 
de couleur unie. Un ensemble de 14 images par classe est utilise en phase d'entrainement 
pour un total de 98 images, puis un ensemble de meme taille est utilise pour tester les 
classificateurs produits. Finalement une experience d'apprentissage incremental est 
presentee, ou sont introduites de nouvelles classes pendant le processus evolutif 
Les resultats de PADO sont tres encourageants. Pour deux problemes de reconnaissance 
d'objets complexes, sous differents angles et a differentes distances, PADO obtient entre 
60% et 70% de reconnaissance. De plus, dans 80% a 90% des cas, la classe reelle comptait 
parmi les deux meilleures valeurs de sortie du classificateur. Ces resultats sont 
impressionnants puisqu'ils sont obtenus a partir de primitives extremement simples. 
2.9 Plates-forme s d e developpemen t 
Bien que plus competitive par le passe, la communaute des chercheurs de I'AM propose de 
plus en plus de projets ouverts, par soucis de reproductibilite et pour accelerer la recherche et 
le developpement d'outils performants. Le site internet MLOSS (Sonnenburg, Braun et Ong, 
2008) presente les divers logiciels actuellement disponibles dans un format ouvert. Parmi ces 
logiciels, le logiciel d'ED Weka a retenu notre attention. La section suivante decrit ses 
fonctionnalites. 
2.9.1 Wek a 
L'acronyme Weka provient de « Waikato Environment for Knowledge Analysis » (Witten et 
Frank, 2005). Weka est un ensemble d'algorithmes d'AM pour I'ED. Les algorithmes 
peuvent etre utilises directement sur les bases de donnees ou appelees par le code de 
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I'utilisateur. Weka contient des outils pour le pretraitement, la classification, la regression, le 
« clustering », les regies d'association et la visualisation des donnees. 11 est particulierement 
bien adapte a developper de nouvelles techniques d'AM. C'est un logiciel libre qui utilise la 
licence publique generale GNU (GNU, 2007) ou en anglais « General Public licence » 
(GPL). 
CHAPITRE 3 
ALGORITHME D E PROGRAMMATION GENETIQU E 
Afin de tirer profit des caracteristiques proposees par la litterature pour la reconnaissance de 
forme dans des images, puis pour permettre la comparaison de la PG avec d'autres 
classificateurs reconnus, nous avons decide de ne pas poursuivre dans la voie de PADO (qui 
utilise I'image entiere comme donnees d'entree au systeme de classification). En effet, nous 
preferons utiliser la segmentation puis l'extraction de caracteristiques pour augmenter les 
performances de classification dans le cas d'images. 
Rappelons qu'un de nos objectifs est d'appliquer des algorithmes de classification afin de 
classifier des objets dans des images et comparer les taux de reconnaissance. Pour ce faire, 
nous devons choisir les outils logiciels que nous utiliserons pour realiser nos experiences. 
Dans un souci de comparaison juste, nous avons decide d'utiliser une seule plate-forme 
informatique pour la classification des objets. 
Ce chapitre presente la realisation d'un module de PG s'inserant dans la plate-forme choisie 
et detaille les options disponibles, inspirees des algorithmes de PG les plus connus dont la 
plupart sont presentes dans les livres de references ( Banzhaf et al., 1998; Koza, 1994; 
Langdon et Poll, 2002). 
Le chapitre est divise en sept sections. Nous commen9ons par discuter de certains choix 
quant a la creation de l'algorithme : choix de la plate-forme de developpement, objectifs et 
parametres de conception. Nous poursuivons avec des caracteristiques de la PG, vues comme 
des options dans le cadre de notre algorithme : deroulement general, parametres generaux et 
parametres genetiques. Finalement nous clarifions comment notre algorithme a ete integre a 
la plate-forme de developpement. 
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3.1 Choi x de la plate-form e 
Nous desirons utiliser une plate-forme informatique qui respecte les criteres suivants : 
utilise une licence de code ouvert; 
participe a la recherche sur I'lA et I'exploration des donnees; 
contribue a former des collaborations dans le reseau des chercheurs; 
offre options et modularite; 
se prete au developpement d'un module integre de selection de caracteristiques et de 
classification; 
possede deja la plupart des algorithmes que nous voulons comparer; 
est facile d'utilisation, avec possibilite d'executer des processus en parallele; 
est codec dans un langage de programmation pratique, portable et actuel; 
est conviviale pour la visualisation des resultats. 
La plateforme de developpement la plus appropriee dans ces conditions sera selon les 
preferences Weka, programmee par un groupe de recherche de I'universite de Waikato, en 
Nouvelle-Zelande ou RapidMiner (Mierswa et al., 2006), outil compatible a Weka qui 
contient differents operateurs pour I'AM. 
RapidMiner a ete developpe apres Weka et permet d'incorporer facilement les outils 
developpes au moyen de Weka. Nous proposons done de travailler avec Weka. 
Eventuellement, nous esperons integrer nos contributions a RapidMiner. 
La plate-forme de developpement que nous avons choisie presente des implementations de 
chacun des algorithmes de classification que nous avons selectionnes, sauf 1'implementation 
de la PG. Nous avons done decide de developper notre propre algorithme de PG et de 
rintegrer a Weka. Cet exercice nous permettra de gagner en experience sur le developpement 
d'un module de logiciel libre d'exploration des donnees et d'approfondir nos connaissances a 
propos des variantes de la PG. 
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3.2 Objectif s 
Les qualites recherchees pour I'algorithme de PG sont la convivialite d'udlisation et de 
comparaison, la rapidite et la modularite. Ce dernier point est particulierement important 
puisque I'algorithme de PG constituera un outil de recherche collaboratif L'interet d'un 
logiciel libre axe sur la recherche est beaucoup plus grand s'il est facile de 1'adapter aux 
particularites de ses experimentations. 
Plusieurs techniques novatrices utilisees pour la PG ont ete proposees depuis son avenement. 
Ces techniques concement tous les aspects de la PG, en particulier la stmcture du 
programme, sa creation et son evolution genetique. Afin d'etre en mesure de faire des etudes 
exhaustives des possibilites de la PG, il est pertinent d'implementer toutes les techniques 
eprouvees et celles qui sont prometteuses, ou du moins preparer leur eventuelle integration a 
notre algorithme. 
3.3 Conceptio n 
Le langage de programmation utilise par Weka est Java, un langage oriente objet rapide et 
portable. Ses differentes structures, dont la principale est la classe, presentent des attributs 
(donnees simples ou objets crees selon le modele d'une classe) et des methodes (fonctions 
representant une action de I'objet). Le langage oriente objet a la particularite de permettre 
I'heritage, par lequel une classe partage ses qualites avec les classes heritieres. Les classes 
heritieres peuvent offrir des variantes pour des fonctions definies dans la classe ancetre, de 
fa9on a se comporter differemment dans I'appel d'une meme methode. Ce polymorphisme 
facilite 1'implantation d'options puisqu'il permet a l'algorithme d'utiliser toujours la meme 
sequence de fonctions : I'usager ou l'algorithme choisit une classe parmi I'ancetre et ses 
heritieres et determine ainsi le code effecdf de chaque fonction. 
Nous presentons deux diagrammes de classes, aux figures 3.1 et 3.2, inspires du « Unified 
Modelling Language » (UML) (Object Management Group, 2007) afin d'illustrer la structure 
et les relations entre les objets de notre algorithme. Les dossiers representent des librairies de 
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classes. Les classes peuvent posseder des attributs (on presente d'abord I'attribut, puis le type 
de donnees) et des methodes (les methodes sont toujours suivies de parentheses vides). Les 
classes en italique representent des classes abstraites dont seules les classes heritieres peuvent 
permettre la creation d'objet. Le signe plus (+) indique une donnee ou methode publique 
alors que le signe moins (-) indique une donnee ou methode privee. Finalement, le losange 
exprime une relation de possession entre les donnees (la classe de depart du lien avec losange 
manipule un objet de la classe d'arrivee du lien). La fleche revele une relation d'heritage, 
I'heritier pointant vers son ancetre. Notez que les attributs et methodes des classes 
developpees ne sont pas presentes exhaustivement afin d'eviter de surcharger les 
diagrammes. 
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Figure 3.1 Diagramme  de  classes pour la  librairie geneticprogramming. 
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La figure 3.1 presente les classes majeures de notre algorithme. Le tableau suivant presente 
les sections contenant les details du fonctionnement de chaque classe importante : 
Tableau 3.1 











Description e t section detaille e 
CompletionManager est la classe responsable de detecter I'atteinte des criteres d'arret 
de falgorithmc. DataPreProcessor  est une classe qui transforme les donnees d'entrees 
avant de les faire suivre a l'algorithme de classificafion. Nous discutons de ces 
fonctionnalites a la section 3.5. 
La classe GeneticParanieters  contient certains parametres generaux (Voir  section 3.5) 
et tous les parametres genetiques associes a la PG. Ces demiers sont presentes un a un 
a travers la section 3.6. 
Les classes Program,  ProgramRules  et  leurs interactions avec d'autres classes 
mineures sont presentees a I'aide d'un diagramme de classe (Voir  figure 3.2). Nous 
expliquons le fonctionnement de la grammaire et presentons I'alphabet disponible 
pour les programmes aux sections 3.6.1 et 3.6.2. 
Populationlnitializer est une interface utilisee pour creer les programmes initiaux, au 
tout debut de la PG. Les differentes options pour la creation de programmes sont 
presentees a la section 3.6.4. 
L'interface FitnessEvaluator  calcule I'adequation, ou la pertinence d'un programme. 
Nous presentons differentes fonctions d'evaluation de I'adequation a la section 3.6.5. 
ProgramSelector est responsable de la selection des programmes pour la reproduction. 
Nous decrivons a la section 3.6.6 les quatre methodes de selection que nous avons 
implantees. 
Les classes heritieres de GeneticOperator  sont les operations genetiques qui 
permettent de transformer les programmes. Nous presentons les cinq operateurs 
disponibles pour notre algorithme a la section 3.6.7. 
La classe EvolutionController  est responsable de la succession des generations de 
programmes. Nous clarifions les differences entre les scenarios evolufifs disponibles a 
par les classes heritieres a la section 3.6.8. 
UEliteManager permet de conserver en memoire les programmes ayant obtenus la 
meilleure adequation, meme si ces programmes ne font plus parti de la population. 
Cette foncfionnalite est decrite a la secfion 3.6.9. 
La colonne Ref.  du tableau 3.1 fait reference aux lettres et aux encadres en ligne pointillee de 
la figure 3.1. Les classes Program  et ProgramRules  (notees A  sur la figure 3.1) puis les 
classes qui leurs sont reliees sont schematisees a la figure 3.2. 
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Figure 3.2 Diagramme  de  classes situant Program  et  ProgramRules. 
Dans les diagrammes des figures 3.1 et 3.2, les classes heritieres representent pour la plupart 
des options possibles pour la PG. Le plus souvent, c'est I'utilisateur qui choisira I'option 
desiree. 
3.4 Deroulement genera l de la PG 
Le module de PG qui sera developpe pour Weka contiendra tous les mecanismes necessaires 
a la creation de programmes performants pour la prediction. Voici la sequence d'operations 
generale de notre algorithme, qui s'adapte aux options ehoisies par I'usager : 
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Choisir la base de donnees d'entrainement 
Choisir la base de donnees de test 
3: 
Selection des parametres generaux et des parametres genetiques 
Separation de la base d'entrainement en deux portions : entrainement et validation 
DataPreProcessor procede au pretraitement des bases d'entrainement et de validation 
Populationlnitializer cree la population initiale de programmes 
EliteManager sauvegarde les meilleurs programmes 
Non 
*| EvolutionController procede a une generation : oneGenerationQ avec : 
EliteManager conserve les meilleurs programmes 
/ FitnessEvaluator 
\ ProgramSelector 
\ Genetic Op erator 
Un critere d'arret est-il atteint ? 
Oui 
DataPreProcessor procede au pretraitement de la base de test 
T 
L'ensemble de programmes resultant predit les valeurs de sortie de I'ensemble de test 
L'erreur de test est calculee 
Figure 3.3 Deroulement  de  I'algorithme de  PG. 
DataPreProcessor, Populationlnitializer,  EliteManager,  etc. sont des noms de classes 
ancetres dont le comportement varie selon I'option choisie (Voir  figure 3.1 et tableau 3.1). La 
portion encadree de la figure 3.3 peut se repeter plus d'une fois dans le cas d'un probleme de 
classification (Voir  section 3.5.1). 
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Afin de choisir les parametres voulus pour la PG, I'usager peut proceder de deux fa9ons 
differentes. II peut demarrer une evolution de PG au moyen d'une ligne de commande en 
specifiant les parametres selon des codes (foumis dans la documentation de programmation). 
L'autre choix, plus simple, est d'utiliser l'interface disponible dans Weka pour gerer les 
options des classificateurs. En voici une illustration : 
# v>eka.gul.Generlcab]ectEilito r 
weka.classrfiers.functions.GeneticProBramminfl 
About 
Genetic Ptogtammint ) (onl y tree structur e availabl e fo i now) . 
=J.QJi<J 
More 
ADFs 0,0.0. 0 
biasConstarrt 0  5 
completion 0  9,20.0.0-33 
debug False 
eliteManager Kee p a number of the best prosrams in memory 
eliteSize 5 
evolutionCotrtroller Produc e a number of children. Choose between children and parents to create a new generation !  • • 
fitnessEvaluator Confidenc e on one class recognition (hybrid classifier with boosting) 
fund Ions +,-,/,', If, =>, '^S:9y:!S.i\^.?Lh]i!).&b}:z9M... jDjicl 
mMinusMplus ,0S,1. S 
ma.-<Depth \5_ 
newPopulationSize 11 00 
operatorChildren 2.1,1,1, 1 
operatorParents 12,1,1,1, 1 
operatorProporfion iO.9, 0 07,0.0,0,0,0 0 3 
populationlnitializer iProgra m trees initialized with Ramped Half and IHalf method 
populationSize 113 0 
preprocessing Statistica l normalization (using mean and std de\f.) of data. 
ProgramSelector Selectio n proportionnaltofitnes s 
NAME 
WPka cld^ciflfrctunctionc OoreticFc i aramrnin g 
SYNOPSIS 
Genetic Programmin g (onl y tree structur e availabl e for 
now) Geneti c Programmin g inspire d b y Koza 11] and Banzha f eta i 
[21 Can perform symboli c regressio n (continuous ) o r 
classification Classificatio n use s multipl e one-against-ai l 
classifiers. Bette r accuracy i s obtained on classification b y the 
integration o f a boosting technique [3 ] 
[11 Koza , J.R. (1392) , Genetic Programming : On the Progran-imin g 
of Computers b y Means o f Natural Selection. MIT Press 
12] Banzhaf, W., Norclin. P., Keller. R E., Francone, F D. (1998), 
Genetic Programmin g A n introduction O n the Automatic Evolutio n • 
of Computer Program s an d It s .Applications, Morgan Kaufman n | 
(31 Yoav Freund an d Rober t E  Schapii e (1996 ) Evenrnenl s wit h a i 
new boosting algorith m Pro c Internationa l Conferenc e o n Machine i 
Learning, pages 148-156 , Morgan Kaufmann , San Francisco . 
proportionValidatlon i O 5 
Open... Save... OK Cancel 
Figure 3.4 Interface  a  I'usager graphique pour  I'algorithme  de  PG. 
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3.5 Parametres generau x 
Certains parametres ont une influence globale sur l'algorithme de PG. Ces parametres 
determinent collectivement la rapidite et la complexite de l'algorithme. lis concement le 
pretraitement et le nombre d'iterations, ou d'iterations possibles, pour la ou les evolufions de 
programmes (aussi appeles individus). Chaque parametre joue un role tres important. 
Tableau 3.2 













Proportion de la base de donnees d'entrainement utilisee pour 
estimer le pouvoir de generalisation d'un programme 
Type de pretraitement des donnees : aucune, normalisation lineaire 
ou normalisation statistique 
Nombre de programmes conserves pour chaque generation 
Critere d'arret de revolution relatif a la performance de prediction 
du ou des meilleurs programmes obtenus 
Nombre maximal de successions de populations 
Temps total, en minutes, alloue a revolution de programmes 
Plusieurs algorithmes comme les RNA tirent avantage a separer la base de donnees 
d'apprentissage en deux : la premiere partie sert pour rentrainement alors que la seconde est 
utilisee en validation (Jain, Mao et Mohiuddin, 1996). Comme pour les RNA, la PG ne tient 
compte que de la portion d'entrainement pour modifier le classificateur qu'il fait evoluer. La 
portion de validation n'est utilisee que pour calculer la performance de generalisation des 
solufions. En effet, puisque cette portion de la base de donnees n'a pas deja ete presentee a la 
solution developpee, la performance de validation informe sur la performance esperee du 
systeme pour d'eventuelles donnees nouvelles. En ce qui conceme notre algorithme de PG, 
le gestionnaire d'elite, qui conserve les meilleurs programmes en memoire (Voir  section 
3.6.9), considere a la fois la performance d'entrainement et de validation des programmes. 
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Avant meme de debuter avec la creation des programmes, il peut etre benefique de 
transformer la base de donnees d'entrainement. En effet, si I'echelle et la plage de valeur 
d'une caracteristique different beaucoup de celles des autres caracteristiques, il est 
normalement plus difficile pour I'algorithme de prediction de tenir compte de cette 
caracteristique. Le SVM (Burges, 1998), le K plus proches voisins (Shakhnarovich, Darrell 
et Indyk, 2006) et la PG (Banzhaf et al., 1998) performent generalement mieux si les donnees 
d'apprentissage sont normalisees. D'ailleurs, Weka offre des options de pretraitement pour 
ses implantations de SVM et de K plus proches voisins. Notre algorithme propose au choix 
une normalisation lineaire (toutes les donnees seront alors comprises entre 0 et 1) ou une 
normalisation statistique (la moyenne des donnees sera 0 et leur ecart type sera 1). 
La PG se decrit en termes de population, d'individu (synonyme de programme), de 
generation, de selection et de reproduction. Ces termes sont empruntes au vocabulaire de la 
genetique biologique. La generation sert a decrire les successions de populations. La taille de 
la population, en nombre de programmes, specific le nombre d'individus conserves par 
falgorithmc de PG pour chaque generation. Le nombre de programmes dans la population 
peut varier entre les generations, lorsque la selection et la reproduction sont en cours. 
Chacune des evolutions de programmes doit avoir un ou des criteres de fin d'evolution. Dans 
le monde de la recherche scientifique, le critere selectionne est souvent un nombre maximal 
de generations. Pour une application plus pratique, il peut etre avantageux de choisir un 
critere relie a la performance et a la disponibilite des machines de calcul. Ainsi, nous 
considerons utile un critere de temps maximal alloue au developpement d'une solution par 
PG. Aussi, rien ne sert de continuer la recherche si I'algorithme a atteint les objectifs de 
classification : on peut done arreter la recherche lorsqu'une performance de prediction 
desiree a ete obtenue. Finalement, si une solution offre une performance parfaite (erreur de 0 
ou taux de classification de 100%), I'algorithme ne pourra plus guider 1'evolution des 
programmes afin d'ameliorer la reconnaissance. Dans ce cas, il vaut mieux arreter la 
recherche. 
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3.5.1 Combinaiso n d e programmes 
Une fois qu'un programme de prediction a ete obtenu a I'aide d'une recherche de PG, on 
peut I'utiliser directement pour la classification, ou continuer de creer des programmes afin 
de les combiner en une solution plus performante par la suite. 
II existe plusieurs methodes pour combiner des systemes de predictions statistiques. Par 
exemple, on peut utiliser une moyenne des resultats de plusieurs systemes de regressions 
dans le cas de prediction en valeur continue, ou utiliser un systeme de vote pour les resultats 
de plusieurs classificateurs (Duda, Hart et Stork, 2000). Plusieurs de ces meta algorithmes 
sont deja disponibles dans Weka, notre plateforme de developpement. 
Ici, nous nous interessons aux mecanismes qui peuvent etre integres au processus de la PG et 
qui nous permettent de faire une combinaison avantageuse des programmes obtenus a la suite 
de recherches de solutions. Nous avons etudie en particulier la combinaison de classificateurs 
issus de la PG. 
Dans le cas d'un probleme de classification a n classes, il existe plusieurs approches pour la 
resolution. Voici les trois approches les plus repandues : 
1. Developper un classificateur unique qui donne, en sortie, la classe du nouvel 
echantillon foumi en entree; 
2. Developper un classificateur par classe d'echantillons (il y aura done n 
classificateurs). Chaque classificateur est responsable de reconnaitre une classe en 
particulier; 
3. Developper un classificateur par paire de classes (le nombre de classificateurs est 
donne par la somme iterative des /', de / = 7 jusqu'a i  =  n - 1).  Chaque classificateur 
est responsable de departager deux classes en particulier. 
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Deux chercheurs ont realise des experiences pour tester les trois methodes dans le contexte 
de reconnaissance de formes par PG (Teredesai et Govindaraju, 2004). lis concluent que la 
methode 2, qui utilise un classificateur par classe d'echantillons, constitue la meilleure 
approche. C'est done cette variante qui sera utilisee par notre algorithme pour les problemes 
de classification. 
Avec cette methode, les classificateurs obtenus par la PG doivent avoir un certain type de 
valeur de sortie. Deux approches sont encore une fois proposees : 
1. Classificateur binaire : son resultat est 0, s'il predit que I'echantillon ne fait pas partie 
de la classe, ou 1 s'il predit que I'echantillon fait partie de la classe; 
2. Classificateur a sortie continue : le resultat est une valeur decimale (par exemple entre 
0.0 et 1.0) qui represente la confiance avec laquelle le classificateur associe 
I'echantillon avec la classe designee; 
Lorsqu'un nouvel echantillon est presente, chaque classificateur doit predire si I'echantillon 
fait partie de la classe pour laquelle il a ete entraine. C'est le classificateur jumele a la valeur 
de sortie la plus grande qui determine la classe du nouvel echantillon. En cas d'egalite, c'est 
le classificateur qui offre la plus grande performance de reconnaissance avec I'ensemble 
d'entrainement qui attribuera la classe. En pratique, nous avons integre a notre algorithme 
uniquement le classificateur a sortie continue. 
L'etude du systeme de PG de Teller et Velloso, PADO (secfion 2.8.1), presente aussi un 
autre type de combinaison que nous appellerons orchestration. L'orchestration utilise 
plusieurs classificateurs a sortie continue par classe d'echantillons. Nous introduirons dans 
notre module, une implementation de 1'orchestration de programmes telle que decrite dans 
(Teller et Veloso, 1997), puis, nous etudierons ses performances. 
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Finalement, nous integrerons le meta algorithme de boosting au processus evolutif de la PG. 
Plusieurs etudes concemant I'implantation d'une methode de boosting pour la PG font etat de 
gains considerables au niveau de la performance de reconnaissance et du temps de calcul de 
ralgorithme (Folino, Pizzuti et Spezzano, 2004) (Paris, Robilliard et Fonlupt, 2001). Un 
meta algorithme de boosting comme celui disponible dans Weka peut combiner plusieurs 
classificateurs obtenus par PG. Par contre, l'integration des principes du boosting a I'interieur 
meme du processus de PG permet une plus grande economic de ressources. Voici son 
deroulement general, sous forme de pseudo code : 
PG avec boosting  integre 
C =  nombre de classes du probleme 
P = nombre de programmes voulus pour le boosting 
Ensemble d'entrainement T=  toutes les donnees d'entrainement disponibles 
A'^ = nombre total d'echantillons dans T 
A faire C  fois (/' = 1  jusqu 'a  C) 
Vider la population de programmes POP 
Initialiser le « poids » W  de chaque echantillon / avec W^  =  — 
A faire P fois (k  = 1 jusqu 'a  P) 
Si POP est vide, remplir POP avec un nouvel ensemble de programmes 
Faire evoluer un programme qui reconnait la classe j par la PG (dans cette 
version de PG, le calcul de I'adequation considere le poids W,  de chaque 
echantillon a classifier : Voir section 3.6.5), en utilisant Tei  POP. 
Calculer I'erreur du meilleur programme, Ejk,  sur l'ensemble d'apprentissage, 
son facteur ajk  et ensuite le poids Wt  de chaque echantillon d'apprentissage 
selon la methode AdaBoost (Voir  pseudo code de la section 2.7.2). T  n'est par 
contre pas transforme. 
Fin pour P 
Fin pour C 
On peut classifier en utilisant la reponse la plus forte selon une somme ponderee des sorties 
des programmes par classe (Voir  equation 3.1). 
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A la fin de la routine, on obtient P  * C  programmes, soit P programmes pour chaque classe C. 
Le score de classification pour la classe j est obtenu par la somme ponderee par O/A de la 
sortie de chaque programmey'A:. Ley qui obtient le score le plus grand indique la classe de 
I'echantillon presente : 
P ,  . ^ 
(3.1) max /_\ctit.  -sortie ^ ,  }k  ^^'^'^jk 
Un gain en ressources computationnelles du boosting integre par rapport au boosting de PG 
standard est obtenu puisque la PG n'a pas besoin de recommencer revolution a zero 
lorsqu'elle recherche un programme performant sur l'ensemble d'apprentissage marque de 
nouveaux poids. II est probable qu'un programme performant pour I'ensemble nouvellement 
pondere existe deja dans la population developpee lors de la recherche precedente. 
Le chapitre 5 presente la comparaison des performances de I'algorithme de PG avec 
orchestration et celui avec boosting integre. 
3.6 Parametre s genetique s 
Les parametres genetiques concement la structure, la creation ou la transformation des 
programmes. Le choix de ces parametres influence I'evolution des programmes, done leur 
capacite a converger vers une solution performante pour le probleme presente. Les 
parametres genetiques comprennent habituellement le type de programme, la grammaire, la 
regie de creation, la fonction d'adequation, la selection, les operateurs genetiques, le scenario 
evolutif et les parametres lies a I'elitisme. 
Un premier parametre influence enormement la forme que peut prendre les autres parametres 
de la PG. II s'agit du type de programme. Tel que mentionne a la section 2.6.6, des structures 
lineaires, en graphe ou en code machine ont ete proposees pour la PG. Notre algorithme 
adoptera quant a lui la stmcture en arbre, constmction qui a servi de base pour le 
developpement de la PG (Koza, 1990). Les fonctions de notre module de PG sont preparees 
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pour rester utilisables dans I'eventualite d'implementation d'un autre type de structure pour 
les programmes. 
Figure 3.5 Programme  structure  en  arbre et  son interpretation. 
(Tire de (Wikipedia,  2007a)) 
Un arbre est compose de noeuds connectes entre eux par des liens. La structure en arbre se 
distingue de la stmcture en graphe par le fait qu'elle ne boucle jamais sur elle-meme. Chaque 
noeud est lie a un ou plusieurs noeuds dits « enfants ». Dans la construction d'un programme a 
partir de I'arbre, les noeuds enfants representent les arguments de la fonction contenue dans le 
noeud parent. Les noeuds qui n'ont pas d'enfants sont alors appeles « feuilles » et contiennent 
un element terminal comme une constante ou une caracteristique issue de I'echantillon. Un 
seul noeud est depourvu de parent. Ce noeud appele « racine » est le demier noeud dans 
revaluation du programme d'un arbre. Ce que nous appellerons, dorenavant, profondeur 
d'un arbre est constitue du nombre de niveaux qu'il contient. Cette profondeur est definie 
recursivement comme le maximum des profondeurs de ses sous arbres, augmente de 1. Par 
exemple, le programme en arbre illustre a la figure 3.5 a une profondeur de 4. 
66 
3.6.1 Grammair e 
La grammaire de la PG est divisee en deux parties. Une partie est appelee « alphabet », 
puisqu'elle decrit les elements de bases qui peuvent se retrouver dans une stmcture. L'autre 
partie consiste en une serie de regies qui permettent de creer ou de verifier la conformite 
d'une structure a la grammaire. Commenfons par decrire les regies appliquees a notre 
structure en arbre. 
Afin d'eviter les erreurs d'execution lors du deroulement de la PG, nous devons nous assurer 
que les programmes developpes par notre algorithme seront toujours syntaxiquement corrects 
(selon le langage de programmation utilise). Pour ce faire, il faut que chaque n(Eud qui n'est 
pas une feuille contienne un element de I'alphabet qui possede des liens vers des enfants, et 
que chaque noeud feuille contienne un element de I'alphabet qui n'a pas de lien vers un noeud 
enfant. II est egalement necessaire que I'execution de chaque noeud soit exempte de 
possibilite d'erreur (par exemple division par zero). Finalement, le resultat de I'execution de 
chaque noeud doit respecter le format utilise pour les valeurs d'entree de toutes les fonctions 
de I'alphabet. Pour notre algorithme les valeurs -oo a +00 sont acceptables (la valeur NaN 
« Not a number » de Java n'est pas acceptable). 
Ensuite, il apparait judicieux de mettre en place des mecanismes pour augmenter les chances 
de produire des programmes performants. Par exemple, il peut etre avantageux d'augmenter 
les chances qu'un noeud contenant une fonction de type conditionnel (par exemple I'enonce 
« if») ait comme enfant un noeud contenant une fonction de test (par exemple I'operateur 
« plus grand que »). Ainsi, nous avons mis au point une classe qui gere les types d'arguments 
des fonctions. Les types par defaut sont « arithmetique », « test » ou « indifferent ». Nous y 
reviendrons a la section 3.6.4 qui porte sur la regie de creation et de transformation des 
programmes. 
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3.6.2 Alphabe t 
En general, I'alphabet de la PG est compose de terminaux et de fonctions. Pour une stmcture 
en arbre, les feuilles contiennent des terminaux, alors que tous les noeuds qui ne sont pas des 
feuilles contiennent des fonctions. 
Les terminaux n'ont jamais d'argument ou d'enfant. lis ne font que rapporter au noeud parent 
la valeur qu'ils contiennent. Dans notre algorithme, il n'existe que deux sortes de terminaux : 
les valeurs constantes et les caracteristiques d'echantillons. Un noeud pourra done contenir 
n'importe quelle valeur constante, ou n'importe quelle caracteristique qui definit les 
echantillons de la base de donnees utilisee. Le tableau 3.3 illustre les fonctions qui sont 
disponibles pour notre algorithme : 
Tableau 3.3 





































































Division protegee : dans le cas d'une 
division par 0, le resultat est 1 
L'argument est eleve au carre 
Si I'argument est negatif, le resultat est 
-Sqrt(-argument) 
Le resultat est le premier argument eleve 
a la puissance du deuxieme argument 
Sinus de I'argument (en radians) 
Cosinus de I'argument (en radians) 
Le resultat est la plus grande valeur 
parmi les arguments 
Le resultat est la plus petite valeur parmi 
les arguments 
Le resultat est le nombre d'Euler eleve a 





Si, alors, sinon 
Plus grand que 






















































Le resultat est le logarithme naturel de 
I'argument. Si I'argument est inferieur a 
0 le resultat est 0. 
Si le premier argument est different de 0, 
alors le resultat est le deuxieme 
argument, sinon le resultat est 0. 
Si le premier argument est different de 0, 
alors le resultat est le deuxieme 
argument, sinon le resultat est le 
troisieme argument. 
Si le premier argument est plus grand 
que le deuxieme, le resultat est 1, sinon, 
le resultat est 0. 
Si le premier argument est plus petit que 
le deuxieme, le resultat est 1, sinon, le 
resultat est 0. 
Si I'argument est 0, le resultat est 1, 
sinon, le resultat est 0. 
Si les deux arguments sont differents de 
0, le resultat est 1, sinon, le resultat est 0. 
Si les deux arguments sont 0, le resultat 
est 0, sinon, le resultat est 1. 
Si un des deux arguments est 0 et l'autre 
est different de 0, le resultat est 1, sinon, 
le resultat est 0. 
Le nombre d'argument est defini par 
I'usager (Voir  section 3.6.3). 
La colonne Type  indique le type de la fonction, Nb  arg  indique le nombre d'arguments, alors 
que la colonne Type  arg denote le type des arguments de la fonction. Les codes suivants sont 
utilises pour les types : A pour Arithmetique, T  pour Test et / pour Indifferent 
Les fonctions presentees ici se conforment bien aux regies enoncees pour la production de 
programmes avec structure en arbre. Elles pourraient facilement etre utilisees pour un autre 
type de structure comme les programmes lineaires. Les fonctions pour la PG peuvent prendre 
une toute autre forme lorsque le type de structure est different (dans le cas de graphe avec 
memoire indexee par exemple (Teller et Veloso, 1997)) ou si le probleme I'exige (cas du 
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probleme de la fourmi artificielle (Koza, 1992)). Les classes de notre algorithme s'adaptent 
facilement a ces situations. 
3.6.3 Fonction s definie s automatiquemen t 
Koza a propose les «Automatically Defined Functions» (Koza, 1994), ou Fonctions 
Definies Automatiquement (FDA). II s'agit de programmes qui se retrouvent jumeles avec un 
programme principal ou accumules en librairie et qui peuvent etre invoques par les 
programmes de la population comme n'importe quelle autre fonction. Les FDA ont la 
particularite de voir leur noeud feuille soumis a une regie differente que les programmes 
normaux. Les terminaux des FDA peuvent etre des constantes, mais pas des caracteristiques. 
Les caracteristiques sont remplacees par un argument (du noeud d'appel de la FDA), selon le 
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(2.2 - r D A ( x , 1 l ) ) + ( 7 * c o s ( Y ) ) 
Resultat: ( 2.2 - ( ^ ) * 11) + (7 * cos( Y )) 
Figure 3.6 Programme  principal  avec  FDA et  interpretation. 
La FDA de la figure 3.6 a comme arguments X et 11. L'equation mathematique illustrant les 
operations du programme « resultant » est presentee au bas de la figure. 
L'interet de la FDA est de decouvrir des parties de programme reutilisables. L'evolution de 
programmes par PG laisse observer une tendance a « decortiquer » les problemes complexes 
en sous problemes. Dans les cas ou la resolution de plusieurs sous problemes necessite des 
operations analogues, il sera beaucoup plus facile au processus de PG de faire appel a une 
meme FDA a plusieurs reprises que d'utiliser les operations genetiques normales pour 
reproduire les sous programmes equivalents aux FDA. 
Dans notre implementation, les FDA sont disponibles. Si elles sont utilisees, chaque 
programme est « proprietaire » d'un certain nombre de FDA. Les FDA ont des contraintes 
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qui leur sont propres (pour la creation et la transformation), mais calquees sur celles des 
programmes principaux. 
3.6.4 Regie s de creation e t de transformatio n 
La premiere etape d'une recherche de programme pour le PG est de creer une population de 
programmes aleatoires. Ces programmes ne sont pourtant pas entierement aleatoires car ils 
doivent respecter la grammaire et certaines regies de creation. Cette section presente les 
regies que nous utiliserons. Ces reperes permettent de conserver les programmes dans un etat 
fonctionnel et de limiter I'espace memoire alloue a la population de programmes. 
En premier lieu, le processus recursif de creation de noeuds enfants a la suite de la selection 
aleatoire d'une fonction doit avoir une fin. II existe plusieurs fa9ons de resoudre ce probleme. 
D'abord, on peut recourir a la solution la mieux connue et la plus utilisee qui consiste a 
imposer une valeur maximale pour la profondeur des arbres (Koza, 1992). Ainsi, tous les 
noeuds crees a la profondeur maximale choisie devront contenir un terminal (et non pas une 
fonction, qui ne pourrait avoir d'arguments). II est aussi possible de limiter le nombre total de 
noeuds utilises par la population entiere (Silva et Costa, 2005). Bien que cette deuxieme 
solution s'avere interessante, elle ne s'est pas revelee plus performante que la solution 
traditionnelle. Par consequent, notre algorithme operera avec I'imposition d'une profondeur 
maximale. 
En deuxieme lieu, I'usager peut definir deux parametres ou laisser leur valeur par defaut. Le 
premier correspond a la proportion de noeuds feuilles qui contiendra une caracteristique, par 
opposition a une constante. Cette valeur peut etre choisie entre 0 et 1 (la valeur par defaut est 
0.5 : la moitie des noeuds feuilles contiendra des caracteristiques). Le second se rapporte a la 
proportion des constantes qui seront des valeurs decimales, en opposition a celles qui seront 
des entiers (la valeur par defaut est 1.0 : toutes les constantes sont decimales). Ces 
parametres ont une influence sur le temps de convergence de la PG, en fonction des plages de 
valeurs des bases de donnees utilisees. Nous tenons aussi a preciser que les valeurs par defaut 
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ont ete ehoisies pour des bases de donnees d'apprentissage et de test normalisees (cette 
normalisation est facilement realisable en pratique : Voir section 3.5). 
Ensuite, il faut souligner le fait que le type d'argument influence le choix d'une fonction par 
rapport a une autre. Le tableau 3.3 presente les types d'arguments pour chaque fonction de 
base de notre alphabet. Ces informations nous permettent de choisir une fonction du type 
approprie pour le noeud enfant d'une autre fonction. Evidemment, la regie de la profondeur 
maximale, qui impose des terminaux aux noeuds feuilles, a preseance sur la selection d'une 
fonction. 
Tous les contenus qui se qualifient, lors des choix concernant les terminaux ou les fonctions, 
puis pour selectionner une fonction selon le type d'arguments, ont autant de chance d'etre 
selectionnes. 
La litterature relate trois methodes de creation de programmes (Banzhaf et al., 1998). Notre 
algorithme offre la possibilite de choisir une de celles-ci : 
1. Methode complete ou « full » : elle consiste a creer des arbres qui auront toujours la 
profondeur maximale. Le contenu choisi pour un noeud est toujours une fonction, sauf 
lorsque la profondeur maximale est atteinte; 
2. Methode de croissance ou « grow » : les arbres ainsi produits n'auront pas toujours la 
profondeur maximale. Les noeuds qui n'ont pas encore atteint la profondeur maximale 
peuvent contenir des terminaux (constante ou caracteristique). La probabilite pour ces 
noeuds de contenir un terminal est le rapport entre le nombre de caracteristiques et la 
somme du nombre de caracteristiques et du nombre de fonctions; 
3. Methode de rampe moitie-moitie : elle permet a une population initiale de contenir 
une plus grande diversite de programmes. La population est d'abord divisee en 
groupes de programmes de taille egale. Chaque groupe a une profondeur maximale 
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differente, soit la suite des entiers de 2 jusqu'a la valeur maximale choisie (par 
exemple pour une valeur maximale choisie de 6, il y aura un groupe pour chacune des 
profondeurs maximales de 2, 3, 4, 5 et 6). Chaque groupe produit la moitie de ses 
programmes selon la methode complete et l'autre moitie avec la methode de 
croissance. 
La figure 3.7 illustre deux programmes crees respectivement avec la methode de croissance 
et la methode complete, avec une profondeur maximale de 3 : 
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Figure 3.7 Programmes  en  arbres crees  selon deux  methodes. 
(Tire de Levasseur, 2005) 
Afin d'illustrer un peu mieux le processus recursif de creation de programme, nous en 
presentons ici le pseudo code : 
Algorithme recursif  de  creation d'un  programme en  arbre 
N = noeud en cours 
TF = type de foncfion voulue 
A'^  = noeud racine, TF = Indifferent 
(emplacement Retour) 
Si profondeur de A^^ = profondeur maximale 
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7\^  contient un terminal 
aller a Fin 
Sinon, N  contient une fonction selon TF 
Pour / = 7 jusqu'au nombre d'arguments de la fonction contenue dans N 
Si (methode de croissance) et  (tirage au sort obtient un terminal) 
N contient un terminal 
aller a Terminer 
Sinon 
Appel recursif vers Retour avec : 
TF= type d'argument de I'argument / du contenu de A'^  
A^^  = 1'enfant / de A'^  (la profondeur est ajustee) 
Fin pour i 
(emplacement Terminer) 
Fin de la creation 
Si les FDA sont permises, il convient de les creer au meme moment que les programmes 
principaux. La FDA est creee avec la meme methode que le programme principal auquel elle 
est associee. Quelques regies additionnelles, dont les parametres sont choisis par I'usager, 
contraignent la creation des FDA. Ces parametres sont: 
1. Le nombre de FDA par programme principal; 
2. La profondeur maximale des FDA. Elle peut differer de celle des programmes 
principaux; 
3. Le nombre minimal d'arguments pour chaque FDA; 
4. Le nombre maximal d'arguments pour chaque FDA. 
Par defaut, notre algorithme n'utilise pas les FDA. Si I'usager choisit de les utiliser, il devra 
preciser la valeur des quatre parametres. Pour chaque FDA, le nombre d'arguments est choisi 
au hasard entre les nombres minimal et maximal choisis par I'usager. Tel que mentionne en 
3.6.3, les FDA ont un ensemble de terminaux composes d'arguments (et non de 
caracteristiques) et de constantes. 
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3.6.5 Fonction s d'adequatio n 
L'adequation (connue dans la litterature anglaise comme « fitness ») est la mesure de la 
performance d'un programme dans la prediction des valeurs de sorties a partir des valeurs 
d'entrees. II s'agit done d'un indice de pertinence du programme pour la resolution du 
probleme represente par la base de donnees d'apprentissage. L'adequation est une valeur 
numerique, ce qui nous permet de comparer les performances des programmes. C'est 
d'ailleurs ce critere que nous utiliserons pour selectionner les programmes parmi la 
population (Voir  secfion 3.6.6) afin de les transformer (Voir  secfion 3.6.7). 
La fonction d'adequation est la suite de calculs, a partir de la base de donnees 
d'apprentissage, qui permet d'obtenir I'adequation d'un programme. Cette fonction compare 
la valeur de prediction desiree, fournie dans la base de donnees d'apprentissage, et la 
prediction du programme. 
Dans le cas de problemes dont les valeurs de sorties sont continues, deux fonctions 
d'adequation sont proposees : 
1. Somme de I'erreur : I'adequation du programme correspond a la somme des erreurs 
de prediction. Une erreur de prediction est la valeur absolue de la difference entre la 
valeur predite et la valeur desiree; 
2. Erreur quadratique: I'adequation du programme correspond a la somme des erreurs de 
prediction elevees au carre. Cette fonction d'adequation penalise grandement un 
programme qui fait quelques predictions tres inexactes, par rapport a un autre qui fait 
un grand nombre d'erreurs de predictions plus justes. 
Dans ces deux cas, I'adequation represente une mesure de I'erreur. On preferera done un 
programme qui a une valeur d'adequation plus petite a un autre qui aurait une valeur 
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d'adequation plus grande. Une performance parfaite obtiendra la note de 0 (puisqu'elle 
correspond a une erreur nuUe). 
Dans le cas d'un probleme de classification (pour lequel les sorties sont une valeur 
d'enumeration), la fonction d'adequation depend de l'approche utilisee au niveau de la 
combinaison des classificateurs (Voir  secfion 3.5.1). 
1. Pour une approche a classificateur unique, I'adequafion correspond simplement au 
nombre de bonnes predictions du programme. Cette valeur peut etre normalisee (entre 
0.0 et 1.0) en divisant I'adequation par le nombre d'echantillons presents dans la base 
de donnees d'entrainement. 
2. Dans le cas d'une approche a un classificateur par classe d'echantillons, le 
classificateur fait la reconnaissance d'une classe en particulier. Le calcul de 
I'adequation depend du type de classificateur choisi : 
a. Classificateur binaire : comme pour I'approche a classificateur unique; 
b. Classificateur a sortie continue : la sortie du programme P  est une valeur de 
confiance limitee entre -1.0 et 1.0. L'adequation est calculee a partir de la 
somme S des valeurs de confiance de P pour chaque echantillon /, en fonction 
de la classe C foumie par la base de donnees d'apprentissage. 
5 = X^('>C(0 ( 3 9) 
C(i) est 1.0 si I'echantillon / fait partie de la classe reconnue et -1.0 dans le cas 
contraire. Finalement, I'adequation correspond a la somme 5" des valeurs, 
normalisee entre 0.0 et 1.0. 
c. Classificateur a sortie continue pour algorithme de boosting integre : la 
technique est sensiblement la meme qu'en b,  mais le poids W  des echantillons 
d'entrainement est pris en compte : 
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S^j;^P(i)-W(i)-C(i) (3 3) 
Comme le poids des echantillons est lui aussi normalise (total des poids est 
1.0), la somme 5' pourra etre normalisee de la meme fa9on qu'en b. 
Done, pour un probleme de classificafion, plus l'adequation est grande, plus le programme 
est performant. Un taux de prediction parfait est obtenu lorsque I'adequation est 1.0. 
Notre algorithme offre les fonctions d'adequation de somme des erreurs et somme des 
erreurs quadratiques pour un probleme continu, et les fonctions a sortie continue pour la PG 
avec orchestration et a sortie continue pour algorithme de boosting integre. 
Les fonctions d'adequation que nous proposons sont generales, pour les types de problemes 
les plus souvent rencontres. Pour des problemes plus specifiques, comme par exemple celui 
de la fourmi artificielle (Koza, 1992), une fonction d'adequation dediee peut etre 
programmee. Notre module permet a un programmeur d'integrer facilement une nouvelle 
fonction d'adequation. 
Notez que, si la validation est utilisee, une valeur d'adequation de validation est calculee a 
partir de la base de donnees prevue a cet effet. Cette valeur est prise en consideration pour 
evaluer le critere d'arret, mais pas pour la selection des programmes (seule I'adequation 
d'entrainement compte dans ce cas). 
3.6.6 Methode s de selection 
La PG s'inspire de I'evolufion des etre vivants, en particulier du principe de la selecfion 
naturelle. Elle utilise un mecanisme qui reproduit artificiellement ce principe en 
selectionnant, selon le critere d'adequation, les individus qui se reproduiront dans la 
prochaine generation. Dans cette perspective, les programmes dont I'adequation est 
superieure ont plus de chance d'etre selectionnes pour la reproduction et c'est ainsi qu'ils 
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deviennent de plus en plus performants pour la tache de prediction. Nous presentons quatre 
methodes de selection (Banzhaf et al, 1998), toutes disponibles pour notre algorithme. 
1. Roulett e : cette methode selectionne les reproducteurs selon I'adequation d'un 
programme par rapport a la somme de I'adequation de tous les programmes de la 




1 ^ ( 0 (^-4 ) 
A(i) est I'adequation du programme i  alors que P(i)  represente la probabilite de le 
selectionner pour la reproduction. 
2. Selectio n pa r Rang : elle est basee sur I'ordre d'adequation des TV programmes de la 
population. Une fois les programmes tries en ordre, une fonction permet de calculer la 
probabilite de choisir chacun d'eux. 
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a. Ran g lineair e : pour ce type de selection, I'usager doit choisir les valeurs des 
constantes P_ et P+ 
P 
probabilite minimale = — (3.5) 
N 
P 
probabilite maximale = ^ (3.6) 
en respectant la contrainte suivante : 
P_ + P+=2 (3.7) 
Finalement. La probabilite de selectionner le programme de rang / est obtenue 
par la fonction suivante : 
P(i) =  — 
N 
( ,  ^\\ 
P + ( P , - P ) . ' - ^ (3.8) 
^J) 
b. Ran g exponentiel : dans ce cas, I'usager doit choisir la valeur de la constante 
c selon la contrainte 0.0 < c < 1.0. Plus c est elevee, plus favorisee sera la 
selection des meilleurs programmes. Voici la fonction de calcul de la 
probabilite de selection : 
P(0-e -" (3.9 ) 
3. Tourno i : II est particulierement adapte a un scenario evolutif continuel (section 
3.6.8). Tous les individus ont la meme chance d'etre selectionnes pour le tournoi. En 
premier lieu, un nombre (defini par I'usager) de programmes sont selectionnes dans la 
population. Ensuite, les programmes choisis sont tries par ordre d'adequation. Les 
meilleurs sont appeles gagnants et les plus faibles perdants. Finalement, 1'operation 
genetique est appliquee sur les gagnants du tournoi, et, si le scenario evolutif est 
continuel (Voir  section 3.6.8), les programmes produits par I'operation rcmplacent les 
perdants du toumoi. Le nombre de programmes retenus et le nombre de perdants du 
tournoi sont respectivement determines par le nombre de parents et d'enfants 
attribues aux operateurs genetiques (Voir  le  tableau 3.4 de la section 3.6.7). 
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3.6.7 Operation s genetique s 
Les programmes crees initialement ont generalement une adequation tres faible. Les 
operateurs genetiques procedent a des transformations sur la population initiale et realisent 
ainsi une forme d'evolution. Ces mecanismes servent done a la recherche d'une solution plus 
performante. Trois operateurs sont couramment utilises en PG : le croisement, la mutation et 
la reproduction. Nous les utiliserons pour notre recherche, en y ajoutant une variante de 
mutation et I'insertion d'un tout nouveau programme. II est important de noter que, lors de la 
transformation d'un programme par un operateur, la regie de profondeur maximale (Voir 
section 3.6.4) doit etre respectee. 
I. Croisement : Le croisement combine le materiel genetique de deux programmes 
parents en echangeant une portion du code d'un parent avec une portion du code d'un 
autre parent. Pour un programme en arbre, il s'agit d'echanger les sous arbres 
selectionnes aleatoirement a partir de deux programmes. Les resultats du croisement 
sont deux programmes enfants. La figure 3.8 illustre le croisement de deux 
programmes en arbre. 
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Deux programmes « parents » avant le croisement 
Deux programmes « enfants » apres croisement 
Figure 3.8 Croisement  genetique entre  deux programmes en  arbre. 
(Tire de Levasseur, 2005) 
2. Mutatio n (standard ) : La mutation remplace une section de programme par une 
nouvelle section. Pour un programme en arbre, un noeud est choisi aleatoirement, puis 
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remplace par un sous arbre genere par la methode de creation choisie. Nous 
utiliserons par defaut la methode complete (section 3.6.4). 
a) programme avant mutation b) programme apres mutation standard 
Figure 3.9 Mutation  genetique  standard  d'un  programme en  arbre. 
(Tire de Levasseur, 2005) 
3. Mutatio n d'u n noeu d : Cette operation consiste a transformer le contenu d'un noeud 
choisi aleatoirement dans un programme en arbre. Pour que le programme reste 
conforme a la grammaire, le nouveau contenu doit avoir le meme nombre 




a) programme avant mutation 
G) 
\F) C v 
TBJ CC\ 
b) programme apres mutation d'un noeud 
Figure 3.10 Mutation  genetique  d'un  noeud  d'un programme en  arbre. 
(Tire de Levasseur, 2005) 
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4. Reproductio n : la reproduction consiste a faire une copie d'un programme. Cette 
operation, jumelee avec une methode de selection qui favorise les programmes qui 
presentent une adequation plus forte, est une fa9on de conserver les portions de code 
pertinent, done de realiser I'elitisme. 
5. Nouvea u programm e : cette operafion ne fait qu'inserer un nouveau programme, 
construit selon la methode de creation choisie. Par defaut, nous utiliserons la methode 
de croissance. L'interet de cet operateur est de maintenir la diversite genetique d'une 
population au cours de revolution. 
II existe de nombreuses methodes, comme le croisement sensible au contexte (D'haeseleer, 
1994) et le croisement « intelligent)) (Teller et Veloso, 1997), pour tenter de contrer les 
effets pervers des operations genetiques. En effet, puisque les operateurs procedent par choix 
aleatoires, il y a de fortes chances que les programmes produits par ces operateurs soient peu 
performants (Nordin, Francone et Banzhaf, 1996). Afin de permettre une grande latitude 
quant a la selection d'enfants performants, notre algorithme laisse le loisir a I'usager de 
choisir le nombre de parents et d'enfants pour chaque operateur. En choisissant un plus grand 
nombre d'enfants pour une operation, il est possible de creer I'effet de «brood 
recombination )) (Tackett et Carmi, 1994) et de selectionner les meilleurs enfants. Le tableau 
suivant explique I'influence du nombre de parents et d'enfants sur nos operateurs : 
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Tableau 3.4 


















Influence d u nombre de parents e t d'enfant s 
Les deux premiers parents selectionnes sont croises autant de 
fois que necessaire pour produire le nombre d'enfants voulu. 
Le premier parent subit la mutation autant de fois que le 
nombre d'enfants attendu. 
Le premier parent est reproduit autant de fois que le nombre 
d'enfants desire. 
Le nombre d'enfants indique le nombre de nouveaux 
programmes crees 
Les valeurs sous les colonnes P et £ du tableau 343  indiquent respectivement le nombre de 
parents et d'enfants par defaut pour les operateurs genetiques. 
Dans le cas d'une selection par toumoi, le nombre de parents determine le nombre de 
programmes selectionnes pour le toumoi (dans ce cas, il doit y avoir au moins autant de 
parents qu'il y a d'enfants). 
Finalement, lorsqu'une operation genetique transforme un programme, la meme operation 
genetique est utilisee pour transformer ses FDA, si elle en possede. Les mecanismes utilises 
par les operateurs sont exactement les memes pour les programmes principaux que pour les 
FDA. 
3.6.8 Scenarios evolutif s 
Un fois la qualite d'un programme evaluee a I'aide de I'adequation, il convient de decider si 
I'individu sera reproduit, conserve ou elimine. 11 existe plusieurs scenarios qui realisent les 
etapes necessaires a I'evolution des programmes. Chacun d'eux procedent aux taches 
suivantes : creation des programmes, selection, reproduction et evaluation de l'adequation 
dans des cycles differents. Nous presentons trois scenarios couramment utilises en PG. 
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1. Le premier s'inspire du deroulement de I'evolufion des algorithmes genetiques. Nous 
I'appelons « selection avant reproduction )) et I'illustrons dans le schema qui suit: 
p 
Creer population initiale 
\f 
> Evaluer 1'adequation des programmes 
>' 
Selection des programmes reproducteurs 
> > 
Nouvelle generation = enfants issus de la reproduction des 
programmes choisi 
Figure 3.11 Scenario  evolutif  selection avant  reproduction 
Les programmes enfants, obtenus des operations genetiques, remplaceront 
completement, dans la generation suivante, les programmes parents a partir desquels 
ils ont ete produits. 11 est done possible que la nouvelle generation contienne des 
programmes dont I'adequation est plus faible que la generation precedente. Avec ce 
scenario, il est suggere d'utiliser des mecanismes d'elitisme (yoir  section 3.6.9) pour 
prevenir la degenerescence des programmes au fil de revolution. 
2. Le deuxieme s'inspire du domaine des strategies evolutives. Le schema suivant 
montre les etapes de fonctionnement de ce scenario appele «selection apres 
reproduction » : 
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Creer population initiale (PI) 
Evaluer l'adequation des programmes 
Selection des programmes reproducteurs 
Reproduction jusqu'a obtention d'une certaine taille de population (P2) 
Evaluer l'adequation des programmes 
Nouvelle generation = selection des meilleurs programmes 
parmis les parents et les enfants (PI) 
Figure 3.12 Scenario  evolutif  selection  apres  reproduction 
Deux distinctions caracterisent la selection apres reproduction. Premierement, il est 
possible de choisir un nombre de programmes a produire P2,  lors de la phase de 
reproduction (ce nombre peut etre different du nombre de programmes a creer 
initialement, PI).  Deuxiemement, ce processus boucle apres la selection des PI 
programmes ayant les meilleures adequations a partir des populations de parents et 
d'enfants reunics. Ce mecanisme evite la degenerescence des programmes puisqu'il 
n'elimine que les programmes les plus faibles. 
3. Le demier scenario est dit « continuel ». 11 n'offrira un bon fonctionnement que s'il 
est combine avec la methode de selection par tournoi: 
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Creer population initiale 
Evaluer l'adequation des programmes 
Selection de refDroducteurs par toumoi 
Programmes perdant remplaces par les resultats de I'operation genetique choisie 
Evaluation de I'adequation des nouveaux programmes 
Figure 3.13 Scenario  evolutif  continuel 
Le scenario continuel n'est pas base sur le principe de generations successives. 11 
continue de produire des programmes enfants a partir de parents selectionnes par 
toumoi, tant qu'il n'a pas atteint les criteres d'arret. La population reste constante car 
les enfants produits remplacent les perdants du toumoi (voir section 3.6.6). Ce type de 
selection permet d'eviter la degenerescence des meilleures solutions puisqu'elles ne 
seront jamais perdantes de toumoi, done jamais remplacees. Le scenario continuel a 
l'avantage de permettre 1'implementation de processus en parallele et de foumir des 
resultats comparables a ceux obtenus par d'autres scenarios. Pour une evolution 
continuelle, nous definissons une generation comme le moment ou le nombre initial 
de programmes a ete produit (le decompte recommen9ant a zero a chaque nouvelle 
generation). 
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3.6.9 Elitism e 
L'elitisme est generalement defini comme le degre avec lequel les constituants des meilleurs 
programmes sont reproduits dans la population. II peut etre necessaire pour conserver les 
portions de code qui permettent I'evolution. Par contre, l'elitisme peut se reveler nefaste a 
revolution lorsqu'il est trop fort : il reproduit trop souvent les memes constituants de 
programmes et ralentit I'evolution des programmes puisque ceux-ci ne peuvent decouvrir de 
nouvelles combinaisons. 
Dans la PG, il est possible de controler le niveau d'elitisme au moyen de I'operateur 
genetique de reproduction, des methodes de selection et des scenarios « selection apres 
reproduction )) et « continuel)). 
Dans tous les cas, il est benefique de conserver les meilleurs programmes obtenus au cours 
de I'evolution, meme s'ils sont elimines par le processus evolutif Nous appelons cette 
pratique I'elitisme artificiel. 
Pour notre module, un gestionnaire d'elites conserve les meilleurs programmes au long de 
revolution, realisant I'elitisme artificiel. L'usager peut choisir le nombre d'elites. Dans le cas 
d'un probleme de regression en valeur continue, le nombre d'elites correspond au nombre de 
programmes conserves en memoire, mais seul le meilleur programme sera utilise pour la 
prediction. Dans le cas de la classification, le nombre d'elites correspondra au nombre de 
programmes par classe qui seront conserves et utilises. 
Finalement, il est parfois pratique de « simplifier » les programmes pour eliminer les parties 
inutiles (toujours egales a une constante) et permettre de meilleures visualisation et 
comprehension. Ceci peut etre realise automatiquement en verifiant, pour chaque sous arbre, 
si les valeurs obtenues des fonctions varient lorsque le programme est teste sur la base de 
dormees d'apprentissage. Le gestionnaire d'elite peut simplifier les meilleurs programmes si 
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ce comportement est desire. Notre module procede systematiquement a la simplification des 
programmes obtenus a la toute fin d'une evolution. 
3.7 Integration a  Weka 
L'appel de l'algorithme de PG se fait a I'aide de la classe suivante a partir de Weka 
M'eka. classifier s.functiotis. GeneticProgramming 
Le tableau 3.4 illustre les valeurs proposees par defaut pour la PG : 
Tableau 3.5 
Parametres par defaut de I'algorithme de programmation genetique 
Parametre 
Proportion de la base d'entrainement 
reserve pour validation 
Pretraitement des donnees 




Fonctions definies automatiquement 
Creation de la population 
Selection des programmes 
Proportions des operateurs genetiques 
Nombre de parents et d'enfants 
Scenario evolutif 
Gestiormaire d'elite 
Taille de I'elite 





Adequation = 0.9, Generations = 20, Temps = 
0.33 minute 
+, -, /, *, If >, <, Pow, &, 1, Max, Min, Exp, 
Log (Voir  tableau 3.2) 
Non utilisees 
Methode de rampe moitie-moitie 
Proportionnel a I'adequation (roulette) 
Croisement = 0.9, Mutation =0.07, Nouveau 
programme = 0.03 
Par defaut selon I'operateur (tableau 3.3) 
Selection apres reproduction, taille de la 
nouvelle population = 100 




Ces memes parametres sont presentes dans la boite de reglage des options illustree a la figure 
3.4 de la section 3.4. 
Notre projet, comme Weka, utilise la licence publique generale GNU. II est possible de 
telecharger le code source et consulter la page de documentation par internet (Levasseur, 
2008d). 
CHAPITRE 4 
PROTOCOLE EXPERIMENTA L 
Notre objectif est d'evaluer si la classification d'objets dans des images peut etre realisee 
automatiquement, sans I'aide d'un expert, et offrir une performance de prediction suffisante 
pour des applications reelles. De plus, les experiences serviront a mesurer et comparer la 
performance de differents algorithmes de classification, suite a l'extraction de 
caracteristiques generales a partir d'images. 
Ce chapitre presente les outils de developpement et les methodes utilisees pour I'acquisition 
des donnees, les etapes de traitement prealables a la classification, I'apprentissage et la 
classification, puis la comparaison des resultats. 
4.1 Outil s de developpemen t 
Les principaux criteres pour la selection de nos outils de developpement sont: performance 
de I'outil pour la tache designee, facilite d'utilisation et reproductibilite. Ce demier critere 
nous encourage a preferer les logiciels les plus utilises (par exemple le logiciel de 
developpement Matlab, couramment utilise en recherche et developpement) ou les plus 
accessibles, comme les logiciels libres. Ces derniers ont une licence dite libre qui donne a 
chacun le droit de les utiliser, de les etudier ou de les modifier, lis peuvent etre telecharges 
gratuitement sur internet. Le tableau 4.1 illustre le choix du logiciel pour chaque section de 
notre travail : 
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Tableau 4.1 
Choix des logiciels 
Usage 
Segmentation et extraction 
de caracteristiques 
Segmentation par un 
operateur humain 
Reduction de la 
dimensionnalite et 
classification 
Comparaison des resultats 
Developpement du module 










Qualites recherchee s 
Rapidite de developpement, simplicite, 
boite a oufil pour la vision par ordinateur 
Logiciel libre, simplicite d'utilisation 
Logiciel libre, visualisation conviviale, 
modularite, beaucoup d'algorithmes 
disponibles 
Simplicite, bons outils de visualisation 
Logiciel libre, modularite, rapidite 
Essentiellement, nos travaux pourront etre reproduits par d'autres avec Matlab et Weka. Le 
code utilise pour les experimentations que nous presentons peut etre telecharge sur internet 
en visitant notre site personnel (Levasseur, 2008c). 
4.2 Donnees d e I'etude 
Les bases de donnees pour nos experiences ont ete ehoisies ou produites selon deux criteres. 
Premierement, nous voulons des images d'objets variables, qui sont considerablement 
difficiles a classifier pour un humain. Deuxiemement, nous voulons que la plupart des bases 
de donnees soient reliees au domaine agro-alimentaire, puis qu'une partie provierme d'un 
autre domaine. Finalement, l'accessibilite des bases de donnees nous a limite dans nos choix. 
Nous utiliserons pour nos experimentations huit bases de donnees, dont quatre ont ete 
entierement preparees par nous. Pour six de ces bases, la segmentation sera realisee 
manuellement a I'aide d'une procedure adaptee a I'envirormement particulier de la prise 
d'image (section 4.3), qui comprend un fond facilement identifiable. Finalement, pour les 
huit bases de donnees, des caracteristiques (presentees a la section 4.4) seront extraites des 
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images segmentees ou non. Voici un tableau qui resume les informations concernant nos 
donnees: 
Tableau 4.2 






























































Propriete particulier e 
Quatre des six classes peuvent etre 
facilement confondues 
Meme que la  mais reduite pour des 
questions de temps de calcul. Les 
resultats restent significatifs 
Classes faciles a differencier 
Cinq classes sur sept peuvent etre 
confondues, images en niveau de gris 
Probleme difficile du fait qu'il y a 
peu d'echantillons par classe 
L'objet a classifier represente environ 
15% de I'image 
L'objet a classifier represente environ 
40% de I'image 
Seule base de donnees d'images 
contenant des objets non biologiques 
Dans le tableau 4.1, C correspond au nombre de classes. Images  au nombre d'images par 
classe. Total  au nombre total d'images pour la base de donnees et Seg.  au type de 
segmentation utilise. 
Voici une description detaillee de chacune des bases de donnees presentees au tableau 4.1 : 
1. La base de dormees d'images de cereales a ete elaboree par Yan Levasseur et Brice 
Bourgouin, et a deja servi aux experimentations de ce dernier dans le cadre d'un 
memoire (Bourgouin, 2007). Elle contient des images de six classes de cereales. 
Toutes les images ont ete prises sur fond noir uniforme. Les cereales peuvent avoir 
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n'importe quelle orientation dans I'image. Un grand nombre d'images par classe sont 
disponibles. Deux bases ont ete creees a partir de l'ensemble des images. 
a. Une premiere contient 950 images par classe. Elle est appelee grande base de 
cereales; 
b. Une deuxieme, jugee utile pour reduire le temps de calcul alloue a la phase 
d'apprentissage de certains classificateurs (en particulier la PG), contient 500 
images par classe. 
Amande en avoine 
Orge monde 




Figure 4.1 Images  segmentees  des  six classes  de  cereales. 
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2. Joel Bibeau et Yan Levasseur ont produit la base de donnees d'images de raisins sees 
(Bibeau, 2006). La taille des raisins et de legeres differences de couleur permettent 
une bonne classification manuelle des trois classes representees. Les images ont ete 
prises sur un fond bleu uniforme. 
Corinthe Sultana 
Thompson 
Figure 4.2 Images  segmentees  des  trois classes de raisins sees. 
3. La base de donnees d'images de grains de pollen a ete obtenue des departements 
d'informatique et d'electronique de I'Universite de Bangor (France, 2007). Les 
images sont petites et en niveaux de gris, mais restent faciles a segmenter. 
Alnus glutenosa Conopodium Majus Dactylis glomerata Plantago lanceolata 
Quercus robor Rumex acetocella 
Polypodium vulgare 
Figure 4.3 Images  segmentees  des  sept classes de pollen. 
4. Le Laboratory of Wood Technology de I'Helsinki University of Technology 
(Finlande) partage une base de donnees d'image de noeuds dans des planches de bois 
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(Silven, Niskanen et Kauppinen, 2000). Cette base ne foumit que peu d'echantillons 
pour chaque classe de noeuds. Cette particularite permettra d'observer le pouvoir de 
generalisation des classificateurs avec une base d'apprentissage restreinte. Nous 
avons nous-memes segmente les ncEuds du fond lisse qui les entouraient. 
L'inexactitude de notre segmentation pour cette base de donnees pourra rendre la 
prediction encore plus difficile pour nos classificateurs. 
Noeud pourri 
Noeud sec Noeud d'extremite 
Noeud en feuille 
Nosud encastre 
Noeud sain 
Figure 4.4 Images  segmentees  des  six classes  de noeuds de bois. 
5. Inspires par le travail de Teller et Veloso (Voir  section 2.8.1) avec des images non 
prealablement segmentees, nous avons cherche une base d'images avec un fond de 
couleur et texture variables. Le groupe Computational  Vision  du California  Institute 
of Technology  offre une base d'images comprenant trois especes de feuilles d'arbres 
sur des fonds varies (Weber, 2007). 
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a. Une premiere base contient les images entieres, toutes de meme taille et non 
segmentees (yoir  figure 4.5); 
Feuille a trois pointes Feuille a cinq pointes Feuille ronde 
Figure 4.5 Images  reduites  des  trois classes de feuilles avec  fond variable. 
b. Une deuxieme base contient les images partiellement segmentees, de taille 
variable. Les images ont ete segmentees grossierement une par une avec une 
fenetre carree qui cible la rdgion d'interet. Cette segmentation partielle simule 
une precision facile a obtenir sur une chaine de production sans algorithme de 
vision, simplement en changeant le montage pour la photographic. Cette base 
est appelee feuilles rognees (Woir figure 4.6). 
Feuille a trois pointes Feuille a cinq pointes Feuille ronde 
Figure 4.6 Images  rognees  reduites  des  trois classes de feuilles. 
6. La demiere base de donnees a ete produite par Yan Levasseur. II s'agit d'une base 
d'images de chiffres remains selon la police standard «times new roman ». 11 
grandeurs de polices (de 12 a 32 points, par saut de 2 points) sont utilisees, ainsi que 
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les versions normale, italique et grasse de la police. La base de donnees contient 
done 33 echantillons pour chaque classe (Woir  figure 4.7). 
3J3 353353 353 3 3 3 3 5 3 
333353353333353 
Figure 4.7 Image  segmentee  des  33 echantillons pour  la  classe «  3 ». 
Les chiffres de 0 a 9 sont utilises, pour un total de 10 classes (Voir  figure 4.8). 
1234567890 
Figure 4.8 Images  segmentees  des  dix classes  de  chiffres. 
Le nombre d'echantillon pour cette base de donnees est petit, en particulier 
considerant le nombre de classes. 
4.3 Segmentation de s objets d'intere t 
Pour les bases de donnees de cereales et de raisins, nous avons developpe un script Matlab 
qui nous permet de segmenter les objets individuellement a partir d'une photo numerique qui 
comprend plusieurs objets. Cette technique permet un processus rapide, car une seule photo 
suffit a capturer un grand nombre d'objets. Une version du script de segmentation peut etre 
telechargee sur intemet (Levasseur, 2008b). Voici une breve description de ce script. 
Premierement, nous devons departager les pixels du fond des objets. Dans le cas du script 
presente, toutes les valeurs de pixels en dessous d'un certain seuil font partie du fond. Les 
pixels au-dessus font partie des objets. Cette operation est appelee seuillage; la valeur du 
seuil depend des valeurs de pixels de I'image et peut etre determinee automatiquement au 
besoin a I'aide de fonctions de Matlab. Ensuite, chaque groupe de pixels disjoints est 
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considere comme un objet distinct. Les objets trop petits, qui ne comptent que peu de pixels, 




Figure 4.9 Image  reduites  de cereales et de quelques resultats de  segmentation. 
Pour les bases de noeuds et de pollen, les images se presentent deja de fa^on individuelle. La 
segmentation est realisee de la meme fa^on que pour les bases de cereales, a I'exception que 







Figure 4.10 Images  originales  et  segmentation de  Quercus robor et de noeud sain. 
La base de donnees de feuilles n'a simplement pas ete segmentee. La base de feuilles rognees 
a ete segmentee par un operateur humain. L'operateur a selectionne et sauvegarde une region 
d'interet carree a partir de chaque photo de feuille (yoir  figures 4.5 et 4.6). 
4.4 Extractio n des caracteristiques 
Une fois les images preparees, il nous faut en extraire les informations qui nous permettront 
de classifier les objets qu'elles presentent. Notre choix de caracteristiques a extraire a partir 
des images tient compte de deux criteres. Le premier est la facilite avec laquelle on peut 
utiliser ou programmer les algorithmes d'extraction pour ces caracteristiques avec Matlab. Le 
second critere conceme le nombre suffisant et la variete des caracteristiques. Nous desirons 
utiliser plusieurs caracteristiques differentes pour chaque type. 
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Voici un tableau des caracteristiques que nous avons retenues, parmi celles fournies par la 
litterature, pour traiter les problemes de classification de notre etude : 
Tableau 4.3 



































































Nom (nom anglais ) 
Aire (Area) 
Centroi'de X (Centroid X) 
Centroide Y (Centroid Y) 
Axe majeur (Major Axis) 
Axe mineur (Minor Axis) 
Excentricite (Eccentricity) 
Orientation 
Aire convexe (Convex Area) 
Aire remplie (Filled Area) 
Nombre d'Euler (Euler Number) 







Moyenne (Gray Mean) 
Ecart type (Standard Deviation) 
Moment - valeur R 
Asymetrie (Skewness) 
Coefficient d'aplafissement (Kurtosis) 
Uniformite (Uniformity) 
Entropie du niveau de gris (Gray Entropy) 
Contraste dans 3 directions : horizontal, vertical et diagonal (Contrast) 
Correlation dans 3 directions : horizontal, vertical et diagonal (Correlation) 
Energie dans 3 directions : horizontal, vertical et diagonal (Energy) 
Homogeneite dans 3 directions : horizontal, vertical et diagonal (Homogeneity) 
Moment R de la forme binaire locale (Local Binary Pattem Moment R) 
Asymetrie de la forme binaire locale (Local Binary Pattern Skewness) 
Coefficient d'aplafissement de la forme binaire locale (Local Binary Pattern 
Kurtosis) 




















Nom (nom anglais ) 
Rente de la droite pour transformee de Fourier (Fourier Slope) 
Correlation de la droite pour transformee de Fourier (Fourier Correlation) 
Maximum de I'histogramme pour un canal (Histogram Max) 
Moyenne d'un canal (Mean) 
Maximum d'un canal (Maximum) 
Minimum d'un canal (Minimum) 
Somme du resultat d'un filtre Sobel sur un canal (Sobel) 
Entropie sur un canal (Entropy) 
La deuxieme colonne du tableau 4.2 mentionne le type de chaque caracteristique. M  est 
utilise pour Morphologique, T  pour Texture et C pour Couleur. 
La caracteristique 17,  la complexite,  correspond a I'aire divisee par le perimetre au carre. 
Cette caracteristique informe sur I'irregularite du contour de I'objet. 
La caracteristique 20,  Moment -  valeur  R,  est une valeur normalisee du second moment. 
Les caracteristiques 25-28,  valeurs  de  co-occurrences,  utilisent la co-occurrence de valeurs 
de pixels juxtaposes (soit vertical, horizontal ou diagonal) pour I'image transformee en 8 
niveaux de gris. A partir de la matrice de co-occurrence, de taille 8 pixels par 8 pixels, le 
contraste, la correlation, I'energie et I'homogeneite sont calcules, pour les trois directions. 
Les caracteristiques 29-31,  valeurs  de  la  forme binaire  locale,  utilisent un voisinage de 16 
points sur une zone circulaire avec un rayon mesurant 2 pixels (Voir  section 4.4.1). 
Les calculs de caracteristiques concemant la forme binaire locale et la transformee de Fourier 
sont detailles respectivement aux sections 4.4.1 et 4.4.2. 
Etant donnee les caracteristiques ehoisies, nos bases de donnees auront un nombre different 
de caracteristiques : 
Les base d'images de couleurs segmentees (cereales, raisins, noeuds de bois) auront 
60 caracteristiques soit 17 morphologiques, 25 sur la texture et 18 sur la couleur; 
Les bases d'images en niveaux de gris et segmentees (grains de pollen et chiffres) 
auront 48 caracteristiques soit 17 morphologiques, 25 sur la texture et 6 sur la 
couleur; 
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Les bases d'images en couleur mais non segmentees (feuilles et feuilles rognees) 
auront 43 caracteristiques soit 25 sur la texture et 18 sur la couleur (aucune 
morphologique). 
4.4.1 Forme binaire locale 
La forme binaire locale, tiree de I'anglais « Local Binary Pattern » (LBP), est un operateur 
d'analyse de texture de niveaux de gris considere invariant, obtenu de la definition de la 
texture dans un voisinage rapproche (Ojala, Pietikainen et Harwood, 1996). Le concept du 
LBP est simple : un code binaire qui decrit la texture locale d'une forme est calcule a partir 
du seuillage d'un voisinage par la valeur en niveau de gris de son centre. 




























Motif = 111 KMKM 
LBP= 1 + 16+32 + 64+ 128= 241 
C = (6+7+8+9+7 )./5 - (5+2+1 V3 = 4.7 
Figure 4.11 Ancienne  definition  du  LBP. 
(Tire de (University  ofOulu  Machine  Vision  Group) [notre traduction]) 
Source : traduction d'une figure tiree de la page 1 du document LBP  Methodology,  produit 
par le Machine Vision Group de I'Universite d'Oulu, en Finlande. 
La valeur C represente une mesure locale du contraste. Elle correspond a la moyenne des 
niveaux de gris au dessus ou egaux a la valeur centrale moins celle des valeurs en dessous. 
Les distributions de LBP et C sur deux dimensions sont utilisees comme caracteristiques. 
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Le LBP a connu plusieurs avancees depuis son introducfion pour I'analyse d'images. Les 
ameliorations du LBP ont fait apparaitre plusieurs particularites recherchees : invariance a la 
rotation, invariance a un changement de niveau de gris monotonique et simplicite de calcul. 
On a demontre (Ojala, Pietikainen et Maenpaa, 2002) que I'equation 4.1 suffit a calculer un 
LBP avec un voisinage de P  pixels, sur un rayon R,  simplement en comptant la somme de 
niveaux de gris g  plus grands que la valeur centrale. Un critere d'uniformite U  indique si le 
motif est notable, si tel n'est pas le cas, une valeur par defaut P+1  est attribuee. 
LZ?/^ :^^=^^^« ""'  * ' ' • (4.1) 
I P + !, autrement 
Pour utiliser I'operateur LBP, I'usager doit choisir le nombre de voisins ainsi que la taille du 
rayon servant a localiser les voisins. La notation riu2,  de I'anglais « rotation invariant 
uniform », indique que I'operateur est uniforme et invariant a la rotation (Ojala, Pietikainen 
et Maenpaa, 2002). La figure 4.12 presente des exemples de choix pour P  et R. 
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P=S. R-l  0 
-r ^ ^ 
^ Q  ^ 
* . ^ -
P=12 R=:5 
JiL#-JI_ 
4< ^ t -
A P i J k 




j^lfj, j{=2.f/ P^ifKR=4J) 
Figure 4.12 Voisinages  circulaires  et  symetriques pour  LBP. 
(Tire de University  ofOulu Machine  Vision  Group) 
Source : modification d'une figure tiree de la page 2 du document LBP Methodology. 
Le calcul du LBP sur une image nous foumit un histogramme des motifs (representes par 
leur code binaire) observes dans le voisinage choisi. Nous avons decide d'utiliser 3 valeurs 
statistiques issues de cet histogramme comme caracteristiques, soit la valeur R  (valeur 
normalisee obtenue de la variance), I'asymetrie et le coefficient d'aplatissement. 
4.4.2 Transforme e d e Fourier 
L'analyse en frequence d'images foumit des informations pertinentes relatives a la regularite 
ou a la redondance des valeurs de pixels de I'image. Ces informations sont utiles pour la 
detection de bruit. Elles servent egalement a mettre au point des filtres dans le domaine des 
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frequences, qui peuvent adoucir ou « aiguiser » (en reference aux filtres passe-bas ou passe-
haut) une image, rendant plus flous ou plus contrastes les contours des objets qui s'y 
retrouvent (Forsyth et Ponce, 2003). L'analyse en frequence permet aussi de reveler la 
presence de patrons reguliers comme les textures. 
La Transformee de Fourier Discrete (TFD), une version echantillonnee de la transformee 
originale, est utilisee pour traiter les images numeriques. Le nombre de frequences 
correspond au nombre de pixels de I'image dans le domaine spatial. L'equation 4.2 presente 
le calcul de la TFD pour une image de Mpar A^^  pixels : 
llka^ Ib^ 
^ ^ S r rr  ^  u\  ^  '"K'M^'N, 
MN ,=0 b=o 
Dans I'equation 4.2,  f(a,b) est I'image dans le domaine spatial, puis le terme exponentiel est 
la fonction de base correspondant a chaque point F(k,l)  dans I'espace de Fourier. L'equation 
peut etre interpretee comme suit: la valeur de chaque point F(k,l)  est obtenue en multipliant 
I'image spatiale avec la fonction de base et en sommant les resultats. Comme les fonctions de 
base sont des sinus et cosinus pour differentes frequences, F(0,0)  represente la composante 
continue de I'image, soit le niveau de gris moyen, puis F(M-1,  N-1)  represente la frequence 
la plus elevee. 
La suite de cette section presente la methode que nous avons utilisee pour extraire un nombre 
limite de caracteristiques a partir du resultat de la transformee de Fourier d'une image. 
1 ^ 1 ^ 1 -y2 ; r | ^+-
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a) Image couleur b) Image en niveaux de gris c) Transformee de Fourier 
Figure 4.13 Transformee  de  Fourier sur  une  image. 
La premiere etape est d'effectuer une TFD, en ne conservant que la portion reelle (le spectre 
des frequences) de la reponse. L'information sur I'angle de phase est ignoree. On calcule 
alors, a partir de I'image en frequence centree (Voir figure 4.13c), les sommes des valeurs de 
pixels sur un cercle centre a I'origine. 
X 1 0 
50 10 0 
Rayon du cercle ds sommation 
150 
Figure 4.14 Somme  des  amplitudes de  la transformee de  Fourier sur  un  cercle. 
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50 10 0 
Rayon du cercle d e sommation 
150 
Figure 4.15 Graphe  cumulatif  normalise  de  la somme des  amplitudes. 
Les sommes pour un cercle d'un rayon de longueur 0 jusqu'au plus grand rayon possible sont 
conservees (un graphe « somme des pixels » en fonction du rayon est ainsi construit (Voir 
figure 4.14). Ces valeurs sont finalement sommees, puis normalisees pour obtenir un graphe 
cumulatif normalise. La figure 4.15 en montre un exemple. 
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fl 0. 8 
t 0. 6 
(rO 
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50 10 0 
Rayon d u cercle d e sommation 
150 
Figure 4.16 Approximation  par  regression  lineaire  de  la courbe cumulative. 
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A la toute fin, a partir d'une approximafion par regression linaire (Voir  figure 4.16) de la 
courbe cumulative, nous calculous les trois caracteristiques suivantes : la pente, I'ordonnee a 
I'origine et la correlation. 
4.4.3 Preparatio n de s bases de donnees 
L'extraction des caracteristiques est done realisee avec Matlab. Nous avons elabore deux 
procedures differentes, une pour les images segmentees, qui extrait toutes les caracteristiques 
presentees au tableau 4.2, et une pour les images de feuilles, non segmentees, qui ne tient pas 
compte des caracteristiques morphologiques (notees M  au tableau 4.2), puisque la forme de 
I'objet est inconnue. 
Weka utilise un seul format de base de donnees appele « arff » pour Attribute-Relation File 
Format (Reutemarm, 2007). C'est un format simple entierement en texte qui permet a 
I'usager de faire des modifications rapide sans interface autre qu'un editeur de texte. L'entete 
est composee des caracteristiques et des classes, identifiees par mots-cle, puis les donnees 
suivent, groupees par echantillon. Nous avons produit un script Matlab qui ecrit les valeurs 
des caracteristiques calculees pour les echantillons dans un fichier texte qui respecte le 
format arff Les scripts utilises sont disponibles pour telechargement sur intemet (Levasseur, 
2008b). Les bases de donnees arff produites a partir de chaque lot d'images presente a la 
section 4.3 peuvent aussi etre telechargees (Levasseur, 2008a). 
A partir des caracteristiques extraites, nous produirons de nouvelles bases de donnees de 
dimension moins elevee a I'aide de I'ACP. Weka offre un algorithme d'ACP dans sa section 
dediee a la selection de caracteristiques. Les classes suivantes permettent de realiser I'ACP 
avec Weka : 
- filters.supervised,  attribute.  AttributeSelection 
attributeSelection. PrincipalComponents 
attributeSelection. Ranker. 
La procedure d'ACP de Weka realise une transformation des donnees selon le principe 
presente a la section 2.5.1. La reduction de la dimensionnalite est accomplie par la selection 
(la procedure Ranker  de Weka permet cette selection) de suffisamment de vecteurs propres 
afin de tenir compte d'un pourcentage de la variance des donnees originales. La quantite de 
variance conservee est 95%. L'ACP de Weka procede aussi par defaut a une nomialisation 
des donnees. 
4.5 Separatio n de s bases de donnees 
Les bases de donnees arff contenant les caracteristiques seront separees en deux portions, une 
pour I'apprentissage, l'autre pour le test. Deux tiers des donnees seront utilises pour la base 
de donnees d'apprentissage et le tiers restant sera utilise pour la base de test. Le decoupage 
en deux bases sera realise par le filtre suivant offert par Weka : 
supervised, instance.StratiftedRemoveFolds 
Ce filtre permet de separer une base en deux. Une option nous permet de separer en fractions 
et d'affecter les fractions a la base voulue en sortie (ce qui permet notre decoupage deux tiers 
un tiers). Ce filtre conserve la proportion des classes dans les bases de sorties, ce qui 
contribue a stabiliser les resultats. Finalement, on peut decouper une meme base plusieurs 
fois et obtenir des bases d'apprentissage et de test differentes en changeant le parametre 
« seed » du filtre. 
4.6 Classificatio n 
Les classificateurs utilises sont ceux presentes a la section 2.6. Ces classificateurs sont tres 
souvent utilises dans des articles ou des algorithmes de classification sont compares (Duda, 
Hart et Stork, 2000; Jain, Duin et Mao, 2000). Les parametres utilises pour chaque 
classificateur sont les parametres par defaut de Weka, ou une selection qui s'est montree plus 
performante que les valeurs par defaut lors d'une evaluation non exhaustive. L'infomiation 
sur les algorithmes utilises est presentee au tableau 4.3. 
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Tableau 4.4 
Information sur I'utilisation des classificateurs de Weka 
Nom (identifiant ) 
Classificateur Nai'f de 
Bayes (Bayes) 
Separateur a vastes 
marges : noyau lineaire 
(SVM) 
Separateur a vastes 
marges : noyau polynomial 
de deuxieme degre (SVM2) 




Arbre de decision C4.5 
(C4.5) 
Programmation genetique 
avec orchestration (PG) 
Appel avec Weka 
(weka. classifiers.) 







Options ehoisie s 
Aucune 
Normalisation et fonction de 
noyau lineaire : 
k(x,x) =  x, -x 
Normalisation et fonction de 
noyau polynomiale de 
deuxieme degre : 





Options presentees dans le 
tableau 3.5, a la section 3.7. 
Dans le tableau 4.3, Videntifiant est le mot qui sera utilise dans les graphes de resultats pour 
un algorithme. Appel avec  Weka  fait reference au nom de la classe a I'interieur de la librairie 
weka.classifiers. Weka foumit les references utilisees pour la programmation de chaque 
algorithme dans sa documentation. 
Pour ce qui est du perceptron multicouche, le nombre de neurones de la couche cachee 
depend de la base de donnees : il correspond a la moitie de la somme du nombre de 
caracteristiques et du nombre de classes. Le critere d'arret sera toujours 500 epoques. 
L'ensemble d'entrainement n'est pas divise en ensemble de validation pour eviter le sur-
apprentissage. 
Dans le cas de la programmation genetique avec orchestration, les parametres choisis sont les 
parametres par defaut (Voir  section 3.7, tableau 3.5) a I'exception des suivants : 
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Tableau 4.5 
Parametres de la PG avec orchestration 
Parametre 








Adequation = 0.999 
Generations = 60 
Temps = 2400 minutes 
Selection apres reproduction 
Taille de la nouvelle population = 5000 
25 (par classe, utilises pour 1'orchestration) 
4.7 Classification ave c boosting 
Tous les algorithmes, a I'exception du KPPV - inapproprie puisque il ne comprend pas de 
phase d'apprentissage -, seront utilises une seconde fois, en combinaison avec le meta 
algorithme de boosting (Voir  section 2.7.2). Dans le cas de la PG, le boosting sera incorpore 
au processus de PG tel que decrit a la section 3.5.1. 
L'appel de I'algorithme de boosting foumi par Weka se fait a I'aide de la classe suivante : 
weka. classifiers. meta.AdaBoostMl 
Cet algorithme de boosting est base sur les travaux de Freund et Schapire (1996). Nous 
permettrons un nombre maximal de dix iterations pour le boosting. Finalement, lorsque nous 
utiliserons le boosting avec la methode AdaBoost pour combiner un type de classificateur, 
son identifiant sera precede de la lettre 'A' (ainsi SVM avec AdaBoost devient ASVM, ainsi 
de suite). Voici les sequences d'appels nous permettant de combiner les classificateurs pour 
le boosting : 
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Tableau 4.6 
Sequences d'appels pour classificateurs avec boosting 
Nom (Identifiant ) 
Boosting pour classificateur Naif de Bayes 
(ABayes) 
Boosting pour Separateur a vastes marges : 
noyau lineaire (ASVM) 
Boosting pour Separateur a vastes marges : 
noyau polynomial de degre 2 (ASVM2) 
Boosting pour Perceptron multicouche (APM) 
Boosting pour Arbre de decision C4.5 (AC4.5) 
Programmation genetique avec boosting (PGB) 
Appel avec Weka 
(weka. classifiers.) 
meta.AdaBoostMl +  bayes.NaiveBayes 
meta.AdaBoostMl +  functions.SMO 
meta.AdaBoostMl +  functions.SMO 
meta.AdaBoostMl + 
functions.Multilayer Perceptron 
meta.AdaBoostMl + trees.J48 
functions.GeneticProgramming 
Les classificateurs utilises avec I'algorithme de boosting AdaBoost ont un identifiant precede 
de la lettre 'A'. La PG avec boosting est quand a elle identifiee « PGB », car elle n'utilise pas 
AdaBoost mais un boosting integre que nous avons programme. En ce qui conceme la 
programmation genetique avec boosting, les parametres choisis sont les suivants : 
Tableau 4.7 
Parametres de la PGB 
Parametre 








Adequation = 0.9 
Generations = 80 
Temps = 720 minutes 
Selection apres reproduction 
Taille de la nouvelle population = 500 
25 (par classe, utilises pour le boosting) 
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4.8 Deroulemen t des experimentation s 
Nous desirons comparer les resultats de classification selon les deux criteres suivants : 
1. Taux d'erreur de classification: il correspond au nombre d'erreurs de 
classification sur le nombre total d'echantillons dans la base de test. II sera 
represente en pourcentage; 
2. Temps d'apprentissage du classificateur : c'est le temps total dedie a la phase 
d'apprentissage du classificateur, divise par le nombre d'echantillons compris 
dans la base d'apprentissage. Cette valeur est done calculee en seconde par 
echantillon. 
Pour evaluer ces criteres, nous procederons a 50 separations aleatoires et differentes de 
chacune des bases de donnees ufilisees selon la methode discutee a la secfion 4.5. Pour 
chaque classificateur, 50 valeurs de taux d'erreur et de temps d'apprentissage seront done 
disponibles, ce qui permettra une analyse statistique significative. 
Nos experimentations se derouleront en deux parties. Lors d'une premiere serie, chacun de 
nos classificateur sans boosting (avec orchestration dans le cas de la PG) realisera la 
classification des echantillons provenant des bases de donnees de cereales (grande), de 
feuilles, de grain de pollen, de noeuds de bois et de raisins, chaque base avec et sans 
transformation par ACP. 
Apres avoir obtenu les resultats de la premiere serie, nous mettrons sur pied la version de PG 
avec boosting integre et recommenceront les experiences. Chaque classificateur, avec et sans 
boosting (boosting integre dans le cas de la PG) foumira des predictions pour toutes les bases 
de donnees sans transformation par ACP, sauf pour celle des cereales (grande), qui ne sera 
plus utilisee. Les bases de chiffres, feuilles rognees et la petite base de cereales seront 
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introduites pour cette serie d'experimentations. Un tableau en Annexe I presente les 
experimentations qui seront realisees lors de la premiere et de la deuxieme serie. 
Finalement, notons que 1'ordinateur utilise pour les experimentations possede deux 
processeurs Xeon double coeur a 2.66 MHZ et 5 Giga octets de memoire vive. Le systeme 
d'exploitation utilise est « Mac OS X vlO.4 Tiger ». 
4.9 Mesure s de performanc e 
Plusieurs termes statistiques seront utilises pour comparer les resultats. Voici les definitions 
selon lesquelles nous avons utilise ces termes : 
La median e est une valeur unique qui separe I'ensemble des valeurs mesurees en 
deux parties egales. Une partie est inferieure a la mediane et l'autre lui est superieure. 
Dans le cas d'un nombre pair de valeurs (la mediane ne pourra alors etre une des 
valeurs de I'ensemble et respecter sa definition), la mediane sera la valeur a mi-
chemin entre les deux valeurs centrales de I'ensemble. On peut interpreter la mediane 
comme la valeur typique des mesures. La mediane est un indicateur plus stable que la 
moyenne face a des valeurs extremes. La lettre M  sera utilisee pour identifier la 
mediane dans les tableaux de resultats. 
Les quartile s sont les valeurs qui separent les mesures en quatre parties egales. Le 
premier quartile separe le quart des mesures les plus faibles de I'ensemble. Le 
deuxieme quartile correspond a la mediane. Le troisieme separe le quart des mesures 
les plus elevees. La zone delimitee par le premier et le troisieme quartile couvre la 
moitie de toutes les mesures de l'ensemble. Cette zone presente une bonne esquisse 
des valeurs attendues pour de nouvelles experiences dans les memes conditions. 
L'ecart interquartil e Ei  correspond a la difference entre le troisieme et le premier 
quartile. Cette valeur est utilisee pour evaluer la dispersion des mesures. 
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Les valeur s extreme s sont des mesures qui se trouvent particulierement loin de la 
mediane. On considere comme extreme une valeur dont la difference avec la mediane 
est superieure a £, • c. La constante c  varie selon les auteurs. 
La moyenn e x  est la valeur unique que devraient avoir tous les n  echantillons d'un 
ensemble de mesures pour que leur total reste inchange. Elle se calcule ainsi : 
- - Z ^ , (4.3 ) X 
" ,= 1 
L'ecart typ e a  caracterise la repartition des mesures autour de leur moyenne. 11 sert 
a mesurer la dispersion d'un ensemble de donnees. Plus I'ecart type est faible, plus les 
valeurs sont homogenes. Nous calculous I'ecart type ainsi : 
^ = j^—S(^, -^)' (4-4 ) 
4.9.1 Representatio n de s resultat s 
Une partie des resultats sera representee graphiquement a I'aide de « boites a moustaches » 
(mieux connues sous le nom anglais de « box and whiskers plot »). Cette methode de 
representation a ete introduit par Tukey (Tukey, 1977) afin de comparer visuellement des 
valeurs statistiques comme la mediane et les quartiles. Nous utiliserons une representation 
par boite a moustache telle que decrite par Vellemean (Velleman et Hoaglin, 1984), illustree 
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Figure 4.17 Interpretation  de  boite a moustache. 
La figure 4.17 revele une boite a moustache pour I'ensemble de donnees A. La boite presente 
des lignes horizontales pour le premier quartile, la mediane, et le troisieme quartile. Les 
moustaches sont les prolongements de la boite, qui indiquent I'etendue du reste des donnees. 
La constante c  est ici fixee a 1.5. Les moustaches s'etirent done jusqu'a la demiere valeur 
(borne inferieure ou superieure) de I'ensemble ou jusqu'a un maximum de 7.5 • £, a partir de 
la mediane. Les valeurs extremes sont illustrees par des plus (+), situes en dehors des 
moustaches. La boite comporte egalement deux encoches. Ces encoches sont une estimation 
robuste de I'incertitude de la mediane, utile pour la comparaison de deux boites. La mediane 
reelle est situee, avec une certitude de 95%, quelque part entre I'encoche inferieure et 
superieure. 
Ce type de boites a moustaches permet une interpretation rapide d'un ensemble de mesures. 
La boite elle-meme presente la moitie des resultats. L'etendue de la boite et des moustaches 
indique la dispersion des mesures. D'une moustache a l'autre, pratiquement toutes les 





























Figure 4.18 Comparaisons  de  boites a  moustache. 
Afin de comparer la performance de prediction des classificateurs, nous utiliserons, en tant 
que premier critere, la mediane. Les encoches presentent en plus la certitude avec laquelle on 
peut comparer deux medianes. Un deuxieme critere consiste a comparer les premiers et 
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troisiemes quartiles. La figure 4.18 illustre quatre ensembles de mesures pour les 
classificateurs ficfifs A,  B,  C  et  D.  A  I'aide de cette figure, nous presentons dans le tableau 
4.8 notre interpretation des ensembles. 
Tableau 4.8 
Exemples d'interpretation des resultats pour la figure 4.18 
Ensembles a 
comparer 
A e t B 
A e tc 
B e t C 
C e t D 
Exemple d'interpretatio n 
La mediane de A est au-dessus de la boite de B. La valeur typique de A est 
superieure au trois quarts des valeurs de B. 
La boite de C est entierement en dessous de la boite deA.  Trois quart des 
valeurs de C sont inferieures au trois quarts des valeurs de A. Les valeurs 
de C sont nettement au dessous de ^ . 
Les encoches de B chevauchent celles de C. Les valeurs typiques de B et de 
C sont comparables. 
Les boites de C et de D se recouvrent, mais pas leurs encoches. La vraie 
valeur typique de D est inferieure a celle de C, avec une grande probabilite. 
Dans le but de faciliter la lecture des graphiques, les valeurs extremes seront omises. La 
presence de ces valeurs dans nos ensembles de mesures est de toute fa9on un phenomene 
d'exception. 
Finalement, lorsque les donnees seront trop nombreuses pour etre representees 
graphiquement de fa9on conviviale, nous emploierons des tableaux presentant trois valeurs 
statistiques utiles pour 1'interpretation des donnees : la mediane, la moyenne et I'ecart type. 
CHAPITRE 5 
RESULTATS ET ANALYS E 
Ce chapitre est divise en trois parties. Premierement, nous soumettons les resultats pour le 
taux d'erreur de classification. La deuxieme partie detaille les temps d'apprentissage. La 
demiere section comporte une discussion et une analyse generale des resultats. 
Dans les parties un et deux, les resultats seront presentes en deux blocs, soit un pour la 
premiere serie d'experiences (algorithmes sans boosting) et un pour la deuxieme serie 
d'experiences (algorithmes avec boosting). Pour chaque probleme, nous rappellerons 
quelques informations sur la base de donnees utilisee, introduirons les graphiques, puis 
presenterons une courte analyse des resultats. 
5.1 Tau x de reconnaissanc e 
La presente section est divisee en deux parties. La premiere detaille les resultats de 
classification pour la premiere serie, sans transformation des donnees par ACP. La seconde 
revele les resultats avec I'ACP et les compare avec les resultats presentes precedemment. 
Les identificateurs utilises pour les graphiques sont ceux utilises dans les tableaux 4.3 et 4.5 
(section 4.6 et 4.7). Un tableau sommaire des erreurs de classification pour la premiere serie 
est presente a 1'Annexe II. 
5.1.1 Premier e seri e :  bases de donnees sans ACP 
La premiere serie d'experimentations comprend 50 experiences pour les bases de cereales 
(grande), noeuds, feuilles, pollen et raisins sees (toutes sans ACP). Les resultats sont 
presentes dans cet ordre. Les classificateurs utilises sont Bayes, KPPV, C4.5, PG orchestree, 
SVM, SVM2 et PM. 
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Grande base de cereales 
La grande base de cereales contient 950 images par classe. Pour les six classes, on obtient un 
total de 5700 images. Comme pour toutes les bases de donnees, deux tiers sont utilises pour 
1'entrainement (3800 images) et le tiers restant pour le test (1900 images). Nous avangons 
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Figure 5.1 Erreurs  de  classification pour la  grande base  de cereales :  premiere serie. 
Les erreurs de classification pour ce probleme sont tres faibles. On peut distinguer trois 
groupes de classificateurs en fonction de leur erreur. Bayes est seul de son cote, avec une 
mediane de 6.42%. Ensuite, KPPV, C4.5 et la PG orchestree ont une mediane qui varie entre 
4 et 4.5% d'erreur. En particulier, KPPV et la PG presentent des medianes comparables. La 
PG produit des resultats qui fluctuent plus que KPPV et C4.5, a travers les 50 experiences. 
Finalement, le troisieme groupe est constitue des deux versions de SVM, puis du PM. Le 
SVM2 offre la meilleure performance de classification, avec une mediane de 0.95% d'erreur 
et la plus petite variation de resultats. L'erreur de reconnaissance typique du SVM2 (SVM a 
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fonction de noyau polynomiale) est inferieure au trois quarts des erreurs obtenues avec le 
PM, ce qui demontre une certaine superiorite de classification pour cette base de donnees. 
L'analyse des resultats nous permet de faire quelques observations additiomielles. Le 
classificateur naif de Bayes presente une plus forte erreur que les autres. Ce resultat peut 
probablement s'expliquer du fait que la distribution de chaque caracteristique ne suit pas une 
distribution normale, comme I'assume I'algorithme. Ensuite, les performances du deuxieme 
groupe sont satisfaisantes, mais pas aussi generalisantes que celles du troisieme groupe. 
Finalement, nous croyons que le haut taux de classification pour ce probleme s'explique par 
quatre qualites de la base de donnees : 
1. La grande taille de la base d'apprentissage permet une bonne generalisation; 
2. 11 y a peu de chevauchement des donnees entre les classes. Quelques classes peuvent 
etre confondues, mais restent relativement faciles a distinguer; 
3. II n'y a pas d'erreur de classification dans la base de donnees. L'inverse biaise 
1'evaluation de la generalisation du classificateur; 
4. La segmentation des objets est appropriee, ce qui offre une grande quantite 
d'information pertinente pour la classification. 
Base de noeuds de bois 
La base de noeuds comprend 27 images par classe et six classes. De ces 162 images, 108 sont 
utilisees pour I'apprentissage et 54 pour le test. II s'agit, dans le cadre de nos recherches, de 
la base de donnees ayant le plus petit nombre d'images par classe. 
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Figure 5.2 Erreurs  de  classification pour la  base de noeuds de bois :  premiere serie. 
Les resultats de classification presentes a la figure 5.2 illustrent la difficulte du probleme de 
classification des nceuds de bois : la plupart des classificateurs presentent de faibles 
performances de reconnaissance. De plus, les ecarts interquartiles sont tres grands, indiquant 
une variabilite de la performance de classification en fonction des exemples d'apprentissage 
presentes. KPPV obtient la plus grande mediane de I'erreur avec 31.48%. C4.5 presente 
quant a lui une variabilite notable, passant de plus de 45% d'erreur a pres de 10%. Les 
meilleures performances sont obtenues par le PM, avec des resultats qui frolent, dans certains 
cas, 32% d'erreur. La meilleure experience de PM obtient un taux d'erreur d'environ 9%. 
Les valeurs de taux d'erreur observees a la figure 5.2 contrastent fortement avec celles 
provenant de la classification de la grande base de cereales (Voir  figure 5.1). 
Nous expliquons la faible performance de KPPV par le petit nombre d'echantillons par classe 
pour rentrainement. En effet, il est difficile de trouver trois voisins significatifs a partir d'une 
base d'entrainement qui ne compte que 36 echantillons par classe et six classes. Plus 
globalement, les resultats indiquent la possibilite de sur apprenfissage ou la difficulte de 
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generalisation. Cette derniere peut apparaitre puisque le probleme est defini par un faible 
nombre d'echantillons, contre un tres grand nombre de caracteristiques (done de 
dimensions). II n'est pas surprenant d'observer cette problematique, connue sous le nom de 
fleau de la dimension (Bellman, 1961), puisque le probleme de noeuds de bois comprend 
seulement 108 echantillons d'apprentissage pour 60 caracteristiques. Nous identifions aussi 
d'autres causes de la difficulte de classification pour la base de noeuds : 
1. Nous jugeons qu'il s'agit d'un probleme difficile, puisque la classification par 
I'humain offre de faibles resultats. De plus, le chevauchement de donnees entre 
plusieurs classes est grand; 
2. La segmentation des noeuds a ete realisee sans directives d'experts du domaine. 11 est 
possible que I'information pertinente a la classification ne fasse pas partie de I'image 
a partir de laquelle nous avons extrait les caracteristiques; 
3. L'analyse des images a I'oeil revele une grande probabilite d'erreurs de classification 
dans la base originale. 
Base de feuille s 
La base de donnees de feuilles est composee de trois classes. De ses 180 images, nous en 
utilisons 120 pour I'apprentissage et 60 pour le test. Rappelons que nous n'avons pas realise 
la segmentation pour ce probleme. Les caracteristiques morphologiques enoncees a la section 
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Figure 5.3 Erreurs  de  classification pour la  base de  feuilles :  premiere serie. 
Les resultats varient enormement, passant de 60% d'erreur a 15%. Notons qu'un taux de 60% 
d'erreur est tres grand puisque choisir une classe au hasard, pour un probleme ayant trois 
classes et le meme nombre d'echantillons pour chaque classe, devrait obtenir en moyenne 
66.7% d'erreur. On retrouve a peu pres le meme ordre des classificateurs que celui observe 
pour la grande base de cereales (Voir  figure 5.1), mais avec plus de chevauchement. Pour 
tous les classificateurs, I'ecart interquartile des resultats est tres grand. Bayes produit la plus 
grande erreur mediane, suivi de C4.5. Ensuite, la PG apparait superieure a KPPV. 
L'ensemble des resultats de la PG a une mediane semblable a celle du SVM, pour une 
dispersion plus petite. Le classificateur offrant la plus petite mediane de I'erreur pour ce 
probleme est SVM2, presentant du meme coup une dispersion plus petite que les autres 
classificateurs et semblable a celle de KPPV. PM reste le second classificateur le plus 
performant, meme si les trois quarts de ses erreurs sont superieurs a la valeur typique de 
SVM2. Le PM reussit toutefois a obtenir quelques performances en dessous de 17.2%, qui 
correspond au meilleur resultat offert par SVM2. 
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Le probleme de feuilles est difficile a resoudre en raison de la proportion de I'image qui ne 
concerne pas I'objet que nous voulons classifier. Nous estimons que I'objet d'interet 
represente environ 15% de I'image a partir de laquelle nous avons extrait les caracterisfiques. 
Certaines caracteristiques comme la moyenne d'un canal ou son ecart type sont dans la 
plupart des cas inutilisables pour la classification de la feuille puisqu'ils qualifient davantage 
le fond de I'image que la feuille. Finalement, nous observons aussi le fleau de la 
dimensiormalite, puisque seulement 120 images sont ufilisees pour I'apprentissage, contre 43 
caracteristiques (le nombre de caracteristiques est presente au tableau 5.2). 
Base de pollen 
Sept types de grains de pollen, a raison de 196 echantillons par classe, forment cette base. 
Des 1372 echantillons, 915 sont utilises pour f entrainement, et les 457 autres pour le test. 
Comme les images de pollen ne sont pas en couleur mais en niveaux de gris, seulement 48 
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Figure 5.4 Erreurs  de  classification pour  la  base de pollen :  premiere serie. 
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On observe pour ce probleme une separation marquee de deux groupes de classificateurs. Le 
premier est compose de Bayes, KPPV, C4.5 et de la PG orchestree, tous les quatre avec une 
erreur mediane situee entre 8.5% et 9.75%. Leur dispersion est egalement semblable, variant 
grossierement entre 6% et 12% d'erreur. Le deuxieme groupe est de beaucoup superieur au 
premier groupe, tant par ses performances de classification que par sa dispersion. Le SVM, et 
en particulier le SVM2 et le PM, offrent les taux d'erreur les plus petits. Le SVM2 presente 
une mediane de 4.15% d'erreur, suivi de pres par le PM avec 4.37%. 
Ces resultats sont tres similaires a ceux obtenus pour la grande base de cereales. Les 
classificateurs arrivent a une bonne generalisation, en particulier ceux du deuxieme groupe. 
Quant a la legere baisse de performance par rapport au probleme de cereales, nous 
I'expliquons ainsi : 
1. 11 y a sept classes, soit une de plus que pour la base de cereales, et beaucoup de 
chevauchement des donnees entre les classes; 
2. La taille de la base d'apprentissage est inferieure a celle des cereales. 
3. L'inspection de la base de donnees d'images nous a revele qu'il est probable que la 
base originale contienne des erreurs de classification de grains : les differents 
classificateurs obtiennent des erreurs d'identification pour les memes echantillons 
suspects; 
Base de raisins sees 
Cette base contient 450 echantillons par classes et trois classes, pour un total de 1350 
echantillons. On en utilise 900 pour I'apprentissage contre 450 pour le test. Comme la base 
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Figure 5.5 Erreurs  de  classification pour la  base de  raisins sees  :  premiere serie. 
Tous les taux d'erreur pour ce probleme sont extremement faibles. Le classificateur offrant 
les moins bonnes performances, C4.5, obtient une erreur mediane de seulement 1.56%. 
Bayes et KPPV le suivent avec respectivement 0.89% et 0.67% d'erreur. Trois autres 
algorithmes, la PG, le SVM2 et le PM foumissent des resultats similaires avec une mediane 
de 0.44% d'erreur. Finalement, le SVM obtient la meilleure mediane avec 0.22% 
Ces resultats illustrent la facilite avec laquelle les classificateurs utilises arrivent a resoudre le 
probleme de reconnaissance des raisins sees. Mentionnons que les PG, SVM, SVM2 et PM 
ne peuvent etre statistiquement differencies a partir de la figure 5.5 puisque I'ensemble de 
leurs performances sont similaires (la difference de 0.22% entre SVM et SVM2 ne represente 
qu'un echantillon de test sur 450). 
L'aisance de classification des raisins par un operateur humain laisse envisager que la 
classification peut etre realisee en tenant compte de tres peu de caracteristiques. En effet, les 
solutions presentees par C4.5 et la PG utilisent souvent moins d'une dizaine de 
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caracteristiques decrivant surtout la couleur et quelques fois la taille du raisin sec. 
Finalement, il semble que la grande quantite d'echantillons ait contribue au pouvoir de 
generalisation des classificateurs. 
Observations generale s 
Ces experiences sur les bases de cereales, noeuds, feuilles, pollen et raisins nous informent a 
la fois sur la difficulte d'interpretation de chaque base de donnees et sur le pouvoir de 
generalisation des classificateurs pour ces bases. Voici un tableau recapitulatif des resultats 
de classification : 
Tableau 5.1 
Meilleures medianes de I'erreur de classification pour la premiere serie 
Base de donnees 
Grande base de 
cereales 
























PM, SVM2, PG 
En premier lieu, on remarque que I'erreur de classification est tres forte pour les bases de 
noeuds et de feuilles. Ces deux bases ont en commun le faible nombre d'echantillons 
disponibles pour 1'entrainement. De plus, nous savons que la segmentation de la base de 
noeuds est imparfaite et que la base de feuilles n'a tout simplement pas ete segmentee. 
Ensuite, on remarque que les classificateurs les plus performants pour les cinq bases sont 
plus ou moins toujours les memes : SVM2, PM et SVM. De plus, les taux d'erreur de ce 
groupe de classificateurs se distinguent particulierement de ceux des autres algorithmes pour 
les bases de cereales, de pollen et de raisins, ou I'erreur de classification est faible. 
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La generalisation presentee par le module de PG orchestree que nous avons mis au point se 
situe a mi-chemin entre celle du groupe forme des SVM2, PM et SVM et celles des KPPV, 
C4.5 et Bayes. 
5.1.2 Premier e seri e :  bases de donnees avec ACP 
Nous comparons maintenant les resultats de la classification produits par les memes 
classificateurs qu'auparavant, mais sur les cinq bases de donnees transformees. Les nouvelles 
bases de donnees produites par I'ACP (avec conservation de 95% de la variance, tel que 
decrit a la section 4.4.3) comprennent un plus petit nombre de caracteristiques que les bases 
de donnees initiales : 
Tableau 5.2 
Nombre de caracteristiques des bases de donnees avant et apres ACP 
Base de donnees 




















Les resultats de la grande base de cereales avec et sans transformation par ACP seront 
examines. Comme les effets de I'ACP sur le taux de classification sont relativement 
uniformes pour tous les problemes, nous n'analyserons pas chaque cas individuellement, 
mais presenterons plutot des observations generales. Un tableau des erreurs de classification 
pour la premiere serie d'experiences est disponible a I'Annexe II. 
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Grande base de cereales et observations generale s 
Afin d e faciliter la comparaison, les erreurs de classification pour la grande base de cereales 
avec et sans ACP sont presentees sur la meme figure. Une boite a moustache identifiee avec 
le nom du classificateur precede de « ACP » indique que la base de donnees utilisee a ete 
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Figure 5.6 Erreurs  de  classification pour la  grande base  de cereales avec  et  sans ACP. 
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Pour les sept classificateurs, I'erreur de classification mediane ainsi que trois quarts ou plus 
des mesures d'erreur obtenues sont plus grandes lorsque la base de cereales a ete transformee 
par I'ACP. Le tableau suivant presente plus precisement la mediane de I'erreur pour chaque 
classificateur, avant et apres ACP : 
Tableau 5.3 
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Dans le tableau 5.3, le ratio de la quatrieme colonne correspond a I'erreur mediane avec ACP 
divisee par I'erreur mediane avec la base initiale. On peut former deux groupes de 
classificateurs scion le ratio presente, interprete comme un indice (proportionnel a la mediane 
de I'erreur) de I'influence de I'ACP sur les performances de classification. Bayes et KPPV 
sont les moins affectes, dans un rapport qui depasse legerement 1.0. Tous les autres 
classificateurs presentent un ratio qui se rapproche de 2.0, indiquant un doublement 
approximatif de I'erreur de classification apres transformation par I'ACP. Alors que I'ordre 
de performance des classificateurs est different suite a I'application de I'ACP pour les Bayes, 
C4.5, KPPV et PG pour le probleme de cereales, il reste le meme pour les classificateurs 
produisant les plus petites erreurs, soit SVM, SVM2 et PM. Les observations issues de la 
figure 5.6 et du tableau 5.3 se confirment rapidement suite a I'examen des effets de I'ACP 
pour les autres bases de dormees (Voir  Annexe II). Dans tous les cas, la transformation d'une 
base de donnees par ACP (selon les parametres que nous avons choisis) ne permet pas a nos 
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algorithmes d'obtenir de meilleurs taux d'erreur de classification comparativement a ceux 
produits a partir de la base initiale. 
5.1.3 Deuxiem e serie :  classificateurs ave c boostin g 
Nous reprenons pour la deuxieme serie les sept classificateurs que nous avons utilises pour la 
premiere. Nous ajoutons a cet ensemble les versions « boostees » de Bayes, C4.5, SVM, 
SVM2 et PM. Finalement, nous completons le groupe avec une nouvelle version de la PG, 
celle avec boosting integre, que nous identifions PGB. Les bases de domiees sans ACP de la 
premiere serie sont de nouveau utilisees, sauf que la grande base de cereales est remplacee 
par la petite, et les bases de chiffres par ordinateur et de feuilles rognees sont ajoutees. Pour 
faciliter la comparaison, les resultats avec et sans boosting seront presentes sur les memes 
figures. Evidemment, les resultats des experiences deja realisees et presentees a la section 
5.1.1 ne sont que reportes sur les graphiques. Nous examinerons plus en detail les resultats 
pour les bases de cereales (petite), de chiffres et de feuilles rognees. Nos observations 
generales pour l'ensemble des bases de donnees completeront I'analyse de la deuxieme serie. 
Petite bas e de cereale s 
La petite base de cereales est une version reduite de la grande, qui ne contient que 500 
images par classe. Encore une fois, les deux tiers sont utilises pour 1'entrainement (2000 
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Figure 5.7 Erreurs  de  classification pour la  petite base  de  cereales :  deuxieme serie. 
Les resultats de classification pour la petite base de cereales ressemblent fort a ceux obtenus 
pour la grande base. Les medianes des erreurs varient entre 1.50% pour SVM2 a 6.10% pour 
Bayes. Le boosting des algorithmes semble produire deux effets differents, pour deux 
groupes de classificateurs. Chez Bayes, SVM, SVM2 et PM, le boosting ne semble pas avoir 
d'effet significatif En effet, la mediane de I'erreur n'est pas statistiquement differente de 
celle obtenue sans boosting. Par contre, dans le cas du groupe forme de C4.5 et la PG, 
I'utilisation du meta algorithme permet une reduction significative de I'erreur mediane de 
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classification. Alors que C4.5 offre une mediane de 5.00%, celle d'AC4.5 est reduite a 
3.00%. La PG passe de 4.61%, sous sa forme orchestree, a 2.10% lorsque integree avec le 
boosting. La PGB se rapproche du groupe de classificateurs qui a montre les meilleures 
performances de generalisation pour la premiere serie, soit les SVM et le PM. Ces demiers 
algorithmes ne semblent pas etre en mesure de beneficier du meta algorithme de boosting. De 
plus, la PGB obtient un ecart interquartile plus petit que la PG orchestree. 
Base de chiffre s 
La base de chiffres a ete produite a partir d'images contenant les chiffres zero a neuf 33 
echantillons par classe sont disponibles, chaque chiffre etant represente avec differents 
attributs (gras, italique, tallies varices). 220 echantillons sont utilises pour I'apprentissage 
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Figure 5.8 Erreurs  de  classification pour la  base de chiffres :  deuxieme serie. 
La dispersion des resultats, tous classificateurs confondus, est tres grande. PM obtient la 
mediane de I'erreur la plus faible avec 5.45%, alors que Bayes presente une mediane 
approximativement neuf fois superieure : 47.27%. Les effets du boosting sont 
particulierement visibles alors que Bayes, C4.5, la PG et meme le SVM reduisent 
significativement leurs erreurs de classification lors de I'utilisation du meta algorithme. La 
difference entre les medianes de I'erreur de la PG et de la PGB est particulierement elevee, a 
22.27%. Le boosting semble encore une fois ne pas avoir d'effet sur les SVM2 et PM. 
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Bayes, KPPV, C4.5, et la PG n'arrivent pas a obtenir un taux de classification adequat pour 
ce probleme. La difficulte eprouvee par ces algorithmes est en partie due au petit nombre 
d'echanfillons disponibles pour I'apprentissage. Pourtant, I'ecart particulierement grand entre 
les performances de ces quatre classificateurs et celles des autres necessite un 
eclaircissement. Nous expliquons cette difference par la presence de plusieurs 
caracteristiques qui ne foumissent pas d'information importante, individuellement, dans la 
base de donnees. En effet, nous croyons que la capacite de combiner les caracteristiques 
observees chez les PGB, SVM, SVM2 et PM offre un grand avantage dans la resolution de ce 
probleme. Selon cette analyse, les algorithmes produisant les resultats les plus faibles 
pourraient ameliorer leurs performances a I'aide de la selection des caracteristiques les plus 
informatives (done le retrait des caracteristiques qui nuisent a la classification) ou de leur 
transformation. De plus, il est probable que I'ajout de caracteristiques decrivant plus 
precisement la forme de I'objet puisse augmenter le pouvoir de generalisation des 
classificateurs. 
Base de feuilles rognee s 
Nous avons produit la base de feuilles rognees a partir de la base de feuilles, au moyen d'une 
segmentation partielle par rognage (realisee par un operateur humain). Cette transformation 
augmente la proportion de I'image qui represente I'objet a classifier, passant de 15% a 
environ 40% apres rognage. La nouvelle base est constituee du meme nombre d'echantillons 
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Figure 5.9 Erreurs  de  classification pour la  base de feuilles rognees  :  deuxieme serie. 
Nous remarquons a la figure 5.9 a peu pres le meme ordre des classificateurs que celui qui a 
ete observe pour la base de feuilles (Voir  figure 5.5). Les combinaisons de classificateurs par 
boosting de Bayes, C4.5 et la PG produisent respectivement des medianes d'erreurs plus 
faibles que leur version originale. SVM, SVM2 et PM classifient aussi bien avec ou sans 
boosting. En comparant aux performances obtenues pour la base de feuille sans rognage, on 
observe une baisse generalisee des taux d'erreurs accompagnee d'une reduction de la 
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dispersion des erreurs. Le tableau 5.4 permet d'apprecier les differences entre les medianes 
de I'erreur avec et sans le rognage des images de feuilles. 
Tableau 5.4 
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Ces resultats illustrent a quel point il est plus facile de proceder a la classification lorsque la 
segmentation, meme partielle, est incorporee au processus. Meme si la feuille correspond a 
moins de la moitie de I'image, dans le cas du rognage, la classification faite a partir de 
l'extraction de caracteristiques de cette image obtient une mediane de I'erreur qui peut 
atteindre 6.67%, pour les PGB, SVM et PM. Toutefois, les taux d'erreurs varient 
enormement au long des 50 replications, passant parfois de 0% a 12% d'erreur (PM). Nous 
avanfons que le faible nombre d'echantillons de la base de donnees d'apprentissage est une 
cause de cette grande dispersion. 
Observations generale s 
L'etude des resultats de classification pour les problemes de cereales, chiffres et feuilles 
rognees, puis pour les autres problemes de la deuxieme serie (Voir Annexe 111) nous permet 
de constater que certains classificateurs sont plus « receptifs » au boosting. En premier lieu, 
C4.5 et la PG, pour tous les problemes, diminuent leur taux d'erreur respectif au moyen du 
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boosting. Cette amelioration des performances est considerable et toujours significative, sauf 
pour le probleme de raisins sees, ota il est tres difficile d'ameliorer la classification (la PG et 
la PGB obtiennent une mediane de I'erreur de seulement 0.44%). Ensuite, il semble que 
Bayes puisse profiter de I'effet generalisant du boosting dans la majorite des cas. Dans deux 
cas, lorsque le nombre d'echantillons est eleve (cereales et pollen), le boosting de Bayes 
n'apporte pas de contribution significative. Finalement, il semble que les SVM, SVM2 et PM 
soient deja trop optimises pour etre combines par boosting. Cette observation supporte 
I'hypothese que le boosting permet d'ameliorer le taux de reconnaissance de classificateurs 
« faibles », tandis qu'il ne permet pas d'ameliorer celui des classificateurs « forts » (Freund, 
1990). 
L'algorithme de PGB presente des resultats particulierement interessants. Malgre le peu de 
recherche realisee pour ajuster ses parametres, les taux de classification observes se 
rapprochent des classificateurs les plus performants pour les problemes etudies, soit les SVM 
et le PM. 
5.2 Temp s d'apprentissag e 
Nos observations concernant le temps d'apprentissage des classificateurs pour la premiere 
serie seront presentees. Ensuite, nous illustrerons les resultats temporels de la deuxieme serie 
a I'aide d'un graphique des temps de classification pour la petite base de cereales. Nous 
completerons notre analyse avec des observations generales. 
5.2.1 Premier e serie :  temps d'apprentissage avec e t sans ACP 
Un tableau recapitulatif de tous les temps d'apprentissage pour la premiere serie est presente 
en Annexe IV. Afin de mieux cemer I'effet de I'ACP sur le temps d'apprentissage des 




Temps d'apprentissage median pour cinq classificateurs, en 10" secondes par echantillon 
Base / Classificateu r 
Cereales (grande) 
Cereales (grande) avec ACP 
Feuilles 
Feuilles avec ACP 
Raisins sees 




































On observe trois effets differents de I'ACP sur le temps d'apprentissage. Le PM semble 
profiter enormement de la reduction de dimensionnalite, ses temps d'apprentissage etant 
generalement reduits au cinquieme du temps necessaire avec la base de donnees originale. 
Les Bayes (puis KPPV), C4.5 et SVM profitent aussi de la reduction du nombre de 
caracteristiques, mais dans une moindre mesure : de I'ordre de 40%. Finalement, le temps 
d'apprentissage de la PG n'est generalement pas reduit lorsque I'ACP est utilisee pour 
transformer la base de donnees. Cela s'explique par les criteres d'arret de la PG, relatifs au 
taux de reconnaissance, au temps ecoule et au nombre de generations. En effet, si le premier 
critere n'est pas atteint, c'est le temps qui determine la fin de I'evolution de la PG. 
5.2.2 Deuxiem e serie :  temps d'apprentissage ave c et sans boostin g 
Rappelons que la petite base de cereales contient 500 echantillons par classe, pour un total de 
3000. Les taux d'erreur de classification pour ce probleme sont presentes a la figure 5.7. 
Nous avons encore un fois utilise cette base pour illustrer les resultats de temps 
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Figure 5.10 Temps  d'apprentissage pour  la  petite base  de cereales. 
La figure 5.10 presente un graphique dont I'echelle de temps (sur I'axe horizontal) est 
logarithmique de base 10. Notre premiere observation est I'extreme dispersion des temps 
d'apprentissage. Le classificateur qui apprend le plus rapidement est plus de 10^  fois plus 
rapide que le classificateur qui met le plus de temps pour I'apprentissage. Dans I'ordre, de la 
plus petite mediane du temps a la plus grande, on compte Bayes (4.0 x 10"' s/ech.), KPPV 
(1.1 X 10"^  s/ech.), SVM (4.2 x 10"" s/ech.), C4.5 (4.8 x 10"^  s/ech.), SVM2 (8.4 x lO""* s/ech.), 
PM (2.5 X 10"' s/ech.) et PG (12.86 s/ech.). Le boosting augmente le temps d'apprentissage 
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d'un facteur qui varie entre 10 et 30, dans la plupart des cas. Deux classificateurs, le PM et la 
PG reagissent differemment. Premierement, le PM, combine par boosting, augmente son 
temps de classification median d'un facteur d'environ 3. Le PM obtient souvent un taux de 
classification de 100% a I'apprentissage. Cette situation arrete prematurement I'algorithme de 
boosting car il est impossible de poursuivre a I'etape developpement d'un nouveau 
classificateur "specialise" pour la reconnaissance des echantillons problematiques s'il n'y en a 
pas (Voir  le pseudo code a la section 2.7.2). Finalement, nous observons que la PGB 
necessite un temps d'apprentissage plus court que la PG orchestree. Ce gain temporel est 
principalement du a deux facteurs : la PGB recherche des programmes moins performants (le 
critere pour l'adequation est fixe a 0.9 - Voir  tableau 4.6 de la section 4.7) et elle conserve la 
population lors de la recherche d'un nouveau programme pour la meme classe (Voir  pseudo 
code a la section 3.5.1). 
Le tableau 6.5 de I'annexe V presente tous les resultats de temps d'apprentissage de la 
deuxieme serie. Les observations tirees de la figure 6.5 se repetent pour les autres problemes, 
a quelques differences pres. Les gains temporels pour la PGB par rapport a la PG orchestree 
sont particulierement visibles avec de plus petites bases de donnees comme celles de chiffres, 
de noeuds et de feuilles rognees. Dans ces cas, le temps d'apprentissage diminue d'un facteur 
d'environ huit. Meme avec ces temps d'apprentissage plus rapides, la PGB reste plus lente en 
apprentissage que son plus proche concurrent, le PM. Cette difference est particulierement 
grande lorsque la base de donnees contient beaucoup d'echantillons. 
5.3 Discussio n sur les resultat s 
Dans cette section nous observerons les resultats dans leur ensemble. En premier lieu, nous 
etudierons les effets de I'ACP, ensuite nous ferons une analyse par probleme (base de 
donnees), puis nous terminerons avec les resultats par classificateur. 
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Effets d e I'ACP 
Nos experiences avec I'ACP ne nous permettent pas d'observer I'avantage qu'elle pourrait 
offrir. Puisque les caracteristiques que nous avons extraites support ent deja une grande 
discrimination des classes, nous pensons que le parametre de conservation de la variance 
utilise (conservation de 95% de la variance) a ete fixe a une valeur trop petite. II est probable 
qu'avec une conservation de 96% a 99% de la variance, I'ACP puisse maintenir le taux de 
borme classification des algorithmes en aval, tout en reduisant leur temps d'apprentissage 
(puisqu'il reduit le nombre de caracteristiques). 
Resultats d e classification pa r probleme 
Les taux d'erreur des classificateurs semblent extremement lies aux problemes particuliers 
presentes par une base de donnees. En effet, les taux de reconnaissance qu'il est possible 
d'atteindre sont contraints par l'information contenue dans la base de donnees qui contribue a 
foumir un portrait general des classes. II semble que le choix d'un classificateur soit, dans 
une certaine mesure, d'une importance beaucoup moins grande que la qualite et la taille de la 
base de donnees. Le tableau 5.6 presente les meilleurs resultats pour toutes les bases de 
donnees utilisees et les caracteristiques qui rendent difficile la creation d'un classificateur 
generalisant. La colorme Erreur  donne la meilleure mediane de I'erreur obtenue par un 
classificateur pour la base en question. L'algorithme ayant obtenu ce resultat est identifie 
sous la colonne Algo. 
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Tableau 5.6 
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Extraction de plus de 
descripteurs 
-
Images en couleur ou 
extraction de plus de 
descripteurs 
Circonscrire les 





eliminer les erreurs de 
la base 
Les meilleurs resultats obtenus, pour les bases de raisins sees, de cereales et de pollen par 
exemple, sont un bon indice que les caracteristiques que nous avons extraites des images 
foumissent suffisamment d'information pour la classification d'objets biologiques. Les autres 
resultats, presentant un plus haut taux d'erreur de classification, s'expliquent soit par une trop 
petite quantite d'echantillons d'apprentissage, soit par une difficulte inherente au probleme 
(erreurs dans la base de donnees ou segmentation incomplete). Dans le cas d'une base de 
donnees contenant des caracteristiques pertinentes, le nombre d'echantillons est un facteur 
determinant pour le taux de reconnaissance qu'un algorithme peut obtenir a la suite de l'etude 
des echantillons. 
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Les resultats pour la base de feuilles rognees sont encourageants et indiquent qu'il est 
possible d'obtenir de bons taux de reconnaissance pour des objets biologiques dans une 
image avec peu ou pas de segmentation. 
Resultats par classificateu r 
Certains classificateurs se sont demarques par leur performance de generalisation ou pour 
leur court temps d'apprentissage. Le tableau 5.7 montre notre evaluation de chaque 
classificateur (ASVM2 et APM ont ete omis car ils sont pratiquement toujours semblables a 
leur version sans boosting) pour les problemes traites au cours de cette etude. 
Tableau 5.7 





































Les scores du tableau 5.7 sont bases sur I'ordre de performance de chaque classificateur pour 
les bases de cereales (petite), chiffres, noeuds de bois, feuilles, feuilles rognees, pollen et 
raisins sees. Si les medianes de deux classificateurs ne sont pas significativement differentes 
(selon l'analyse par boite a moustache), leur rangs sont consideres similaires. Les resultats 
representent la moyenne du rang d'un classificateur pour tous les problemes (1*^ "^  = A+, 2""'"^ * = 
A, etc., puis 11'^ "^ ^ rang = D). La methode d'evaluafion des notes n'etant pas basee sur des 
criteres quantitatifs, les recommandations a tirer du tableau 5.7 ne s'appliquent que dans les 
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cas les plus generaux, ou il n'y a pas de criteres quant a la performance de taux de 
classification ou de temps d'apprentissage desiree. 
A I'aide du tableau 5.7, nous pouvons de nouveau observer que le boosting de Bayes et du 
SVM ne font que degrader les resultats, que ce soit pour le taux de classification ou pour le 
temps d'apprentissage, en comparaison avec les memes methodes sans boosting. 
Globalement, les algorithmes les plus rapides en apprentissage (Bayes, KPPV et C4.5) 
obtiennent des taux d'erreur de classification plus eleves que les autres algorithmes utilises. 
Les meilleures combinaisons pour le taux d'erreur de classification et le temps 
d'apprentissage sont SVM, SVM2 et PM. PM maintient des taux d'erreur plus reguliers que 
les SVM, qui eux demontrent une plus grande variance pour les differentes bases de donnees. 
CONCLUSION 
Dans ce memoire, nous avons etudie les etapes menant a la classification automatisee 
d'objets dans des images numeriques. Nous nous sommes particulierement attardes au 
processus d'extraction des caracteristiques et aux algorithmes de classification. En pratique, 
nous avons mis sur pied un systeme de segmentation, d'extraction de caracteristiques et de 
classificafion a I'aide de Matlab et de Weka, en plus d'avoir developpe un algorithme de PG 
modulaire pour Weka. Finalement, nous avons compare les resultats de classification pour 
deux processus d'extraction des caracteristiques, avec six classificateurs et un meta 
algorithme, pour la reconnaissance d'objets presentes dans six bases de donnees d'images 
dont trois ont ete creees par nous. 
L'extraction de 40 caracteristiques a partir des images permet la classification automatisee 
d'objets de differentes classes. La transformation des caracteristiques par ACP influence le 
taux de classification des algorithmes en aval. En effet, si I'ACP a 95% de conservation de 
variance permet de reduire le temps d'apprentissage de la plupart des classificateurs (a 
I'exception de la PG), elle entraine egalement une augmentation considerable du taux 
d'erreur de classification, en comparaison avec I'extraction de caracteristiques sans 
transformation. Cette observation nous a decourage d'utiliser I'ACP pour la suite de notre 
analyse. 
L'etude des resultats de classification revele que certaines bases de donnees, en particulier 
celles qui contiennent peu d'echantillons pour I'apprentissage, ne permettent pas d'obtenir 
des taux de classification suffisants a I'aide des algorithmes que nous avons utilises. La 
segmentation pauvre ou inexistante, dans certains cas, rend le probleme encore plus corse. 
Neanmoins, I'ordre des classificateurs, selon leur taux d'erreur median, est consistant pour la 
plupart des problemes rencontres. Dans le cas des bases de dormees etudiees, le PM et les 
deux variantes de SVM obtiennent generalement les meilleurs taux de classification. Ces 
taux sont particulierement eleves pour les bases de dormees contenant un grand nombre 
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d'echantillons. Les meilleurs temps d'apprentissage sont produits par des algorithmes moins 
performants en classification, soit Bayes, C4.5 et KPPV. 
Les resultats obtenus lors de nos experimentations presentent une variabilite qui semble 
reliee au type de probleme rencontre, defini par les caracteristiques et leur variance parmi la 
base de domiees. Nos experimentations ne nous permettent pas d'emettre une 
recommandation fiable sur I'utilisation prioritaire d'un classificateur dans tous les cas. 
Cependant, nous croyons que I'utilisation d'une heuristique pour I'analyse des donnees ou 
I'essai de plusieurs classificateurs puisse offrir une piste interessante pour le choix d'un 
algorithme, en autant que I'on dispose d'une base de donnees d'apprentissage suffisamment 
grande. 
L'etude de la classification d'objets non segmentes pour la base de donnees de feuilles revele 
un certain potentiel, en particulier si I'objet a identifier occupe une bonne portion de I'image 
de laquelle les caracteristiques sont extraites et ce, meme si le fond de I'image varie 
considerablement. Etant donne le peu d'echantillons de la base de donnees et le faible 
nombre d'experiences realisees, nous aimerions realiser de nouvelles experimentations pour 
confirmer et preciser les performances pouvant etre atteintes par cette methode. 
Le meta algorithme de boosting montre son utilite lorsqu'il combine des programmes en 
arbres comme ceux produits par I'algorithme C4.5 et la PG. La combinaison de programmes 
permet, pour ces classificateurs, de reduire considerablement le taux d'erreur obtenu pour 
tous les problemes etudies. Cette qualite n'est generalement pas observee dans le cas des 
autres classificateurs utilises. 
Finalement, l'integration du boosting a la PG aura offert un double avantage par rapport a la 
PG orchestree : non seulement les taux d'erreurs de reconnaissance ont diminue, mais le 
temps d'apprentissage a aussi chute. La PGB semble avoir le potentiel de se hisser au rang 
des SVM et PM, a condition d'optimiser ses parametres. 
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Nous estimons que les taux de reconnaissance obtenus par notre systeme, pour des bases de 
dormees varices, sont suffisamment eleves pour susciter l'interet et demontrer la possibilite 
de developper un algorithme de reconnaissance de formes dans des images qui soit generique 
et qui necessite peu d'intervention humaine. Nous sommes d'avis qu'un tel systeme, faisant 
I'extraction de multiples caracteristiques a partir d'images segmentees et ne preferant pas 
I'usage d'un classificateur en particulier, pourrait obtenir des taux de classification suffisants, 
superieurs a la classification humaine et, a I'occasion, superieurs a la classification produite 
par un algorithme ajuste par un expert. Pour le demontrer, il nous faudrait comparer nos 
resultats avec ceux de I'humain et de I'expert. Nous proposons de realiser ces experiences 
dans un travail subsequent. 
Nous nous proposons de continuer ces recherches paralleles a propos de la PGB et du 
processus de reconnaissance dans son ensemble (segmentation, extraction et classification) 
d'une fafon libre, ouverte et sur la base de la collaboration. Selon cette idee, les 
recommandations qui suivent pourraient etre appliquees par un reseau compose de 
programmeurs et de chercheurs. Ces reseaux « computationnels » humains sont selon nous le 
meilleur outil pour la resolution de problemes que les machines n'arrivent pas tout a fait a 
solutionner pour le moment, faute d'exemples d'apprentissage adequatement mis en forme. 
RECOMMANDATIONS 
Nous presentons des recommandations concernant trois portions de notre travail. En premier 
lieu, nous suggerons des avenues en vue du developpement d'un outil automatique et 
generique pour la reconnaissance de formes dans des images. Ensuite, nous discutons de 
nouvelles experimentations a realiser pour etoffer I'analyse presentee dans ce travail. 
Finalement, nous proposons des ameliorations ainsi que de nouvelles options a apporter a 
l'algorithme de PG developpe pour Weka. 
Outil automatique e t generique pour la reconnaissance d e formes dans des images 
Nos conclusions menent a trois recommandations majeures. Tout d'abord, nous avons 
constate qu'il est extremement difficile, voire impossible, de certifier qu'un classificateur 
sera meilleur qu'un autre dans toutes les situations. Ayant fait cette constatation, nous 
suggerons plusieurs fa9ons de proceder en vue d'obtenir le meilleur taux de 
classification pour un probleme : 
Comparer les resultats de plusieurs classificateurs a I'aide d'une base d'apprentissage 
et d'une base de test et selectionner le plus prometteur; 
Combiner plusieurs classificateurs a I'aide de meta algorithmes comme par exemple 
un comite d'experts ou un arbre neuronal (Jain, Duin et Mao, 2000); 
Automatiser la selection ou la combinaison d'algorithmes a utiliser en fonction des 
donnees au moyen d'une metaheuristique evolutive. 
Des recherches suggerent que la performance des classificateurs depend de la distribution des 
donnees du probleme (van der Walt et Bamard, 2006). Nous sommes done d'avis que 
I'utilisation d'une meta heuristique evolutive, qui « apprend » a choisir ou a combiner les 
bons classificateurs a partir des donnees (a I'aide d'exemples de problemes) soit une avenue 
prometteuse. C'est d'ailleurs la voie que proposent d'autres groupes de chercheurs 
independants (Gagne et al., 2007) (Chandra et Yao, 2006). 
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En second lieu, nous croyons qu'il serait benefique d'optimiser les parametres de certains 
algorithmes, par exemple le K du KPPV, le nombre de neurones de la couche cachee du PM 
et le choix de la fonction de noyau du SVM, afin d'obtenir la meilleure performance possible 
pour chacun d'eux. Considerant la rapidite d'apprentissage de la plupart de ces 
classificateurs, le coiit computationnel de I'optimisation des parametres est souvent faible. 
Finalement, nous rappelons que la pertinence des donnees foumies a un systeme de 
reconnaissance determine la performance de reconnaissance maximale que ce demier pourra 
obtenir. Ainsi, il est primordial de disposer de caracteristiques qui mettent en valeur les 
differences entre les classes d'un probleme de classification. Bien que les 40 caracteristiques 
utilisees dans ce projet constituent une bonne base pour un eventail de problemes de 
reconnaissance visuelle, nous croyons que I'addition d'autres caracteristiques, par exemple 
I'extraction a I'aide de filtres de Gabor (Kong, Zhang et Li, 2003), nous permettraient 
d'atteindre une plus grande generalisation en terme de domaine d'utilisation. En presence 
d'un grand nombre de caracteristiques, il devient important d'eliminer celles qui ne 
presentent pas d'information utile (ayant une trop grande ou trop petite variance) : ceci peut 
etre realise automatiquement au moyen de I'algorithme « attributeSelection » de Weka. 
Poursuite de s experimentation s 
De fa9on generale, nos analyses et conclusions seraient consolidees par de nouvelles 
experimentations avec un plus grand nombre de bases de donnees concernant des domaines 
differents. Des problemes de reconnaissance d'ecriture manuscrite, de visages, d'iris, 
d'empreintes ou d'anomalies biologiques pourraient etre abordes afin de mieux tester la 
performance de generalisation des algorithmes d'extraction et de classification. 
Nos experiences concernant la transformation des caracteristiques par ACP ne sont pas 
concluantes. II apparait que le choix d'un autre taux de conservation de la variance pourrait 
offrir un avantage a la fois au niveau du taux de reconnaissance et du temps d'apprentissage. 
En conservant les memes 40 caracteristiques de base, nous suggerons de faire de nouvelles 
experiences avec des taux variant entre 96.0% et 99.0% de conservation de la variance. 
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Les temps de classification, incluant le temps necessaire a I'extraction de chacune des 
caracteristiques utilisees, pourraient etre evalues, pour chaque classificateur. Ce faisant, nous 
pourrions produire des recommandations a propos du choix d'un classificateur dans le cas oil 
une limite de temps est imposee pour le traitement de chaque echantillon. Prendre en compte 
le temps d'extraction est important, en particulier dans le cas de classificateurs qui n'utilisent 
pas necessairement toutes les caracteristiques fournies en entree. 
Algorithme de PG pour Weka 
L'algorithme developpe pour Weka a pour but de permettre la recherche cooperative afin 
d'ameliorer les performances de classification de la PG. Nous proposons ici des variantes qui 
pourraient inciter les chercheurs de la PG a utiliser notre algorithme pour leur recherche 
respective. 
En premier lieu, nous croyons important de permettre I'utilisation d'autres structures pour les 
programmes generes par la PG. Nous proposons done d'integrer les stmctures en graphe 
(Niehaus, Igel et Banzhaf, 2007) et lineaire (Brameier et Banzhaf, 2007), deux options 
populaires dans la recherche actuelle en PG. 
Ensuite, il est important de faciliter I'utilisation de reseaux d'ordinateurs pour la computation 
parallele de la PG (Weise, 2008), lorsque le nombre de donnees a traiter est important. De 
plus, nous aimerions incorporer des methodes de traitement de populations plus ou moins 
isolees comme le modele de file a espece (Gustafson et Burke, 2006). 
Nous croyons primordial d'ameliorer I'efficacite et la rapidite du code utilise pour le 
boosting, pour le calcul de la fitness et pour la selection des programmes reproducteurs car 
ces operations occupent la plus grande part de temps d'utilisation du processeur lors de la 
phase d'apprentissage de la PG. Certaines methodes, comme les unites de traitement 
graphiques (Harding et Banzhaf, 2007), pourraient etre implementees afin d'obtenir encore 
plus d'efficacite computationnelle. 
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Nous desirons aussi aj outer une option pour le traitement des donnees bmitees par la 
methode de relaxation (Da Costa, Landry et Levasseur, 2007), ce qui nous permettra de 
poursuivre les recherches entamees par des collegues du LIVIA. Dans le meme ordre d'idee, 
il serait utile de permettre a Weka d'utiliser la PG pour construire des caracteristiques, selon 
le principe de co-evolution presente par un autre collegue (Bourgouin, 2007). 
Nous pensons que la performance de classification de la PGB pourrait etre considerablement 
augmentee a I'aide de la determination automatique des parametres genetiques en fonction 
des donnees d'apprentissage. Le nombre de programmes a utiliser pour le boosting pourrait 
lui aussi etre optimise en fonction des donnees. 
Nous croyons que la recherche sur la PG pourrait beneficier de plus de visibilite si un 
algorithme de PG etait disponible pour le logiciel libre RapidMiner (Mierswa et al., 2006). 
Ce logiciel offre une plus grande bibliotheque d'algorithmes que Weka, est plus modulaire, 
et semble depasser Weka en popularite depuis quelque temps. Heureusement, RapidMiner 
supporte les algorithmes developpes pour Weka (de plus, les deux logiciels utilisent le 
langage Java). Nous proposons done de rendre notre algorithme disponible pour ce logiciel. 
Finalement, nous suggerons une derniere option. 11 s'agit d'ajouter un critere de temps 
d'execution pour les programmes, en tenant compte du temps d'extraction des 
caracteristiques. Cette option permettrait de constmire un classificateur qui respecte une 
limite de temps pour la classification de chaque objet. Cette contrainte est importante, par 
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ERREURS DE CLASSIFICATION : PREMIERE SERIE 
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Tableau 6.2 
Pourcentages d'erreurs de classification de la premiere serie avec et sans ACP 
BdD / Classificateu r 
Cereales (grande ) 
Cereales (grande ) avec ACP 
Noeuds 
Noeuds avec ACP 
Feuilles 
Feuilles avec ACP 
Pollen 
Pollen ave c ACP 
Raisins see s 

























































































































































































































































La colonne S  indique laquelle des trois valeurs statistiques (soit M pour Mediane, x  pour 
moyenne et &  pour ecart type) est utilisee pour la ligne correspondante. 
ANNEXE III 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































TEMPS D'APPRENTISSAGE : PREMIERE SERIE 
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Tableau 6.4 
Temps d'apprentissage pour la premiere serie avec et sans ACP 
Base / Classificateu r 
Cereales (grande ) 
Cereales (grande ) ave c 
ACP 
Noeuds 
Noeuds avec ACP 
Feuilles 
Feuilles avec ACP 
Pollen 
Pollen avec ACP 
Raisins see s 

























































































































































































































































La colonne S  indique laquelle des trois valeurs statistiques (soit M pour Mediane, x pour 
moyenne et G  pour ecart type) est utilisee pour la ligne correspondante. Les mesures sont en 
10"^  seconde par echantillon. 
ANNEXE V 
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