To deal with the growing challenge from high dimensional data, we propose a conditional variable screening method for linear models named as conditional screening via ordinary least squares projection (COLP). COLP can take advantage of prior knowledge concerning certain active predictors by eliminating the adverse impacts from their coefficients in the estimation of remaining ones and thus significantly enhance the screening accuracy.
Introduction
With rapid development of modern information technology, scientists are confronted with unprecedentedly massive data in various scientific fields, such as genomics, economics and earth sciences, etc. How to extract key information from those high dimensional data becomes a great challenge for statisticians. Specifically, for high dimensional regression problems where the number of predictors far exceeds the sample size, statisticians have devoted considerable research effort to effectively identifying all active predictors that contribute to the response from the data full of inactive predictors.
Last decades have witnessed great prosperity of research on variable selection techniques, including but not limit to, the LASSO (Tibshirani, 1996) , the SCAD (Fan and Li, 2001) , the Adaptive LASSO (Zou, 2006) and the elastic net (Zou and Hastie, 2005) . Such selection techniques employ penalization on loss functions with certain penalty functions and could select variables and estimate parameters simultaneously through solving large-scale optimization problems.
Nevertheless, for the ultrahigh dimensional data where the predictor dimension expands exponentially with the sample size, aforementioned selection techniques may no longer be consistent (Zhao and Yu, 2006; Zou, 2006) and the computational cost of solving high dimensional optimization problems increases dramatically even with the help of some efficient algorithms (Efron et al., 2004; Fan and Lv, 2011) .
Such concerns on selection consistency and computational efficiency motivate the development of variable screening techniques, which are designed to efficiently reduce the predictor dimension to a manageable size such that variable selection approaches can be implemented smoothly afterwards. Fan and Lv (2008) proposed the seminal sure independence screening (SIS) method to conduct dimension reduction through ranking marginal correlations between predictors and the response. SIS is computationally efficient compared to solving largescale optimization problems and could preserve all active predictors with an overwhelming probability under proper assumptions, which is referred to as the sure screening property. Motivated by SIS, a number of variable screening techniques (Fan and Song, 2010; Li et al., 2012a,b) are developed to deal with more general cases applying various marginal utilities.
The sure screening property is a main consideration when designing variable screening techniques since it ensures that all active predictors can be preserved with an overwhelming probability for upcoming variable selection procedures. Fan and Lv (2008) proved the sure screening property of SIS under the marginal correlation assumption that correlations between active predictors and the response are bounded away from zero, which, however, can be easily violated due to high correlations among predictors. Consequently, active predictors that are jointly correlated but marginally uncorrelated with the response are likely to be screened out, whereas inactive predictors that are highly correlated with active ones have high priority to be selected. To avoid such undesirable results, Fan and Lv (2008) proposed the iteratively sure independence screening (ISIS) algorithm that iteratively applies SIS on the residual vector and remaining predictors to diminish correlations between inactive predictors and the new response. Fan et al. (2009) further extended ISIS to generalized linear models and proposed the vanilla ISIS method.
Moreover, Wang and Leng (2016) introduced another efficient variable screening method for linear models named as high dimensional ordinary least squares projection (HOLP). HOLP conducts dimension reduction according to the HOLP estimator, which is obtained by constructing a diagonally dominant matrix applying the Moore-Penrose inverse of the design matrix. Wang and Leng (2016) proved that HOLP could preserve all active predictors with an overwhelming probability without depending on the marginal correlation assumption. Nevertheless, the proof of its sure screening property relies on the upper bound of ||β||, the L 2 norm of the coefficient vector β. Consequently, HOLP may break down when some coefficients are of large absolute values due to their considerable adverse impacts on the estimation of other coefficients.
In scientific research, prior information regarding a set of certain active predictors, especially significant active predictors (predictors with coefficients of large absolute values), is frequently available from previous studies. For instance, in the analysis of a leukemia dataset, Golub et al. (1999) obtained that two genes, Zyxin and Transcriptional activator hSNF2b, have empirically high correlations with the AML-ALL class distinction and further research can be conducted based on this result. To exploit such prior information, Barut et al. (2016) proposed the conditional sure independence screening (CSIS) approach for generalized linear models to identify remaining active predictors through evaluating their conditional contributions to the response conditioning on those known active variables. Barut et al. (2016) proved the sure screening property of CSIS based on the conditional linear covariance assumption, requiring the conditional linear covariances between remaining active predictors and the response to be bounded away from zero. As a result, any active predictor with close-to-zero conditional linear covariance with the response conditioning on the prior information is likely to be screened out by CSIS since its coefficient in the regression with conditioning active predictors is also close to zero. Therefore, inspired by HOLP and CSIS and motivated by their underperformance in certain scenarios, we propose a conditional variable screening method named as conditional screening via ordinary least squares projection (COLP) to take advantage of the prior knowledge concerning certain active predictors. COLP initially projects the design matrix onto the orthogonal complement of the column space of conditioning active predictors, and then builds an estimator for the remaining coefficients applying similar techniques in Wang and Leng (2016) with the Moore-Penrose inverse of the projected design matrix. Through the orthogonal projection, COLP could eliminate the negative effect from coefficients of those conditioning active predictors in the estimation of remaining ones. The sure screening property of COLP no longer relies on the upper bound of ||β||, but only requires the L 2 norm of remaining coefficient vector to be bounded from above. Therefore, COLP could identify all remaining active predictors no matter how large the coefficients of conditioning active predictors are. In addition, the sure screening property of COLP also does not depend on the marginal correlation assumption nor the conditional linear covariance assumption.
As shown in our simulation studies, COLP achieves the best performances when the prior information covers all significant active predictors. However, it is usually impossible to obtain such informative prior knowledge in practical applications.
Therefore, to further eliminate impacts from coefficients of hidden active predictors, we propose an iterative screening method named as forward screening via ordinary least squares projection (FOLP). FOLP employs COLP in each iteration condition-ing on predictors selected in previous steps and adds new predictors to the selected model one by one through comparing residual sums of squares (RSS) of candidate models like the classic forward regression method (Wang, 2009, FR) . Moreover, FOLP works effectively even when no prior information is available using a datadriven conditioning set. The competence of FOLP is verified in extensive simulation studies and the analysis of a leukemia dataset, where we obtain zero training error and zero testing error with the help of naive Bayesian rule.
The rest of the paper is organized as follows. Initially, we introduce the COLP method and explain how it could improve the screening accuracy utilizing the prior information in Section 2. Then in Section 3, we formally describe the sure screening property of COLP and demonstrate its numerical effectiveness in three specific examples. In Section 4, we propose the FOLP algorithm and demonstrate its competence in extensive simulation studies and the analysis of a leukemia dataset. Finally, technical details regarding the proof of the sure screening property of COLP are presented in the appendices.
Conditional screening via ordinary least squares projection 2.1 A new conditional variable screening method: COLP
Throughout the paper, we consider the classic linear model
where x = (x 1 , · · · , x p ) T denotes the predictor vector, β = (β 1 , · · · , β p ) T denotes the coefficient vector, ǫ denotes the random error and y denotes the response. For n realizations of y and x, we have the alternative model
where Y = (Y 1 , · · · , Y n ) T denotes the response vector, X ∈ R n×p denotes the design matrix and ǫ = (ǫ 1 , · · · , ǫ n ) T denotes the error vector consisting of n i.i.d random errors. For any index set S ⊂ {1, · · · , p}, we denote x S as the subvector consisting of the j-th entry in x with j ∈ S and X S as the submatrix of X with columns corresponding to S.
Let T = {j, β j = 0} denote the true model of size |T | = t, including indices of all active predictors. And denote C T as the prior information obtained from previous studies, consisting of indices of conditioning active predictors. That is, we already know that x C is a set of active predictors and our aim is to identify the rest of active predictors in x T D from the set of remaining predictors x D , where T D = T − C and D = {1, · · · , p} − C. Without loss of generality, denoting t = t c + t d and p = t c + p d , we assume that x C consists of the first t c elements in x.
To identify the remaining active predictors from x D , we propose the following
where M C denotes orthogonal projection matrix on the orthogonal complement of the column space of X C and (M C X D ) + denotes the Moore-Penrose inverse of M C X D .
When X C is of full column rank, the projection matrix M C can be written as M C = I n − X C (X T C X C ) −1 X T C , where I n denotes the n × n identity matrix. Based on the estimateβ D , we then select predictors applying a threshold parameter γ as
or a size parameter d as S d = j ∈ D : |β j | are among the largest d of all |β j |s .
We name the new screening method as conditional screening via ordinary least squares projection (COLP) due to its similarity to the classic OLS method and the HOLP method proposed by Wang and Leng (2016) . In the following section, we compare our method with HOLP and demonstrate how it could improve the screening accuracy with the help of prior information.
Rationale behind the COLP method
Wang and Leng (2016) proposed the HOLP method with the estimator
where X T (XX T ) −1 equals the Moore-Penrose inverse of X when X is of full row rank. Thus, the HOLP estimator can be written aŝ
Wang and Leng (2016) proved that X + X is diagonally dominant and the noise term X + ǫ can be dominated by the signal term X + Xβ under certain assumptions.
Consequently, with an overwhelming probability, |β * i | i∈T can dominate |β * j | j ∈T with the help of relatively large diagonal terms in X + X and non-zero coefficients β i for i ∈ T . Thus, models selected through ranking absolute values of entries inβ * could preserve all active predictors with an overwhelming probability.
When the prior information C is available, the HOLP estimator can be written
To identify the remaining active predictors with the prior information, it is sufficient to evaluate the HOLP estimator for β D aŝ
where X T D (XX T ) −1 X C consists of off-diagonal terms in X + X. However, in the following scenario, we can see how β C could significantly affect the estimation of β D in an adverse way.
Example 2.1. We consider a simple linear model with only two active predictors as
where β 1 and β 2 are non-zero coefficients. Then the HOLP estimator for β 2 is given
Notice that even M is diagonally dominant under certain assumptions, its off-diagonal terms are always non-zero in practice. Then, if we choose β 1 = − m 22 m 21 β 2 , we haveβ * 2 =ǫ 2 , which is only a linear combination of mean-zero random errors. Therefore, x 2 has low priority to be selected by HOLP since the estimateβ * 2 is close to zero.
In Example 2.1, we see that m 21 β 1 is no longer dominated by m 22 β 2 when |β 1 | ≫ |β 2 | and thus x 2 is likely to be screened out by HOLP due to the inaccurate estimation (see the simulation results in Section 3.2). To avoid such circumstances, Wang and Leng (2016) set an upper bound for ||β||, the L 2 norm of the coefficient vector, in the proof of the sure screening property of HOLP through making assumptions on the variance of the response and the covariance matrix of predictors.
Nevertheless, predictors with coefficients of large absolute values (significant active predictors) are not rare in real world applications, and most importantly, such predictors are more likely to be detected in previous studies. Therefore, how to diminish the adverse impacts from large coefficients utilizing such prior information to further enhance the screening accuracy has aroused our interest.
To achieve this goal, we propose the COLP estimator for β D aŝ
According to Yanai et al. (2011) , the Moore-Penrose inverse of M C X D can be written as
where (·) − denotes the generalized inverse of the matrix. As a result, we have
Therefore, the COLP estimator can be further expressed aŝ
where the last equation comes from the fact that M C X C = 0. In this way, we could eliminate the effect from β C on the estimation of β D . Furthermore, we prove that
Consequently, |β j |s could preserve the rank order of |β j |s as much as possible, immune from the negative effects from
When no prior information is available (i.e., C = ∅), we have X D = X, β D = β and M C = I n and thus the COLP estimator degenerates to the HOLP one. Moreover, similar to Wang and Leng (2016), we could also establish the following relationship between COLP and the ridge regression.
Initially, we consider the projected linear model
For the projected model, the ridge regression estimator is given bŷ
where r > 0 is the ridge parameter. According to Albert (1972) , we also have
Consequently, the COLP estimator can be written aŝ
which can be regarded as the ridge regression estimatorβ D (r) with r tending to 0.
Theoretical and numerical performances of COLP
In this section, we evaluate the theoretical and numerical performances of COLP consecutively. In the first part, we introduce necessary technical assumptions and formally describe the sure screening property of COLP in two theorems. Then, in the second part, we assess the numerical performances of COLP in three different scenarios and demonstrate its effectiveness through comparisons with other commonly used screening techniques.
The sure screening property of COLP
The sure screening property of COLP relies on the following three assumptions.
(A1) The predictor vector x follows a multivariate normal distribution with mean 0 and covariance matrix
where Σ 11 and Σ 22 are t c × t c and p d × p d matrices with unit diagonal elements.
(A2) The random error ǫ is independent of x and follows a sub-Gaussian distribution with mean 0 and variance σ 2 .
(A3) Assume that p > n, E[var(y|x C )] = O(1) and there also exist constants c t , c β > 0, c λ ≥ 1 and ξ t , ξ β , ξ λ ≥ 0 with ξ t + 2ξ β + 5ξ λ < 1, such that
where λ max (Σ) and λ min (Σ) denote the largest and smallest eigenvalues of Σ, respectively.
The normality assumption (A1) was assumed by Wang (2009) to facilitate the proof of the sure screening property of FR and can be regarded as a special case of assumptions on the distribution of x made by Fan and Lv (2008) and Wang and Leng (2016) .
In assumption (A2), we only consider sub-Gaussian distributed random errors, including normal distributed, Bernoulli distributed and other bounded random errors. According to Vershynin (2010) and Wang and Leng (2016) , sub-exponential distributions and distributions with bounded 2k-th moments share similar tail be-haviors with sub-Gaussian distributions. Therefore, our results are still valid for more general random errors with slightly different probability bounds under similar assumptions.
Additionally, we adopt assumption (A3) same as assumed by Wang and Leng Under the normality assumption and the assumption on cond(Σ), a constant upper bound for E[var(y|x C )] implies that ||β D || 2 ≤ C β n ξ λ for some positive constant C β . Then the sure screening property of COLP can be obtained with ||β C || 2 being arbitrarily large, whereas the sure screening property of HOLP relies on the condition that ||β|| 2 ≤ C * β n ξ λ for some positive constant C * β . Moreover, the assumption that p > n and t = o(n) indicates that only a small portion of predictors are relevant to the response. Therefore, with n d = n − t c , all our theoretical results that involve n d and p d can be expressed in terms of n and p since n d = O(n) and p d = O(p).
Finally, it is also noteworthy that the sure screening property of COLP does not depend on the marginal correlation assumption nor the conditional linear covariance assumption.
The sure screening property of COLP can be formally described in the following two theorems, corresponding to models selected by a threshold parameter γ n and a size parameter d n , respectively. Theorem 1. Under assumptions (A1), (A2) and (A3), if we select the model S γn = {j ∈ D : |β j | > γ n } with a threshold parameter γ n satisfying that
then there exists some constant C > 0, such that
Theorem 1 shows that with the prior information C, the model selected by COLP with a proper threshold could preserve all the remaining active predictors with an overwhelming probability under assumptions (A1)-(A3). Furthermore, the following theorem indicates that if we select d n predictors corresponding to COLP estimates of largest absolute values, we could also identify all the remaining active predictors with an overwhelming probability under an additional assumption on the predictor dimension p.
Theorem 2. Suppose assumptions (A1), (A2) and (A3) hold and p satisfies that
Then if we select the model S dn = {j ∈ D : |β j | are among the largest d n of all} with d n ≥ c t n ξt , there exists the same constant C as chosen in Theorem 1, such that
Simulation study I: conditional screening performances of COLP
In this part, we evaluate the conditional screening performances of COLP in comparison with those of SIS, CSIS and HOLP in three examples, where these three alternative techniques may break down due to violations of certain assumptions that their sure screening properties rely on. For SIS and HOLP, we only consider the estimates for β D in determining the selected models.
In each example, we consider two different parameter setups, ( ples. Moreover, sizes of the selected models for all these four methods are set to d n = ⌊n/ log(n)⌋ and the random error ǫ is assumed to follow a centered normal distribution with the variance σ 2 adjusted to achieve R 2 = 60% or R 2 = 90%, where R 2 = var(x T β)/var(y) is the signal ratio defined by Wang (2009). Finally, the conditional screening performance is evaluated based on the following criteria.
• P s : proportion of simulations where all remaining active predictors are included in the selected models.
• M s : median of minimum model sizes of the selected models that are required to cover all remaining active predictors. The sampling variability of the minimum model size (MMS) is measured by the robust standard deviation (RSD), which is defined as the associated interquartile range of MMS divided by 1.34.
In this simulation study, we assess the conditional screening performances of four screening methods with various prior information in the following three scenarios.
Example 3.1. In this setting, we consider the linear model Example 3.2. In this example, we have the linear model
where x = (x 1 , · · · , x p ) T follows the centered multivariate normal distribution with cov(x 1 , x j ) = 0.5 for j = 1 and cov(x i , x j ) = 0.75 for i, j > 1 and i = j. The coefficients β j s are set to 0 for j ≥ 6. Example 3.3. In this case, we examine the linear model
where x = (x 1 , · · · , x p ) T follows the multivariate normal distribution N(0, Σ) with cov(x 1 , x j ) = 0 for j = 1, cov(x 2 , x j ) = 0 for j = 2 and cov(x i , x j ) = 0.5 for i, j > 2 and i = j. Additionally, we set β j = 0 for j ≥ 7. with the help of such prior information.
In Example 3.2, we consider the linear model with highly correlated predictors and the active predictor x 5 is designed to have zero conditional linear covariance with y conditioning on x 1 , which can be computed as
As a result, we see from Table 2 that CSIS breaks down when C = {1} since its sure screening property no longer holds in such a circumstance. Moreover, SIS also has undesirable performances in this example due to high correlations between inactive and active predictors. Utilizing the prior information C = {1}, COLP could significantly improve the screening accuracy when R 2 = 90% compared to HOLP.
Such improvements are not obvious when C = {2} and C = {3, 4}.
In Example 3.3, we consider a more challenging case where the active predictor
x 6 has zero marginal correlation as well as zero conditional linear covariance with the response conditioning on x 1 or x 2 , that is, cov(x 6 , y) = 0, cov L (x 6 , y|x 1 ) = 0 and cov L (x 6 , y|x 2 ) = 0.
Violations of the marginal correlation assumption and the conditional linear covariance assumption result in the underperformance of SIS and CSIS as shown in Table   3 . With the prior information when C = {2} or C = {3, 4}, SIS and CSIS have to select almost all the predictors to include all remaining active predictors in the selected model. Meanwhile, HOLP has better performances since its sure screening property does not depend on those correlation assumptions and COLP further improves the screening accuracy, especially in the C = {1} case, through eliminating the effects from coefficients of known active predictors.
The competitive performances of COLP exhibited in all these challenging scenarios confirm its effectiveness of conditional screening. However, we notice a remarkable difference between the performances of COLP in the C = {1} and C = {2} for such significant differences is that x 1 has larger coefficients in these examples and thus eliminating their effect could bring more substantial improvement in the screening accuracy, which motivates us to seek another screening method to further enhance the screening accuracy when the conditioning set only includes insignificant active predictors or only covers a few significant active predictors.
Forward screening via ordinary least squares projection 4.1 An extension of the COLP method: FOLP
In Section 3.2, we verified the effectiveness of COLP but also noticed its insufficiency, i.e., there is still plenty room for improvement when the conditioning set fails to include all the significant active predictors. Such incompetence can be attributed to the following two facts. One is that eliminating the impacts from small coefficients of insignificant active predictors set will not lead to any substantial advancement.
And most importantly, large coefficients of unidentified significant active predictors can keep influencing the estimation of remaining parameters adversely.
Nevertheless, it is usually unrealistic to obtain the prior information that includes all significant active predictors in scientific researches. Commonly, statisticians are confronted with the task of variable selection with some significant active predictors left unidentified. To better deal with such common situations, we seek a new screening method that could diminish the impact from coefficients of those hidden significant active predictors. A natural solution is to apply COLP iteratively to eliminate the influence from possible large coefficients of selected predictors. Then, inspired by the forward regression method (Wang, 2009), we propose the following iterative algorithm. 
(Iteration)
In the i-th iteration, conditioning on C i = C ∪ S i , we obtain the COLP estimatorβ D i for the remaining coefficients with D i = {1, · · · , p} − C i and D * i being its ordered permutation as defined in Step 1. Then we consider two candidate models
and compute corresponding RSS as
(Solution path) Iterate
Step 2 until we get the model S dn of size d n for some predetermined size parameter d n . Meanwhile, we also obtain a collection of nested models S dn = {S 1 , · · · , S dn } named as the solution path of the algorithm.
We name the iterative algorithm as forward screening via ordinary least squares We present the screening performances of FOLP in Example 3.1-3.3 in Table 4 -6.
Even though COLP has the best overall performance compared to SIS, CSIS and HOLP as shown in Table 1 -3, we can still see a dramatic increase in the screening Example 4.1. In this example, we consider the linear model with independent predictors examined by Fan and Lv (2008) , Wang (2009) and Wang and Leng (2016) .
Notice that the sure screening property of COLP is based on the normality assumption of predictors. Therefore, to test the performances of COLP and FOLP against non-normally distributed predictors, we consider independent and exponentially distributed predictors and random error, where x j ∼ exp(1) − 1 for 1 ≤ j ≤ p and ǫ ∼ exp(λ) − 1/λ with the λ adjusted to achieve predetermined signal ratio R 2 . The coefficients are designed as
where U i follows a Bernoulli distribution with P (U i = 1) = 0.4, Z i is independent of U i from the standard normal distribution and β i = 0 for i > 8.
Example 4.2. In this example, we borrow the model from Barut et al. (2016) as
where all predictors follow the standard normal distribution with equal correlation 0.5. Such a correlation structure is named as compound symmetry and was investigated in various literatures (Fan and Lv, 2008; Wang, 2009; Wang and Leng, 2016) . Meanwhile, the random error ǫ follows a centered normal distribution and the coefficients are set to β j = 0 for j ≥ 7.
Example 4.3. In this example, we consider the linear model with predictors of autoregressive correlation structure (Tibshirani, 1996; Wang, 2009; Wang and Leng, 2016) , where all predictors follow the standard normal distribution with covariance cov(x i , x j ) = 0.5 |i−j| . The error ǫ follows a centered normal distribution and coeffi-cients are chosen as β 1 = 3, β 4 = −2, β 7 = 1.5, β 10 = −4, β 13 = 2, and β j = 0 for j ∈ {1, 4, 7, 10, 13}. for 1 ≤ j ≤ 5 and β j = 0 for 6 ≤ j ≤ p.
We summarize all simulation results in Table 7 -10, from which we can draw similar conclusions as in Simulation study II. As expected, FOLP has the highest screening accuracy in most situations. When R 2 = 90%, it could identify all the 
Simulation study IV: post-screening performances of FOLP
Variable screening techniques are designed as preselection steps to facilitate further variable selection and parameter estimation procedures. Therefore, the variable selection performance after applying certain screening method also serves as an important criterion in the evaluation of their effectiveness. Moreover, as discussed previously, FOLP can work smoothly as a normal screening method applying a data-driven conditioning set when no prior information is available. Then, in this section, we assess the post-screening performances of FOLP without utilizing any prior information to examine its efficacy in such scenarios.
After applying FOLP, we employ the following extended BIC (Chen and Chen, 2008 ) on its solution path to determine the selected model,
where RSS S denotes the RSS for model S and |S| denotes its model size. We denote this two-stage variable selection method as FOLP-EBIC, and compare it with onestage variable selection methods LASSO and SCAD, as well as other two-stage selection procedures, including SIS-SCAD, ISIS-SCAD, HOLP-LASSO, HOLP-SCAD and FR-EBIC. For SIS and ISIS, we only apply SCAD to conduct the variable selection since it was shown to achieve the best numerical performance by Fan and Lv (2008) . And for FR, we also employ EBIC to select the final model from its solution path. Moreover, all tuning parameters in LASSO and SCAD are also determined using EBIC.
In this simulation study, we evaluate the variable selection performances of aforementioned methods in Example 4.1-4.4. For simplicity, we only consider the (d, n, p) = (100, 200, 10000) case and the post-screening performances are evaluated based on following criteria.
• #FNs: the average number of active predictors outside the selected models.
• #FPs: the average number of inactive predictors included in the selected models.
• Size: the average model size of the selected models.
• P s : the proportion of the selected models that cover the true model.
• P e : the proportion of the selected models that are exactly the true model.
• Err: the average estimation error computed as
whereβ (k) denotes the estimate of β corresponding to the model selected in the k-th simulation.
•R 2 : the average out-of-sample R 2 (Wang, 2009) computed aŝ
where (Y * , X * ) is a set of testing data independent of the d datasets with Y * = (Y * 1 , · · · , Y * n ) andȲ * = n i=1 Y * i /n. The out-of-sample R 2 measures the effectiveness ofβ (k) in the out-of-sample forecasting.
• Time: the average computing time of each simulation in seconds.
The simulation results are presented in Table 11 -14. We can see that FOLP-EBIC has the best overall performance in both R 2 = 60% and R 2 = 90% cases in terms of the proportion of sure screening, the proportion of exact screening, the estimation error and the out-of-sample R 2 . It also achieves the smallest or close to smallest #FNs and #FPs in all four examples. Meanwhile, the performances of FR- EBIC follow closely in most cases. However, the average running time of FR-EBIC is almost three times of that of FOLP-EBIC. Such differences in computation time can be enlarged as p increases since FOLP only consider two candidate models in each iteration regardless of the predictor dimension. It also noteworthy that SCAD also has promising performances when R 2 = 90%, but its screening accuracy drops significantly in the R 2 = 60% cases. From the comparison, we can conclude that FOLP is a very competitive and relatively efficient screening method even when no prior information is available.
Real data analysis: A leukemia dataset
In this section, we demonstrate how COLP and FOLP could be applied to conduct variable selection in the analysis of a leukemia dataset that was first studied by progresses rapidly and has a poor prognosis. Therefore, how to make consistent classification of ALL and AML based on expression of selected genes can be crucial for the diagnosis.
Our analysis can be divided into three stages, where we determine the conditioning set in the first stage applying COLP in combination with information from previous studies and then select important genes in the second stage employing FOLP based on the conditioning set chosen in the first stage, and finally make the classification based on selected genes applying the linear discrimination rule or the naive Bayes rule.
In the study of Golub et al. (1999) , two genes, Zyxin and Transcriptional activator hSNF2b, were identified to have empirically high correlations with the difference between ALL and AML patients. Based on these two genes, we identify another gene, Myeloperoxidase (MPO), as the first predictor selected by COLP. The expression of MPO is widely accepted as a golden marker for the diagnosis of AML and its prognostic significance in AML is demonstrated in various literature (Matsuo et al., 1989 (Matsuo et al., , 2003 Roberson et al., 2008) . Then conditioning on such three genes, we further identify the GATA-binding protein 2 (GATA2) gene from the screening result of COLP. GATA2 is discovered as a new predisposition gene for AML (Hahn et al., 2011) and high expression of GATA2 is a poor prognostic marker for pediatric AML (Luesink et al., 2012) . These four genes are chosen as conditioning predictors for the following variable screening procedure.
Based on the conditioning genes, we apply the FOLP algorithm and select a submodel consists of 16 genes (including conditioning genes). The size of the sub-model is set to the same as chosen in Fan and Lv (2008) . Finally, we apply the linear discrimination rule or the naive Bayes rule to conduct classification based on the selected model. CSIS and the Nearest Shrunken Centroids method (Tibshirani et al., 2002, NSC) in Table 15 . We see that Even though our models are not as parsimonious as the one obtained by CSIS, our analysis leads to a more accurate classification result and may assist scientists in identifying new significant genes account for the ALL-AML distinction.
Appendices

A. Preliminary results for the main theorems
A.1 Uniform distributions on Stiefel manifolds
Let O(p) denote the orthogonal group consisting of all p × p orthogonal matrices and V n,p = {A ∈ R p×n : A T A = I n } denote the space formed by n-frames in R p . V n,p is called the Stiefel manifold and on the manifold there exists a natural measure (dX) called the Haar measure, which is invariant under both right and left orthogonal transformations (Chikuse, 2012) . By standardization, we can obtain a probability measure as [dX] = (dX)/V (n, p) on the Stiefel manifold with V (n, p) = 2 n π np/2 /Γ n (p/2), where Γ m (a) = π m(m−1)/4 m i=1 Γ(a − (i − 1)/2) with Γ being the standard gamma function.
A random matrix is said to be uniformly distributed on V n,p if its distribution is invariant under both left-orthogonal and right-orthogonal transformations, which can be obtained through following decompositions of random matrices.
Definition 1 (Singular value decomposition). For any n × p matrix Z, there exist V ∈ O(n), U ∈ V n,p and n × n diagonal matrix D with non-negative elements, such that Z = V DU T .
Definition 2 (Polar decomposition). For any p × n matrix Z of rank n, we have
Regarding the distributions of U and H Z on V n,p , we have the following results.
Lemma 1 (Fan and Lv (2008) ). Let Z be an n × p random matrix with the singular value decomposition Z = V DU T and z T i denote the i-th row of Z, i = 1, 2, · · · , n. If z i s are independent and their distributions are invariant under right-orthogonal transformations, then U is uniformly distributed on the manifold V n,p .
Lemma 2 (Chikuse (2012), Theorem 2.4.6) . Suppose that a p × n random matrix Z has the density function of the form
where Σ is a p × p positive definite matrix. If the distribution of Z is invariant under the right-orthogonal transformations, then its orientation H Z follows the matrix angular central Gaussian distribution MACG(Σ) on V n,p with the density function
For the uniform distributed matrices on V n,p , we also have the following result.
Proposition 1 (Wang and Leng (2016), Proposition 2). Let U be uniformly distributed on V n,p . Then for any constant C > 0, there exist constantsc 1 andc 2 with 0 <c 1 < 1 <c 2 , such that P e T 1 UU T e 1 <c 1 · n p < 2e −Cn and P e T 1 UU T e 1 >c 2 · n p < 2e −Cn ,
where e i = (0, · · · , 1, 0, · · · , 0) T denotes the i-th natural base in the corresponding Euclidean space, whose dimensionality is to be understood from the context.
A.2 Normal and sub-Gaussian distributions
Definition 3 (Chikuse (2012)). An n × p random matrix Z is said to follow the n × p rectangular matrix-variate standard normal distribution N n,p (0; I n , I p ) if it has the density function
where etr(·) denotes exp(trace(·)). Equivalently, the elements of the matrix Z are independent and identically distributed as N(0, 1). The n × p random matrix W is said to follow the normal N n,p (M; Σ 1 , Σ 2 ) distribution if it has the form
where Z ∼ N n,p (0; I n , I p ), M is an n × p matrix and Σ 1 and Σ 2 are n × n and p × p positive definite matrices. The density function of W can be written as
Remark 1. For matrix Z from the rectangular matrix-variate standard normal distribution N n,p (0; I n , I p ) with the singular value decomposition Z = V DU T , we know that U is uniformly distributed on V n,p according to Lemma 1.
Lemma 3 (Fan and Lv (2008) ). Suppose n × p matrix Z follows the matrix-variate normal distribution N n,p (0; I n , I p ). Then there exist some c λ > 1 and C λ > 0 such that
Lemma 4 (Bickel and Doksum (2015), Theorem B.6.5). Let z ∈ R p follows the multivariate normal distribution N(µ, Σ) with partitions
where z 1 and µ 1 are p 1 -dimensional vectors, z 2 and µ 2 are p 2 -dimensional vectors and Σ 11 and Σ 22 are p 1 × p 1 and p 2 × p 2 matrices with p 1 + p 2 = p. Then, if Σ is positive definite, the conditional distribution of z 2 conditioning on z 1 can be given by
where the covariance matrix Σ 22·2 = Σ 22 − Σ 21 Σ −1 11 Σ 12 is also positive definite.
Proposition 2. (Vershynin, 2010) Let {ξ i } n i=1 be a sequence of i.i.d sub-Gaussian distributed random variables with mean 0 and a finite variance. Then, there exists a positive constant C ξ depending on the distribution of ξ i , such that for any vector a = (a 1 , · · · , a n ) T ∈ R n with ||a|| 2 = 1 and every z ≥ 0,
B. Proof of the main theorems
Recall that the COLP estimator can be written aŝ
where
Let C(X C ) denote the column space of X C and C(X C ) ⊥ denote its orthogonal complement. Supposing columns of the n × n d matrix Q C form a set of orthonormal basis of the space C(X C ) ⊥ , then we have
Moreover, since Q T C X D is of full row rank, its Moore-Penrose inverse can be written explicitly as
Consequently, the Moore-Penrose inverse (M C X D ) + can be expressed as
where the first equation comes from the facts that Q + C = Q T C and (AB) + = B + A + for any matrix A with orthonormal columns. Denoting W = X T D Q C and H W = W (W T W ) −1/2 as its orientation, we can write Eq.(1) aŝ
The main idea of our proofs is to show that |β i | > |β j | with an overwhelming probability for any i ∈ T D and j ∈ T D . To achieve this result, we evaluate the two terms on the right-hand side of Eq.
(2) separately based on the distributions of random matrix W and its orientation H W . 
Proof of Proposition 3. Under assumption (A3), the covariance matrix Σ is positive definite since cond(Σ) is bounded from above and then so are Σ 11 and Σ 22·2 . Denote X T iC and X T iD as the i-th row of X C and X D , respectively. According to assumption (A1) and Lemma 4, we have
where Z i s are p d -dimensional i.i.d random vectors from the standard multivariate normal distribution. Consequently, for random matrix X D , we have
where Z is an n × p d random matrix with i.i.d elements from the standard normal distribution.
Recall that columns of Q C form a set of orthonormal basis of the space C(X C ) ⊥ satisfying Q C ∈ V n d ,n and X T C Q C = 0. Then, for matrix W = X T D Q C , we have
where Z is a p d × n d random matrix with i.i.d elements from N(0, 1) regardless of the choice of Q C .
Therefore, by Definition 3, W |X C is independent of X C and follows the rectangular matrix-variate normal distribution N p d ,n d (0; Σ 22·2 , I n d ), indicating that W follows the same distribution with the density function
Furthermore, notice that f (W ) = f (W Q) for any Q ∈ O(n d ). Then, from Lemma 2, we obtain that H W follows the MACG(Σ 22·2 ) distribution on V n d ,p d .
For eigenvalues of Σ and Σ 22·2 , we have the following result.
Proposition 4. Under assumption (A1) and (A3), we have
Proof of Proposition 4. According to the blockwise inverse formula (Bernstein, 2009 ), we have
Consequently, we obtain that
Equivalently, we have
Furthermore, notice that trace(Σ) = p i=1 λ i = p, where λ i s denote all the eigenvalues of Σ. It's obvious that λ min (Σ) ≤ 1 and λ max (Σ) ≥ 1 and thus we can obtain the final conclusion.
In the next, we introduce two results concerning the quantities of diagonal and off-diagonal terms in H W H T W .
Lemma 5. Under assumption (A1) and (A3), for any constant C > 0, there exist positive constants 0 < c 1 < 1 < c 2 , such that for any i ∈ {1, · · · , p d },
Proof of Lemma 5. More generally, we prove the conclusion for any vector
where Z follows the normal distribution N p d ,n d (0; I p d , I n d ). Suppose Z T has the SVD
Then, Eq.
(3) can be written as
where U is uniformly distributed on V n d ,p d according to Remark 1. In addition, the vector Σ 1/2
22·2 v can be expressed as
where U = Q T U is also uniformly distributed on V n d ,p d . For the norm term, we have
Furthermore, we have
Combining Eq.(4), (5) and (6), we have
Under assumption (A3), we have cond(Σ 22·2 ) ≤ cond(Σ) ≤ c λ n ξ λ by Proposition 4.
From Proposition 1, for any constant C > 0, there exist constantsc * 1 andc * 2 with 0 <c * 1 < 1 <c * 2 , such that P || U T e 1 || 2 <c * 1 n d p d < 2e −2Cn d and P || U T e 1 || 2 >c * 2 n d p d < 2e −2Cn d .
Combining with the fact that n/2 ≤ n d ≤ n and p/2 ≤ p d ≤ p from assumption (A3), we obtain
where c 1 =c * 1 /4c λ and c 2 = 4c * 2 c λ . Lemma 6. Suppose H follows the MACG(Σ) distribution on V n,p with cond(Σ) ≤ c * n τ for some positive constants c * . Then, for any 0 < α < 0.5 and C > 0, there exists some positive constantc 3 , such that for any i, j ∈ {1, · · · , p} with i = j, P e T i HH T e j >c 3 n 1+τ −α p √ log n ≤ O exp −Cn 1−2α log n .
Remark 2. The proof of Lemma 6 can be referred to the proof of Lemma 5 in Wang and Leng (2016) .
Corollary 1. Under assumption (A1) and (A3), for any C > 0, there exists some positive constant c 3 , such that for any i, j ∈ {1, · · · , p d } with i = j, P For the second term W (W T W ) −1 Q T C ǫ on the right-hand side of Eq.
(2), we have the following result.
Lemma 8. Under assumption (A1), (A2) and (A3), there exist some postive constants c 6 and C 0 , such that
Proof of Lemma 8. Denote
where the numerator denotes the element of W (W T W ) −1 Q T C in the i-th row and j-th column and the denominator denotes the norm of the i-th row vector in W (W T W ) −1 Q T C . Therefore, we have
where ||a i || 2 = n j=1 a 2 ij = 1. For the scalar term e T i W (W T W ) −2 W T e i , we have
where Z follows the normal distribution N p d ,n d (0; I p d , I n d ). According to Lemma 3, there exist some C λ > 0 and c λ > 1, such that
Consequently, together with the fact that
Meanwhile, according to Lemma 5, for the same C λ , there exists some positive constant c 2 such that
Therefore, combining Eq. (11), (12) and (13), we have
Furthermore, by Proposition 2, letting z = n 1−2ξ β −4ξ λ /log n, there exists some positive constant C 0 such that
Together with Eq. (14) and (15), denoting c 6 = σ √ 2c 2 c λ c λ , we obtain that P η i > c 6 · n 1−ξ β −ξ λ √ log n · p < O exp −C 0 n 1−2ξ β −4ξ λ log n .
Proof of Theorem 1. Recall that for any i ∈ D, we have the corresponding COLP
According to Lemma 7, for the same C 0 as defined in Lemma 8, there exists some constant c 4 > 0 such that P min i∈T D e T i H W H T W β D < c 4 n 1−ξ β −ξ λ p < O c t n ξt · exp −C 0 · n 1−ξt−2ξ β −5ξ λ 2 · log n < O exp −C 0 · n 1−ξt−2ξ β −5ξ λ 3 · log n .
By Lemma 8, we also have
Therefore, for any threshold parameter γ n satisfying that n 1−ξ β −ξ λ √ log n · p = o(γ n ) and γ n = o n 1−ξ β −ξ λ p ,
Consequently, if we determine the final model applying such a threshold parameter, we have P (T D ⊂ S γn ) ≥ 1 − O exp −C · n 1−ξt−2ξ β −5ξ λ log n .
Proof of Theorem 2. Taking the same C 0 as defined in Theorem 1, by Lemma 7, we know that there exists some c 5 > 0 such that
According to Lemma 8, we also have P max j ∈T D e T j W (W T W ) −1 Q T C ǫ > c 6 · n 1−ξ β −ξ λ √ log n · p < O p d · exp −C 0 n 1−2ξ β −4ξ λ log n .
Let γ n be a threshold parameter follows the same assumption in Theorem 1. Under the assumption that log p = o n 1−ξt−2ξ β −5ξ λ log n ,
where C = C 0 /3 as defined in Theorem 1. Combining with Theorem 1, we have P max
Therefore, if we choose the model with size d n ≥ c t n ξt ≥ t c , we have P (T D ⊂ S dn ) ≥ 1 − O exp −C · n 1−ξt−2ξ β −5ξ λ log n .
