Let F be a fully nonlinear second-order partial differential subequation of degenerate elliptic type on a manifold X. We study the question: Which closed subsets E ⊂ X have the property that every F -subharmonic function (subsolution) on X − E, which is locally bounded across E, extends to an F -subharmonic function on X. We also study the related question for F -harmonic functions (solutions) which are continuous across E. Main results assert that if there exists a convex cone subequation M such that F +M ⊂ F , then any closed set E which is M -polar has these properties. M -polar means that E = {ψ = −∞} where ψ is M -subharmonic on X and smooth outside of E. Many examples and generalizations are given. These include removable singularity results for all branches of the complex and quaternionic Monge-Ampère equations, and a general removable singularity result for the harmonics of geometrically defined subequations.
Introduction
Some Historical Background. Removable singularity results for solutions to linear partial differential equations have a long history with a cornucopia of results. The general set-up involves two things: first a closed subset E of a manifold X which, since most results are local, might as well be an open subset of R n , and second, a solution u of the PDE in the complement X − E. The conclusion is generally the same, namely, that u extends to a solution on X. However, two different types of hypotheses are required, one on the "growth" of u across E, and the other on the "size" of the exceptional set E.
The first classical result of this kind was the Riemann Removable Singularity Theorem for holomorphic functions on the punctured disk satisfying f (z) = o(|z| −1 ). In 1956 Bochner generalized Riemann's result to solutions of linear PDE's which satisfy the "growth hypothesis" f (x) = o(dist(x, E) −q ). The remarkable thing about Bochner's removable singularity theorem is that the only information needed about the differential equation is its order m. The "size" hypothesis on E is that in dimension n − m − q the set E should be (in some sense) locally finite. The majority of removable singularity results are of this kind -only depending on the order m of the equation. (See [15] , [16] for more detailed results.)
The main exception is where the "growth" assumption on u states that u is locally bounded across E. If E = {0} in R 2 , then the harmonic functions extend, while the fundamental solution for the wave equation, namely the characteristic function of the forward light cone, does not extend, even though it is bounded. In the harmonic case, capacity zero is the right notion of "size" for E, giving a necessary and sufficient condition for removability.
The purpose of this paper is to prove removable singularity results for fully non-linear secondorder equations which are "elliptic" but can be very degenerate. We begin with a removable singularity result of a very general nature for subharmonics (or subsolutions) which are locally bounded across the singular set E. This theorem is then applied to yield the appropriate result, again of a very general nature, for the harmonics (or viscosity solutions). These results are then applied -worked out and generalized -in a number of special cases, including all the branches of the complex and quaternionic Monge-Ampère equations, and also all the geometrically defined subequations.
We also obtain extension results across closed sets of locally finite Hausdorff k-measure for computable values of k. Here again there are many interesting applications.
The central concept here is that of a subequation F (see Section 2) which is M -monotone for some convex cone subequation M , that is, F + M = F point-wise on X. A subset E ⊂ X is called C ∞ M -polar if E = {ψ = −∞} for an M -subharmonic function ψ which is smooth in X − E. The first main result is the following. THEOREM 6.1. Suppose F is a subequation on X which is M -monotone. If E ⊂ X is a closed subset which is locally C ∞ M -polar, then E is removable for F -subharmonic functions which are locally bounded above across E.
This gives the corresponding result for F -harmonics. These are functions u such that u is a subsolution (subharmonic) for F and −u is a subsolution for the dual subequation F (see (7.1) ). THEOREM 7.1. Suppose F is a subequation which is M -monotone and E is a closed set with no interior, which is locally C ∞ M -polar. Then for u ∈ C(X),
u is F -harmonic on X − E ⇒ u is F -harmonic on X.
These two theorems have a number of applications, explored in Sections 8-11. Note that when M is a convex cone subequation, one has M + M ⊂ M and M + M ⊂ M . Applying Theorem 6.1 with F = M should be viewed as a weak result. In general there are plenty of removable sets for M -subharmonics which are not M -polar (See Section 12). However, applying Theorem 6.1 with F = M is a much better result since M ⊃ M is much larger than M and highly non-convex. See Remark 7.2 and Corollary 7. 3 A basic and illuminating case is that of classical plurisubharmonic functions in C n . Here M is the convex cone subequation P C defined by requiring that the complex hermitian hessian (D 2 u) C to be ≥ 0. The P C -polar sets are the classical pluripolar sets, and the theorems above apply to prove new removable singularity results for all branches of the complex Monge-Ampère equation (Theorem 8.1). Even the extension result for P C -harmonic (maximal) functions is new. These are plurisubharmonic functions u with det C (D 2 u) C = 0 in the viscosity sense. Incidentally, in this theorem, E can be any pluripolar set, not just a C ∞ P C -polar set. Another important case involves the p-plurisubharmonic functions, which are discussed in Sections 9, 10 and 11. When p is an integer, these are the functions which become classically subharmonic when restricted to minimal p-dimensional submanifolds. They are studied extensively in [11] . The corresponding convex cone subequation P p is a monotonicity cone for a large collection of interesting subequations and their duals (see Section 11) . For appropriate integers p these include the Lagrangian and Special Lagrangian subequations in C n , the associative and coassociative subequations in R 7 , the Cayley subequations in R 8 , and their analogues on riemannian manifolds (see [7] ). The cases where p is not an integer also have important applications, and lead to the concept of Riesz characteristics, discussed below.
The P p -polar sets are studied in Section 10 using Riesz potentials, and the following is proved.
Theorem 10.5. Any closed subset E ⊂ R n with locally finite Hausdorff (p − 2)-measure, is locally C ∞ P p -polar. More generally, any closed subset E ⊂ R n with p − 2 capacity zero is locally C ∞ P p -polar. Therefore, if a subequation F is P p -monotone, then any such set is removable for F -subharmonics and F -harmonics, as in the theorems above.
Any subequation F = P(G l ) which is defined geometrically by a closed subset G l ⊂ G(p, R n ) of the Grassmannian of p-planes (see (11.1) ) is P p -monotone and the theorem applies. It gives extension theorems for G l -harmonics and G l -plurisubharmonics, and dually G l -plurisubharmonics. This includes the specific geometric cases cited above. For example, for Lagrangian or Special Lagrangian subequations in C n closed sets of locally finite Hausdorff n − 2-measure are removable. More generally let F ⊂ Sym 2 (R n ) be a pure second-order subequation with monotonicity cone M . If P p ⊂ M , then F is P p -monotone, and Theorem 10.5 applies. This leads to the question of determining the largest P p ⊂ M . An easily computable invariant, called the Riesz characteristic p M of M , provides the answer (see Definition 11.5 and Lemma 11.3).
Theorem 10.5 then gives the following (cf. Theorem 11.6). A large set of interesting subequations to which these results apply is the family defined by homogeneous polynomials P on Sym 2 (R n ) which are Gårding hyperbolic with respect to the identity (cf. [8] , [3] ). Here the convex cone subequation M corresponds to the Gårding cone, and each branch of the equation P (D 2 u) = 0 is M -monotone. A specific example is given by
where σ k denotes the k th elementary symmetric function of the eigenvalues λ 1 , ..., λ n of D 2 u. The Gårding cone is M = {A : σ 1 (A) ≥ 0, ..., σ k (A) ≥ 0}, and the Riesz characteristic is computed to be p M = n k .
Other interesting Gårding polynomials are discussed in Section 11. One is the p th MongeAmpère polynomial, which for integer p is given by M p (A) = (λ i 1 (A) + · · · λ i p (A)). Others are related to uniformly elliptic cones.
Note (Uniform ellipticity). There are many natural cones, which when they are monotonicity cones for a subequation F , imply that F is uniformly elliptic. One family of such cones is P(δ) = {A : λ i (A) + δtrA ≥ 0}. Another is the family of Pucci cones P λ,Λ defined in Section 11, Ex. 2. P λ,Λ -monotonicity corresponds to standard (λ, Λ)-uniform ellipticity. For P(δ) the Riesz characteristic is (1 + δn)/(1 + δ), and for P λ,Λ the Riesz characteristic is p λ,Λ = λ Λ (n − 1) + 1. Thus as the uniform ellipticity constant increases, the Hausdorff dimension of the removable sets increases. However, we point out that the main thrust of this paper is to establish removable singularity results for equations which are not uniformly elliptic.
After circulating an early version of this paper, we received an article [1] by Amendola, Galise and Vitolo which, in the language above, studied uniformly elliptic equations of Riesz characteristic p λ,Λ ≥ 2 (see condition (1.1) in [1] ). The authors proved the extendability of the maximum principle and comparison, and also the removability of singularities across sets of (p λ,Λ − 2)-capacity zero. In particular, they established Theorem A above in the (λ, Λ)-uniformly elliptic case.
Removable singularity theorems have also been established for certain uniformly elliptic equations by Labutin (see [17] , [18] , [19] and references therein.)
For convex cone subequations M themselves, a wide variety of strong removability results are obtained rather easily from the linear case using the Strong Bellman Principle [14] , provided that M is second-order complete. Some of these results are discussed in Section 12. None of them depend on the rest of the paper. One result is that every closed set E of locally finite Hausdorff codimension-2 measure is removable for M -subharmonic functions which are locally bounded above across E. Several other removable singularity results, which entail various combinations of "growth" and "size", are also given in Section 12.
Results in this paper were inspired by work of Caffarelli, Li and Nirenberg [2] . In Appendix A we present an alternate proof of one of their results.
Subequations and Subharmonic Functions.
By a subequation on a manifold X we mean a closed subset of the 2-jet bundle of X, (locally, a closed subset of X × R × R n × Sym 2 (R n ) with X open ⊂ R n ) with non-empty fibres over X satisfying the primary condition
where P = {(x, 0, 0, A) : x ∈ X and A ≥ 0}. (Intrinsically, P is is the set whose fibre at x consists of 2-jets of functions with minimum value 0 at x.) In [7, § §2 and 3] a subequation is assumed to satisfy further conditions including a mild topological regularity which is important for discussing the dual subequation F (see Section 7). If each fibre F x of F is a convex cone with vertex at the origin in R × R n × Sym 2 (R n ), then F is called a convex cone subequation.
Let USC(X) denote the space of upper semi-continuous [−∞, ∞)-valued functions u on X. Often u is not allowed to be ≡ −∞ on any connected component of X. By a (viscosity) test function for u ∈ USC(X) at a point x we mean a C 2 -function ϕ defined near x such that u − ϕ has local maximum value 0 at x. Definition 2.1. A function u ∈ USC(X) is F -subharmonic on X if for each x ∈ X and each test function ϕ for u at x, we have
There is an elementary potential theory for F (X), the set of F -subharmonic functions on X, as described for in [7, Thm. 2.6] . The purpose of this note is to add a removable singularity theorem to this "potential theory".
3. Removable Sets.
We consider closed subsets E of X, and we restrict attention to upper semi-continuous functions u on X − E which are locally bounded above at points of E. Each such function u has a canonical upper semi-continuous extension U across E to all of X defined as follows.
When IntE = ∅, extend this by setting U (x) ≡ −∞ on IntE. It is easy to see that U is the upper semi-continuous regularization of the function v, which is defined to be u on X − E and −∞ on E. (This fact will be used in Section 6.) Definition 3.2. A closed set E is removable for F -subharmonic functions locally bounded above across E if for each function u which is F -subharmonic on X − E and is bounded above in a neighborhood of each point of E, the canonical extension U is F -subharmonic on X.
The most elementary removable singularity result can be stated as follows.
Proposition 3.3. If U ∈ USC(X) and U has no test functions at points
4. Monotonicity Subequations.
Given a subequation F on X, a monotonicity subequation for F is a convex cone subequation M on X satisfying
In this case we say the subequation F is M -monotone. It follows easily from the definition of subharmonicity that:
5. Polar Sets for a Subequation.
For the purposes of dealing with removable singularities it is convenient to limit attention to a restricted class of "polar sets" for a subequation.
A function ψ ∈ USC(X) will be referred to as a polar function for a closed set E if E = {x ∈ X : ψ(x) = −∞}. If in addition ψ is smooth on the complement of E, it is called a smooth polar function for E. Definition 5.1. A closed subset E ⊂ X is called C ∞ F -polar if it admits a smooth polar function which is F -subharmonic on X.
In the following discussion this concept will only be utilized when F is a convex cone subequation such as the M above.
6. Polar Sets are Removable. This is a classical result for the euclidean Laplacian. Moreover, the classical proof extends quite easily to the following very general case. Let M be a convex cone subequation.
then E is removable for F -subharmonic functions which are locally bounded above across E.
Proof. Given u ∈ F (X −E) we must show that U ∈ F (X). Let ψ denote a smooth M -subharmonic polar function for E. As noted above in (4.1), each U + ǫψ is F -subharmonic on X − E. Since (U + ǫψ)(x) = −∞ at each point x ∈ E, U + ǫψ cannot have a test function at such a point x. This proves that for each ǫ > 0, U + ǫψ ∈ F (X). Now the set {ψ < 0} is an open set containing E, and so we can assume that X = {ψ < 0}, i.e., ψ < 0 on X.
By the "families bounded above property" for F -subharmonic functions ([7, Thm. 2.6 (E)]), the upper semi-continuous regularization of the upper envelope v of the family {U + ǫψ} is Fsubharmonic on X. This upper envelope v is given by
since E is exactly the −∞ set of ψ. Finally, as noted in section 3, v has upper semi-continuous regularization U .
Harmonic Functions
Given a subequation F recall the dual subequation
(see [5] , [7] ). Here a mild topological condition (T) on the set F is required [7, 3.2] . A function u is F -harmonic on X if u ∈ F (X) and −u ∈ F (X). For smooth functions u this means that
subequation which is M -monotone and E is a closed set with no interior, which is locally
Proof. Corollary 3.5 in [7] states that
for any subset M of the 2-jet bundle. Theorem 6.1 applies to the F -subharmonic function u on X − E proving that the canonical extension U defined by (3.1) is F -subharmonic on X. Similarly, the F -subharmonic function v = −u on X − E has canonical extension V which is F -subharmonic on X. By continuity of u on X and the fact that IntE = ∅, the canonical extensions −U and V agree, proving that U is F -harmonic on X.
Remark 7.2. Note that for a convex cone subequation M the dual subequation M is much larger than M . This is because 0 ∈ M and M is M -monotone. The special case of Theorem 6.1, stating that M -polar sets are removable for M -subharmonics, should be considered a weak result. In general there are plenty of removable sets for M -subharmonics which are not M -polar (See Section 12). By contrast, that M -polar sets are removable for M -subharmonics (Theorem 6.1) and for M -harmonics (Theorem 7.1) constitute much better results, which are stated as follows.
Corollary 7.3. Suppose that M is a convex cone subequation and E is a closed set which is locally
Then E is removable for M -subharmonic functions which are locally bounded above across E. Moreover, if E has no interior and u ∈ C(X), then 
Note that this example is self-dual, i.e., F = F (if p ≥ 1) and a convex cone subequation. It is now easy to see that the removable singularities result Theorem 6.1 must apply to general functions u ∈ USC(Y − E) yielding U ∈ USC(Y ), while the hypothesis in Theorem 7.1, in addition to u ∈ C(Y − E) must include enough information to conclude that U ∈ C(Y ).
Consider, for example, u(y) = sin(1/|y|) with E = {y = 0}. This function is F -harmonic on R n − E and bounded across E but cannot be extended to an F -harmonic function on R n . It is also easy to see that for this convex cone subequation, the hypothesis "IntE = ∅" occuring in the second half of Corollary 7.3 cannot be dropped. If M is such a subequation (see Section 12), the M -subharmonic functions are also L-subharmonic for a linear equation L with positive definite second-order part. This is enough to ensure that such a function is locally Lebesgue integrable. In particular, this excludes the possibility of a closed set E, which admits a smooth M -polar function, having any interior. Hence, in this case the hypothesis IntE = ∅ can be dropped in Theorem 7.1 and Corollary 7.3.
Here is a situation where the hypothesis of continuity on u in Theorem 7.1 can be weakened to local boundedness. THEOREM 7.6. Let F be a subequation on X which is M -monotone. Let E ⊂ X be a compact M -polar set with no interior. Suppose that E ⊂ Ω open ⊂⊂ X where the Dirichlet problem for F -harmonic functions on Ω is uniquely solvable for all continuous boundary functions. Then if u ∈ USC(Ω − E) is F -harmonic on Ω − E and locally bounded across E, then u extends to an F -harmonic function on Ω.
Proof. Let U = u * be the upper semi-continuous regularization of u on Ω. Let −V = (−u) * = −u * be the upper semi-continuous regularization of −u on Ω. Then V ≤ U , and by Theorem 7.1 we have that U is F -subharmonic on Ω and V is F -subharmonic on Ω.
Let u be the unique F -harmonic extension of u ∂Ω to Ω. Then since u and − u are obtained by the Perron process, we have U ≤ u and −V ≤ − u. Hence, u ≤ V ≤ U ≤ u.
Classical Plurisubharmonic Functions.
The classical case is that of plurisubharmonic functions and pluripolar sets in C n . Note that in our parlance the plurisubharmonic functions are defined by the constant coefficient, pure second-order subequation
where A C denotes the hermitian symmetric component of A.
x ϕ ∈ P C for each test function ϕ for u at points x ∈ X. Pluripolar sets are classically defined simply as subsets of −∞ level sets of plurisubharmonic functions (not allowed to be identically −∞ on any component of X). The pluripolar sets are very well understood. However, even in this case we have a new result (see Example 8.2 below) for solutions to the classical homogeneous Monge-Ampère equation. These are the "maximal" or P C -harmonic functions. Fix an open set X ⊂ C n and consider the homogeneous complex Monge-Ampère equation
Corresponding to this equation there are n distinct, pure second-order subequations, or "branches", defined using the ordered eigenvalues
Note that λ 1 (A C ) ≥ 0 is the requirement that A C ≥ 0 so that P C is the first, or smallest branch Λ branch P C is the complex analogue of the subequation P whose subharmonics are the subaffine functions introduced in [5] . In fact, the P C -subharmonics are characterized as being "sub" the real parts of holomorphic functions on C n .) One can easily show that P C is a monotonicity cone for each subequation Λ C k . As noted in Remark 7.5, plursubharmonic functions are locally Lebesgue integrable. Thus, pluripolar sets have measure zero and hence no interior.
As a special case we obtain the new result for "maximal" functions on C n .
Example 8.2. (k=1)
contained in {ψ = −∞} (locally) where ψ plurisubharmonic on X and smooth outside {ψ = −∞}, and where {ψ = −∞} closed, then we can simply replace E by {ψ = −∞} and apply Theorems 6.1 and 7.1. However, for the more general assertion of Theorem 8.1 we proceed as follows.
Suppose that locally we have a plurisubharmonic function ψ with E ⊂ {ψ = −∞} (but ψ may not be smooth outside {ψ = −∞}). The proof of Theorem 6.1 is valid if we can show that 
p-Plurisubharmonic Functions and p-Monotonicity.
This is our second example, and again the roots are classical. Fix p with 1 ≤ p ≤ n. First we consider the case where p is an integer. The convex cone subequation P p ≡ P(G(p, R n )) is defined in [5] by
Here G(p, R n ) denotes the grassmannian of p-dimensional subspaces of R n and tr W A denotes the trace of the quadratic form A restricted to W . Perhaps the simplest definition of A ∈ P p is given by requiring
where
A function u ∈ USC(X) on an open set X ⊂ R n is said to be p-plurisubharmonic on X if for each point x ∈ X and each test function ϕ for u at x, we have
The dual subequation P p can be defined by
Subharmonic functions for the dual subequation P p will be referred to as dually p-plurisubharmonic functions. Function which are P p -harmonic, will be referred to simply as p-harmonic functions.
The terminology p-plurisubharmonic is justified by the Restriction Theorem 7.3 in [9] which says that u ∈ USC(X) is p-plurisubharmonic if and only if the restriction of u to each affine pplane (or more generally to each connected minimal p-dimensional submanifold) is subharmonic (or ≡ −∞) for the classical Laplacian (Laplace-Beltrami operator) on that p-plane.
The notion of p-plurisubharmonicity extends to any real number p with 1 ≤ p ≤ n, using the ordered eigenvalues as follows. Letp = [p] denote the greatest integer in p.
Definition 9.1. For A ∈ Sym 2 (R n ) we say that
To see that P p is a convex cone, one shows that P p is the polar of the set of symmetric forms P e 1 + · · · + P ep + (p −p)P ep +1 where e 1 , ..., e n are orthonormal. Here P e denotes orthogonal projection onto the line through e.
If E is a subset of {u = −∞} where u ∈ P p (X) (and u is not identically −∞ on any component of X), then E is said to be p-pluripolar. Note that since u ∈ P p (X) implies that ∆u ≥ 0, the p-pluripolar sets can not have interior. Theorems 6.1 and 7.1 have the following as a special case.
THEOREM 9.2.
Suppose that E is a closed p-pluripolar set in X and F ⊂ Sym 2 (R n ) is any pure second order, constant coefficient subequation which is P p -monotone.
(1) Then E is removable for F -subharmonic functions which are locally bounded above across E. In particular, dually p-plurisubharmonic functions on X − E extend to dually pplurisubharmonic functions on X if they are locally bounded above.
(2) If u ∈ C(X) is F -harmonic on X −E, then u is F -harmonic on X. In particular, continuous functions on X which are p-harmonic on X − E are p-harmonic on X.
Since we have not assumed ψ to be smooth outside {ψ = −∞}, the proof of Theorem 9.2 requires an extra step which is exactly like the one given in the proof of Theorem 8.1 above, and hence is omitted.
The case p = 1 is special. The 1-plurisubharmonic functions are just the convex functions. Note that 1-polar sets do not exist.
Before describing lots of examples of subequations F which are P p -monotone in Section 11, we present some sufficient conditions for a set E to be p-pluripolar in the next section.
P -Pluripolar Sets and Riesz Potentials.
The p th Riesz kernel/function K p is defined (modulo a positive normalization) by
They are fundamental for the subequation P p .
Proposition 10.2. The Riesz kernel K p is p-harmonic on R
n − {0} and p-plurisubharmonic on R n .
Proof. For x = 0 set e = x/|x|. The functions K p have second derivatives D 2 x K p given (modulo a positive constant multiple) by the single formula
This easily implies that K p is p-harmonic on R n − {0}. The function K p has no test functions at x = 0, which proves that K p is p-plurisubharmonic on all of R n .
Taking convex combinations of K p (x−y) via convolution yields a general class of p-plurisubharmonic functions on R n . Proof. Replacing K p by K α p , the maximum of K p and −α, one obtains continuous functions u α ≡ K α p * µ which decrease down, as α → ∞, to the point-wise defined function u = K p * µ. Hence u is upper semi-continuous. For integer p its restriction to each affine p-plane W is an (infinite) convex combination of ∆ W -subharmonic functions, and as such is ∆ W -subharmonic. The proof for general p is left to the reader.
There is an extensive literature on Riesz potentials (see Landkof [20] ). A compact set E ⊂ R n is said to be K p -polar if it is contained in the −∞ set of some Riesz potential u = K p * µ. In fact µ can be chosen so that suppµ = E and {K p * µ = −∞} = E (see Section 1, Chapter III in [20] ). Hence the Riesz potential is smooth in the complement of E. There is also a well defined notion of the K p -capacity of E -commonly called the p − 2 capacity. Both of the facts:
E has finite Hausdorff (p − 2) measure ⇒ the K p capacity of E is zero, (10.5) are classical (see Sections 1 and 4 of Chapter III in [20] ). Putting all this together with Proposition 10.3 we have the following.
Proposition 10.4. Suppose E is a compact subset of R n . Then:
Further combining with Theorem 9.2 yields the following main result.
is a P p -monotone subequation, and E is a closed subset of X ⊂ R n . If E has locally finite Hausdorff (p − 2)-measure, or, more generally, if E has p − 2 capacity zero, then E is removable for F -subharmonics and F -harmonics as described in parts (1) and (2) 11. Subequations which are P p -Monotone.
The previous two Theorems 9.2 and 10.5 require that the subequation F be P p -monotone. Typically F comes equipped with a natural monotonicity cone M . The purpose of this section is to characterize when P p ⊂ M , which ensures that F is P p -monotone.
Geometric Subequations.
First we illustrate with a few examples, starting with a large class -the geometric subequations M ≡ P(G l ) defined by fixing a closed subset G l ⊂ G(p, R n )) and setting
This means that P(G l ) and its dual P(G l ) are P p -monotone, and that Theorems 9.2 and 10.5 apply to P(G l ). These convex cone subequations have been studied in [5] and [6] , and in the more general riemannian setting in [7] . Here it is convenient to replace the term P(G l )-subharmonic by G l -plurisubharmonic , and the term P(G l )-polar by G l -pluripolar.
For an example, consider R 2n = C n and let G l ⊂ G(2, R 2n ) be the set of complex lines. Then P(G l ) is exactly the subequation P C discussed in Section 8. One also has G l = LAG ≡ {W ∈ G(n, R 2n ) : W is Lagrangian}. There is a Lagrangian equation of Monge-Ampère type with many branches, each of which is P(LAG)-monotone (see [5] ). By Proposition 10.4 any set of locally finite Hausdorff (n-2)-measure in R 2n is n-pluripolar and therefore LAG-pluripolar.
Another large class of examples comes from calibrations (see [5] ). Among the interesting examples are the special Lagrangian, associative, coassociative and Cayley calibrations. The theorems 9.2 and 10.5 apply to each case. For example, any set E ⊂ R 8 of locally finite Hausdorff 2-measure is Cayley pluripolar. It would be interesting to find polar sets of larger dimension than that given by Proposition 10.4 for these calibrations. Preliminary work indicates that they may not exist.
Remark 11.1. It should be noted however that since P(G l ) is a convex cone, the results of Section 12 apply to show that codimension-2 sets are removable for G l -plurisubharmonic functions which are locally bounded above (provided that G l involves all the variables). Consequently, the new parts of Theorem 9.2 and Theorem 10.5 are part (1) for F = P(G l ) (for dually G l -plurisubharmonic functions) and part (2) for G l -harmonics.
One can also consider quaternionic n-space R 4n = H n and define P H geometrically by the subset of quaternionic lines in G(4, R 4n ). However, P C,e 2 ⊂ P H for each of the complex structures defined on H n by left multiplication by a unit imaginary quaternion e. In particular, this implies that the pluripolar sets for each of these complex structures (e.g., the complex analytic hypersurfaces) are quaternionic polar. . For p fixed, the convex cone subequation P p naturally occurs as a monotonicity subequation for each of the following subequations. In fact, P p is the first, or smallest, branch of the family of subequations
whose eigenvalues are the p-fold sums of the eigenvalues of A ∈ Sym 2 (R n ). None of the other branches of M A p are convex, but (see [8] for the details) each branch of M A p is P p monotone.
(11.3)
Riesz Characteristics.
The following simple observation is the basis of this subsection. Suppose F ⊂ Sym 2 (R n ) is a subequation with monotonicity cone M . Then if P p is contained in M , P p is also a monotonicity cone for F and Theorems 9.2 and 10.5 apply.
Using a result from [11] , one can easily determine when P p ⊂ M for a given M .
Lemma 11.3. Suppose M is a convex cone subequation and 1 ≤ p ≤ n. Then
Proof. Since M satisfies positivity, we have that P ⊂ M and each P e is contained in M . Theorem A.1 in [11] states that the only extreme rays in P p , other than those through P e , are rays through I − pP e for unit vectors e.
Corollary 11.4. The statement that P p ⊂ M is equivalent to either of the following:
Proof. Use (10.2) and Proposition 10.3. Now the cones P p are nested, that is, for real numbers p < p ′ we have
The largest P p contained in M is determined by the following invariant of M which was introduced and studied in [14] .
Definition 11.5. The Riesz characteristic p M of M is defined to be p M ≡ sup{p : I − pP e ∈ M for all |e| = 1}.
Because of Lemma 11.3 the Theorems 9.2 and 10.5 can be recast in a more useful form using the Riesz characteristic p M of M . (1) Each u ∈ F (X−E) locally bounded above across E has a canonical extension to U ∈ F (X).
We conclude with several examples where this theorem applies.
Example 1. (The δ-Uniformly Elliptic Cone).
For each δ > 0 we define
Note that
This proves that
Example 2. (The Pucci Cone). For 0 < λ < Λ we define
where A = A + +A − is the decomposition into A + ≥ 0 and A − ≤ 0. Since I −pP e = P e ⊥ −(p−1)P e , we have that P λ,Λ has Riesz characteristic λ Λ (n − 1) + 1.
The condition that a subequation F be uniformly elliptic (in the standard sense) can be restated as "monotonicity" using either of the two cones P(δ) or P λ,Λ . That is, F is uniformly elliptic if and only if either F + P(δ) ⊂ F for some δ > 0, or
(See Section 4.5 in [12] for more details.) Example 3. (The k th Elementary Symmetric Cone). For k = 1, ..., n we define
where σ j (A) is the j th elementary symmetric function in the eigenvalues of A. One easily computes that F k has Riesz characteristic n k .
In all three of the examples above there is a polynomial equation on Sym 2 (R n ) which is Gårding hyperbolic with respect to the identity (see [8] ), and the cone M is the Gårding cone associated with this polynomial. The Gårding polynomial determines other natural subequations called branches which are M -monotone. Theorem 11.6 can be applied to a broad spectrum of nonlinear equations. Here are some cases related to the examples above. measure, then E is removable (as in the conclusion of Theorem 11.6) for each branch of the equation det(A + δ(trA)I) = 0.
In fact, this removable singularity result holds for the δ-elliptic regularization F (δ) ≡ {A ∈ Sym 2 (R n ) : A + δ(trA)I ∈ F } of any pure second-order subequation F , because F (δ) is always P(δ)-monotone. This follows from the general fact that if M is a monotonicity cone for F , then M (δ) is a monotonicity cone for F (δ). Note that with Λ = 1 + δ and λ = δ, the degree n polynomial det(A + δ(tr A)I) defining P(δ) (as its Gårding cone) is a factor of this polynomial p(A) defining P λ,Λ .
Example 3. If E has locally finite Hausdorff n k − 2 measure, then E is removable (as in the conclusion of theorem 11.6) for each branch of the equation σ k (A) = 0.
Removable Singularities for Convex Subequations.
The results of this section do not depend on Theorems 6.1 and 7.1. A Theorem stated in [4, p.132] , and again in [16, Thm. 1.2] , for classical plurisubharmonic functons u (the case where F = P C as in Section 8) contains four removable singularity results which entail different local growth hypotheses on u across E, namely: (c) E has locally finite Hausdorff 2n − 2 measure. (d) E has zero Hausdorff 2n − 2 measure. Parts (a) and (b) are due to the first author and Polking [15] , [16] , part (c) is due to Lelong [21] , and part (d) is due to Shiffman [22] .
Each of the first three results in this theorem has a straightforward generalization to subharmonics (but not harmonics) for any convex subequaton F which is second-order complete. A subequation F is convex if each fibre F x is convex. We define a subequation to be second-order complete if each non-empty fibre F x,r,p ⊂ Sym 2 (R n ) "depends on all the variables in R n ". This means that there does not exist a proper subspace W ⊂ R n and a subset
(When F x is convex, if one non-empty fibre F x,r,p ⊂ Sym 2 (R n ) depends on all the variables in R n , then so does every other non-empty fibre F x,r ′ ,p ′ .)
Throughout this section we make both of the above assumptions on F -convexity and secondorder completeness -in addition to the positivity condition (P) and the negativity condition (N) (see Definition 3.8 in [7] ).
and E has locally finite Hausdorff (n − 2q)-measure (
(c) If u is locally bounded above across E and E has Newtonian capacity zero, then the canonical extension U of u to X is F -subharmonic.
If E has locally finite Hausdorff (n − 2)-measure, then the capacity of E is zero and hence U ∈ F (X).
The fourth part (d) of the theorem in [4], namely:
If u is plurisubharmonic on X − E and E has Hausdorff (2n − 2)-measure zero, then u has a plurisubharmonic extension to X.
has a counterpart in p-geometry (see Sections 9 and 10 above.)
. Suppose u is p-plurisubharmonic on X − E and the Hausdorff (n − p)-measure of E is zero. Then u has a p-plurisubharmonic extension to X Proof. This is an immediate consequence of Part (c) of Theorem 12.1 and the fact that:
Under the hypotheses of Theorem 12.2, u is (automatically) locally bounded across E.
(12.1)
To see ( 12.1) pick a point in E which we can assume is the origin. As in Shiffman [22] we can construct a product of balls B × B ′ ⊂ R n with B a ball in R p such that E ∩ (∂B × B ′ ) = ∅ and the projection of E ∩ (B × B ′ ) on B ′ has measure zero. The maximum principle for u restricted to the good slices B × {y} ⊂ B × B ′ − E implies that
Discussion of the Proof of Theorem 12.1. The proof is by reduction to the linear case.
Step 1 This is Theorem 8.6 in [13] .
Step 2. Show that a viscosity (L, λ)-subharmonic function u belongs to L 1 loc ans satisfies Lu ≥ λ in the distributional sense.
Step 3. Prove the theorem in the linear distributional case. For solutions to Lu = λ, Part (a) is Theorem 4.4 in [15] while part (b) is Theorem 4.1(a) in [15] . For proving part (a) the modifications required to treat Lu ≥ λ are described on pages 705-706 in [16] , while for part (b) the modifications for Lu ≥ λ, as described on pages 132-133 in [4] , go as follows.
Pick ψ smooth and compactly supported in X with ψ ≥ 0. For convenience assume ψ = 1. One must show that (Lu)(ψ) ≥ λψ for all such ψ. Choose ϕ ǫ as in Lemma 3.2 in [15] . Now (Lu)(ψ) = (Lu)((1 − ϕ ǫ )ψ) + (Lu)(ϕ ǫ ψ). The estimate on the derivatives of ϕ ǫ provided by Lemma 3.2 in [15] show that L t (ϕ ǫ ψ) converges to zero in L q , and hence by Holder's inequality that (Lu)(ϕ ǫ ψ) converges to zero. Meanwhile, (Lu)
Perhaps it is worth noting that neither of the conditions L elliptic (a(x) > 0) or c(x) ≥ 0 was used to conclude that Lu ≥ λ across E in the distributional sense. In fact, the only thing used about L was that it has order 2.
Part (c) in the linear distributional case is classical. If E has Newtonian capacity zero, then E is L-polar. Therefore our Theorem 6.1 applies with F defined by Lu ≥ λ and M = L. Of course our proof is just the classical proof of the removability of E for F -subharmonic functions.
Step 4. Show that distributional solutions u to Lu ≥ λ (they belong to L u (The important point here is that U is independent of the operator L), and that U is (L, λ)-subharmonic in the viscosity sense. (See the Appendix in [10] and Section 9 in [13] .)
Step 5. Use (12.2), this time in the reverse direction, to conclude that U is F -subharmonic on X.
Appendix A. A Removable Singularity Theorem of Caffarelli, Li and Nirenberg
The classical "u + ǫψ-technique", that we have used to prove Theorem 6.1, naturally lends itself to prove a recent result of Caffarelli, Li and Nirenberg [2, Thm.
THEOREM A.1. (Caffarelli, Li and Nirenberg). Suppose E is a closed submanifold of an open set X in R n , and that F is a general subequation on X. Consider a function u ∈ F (X − E) which is locally bounded above across E. Let U ∈ USC(X) be the canonical upper semi-continuous extension of u to X. If for all ǫ > 0 sufficiently small U + ǫd E has no test functions at points of E, (A.1) then U is F -subharmonic on X.
In [2] a function U ∈ USC(X) satisfying (A.1) is said to be upper conical on E.
Proof. Note that U + ǫd E decreases to U as ǫ ց 0. Therefore, by the Decreasing Limit Property" (see, for example, Theorem 2.6 in [7] ), if each U + ǫd E is G-subharmonic on X for some fixed subequation G, then U is also G-subharmonic on X. Now for each c > 0 take G to be the enlargement F c of our subequation F defined by since the assertion: U ∈ F c (X) ∀ c > 0 ⇒ U ∈ F (X) is a trivial consequence of the definition of subharmonicity. This uses the fact that F = c>0 F c which follows from positivity (P) and negativity (N) for F .
By the hypothesis (A.1) and the trivial Proposition 3.3 it will suffice to prove U + ǫd E ∈ F c (X − E) for all ǫ sufficiently small. (A.3)
′
In fact, since the result is local, we may replace the submanifold E by the interior of a small compact subset of E and replace X by a thin normal neighborhood of E. Given a point x / ∈ E but near E, there exists a unique line segment from a point x 0 ∈ E to x, of length δ = d E (x). We write x = x 0 + δν. Let B denote the normal disk to E of radius δ at x 0 . The tangent space at x splits as
Let II E x denote the second fundamental form of E in the normal direction ν, translated along the line segment from x 0 to x and acting as a quadratic form on T x (B) ⊥ . Let P W ∈ Sym 2 (R n ) denote orthogonal projection onto a subspace W . By direct computation the 2-jet of d E is given by:
(A.4)
We can assume that d E (x) < 1 for all x ∈ X. Note that |D x d E | = 1. Finally, D 2
x d E ≥ −κI where κ = sup |κ(ν ′ )| taken over all principal curvatures of all normal directions to E (which is finite by our pre-compactness assumption). Thus with C ≡ max{1, κ} we have
that is, d E is S C -subharmonic on X − E. It follows directly from Definition 2.1, first, that ǫd E is S ǫC -subharmonic on X − E, and second, since d E is smooth, that U + ǫd E is F ǫC -subharmonic on X − E. This proves (A.3) ′ if ǫ < 1 since F ǫC (X − E) ⊂ F C (X − E) for 0 < ǫ < 1.
Remark 1.2 in [2] can be used to replace the hypothesis (A.1) on U + ǫd E with a hypothesis on U itself. The only way the hypothesis (A.1) on U + ǫd E can fail to be true atx ∈ E is for U to have a very large 2-jet atx. 
Thus any condition which limits the size of the 2-jet of U atx enough to violate the "large" condition (L) will imply the hypothesis (A.1). For example when E is a point, it is an easy calculation to see that J
Thus if (A.1) fails when E = {x}, then
where p is the first derivative of a test function for U + ǫ|x −x| atx.
Corollary A.2. Suppose u ∈ F (X − {x}) with u bounded above acrossx. Then the extension U ∈ USC(X) of u, given by defining U (x) = lim x→x u(x), is F -subharmonic on X, unless the reduced upper 2-jet of U atx contains B ǫ (p) × Sym 2 (R n ) for some p ∈ R n and ǫ > 0.
