Abstract: For the non-Gaussian nonlinear stochastic distribution control system using Takagi-Sugeno fuzzy model, the nonlinear dynamic system is converted to a linear system. A fault diagnosis algorithm using RBF neural network and a sliding mode fault tolerant control algorithm is presented. A new adaptive fault diagnosis algorithm is adopted to diagnose the gradual fault that occurred in the system, and the stability of the observation error system is proved. Differential evolution (DE) algorithm is used to optimise the central vector and width vector of RBF neural network. The sliding mode control algorithm is used to reconfigure the controller, based on the fault estimation information. The post-fault probability density function (PDF) can still track the given distribution. Finally, simulation results show the effectiveness of the proposed fault diagnosis and fault tolerant control algorithm.
Introduction
The research of fault diagnosis and fault tolerant control is one of the most active researches now (Takrouni et al., 2016; Zhang et al., 2015; Yao et al., 2013) . But the research mainly concentrates on the research of deterministic systems. However, various stochastic signals exist in practical systems such as sensor noise, stochastic input or the stochastic change of system parameters, etc. In order to guarantee the reliability and security of practical systems, it is very important to do the research of fault diagnosis and fault tolerant control of stochastic systems. Most research of fault diagnosis and fault tolerant control of stochastic systems is based on the assumption that fault, random input, and external disturbance obey Gaussian distribution (Patton et al., 1989; Basseville and Nikiforov, 2002; Yang et al., 2009; Li and Tao, 2009 ). However, in practical applications, the random variable does not always obey Gaussian distribution. Furthermore, in many practical systems, the probability density functions (PDFs) of process variables are required to be controlled, for example, controlling pulp uniformity in the process of paper manufacturing, controlling the high polymer polymerisation and controlling the flame distribution.
With the development and improvement of science and technology, the information that is measured and monitored in the industrial production process includes not only the output information but also the statistics information and the PDF of the system output. Based on these technologies, Wang (2000) proposed the stochastic distribution control (SDC) theory in which the system output is the PDF of the system output. Almost 20 years research, the SDC theory is developed systematically (Wang, 1999 (Wang, , 2001 Wang and Yue, 2003; Wang et al., 2001; Zhou et al., 2014; Yao et al., 2006) . In Wang and Wang (2004) , the control algorithm is formulated by using the concept of entropy to design the appropriate control input, in order to minimise the entropy of the closed loop system. In Afshar et al. (2010) , multiple objective optimisation is proposed, which uses the idea of iterative learning and the method of adaptive minimum entropy, in order to optimise the multiple objective function. In the discrete non-Gaussian stochastic distribution system, the centre and width vectors of the RBF neural network are adjusted dynamically between two batches. Thus, the accuracy of the PDF approximation error is improved and the controller has robustness (Yao et al., 2012) . In Afshar et al. (2007) , the RBF neural network is used to approximate the output PDF of the system. Using the iterative learning method, the control time is divided into several batches. In two batches, the P type regulation law is used to adjust the centre vector and the width of the RBF neural network and the D type regulation law is used to adjust the parameter of the Youla controller.
With the development of these control theories, fault diagnosis and fault tolerant control of SDC systems gradually drew the attentions of researchers. In Yao et al. (2013) , using the characteristics of neural network that can approximate any nonlinear function, a gradual fault is considered. By adjusting the weights, centre vector and width vector of the RBF neural network, the fault is diagnosed. The PI fault tolerant controller is designed, leading to desirable fault tolerant control result. In Yao and Peng (2014) , considering the time delay factor, using the characteristics of neural network that can approximate any nonlinear function, a gradual-changing fault is considered. The fault is diagnosed by using the RBF neural network. PI fault tolerant controller is designed and the desired result of the fault tolerant control is obtained. In Yao et al. (2015) , an iterative learning observer (ILO) is designed for fault estimation. The concept of entropy is introduced to fault tolerant control of the non-Gaussian stochastic distribution system when the target PDF is not known in advance. Based on the estimated fault information, the controller is reconfigured by minimising the performance function with regard to the entropy subjected to mean constraint.
In this paper, the system dynamic part of the SDC system is modelled by introducing T-S fuzzy model and the nonlinear dynamic identification problem is solved successfully. A new fault diagnosis method which is used by RBF neural network is proposed. With the optimisation of the RBF neural network, the accuracy of fault estimation is better. Using the fault estimation information, a fault-tolerant controller is constructed using the sliding mode control strategy, which makes the post-fault PDF still track the given distribution. At last, a simulation example is given to illustrate the effectiveness of the fault diagnosis and fault tolerant control algorithm.
The rest of this paper is organised as follows. Section 2 presents the model description. In Section 3, a new fault diagnosis algorithm for gradual-changing fault is proposed. Section 4 gives the design process of fault tolerant control using sliding mode control. Simulation results of fault diagnosis and fault tolerant control are presented in Section 5, followed by some concluding remarks in Section 6.
Model description
In this paper, the linear B-spline is adopted to approximate the PDF γ (y, u(t) ) of the system output. Denote that φ 1 (y), φ 2 (y), , …, φ n (y) are n selected B-spline basis functions, ω 1 (t), ω 2 (t), …, ω n-1 (t) are the corresponding weights, and that
Notice that γ (y, u(t) ) is a PDF. The integral of the PDF on the interval [a, b] is 1. Consequently, the following equality holds. 
where [ ]
The T-S fuzzy model is described by fuzzy IF-THEN rules, which represent local linear input-output relationship of the nonlinear dynamic system. The i th rule of the T-S fuzzy model is shown as follows. Rule i: If ξ 1 (t) is μ i1 and … and ξ s is μ is , then ( )
where x(t) is the state vector, u(t) is the control input vector, f (x, u, t) is the fault vector, V(t) is the output weight vector, A i (i = 1, 2, …, q), B and D are system parameter matrices. ξ j (t) (j = 1, 2, …, s) are the premise variables. q is the number of IF-THEN rules and s is the number of premise variables.
The overall fuzzy model achieved by fuzzy blending of each individual plant rule (local model) is given as follows:
) is the grade of the membership function. The following two inequalities hold for any time t.
( ) ( )
where B is a matrix with full column rank. The pair (A i , B)(i = 1, 2, …, q) is controllable.
Fault diagnosis
The fault diagnosis needs to be carried out in order to estimate the size of the fault. It is assumed that the fault can be modelled as
where B 0 is a known parameter matrix, W* is the ideal weight matrix and ρ(X) denotes the approximation error of the RBF neural network.
The overall fuzzy observer is represented as follows:
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where ˆ( ) x t is the estimated system state, ε(t) is the residual signal at time t,
the state error. From (6) and (8), the observation error dynamic system can be obtained as follows:
t x t A L ED e t ρ X h ξ t B WS X B W S X A L ED e t ρ X h ξ t B WS X B W S
where ˆ* , (6), it is seen that υ is bounded.
Assumption 2: There exist positive definite matrices P 1 and Q 1 to satisfy the following condition:
Assumption 3: The parameter matrices make the following equality hold:
Then the parameter-updating law of the weight matrix is given as follows:
Theorem 1: For the observation error dynamic system (9), the parameter-updating law is selected as (11). Then the observation error dynamic system (9) is stable.
Proof: A Lyapunov function is chosen as follows
The first-order derivative of π 1 is formulated as follows: 
Then it can be shown that ( 
When max 1
is satisfied, it can be obtained that 1 0. π < Thus, the observation error dynamic system (9) is stable.
4 The optimisation of RBF neural network using differential evolution RBF neural network is a three-layer feedforward network, which has a single hidden layer. The basis function of the RBF neural network is a Gaussian function. The mapping from the input to the output is nonlinear, and the mapping from the hidden layer to the output is linear, thus, the learning speed can be greatly accelerated and local minimum problem can be avoided. Optimising the centre vector and width vector of the RBF neural network can get better diagnosis result. We can use the differential evolution (DE) algorithm to optimise the centre vector and width vector of the RBF neural network. DE algorithm is a kind of intelligent optimisation algorithm basing on population. Firstly, a random initial population is generated in the range of feasible solutions: 1 , x i,2 , …, x i,D ) , i = 1, 2, …, NP, where D is the problem dimension and NP is the population size. Then, through the mutation, crossover, and selection, a new generation of population is produced.
In this paper, the population is the value of RBF neural network centre vector and width vector. In order to optimise the result of fault diagnosis, the output error must be minimised. As the output error cannot be measured, the residual of the system is selected as the fitness function.
The procedure of the mutation is shown as follows: firstly, two values of RBF neural network centre vector and width vector is randomly selected as two individuals. And then the difference between the two individuals is weighted. Combining with the third individual, we can get individual variation, and the equation of mutation is as follows:
where r 1 ≠ r 2 ≠ r3 ≠ i and F is the mutation factor. The value of F is selected from 0 to 2. Crossover operation is that the parameters of mutation individual and target individual is mixed, which can generate test individual. And it can increase the diversity of population. The equation of crossover operation is as follows:
, , , ,
where CR is the crossover rate. The selection strategy of 'greed' is used in DE algorithm. According to the fitness value of test individual and the target individual, the best individual is selected. With the case of minimisation, the equation of selection operation is given as follows:
where x i,g+1 is the next generation of the target individual. If the mutation factor is selected too small, the diversity of the population may be decreased. It may lead to the optimal solution of 'premature' convergence phenomenon. If the mutation factors are selected too big, the optimal solution may be destroyed and the probability of obtaining the global optimal solution may be decrease. The adaptive mutation factor is selected in this paper, F = a(e b -1),
where g max is the maximum generation, g is the current evolution algebra, the value range of a is [0.2, 0.6]. Specific steps are shown as follows:
1 Determine the number of the centre vector and the width vector of RBF neural network, fitness function, mutation factor, crossover probability, and the maximum evolution algebra.
2 The value of the centre vector and width vector of the RBF neural network is randomly generated.
3 The objective function value is calculated. The half individual which has better fitness is selected to participate in the evolution.
4 The mutation of DE algorithm is executed.
5 The crossover of DE algorithm is executed.
6 The selection of DE algorithm is executed.
The RBF neural network can be better optimised. Thus, the fault can be better diagnosed.
Fault tolerant control
In this section, the fault tolerant control design process is given. A desired PDF can be described as follows:
where V g is the desired output weight vector and V g = Dx g . As a result, the PDF control issue can be regard as a nonlinear weight tracking problem. The weighting error dynamic system can be obtained as follows:
Defining the weight error vector e V (t) = V(t) -V g , the tracking objective is to find u(t) such that γ(y, u(t)) can follow g(y). As is well-known that if lim
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The sliding mode control method is adopted to construct the fault tolerant controller. For sliding mode control, there are two requirements needed to be satisfied: the reachability of the system state and the asymptotic stability of the sliding mode. By designing the sliding mode control law, the moving point that starts from any position can reach the switching surface in limited time. Therefore, the asymptotical stability of sliding mode can be realised by designing an appropriate switching function. According to dynamic system (19), the following switching function is designed as: (19) and (20), the following equivalent control law can be obtained as:
Thus, substituting (21) into (19), it can be formulated that
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Theorem 2: For weight error dynamic system (19), the integral switching function (20) is chosen.
If there exist common positive definite matrices P 2 and Q 2 to make the following hold:
Then the sliding mode dynamic system (22) is stable.
Proof: A Lyapunov function is chosen as follows: 
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where
established, then 2 0. π < Then the weight error dymanic system (19) is stable.
For inequality (23), it is not easy to be solved directly. For solving the inequality, the following procedure is given as.
With Using MATLAB, the inequality (26) can be solved successfully. Then inequality (23) is solved accordingly. In order to ensure the state trajectory starting from any position can reach the switching surface in limited time, the following sliding mode control law is designed as
where α > 0 is a small constant.
Theorem 3: For weight error dynamic system (19), the integral switching function (20) is chosen. The sliding model control law (27) can ensure that the system state trajectory can reach the switching surface S(t) = 0 in limited time.
Proof: a Lyapunov function is chosen as follows
Combining (19) and (20), it can be obtained that 
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Therefore, the system state trajectory can reach the switching surface in limited time. By substituting ˆ( ) g V t V − for e V (t) and substituting ˆ( , , ) f x u t for f (x, u, t) , the practical fault tolerant controller can be obtained as follows: 
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A simulation example
The above mentioned modelling and control methods are applied to the modelling and control of molecular weight distribution in the process of the continuous stirring reactor (CSTR). The diagram of closed loop control of the molecular weight distribution is shown in Figure 1 . In CSTR, the monomer and the monomer soluble initiator are driven into the reactor by a certain flow rate. The temperature is kept constant during the reaction process. The outlet flow is measured by a balanced flow metre. In this system, the total inlet flow rate and the flow rate can be changed by the control device. The specific mathematical model is as follows:
The physical concentration of the physical variables is mol m -3
, and the specific physical parameters can be found in the literature (Zhang, 2005) . Denote
The T-S fuzzy model which can approach the nonlinear system is used as the mechanism model, and the linear processing is carried out at each equilibrium point. 
To illustrate the effectiveness of the proposed algorithms in Section 3 and Section 4, a nonlinear SDC system is considered. The output PDF can be approximated by the following B-spline φ i (y), i = 1, 2, 3. 
In order to satisfy the inequality (10), the parameter matrices are given as follows: The desired PDF and the output PDF with fault tolerant control Figure 6 The output PDF of the whole fault tolerant control process (see online version for colours) Figure 1 shows the chemical reaction kettle. Figure 2 shows the residual signal of the system. Figure 3 shows the result of fault diagnosis, which indicates that fault estimation ˆ( ) f t can track the change of fault f(t) after short transition. Figure 4 shows that with optimisation of RBF NN, the result of the fault estimation is better. Figure 5 shows that the output PDF with fault tolerant control can track the desired PDF. Using the fault tolerant control, the output PDF is given in Figure 6 .
Conclusions
For the non-Gaussian SDC system using the Takagi-Sugeno fuzzy model, a complete set scheme of fault diagnosis and fault tolerant control is given. A new fault diagnosis algorithm based on RBF neural network is adopted to diagnose the fault that occurred in the system. Using the DE algorithm, fault diagnosis is optimised. Based on the fault diagnosis information, the sliding mode control method is adopted to construct the fault tolerant controller. Integral switching surface and sliding mode control law can ensure that the system is asymptotically stable. The simulation results have further confirmed the fault diagnosis and fault tolerant control results. However, using the linear B-spline approximation, the output PDF of the system sometimes may lead to negative value. Using the rational square-root B-spline approximation will be our future work.
