Abstract-In many physical problems, equilibrium stabilization is not possible and the controlled system is in a limit cycle. If the size of the limit cycle depends on some of the control parameters, then a reasonable objective would be to tune this parameter to minimize the size of the limit cycle. In this paper, we propose a method for achieving this. This method is an extension of our earlier result [13] on extremum seeking for equilibria. We illustrate the method with a Van der Pol oscillator example and present analysis for it using averaging and singular perturbations.
We should mention that it is desirable to compare the control performance with and without considering the effects of hysteresis. Unfortunately, this comparison is not possible in this case as the control law (15) - (20) is designed for the entire cascade system.
VI. CONCLUSION
In this paper, a robust adaptive control architecture is proposed for a class of continuous-time nonlinear dynamic systems preceded by a backlash-like hysteresis, where the backlash-like hysteresis is modeled by a dynamic equation. By showing the properties of the hysteresis model, a robust adaptive control scheme is developed without constructing the hysteresis inverse. The new adaptive control law ensures global stability of the adaptive system and achieves both stabilization and tracking with excellent precision. Simulations performed on a simple nonlinear system illustrate and clarify the approach.
I. INTRODUCTION
Limit cycles occur in numerous areas of application. In particular, systems exist in which feedback control can only reduce the size of the limit cycle, but cannot completely eliminate it. The inability to remove the limit cycle and achieve equilibrium stabilization may be associated with actuator constraints, like magnitude and rate saturation. In this situation, the best control requirement is to enforce a stable, "smallest" limit cycle.
The method of "extremum seeking" has traditionally been used for searching for a minimum or a maximum of an equilibrium map. This method was an intensely studied topic between the 1940's and 1970's [2] - [5] , [15] , [19] - [21] . The most frequently cited references include the works by Kazakevich et al. [6] - [10] , the survey by Sternby [24] , and the book of Astrom and Wittenmark [1, Section 13.3] . Pioneering work on stability analysis based on averaging in an example of an extremum-seeking system dates back to Meerkov [16] - [18] . The first stability analysis for a problem with a general nonlinear dynamical plant was presented in our recent work [12] , [13] , and it involves the use of both averaging and singular perturbations. The methods of deterministic extremum seeking have similarities with the stochastic approximation methods [14] , [22] , [23] .
In this paper, we present the first extension of the extremum-seeking method to the case in which equilibrium operation is impossible (unstable) and the system is always in a limit cycle. The objective of the scheme is to reduce the size of the limit cycle to a minimum. Our algorithm is a slight variation on the standard extremum-seeking algorithm with an excitation signal, but the analysis is novel and incorporates a nontrivial sequence of steps involving averaging and singular perturbation methods.
We start in Section II with a scheme for general feedback systems in limit cycle. This scheme incorporates a block for detection of the "amplitude" of the limit cycle. In Section III, we apply the scheme to a Van der Pol oscillator example for which the simulations demonstrate the effectiveness of the scheme. Finally, in Section IV, we present stability/performance analysis (for the scheme with the Van der Pol example), which involves two steps of averaging with one step of singular perturbation analysis in between. The conclusions drawn are valid on O(1) time intervals.
II. AN EXTREMUM-SEEKING SCHEME FOR LIMIT CYCLE MINIMIZATION
We consider single-input-single-output systems of the form
where x 2 n is the state, u 2 is the input, y 2 is the output, and f: n 2 ! n and h: n ! are smooth. Suppose we know a smooth control law u = (x; )
parameterized by a scalar parameter such that the closed-loop system
has a stable limit cycle corresponding to each . Our objective is to tune to minimize the "amplitude" of the limit cycle.
In order to employ the extremum-seeking scheme from [12] , [13] to the problem of limit cycle minimization, only a small modification is needed. We add a detector block shown in Fig. 4 to the overall extremum seeking scheme in Fig. 1 . The idea of the detector is simple, and we explain it first, before explaining the operation of the overall scheme in Fig. 1 . We assume that the output of the system in a limit cycle is sinusoidal, 1 y(t) = Y 0 +r sin(! 0 t+ ), where Y 0 ; are constants and r; ! 0 are positive constants. The high-pass filter is supposed to eliminate the DC component Y0. The expected result, r sin(!0t+), is squared to get (r Fig. 1 . Extremum-seeking scheme for limit cycle minimization. The x-system is assumed to be in a limit cycle for any constant [despite the use of feedback (x; )]. component" of r. Then, the multiplication by a sin !t would result in a signal that has a slow component proportional to (a 2 =2)(@y=@), whereas the fast component would be eliminated by the low-pass filter ! l =(s + ! l ). Then, the integrator k=s would be acting approximately as a gradient update law driven by the sensitivity function, which tuneŝ to 3 .
The design parameters of the entire scheme are selected as !0 h ; l ! ! h ; ! l ; k.
III. A VAN DER POL EXAMPLE
Consider a Van der Pol equation parameterized by as follows:
where 0 3 is a parameter that controls the amplitude of oscillation and x0 is a parameter for the offset of x. The parameter controls the frequency of limit cycle oscillations, and controls the speed of the limit cycle transients (the attractivity of the limit cycle). We assume that 3 is constant and is available as the input to the system. The system (3.1) will be in a limit cycle for any and 3 [11] . This example is contrived to emulate problems in which feedback control can only reduce the size of a limit cycle, but cannot completely eliminate it.
We first study the relationship between the limit cycle amplitude and the parameter for the system (3.1). The relationship is shown in Fig. 3 . Because the characteristic has a minimum, we feed 0r to the input of the extremum-seeking block (see Fig. 1 ). We perform simulations from both sides of the extremum. In both cases, we set a = 0:1, h = 0:75, l = 0:02, ! = 0:1, ! H = 0:02, k = 4, x 0 = 6, 3 = 3, and = = 1. In the first case, we set the initial value of the integrator(0) = 5. We run the simulation without extremum seeking for 100 s and then start the extremum-seeking controller. The oscillation of x is shown in Fig. 4 , and the process of convergence of the parameter to 3 = 3 is shown in Fig. 5 . In the second case, we consider the initial value(0) = 1. The oscillation of x is shown in Fig. 6 , and the process of convergence of to 3 = 3 is shown in Fig. 7 . In both cases, the limit cycle is reduced to its minimal possible size.
IV. ANALYSIS
To simplify the analysis, we replace the amplitude detector block with a quadratic function. We also drop the low-pass filter from the extremum-seeking scheme to make the proof as simple as possible. 2 The resulting extremum-seeking scheme with the Van der Pol system 2 The conclusions of the analysis without these simplifications would be the same, but the analysis would be much more complicated. are all sufficiently small, which means that, over an O(1) time interval, the solutions will be locally exponentially converging to a small neighborhood of the "smallest" limit cycle. The smallness condition (4.6) implies that the adaptation gain ka and the filter cutoff frequency ! h should be an order of magnitude smaller than the excitation frequency !, which should be an order of magnitude smaller than the limit cycle damping , which should be an order of magnitude smaller than the limit cycle frequency . This ordering of ; ; !; k; a, and ! h ensures the following separation of time scales:
• limit cycle oscillations faster than;
• limit cycle transients faster than;
• excitation signal oscillations faster than;
• extremum-seeking filter transients.
For notational simplicity, in this section, we take = O(1).
We are now ready to commence our analysis. To represent the Van der Pol system (4.1) in polar coordinates, let y = r sin; _y = r cos: (4.9)
The overall system is shown in (4.2) and (4.3) and (4.8) and (4.9). We treat t as a state and use as an independent variable. Then, the whole system can be represented as 
This system is in the standard singular perturbation form [recall the smallness condition (4.6)]. The next step in our analysis is to study the system (4.19)-(4.21). We freeze r a in (4.19) at its "quasi-steady-state" value (r a ) 2 = 4 1 + ( a + a sin ) 2 : (4.43)
The last statement means that extremum seeking brings the limit cycle amplitude to within O (a + + ! + (1=)) of its minimum. A comment is in order about the statement that the results of this section are valid over an O(1) time interval. Although this interval contains several periods of oscillation of the Van der Pol limit cycle, it contains only a fraction of a period of the excitation signal because ! 1, which would seem to weaken the results of the presented analysis. For this reason, it is important to understand where the O(1) limitation on the time interval comes from. This limitation is typical for "weakly nonlinear oscillators" (see, e.g., [11, Sect. 8.4] ). It is because the average model of the Van der Pol system is not exponentially stable, so that the approximation t is valid only on O(1) time intervals.
This time interval can be extended by taking into account higher order terms in 1= (in our analysis, this would be done in the first averaging step). Because all of the rest of the analysis holds for infinite time (because the respective reduced models are all exponentially stable), the results can be made valid over time intervals of the order of the slowest time constants in the extremum-seeking loop. The simulation results presented in the previous section confirm that the conclusions of the analysis are valid for a time interval much longer than O(1).
