Introduction. In Newtonian mechanics, the equations of motion of three bodies of mass m¡ and position (x\y\zl), i = 1,2,3 are given by the differential system x1 = m2(x2 -x1)/r12 + m3(x3-x1)/r13 = F\x,y,z),
(1.1) x2 = m1(x1-x2)/r12 + m3(x3-x2)/r23 = F2(x,y,z), x3 = myix1-x3)/r13 + m2(x2 -x3)/r23 = F3ix,y,z), with similar equations for y\ z\ i = 1,2,3, where
2) x -ix\x2,x3), y = iy\y2,y3), z = 'z\z2,z3), w = d2w\dt2.
First integrals of this system resulting from conservation of linear momentum, angular momentum, and energy are well known. Moreover, the use of these integrals has led to a number of explicit reductions of (1.1) from order eighteen to order six. (A complete bibliography of the earlier methods of reduction can be found in [1, Chapter 2] ; more recent methods are those of Whittaker [2, pp. 339-351], Wintner [3, pp. 306-319] , and Wintner and van Kampen [4] .)
The fact that the first integrals of linear and angular momentum are due to the invariance of a Newtonian system under the Galilean group is also well known; this invariance has been used in one form or another in most of the more recent reductions, usually in the form of contact transformations. In this paper, it will be shown that the entire reduction of (1.1) is the result of its invariance under continuous transformation groups, and also that the use of these groups will, for practical purposes, give no further reduction of the system. In order to demonstrate the equivalence of the reductions, the necessary coordinate changes will be patterned on those given by Whittaker; similar results could be obtained by following any of the classical methods.
We will begin with a brief review of the theory of continuous transformation 1. Standard treatments of the theory of transformation groups can be found in [5] , [6] , and [7] ; the application to differential equations is developed in [7, Chapter 12] , [8] and [9] ; [10] contains an elementary exposition for the case of two variables. Definition 1.1. Let G be a Lie group with identity element e, and M"adifferentiable manifold. Let T : M" xG-» M" be a differentiate map from an open neighborhood of M" x e (in the differentiable manifold M" x G) into M". Then T is a local Lie transformation group (LLTG) if (1) (1. 3) TlT(x,gx),g2] = T(x,g2gx) wherever defined; (2) for each compact subset K of M" there is a neighborhood NK of e in G such that, for fixed g in NK, the map
is a homeomorphism of K onto some subset Kg of M". Note: We identify two such local Lie transformation groups if they coincide on some neighborhood of M" x e in M" x G. If the map T is defined, and satisfies (1.3), for all gin G and x in M", then Fis a global Lie transformation group. In this paper all transformation groups are assumed to be local. In the case in which G = .Rr(real r-dimensional space), g = (a1,a2,---,ar), a'real, and e = (0,0, -",0); in this case T is called an r-parameter transformation group. Every such group can be generated by r one-parameter groups.
Since a local transformation group is described by a Lie group, for each LLTG there is associated a unique Lie algebra L, called in this case an infinitesimal transformation group. L is a finite-dimensional subalgebra of L(M"), the algebra of all differentiable vectorfields on M". If M" has local coordinates (i,x1,x2,---,xn_1), and T is a one-parameter LLTG,
then the corresponding Lie algebra is generated by the basis element
Since any r-parameter LLTG is generated by one-parameter groups, L will always where (1.7)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use have a basis consisting of elements of the form (1.6). Moreover, in the neighborhood of a point in LiM") at which it does not vanish, (1.6) can, by a proper change of coordinates, be reduced to the form
A LLTG T can be extended to transformation groups of the associated lineelement bundle and curvature line-element bundle of M". The corresponding Lie algebras V and L", called respectively the first-and second-extended Lie algebras of L, have basis elements of the following form (corresponding to (1.6)) u' = hit,x)Dt + fJ(t,x)Dxi + g\t,x,p)Dpl, This definition has an obvious extension to the case of an r-parameter transformation group, in which case the equation u'[p -F(t,x)~] = 0 must hold for each element of a basis for L. A similar definition applies to (1.13), and in this case invariance is had if and only if u"\r -G(f,x,p)] = 0 when evaluated on the çross-section r = G(t,x,p) (cf. [9, p. 18] ).
The following theorems, on solutions of differential equations through the use of local transformation groups, are stated only for first-order equations; any differential equation involving higher derivatives can, by addition of variables, be reduced to such a first-order system. Also, all solutions are assumed to be local : in a suitably restricted neighborhood in which both the differential equation and the LLTG are defined. Details of the proof can be found in [7, pp. 449-451] , and in [9, pp. 75-77].
The essential steps are these :
(1) A base can be chosen for L in such a way that (ux,---,u"_s) is an ideal in (ux,---,u"_s+1), s = 1,•••,« -2; the corresponding LLTGT"_S is normal in T8_i+1.
(2) m" can be reduced to normal form ü" = Dx" by a proper change of coordinates ; then u" = ü".
(3) ün[p -F(i,x)~] = FXn(t,x) = 0, so that (omitting the bars in the new coordinates) (1.12) becomes
In this new form for the equation, (a) is a system or order n -2; when this has been solved, (b) can be solved by quadrature. (4) It is not true in general that the process just described can be repeated (i.e., that u"_2 can be reduced to normal form without reintroducing x" into the system) ; however, because of condition (b) these same steps can be applied to (1.14) (a); because of condition (a), the process can be continued with successive coordinate changes until, at the (n -l)st step, the system has the form (1.15) dx1ldt = F1(t).
This can be solved by quadrature; then, reversing the procedure, the remaining solutions can be obtained by a process which alternates coordinate changes with quadratures.
Even though the conditions of Theorem 1.1 are not satisfied, some reduction of (1.12) may be possible, as is indicated by the following theorems. Then (1.12) can be reduced to a system of order n -r-l; when this system has been solved, the remaining solutions o/(1.12) can be obtained by quadrature.
Proof. The steps indicated in the proof of Theorem 1.1 may be followed without change, except that a complete reduction is not possible because of the dimension of L. After r changes of coordinates, the LLTG has been exhausted, and the remaining system has dimension n -r-l.
Even though the group is not solvable, a variant of Theorem 1.3 may be used if certain special conditions are satisfied : Theorem 1.4. Assume that (1.12) is invariant under a LLTG T, of dimension r, and that L0 is an ideal in the corresponding Lie algebra L, while L -L0 = Ly is a subalgebra of L {not necessarily an ideal). Then, if Ly is solvable, Theorem 1.3 may be applied, using Ly as the Lie algebra.
The system remaining after this reduction is still invariant under LQ.
Proof. As pointed out in the proof of Theorem 1.1, the essential condition for a stepwise reduction is the existence of normal subgroups (or ideals in the algebra). Since Ly is a subalgebra, it can be treated as an algebra, ignoring L0 ; on the other hand, since L0 is an ideal in L, any change of coordinates reducing L, to normal form will not affect a later reduction using L0. This will be clear in the reduction which follows, where Theorem 1.4 will be used extensively.
2. In discussing the reduction of (1.1) by the use of Lie groups, the first task is to determine the maximal LLTG (or, equivalently, the maximum number of independent local one-parameter groups) which leave (1.1) invariant. For convenience in computation, we make the change of variables (2.1) xi+3 = y, xi+6 =z\ i = 1,2,3.
A local Lie group G leaves (1.1) invariant if and only if, for each element u of L (the Lie algebra corresponding to G), it is true that
in some neighborhood of a point P on the surface r' = F'(x) at which u is defined and does not vanish. In the ten-dimensional space with coordinates (r,x), u and u" axe given by (1.6), (1.9); note that for the system (1.1) in which F'(x) is independent of pJ, i,j = l,--,9,
To determine the Lie algebra L which leaves (1.1) invariant, we regard h and the /' as unknown functions in (2.2), and replace the F' by their known values. From (2.3) we have immediately
in a suitably defined neighborhood of P. Substituting F'(x) for r', computing FxJ> and collecting terms as coefficients of the masses, we have + (fl-K.pl)(x9 -x)lrU+if% -f3)lrf3 + 3(x3-x1)^, (2.10) W= W(f,t) = (f1-f2)(x1-x2) + (f4-f5)(x*-x5) + (f7-f8)(x1-x8), 
Thus we are left with eleven arbitrary constants, renamed KX,--,KXX. The functions/' and h of (1.6) must then be of the following form, if the LLTG T is to leave (1.1) invariant: ug: -xyDx4-x8Dxs -x9Dx6 + x4Dx7 + x5Dx8 + x6Dx9 u10: Dt, uxx: (3/2)tD, +xJDxj (summation).
Since condition (2.2) is necessary and sufficient, it follows that the elevenparameter group G whose Lie algebra L is generated by (2.24) is the largest LLTG leaving (1.1) invariant. We now wish to use this group to obtain a reduction of (1.1); to do this, it will be more convenient to return to the (x,y,z) coordinates (2.1), and to write (1.1) as a first-order system dx'/dt = p\ dy'/dt = q\ dz^dt = r\ i = 1,2,3, (2.25) dp'¡dt = F\x,y,z), dq'ldt = Fi+3(x,y,z), dr'fdt = Fi+6(x,y,z),
where the F' are defined as in (1.1), and the p'^',^ are new variables, defined by (2.25X1 ). In these variables, the base for the Lie algebra becomes Since the dimension of L is less than the order of the equation (2.25), a complete solution is not possible, even locally, by the reduction theorems in §1. Moreover «7, u8, and ug generate a simple three-dimensional subalgebra of L, so that the algebra is not solvable, and Theorem 1.3 does not apply. However, we can use Theorem 1.4. For an examination of the Lie products will show that the subalgebra Ly generated by u7, w8, u9, u10, and wu is normal in L, and that the remaining base elements ut, u2, u3, u4, us, and u6 generate a solvable (actually abelian) algebra L2. Ignoring Ly, a reduction of (2.25) can be obtained using Theorem 1.3 and L2. Once again, we assume that we are considering solutions (t) The attempt to determine the maximal LLTG leaving (2.25) invariant leads to a differential system as difficult to solve as (2.25) itself, unless we assume that, in u, (1.6), the f are independent of p', q', r1; in this case the result is identical with (2.24), or, more exactly, with (2.26), which is of the form «' (1.9).
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The reduction using L2 is well known : it is simply the reduction due to conservation of linear momentum. Specifically, the three basis elements «,, u2, and u3 can be reduced to normal form (1.8) (2.27) üy = Dx3, ü2 = Dy3, ü3 = Di3 by the change of coordinates which moves the origin of the space to the point (x3,y3,23):
In these coordinates, the remaining base elements of L2 become y4 = tDx3 + Dpi + Dp2 + Dp3, (2.29) w5 = tD-y3 + Dqí + Dq2 + Dq3,
By the change of coordinates (2.28), the variables x 3, y3, z3 have been eliminated from (2.25); therefore the terms in Dx3, Dy3, Df3 and their counterparts in the extended algebra play no part in the invariance of the remaining fifteenth-order equation, and may be omitted in (2.29). Then a change of coordinates similar to (2.28):^1 «1 "3 ;2 "2 "3 -3 "3 P = P -P , P = P -P , p = P , (2.30) q'^q'-q3, q2 = q2 -q3, q3 = q3, f1 -r1-/-3, f2 = r2-r3, f3 = r3, will reduce (2.29) to normal form : (2.31) «4 = Dp3, us = D¡¡3, ÏÏ6 = Df3, which means that the variables p3, q3, and f3 have also been eliminated, and (2.25) has been reduced to a system of order twelve, together with six other equations which can be solved by quadrature when a solution has been found for the remaining differential system. Explicitly, dropping the accents on the new variables, and omitting the equations which can be solved by quadrature, dx'ldt = p', dy'/dt = ql, dr'/dt = rl, i = 1,2, In order to demonstrate the equivalence of the remaining reduction to that of Whittaker, we make the further change of variables, (corresponding to a transformation to the center of mass), not strictly needed for the reduction by means of transformation groups:
with similar equations for q\ f', i = 1,2, where m = mx + m2 + m3. In these coordinates, (2.32) becomes, omitting bars, dx^dt = (l/mx + l/m3)p1 + (l/m3)p2, dx2\dt = (llm2 + llm3)p2 + (llm3)p\ dp1¡dt = -m1m3x1/''i3 + mxm2(x2 -x x)/r12, dp2\dt = -m2m3x2lrX3 + mxm2(x1-x2)lr12, (2.35) with, again, similar expressions for dy'/dt, dq'/dt, dzl/dt, dr'jdt, i = 1,2.
This system is still invariant under the subalgebra Lx with basis elements u7,u8,u9,u10,uxx.A straightforward computation will show that these five basis elements have the same form (2.24) in the new coordinates (i.e., after the change of coordinates (2.28), (2.30), (2.34)) that they had in the original ones. Once again, the invariance of (2.35) under Lx is not affected by omitting those terms in Dx¡, Dy3, Dz¡, Dp3, Dq3, and Dr,, and their corresponding terms in the extended algebra.
The basis elements u7, u8, ug generate a simple subalgebra L3 in Lx, while L4 = LX -L3 is an ideal in Lx generated by uxo and uxx. Using Theorem 1.4 once again, we now consider only the subalgebra L3.
Since L3 is simple, a normalization is not possible. However, the transformation to the "invariable plane" also reduces L3 to a desirable form. Because of (2.42), the variable v has been eliminated from the system, and can be obtained by quadrature ; (2.44) gives values for the variables I, t, and N in terms of the remaining variables. Thus, the succession of coordinate changes which reduces the simple group to a "normal" form has at the same time reduced the order of the differential equation by four. It now is of order eight, and is given explicitly by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use There still remains the two-parameter LLTG whose algebra L4 has as basis w10 and «u. After the changes of coordinates (2.36), (2.40), these two basis elements have the following form : The system (2.45) is no longer invariant under this two-parameter group since, by introducing the constant N, it is no longer homogeneous, and does not admit Uyy. However, if we consider N as a variable for the moment (so that the system is of order nine, with the added equation (2.48) dNjdt = 0 which is again homogeneous), then this new system is invariant under the group with Lie algebra generated by (2.47).
Since the algebra L4 is solvable, Theorem 1.3 can be used to obtain the final reduction. Of the two basis elements, u10 is already in normal form, and indicates only that the differential equation is autonomous. So far as this author knows, uxx (or the corresponding one-parameter group) has never been used in the reduction of the three body problem. If the reduction by the use of transformation groups is to reflect the classical reductions, then uxx must correspond to the conservation of energy; but there is no apparent reason why this should be so, especially since uxx has time (f) as an explicit variable, and, on the other hand, conservation of energy does not demand homogeneity. However, the use of the energy constant, given in terms of the original variables by h = (1/2) I l(pJ)2 + (q')2 + (iJ)2Hmj -m2m3\r'23 The normal form of Hxx shows that ¿j1 has been eliminated, and the system reduced to order eight. Since both N and h axe both constants, N' is a constant, which reduces the system to order seven. Finally, since h is a constant, ¿710 is still in normal form and can be used to reduce the system to order six, a reduction which will not be given explicitly. We are thus able, by the use of the eleven-parameter Lie group whose Lie algebra has as basis (2.24), to obtain a reduction of the differential equation (1.1) from order eighteen to order six, which corresponds exactly with the classical reductions. Since (2.24) is maximal, no further reduction is possible by this method.
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