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The goal of this work is to study and characterize the hedging and pricing of
contingent claims and develop a theory of ﬁnancial bubble origination and ter-
mination from a liquidity risk and trading impacts perspective. Our approach
is to combine both notions of liquidity risk by hypothesizing the existence of a
linear supply curve that evolves randomly in time and by studying the impact
of trades on prices. This leads to a simple characterization of self-ﬁnancing trad-
ing strategies in which the proﬁt is directly affected by the level of liquidity. The
main goal of Chapter 3 is to study the effect of liquidity risk on the replicating
costs of contingent claims. The use of variance swaps will prove to be helpful
and mathematically tractable in this context. In Chapter 4, we show that the
replicating cost obtained can be represented as the viscosity solution of an as-
sociated quasilinear partial differential equation. In Chapter 5, we build on the
work of Chapter 3 and study the case of American options. We obtain a general
result concerning reﬂected forward-backward stochastic differential equations,
and apply these results to the problem of hedging American options.
In Chapter 6, we study the relation between bubbles and liquidity risk. In
particular, we use the model presented in Chapter 3 to analyze the formation
and the bursting of ﬁnancial bubbles from a price impact and liquidity risk per-
spective. The approach differs from the existing theory of bubble birth as it con-
sists in ﬁxing a fundamental process, thereby ﬁxing the equivalent martingale
measure used for valuation, and considering conditions under which the mar-ket price gives rise to a bubble. We show how the life of a bubble is determined
by quantities such as the trading volume, the resiliency of the order book, the
level of liquidity and the speed of price impact decay. We give sufﬁcient con-
ditions for the no arbitrage condition to hold at the time of bubble creation. In
the last part of the chapter, we study the implication of positive probability of
future bubbles on option prices and show that information about the likelihood
of this future event is contained in option prices before the event happens.
In Chapter 7, we use the notion of viscosity solutions of integral-partial dif-
ferential equations (IPDE) studied in previous chapters for the pricing of Ameri-
canoptionsinthestochasticvolatilitymodelofBarndorff-NielsenandShephard
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xPREFACE
The work on liquidity risk in this thesis began in the Fall of 2006. Until
the recent events, liquidity was realistically for most of us a stable notion: the
liquidity premium on a given asset was likely to be more or less the same a few
months in the future. The world of liquidity risk was far less exciting than that
of credit risk from the point of view of most academics. After all, the world was
a different place back then. Unemployment was at the three-year low of 4.5%,
the federal funds rate was reaching a peak at 5.25%, the Dow Jones Industrial
Average had recovered the losses from the internet bubble and had reached the
all-time high of 12000 points. Wall Street banks on one side of the street were
still in the business of bundling together packages of hundreds of mortgages
and slicing them up in tranches of CDO’s (which were then sliced up in tranches
of CDO’s square), while the other side of the street was busy making heavy bets
on the default of the underlying loans. The notional value of existing credit
default swaps was estimated to be up to ten times more than the value of the
underlying. In essence, the credit default swaps market was the world’s largest
casino, and regulators were nowhere to be seen. The bomb was ticking.
Of course, everything changed on Monday, September 15, 2008, when
Lehman Brothers ﬁled for bankruptcy. The next day, two money funds broke
the buck after writing off debt issued by Lehman Brothers. The run on the
bank by anxious investors forced the U.S. Department of the Treasury to set
up a program to insure holdings of publicly-held money funds investors. The
credit crunch became a liquidity crisis for banks. The CBOE volatility index VIX
quadrupled over the next two months, liquidity ran dry and the housing bub-
ble burst. It became interesting to see if the connection made between volatil-
xiity, liquidity ﬂuctuations and trade impacts in my early work on liquidity risk
could shed some light on the stages of the evolution of ﬁnancial bubbles. The
blueprint for the second part of the thesis was laid out.
xiiCHAPTER 1
INTRODUCTION
The common recurring theme in this thesis is the relation between liquidity risk,
volatility and ﬁnancial bubbles. The connection between these three concepts
lies in the impact of trading on market prices of traded assets. Whereas the am-
plitude of the effect of trading on prices is directly related to the level of liquid-
ity and the amount of resiliency in the asset, the result is heightened volatility
of prices and increased likelihood of future ﬁnancial bubbles. The goal of this
work is to study and characterize the hedging and pricing of contingent claims
and develop a theory of ﬁnancial bubble origination and termination from a
liquidity risk and trading impacts perspective.
1.1 Hedging of Options in the Presence of Liquidity Risk and
Price Impacts
In ﬁnancial markets, liquidity either refers to the ease with which ﬁnancial se-
curities can be bought and sold or to the ability to trade without triggering
important changes in asset prices. Liquidity becomes a risk factor when the
magnitude of the impact of these phenomena changes randomly over time. The
literature on liquidity risk is large and can be mainly divided according to these
two conceptual perspectives. In the ﬁrst category of models, the price of an as-
set depends on the size of the transaction and the depth of the order book. The
second category of models includes those commonly known as “large trader”
1models in which a large trader buys and sells such large quantities of assets that
his trades affect the prices in a non-negligible way. The purpose of Chapter 3 is
to combine both approaches in a uniﬁed framework and to study the problem
of contingent claim replication.
Examples of recent papers in the ﬁrst category of models include C ¸etın, Jar-
row and Protter [11] and C ¸etın and Rogers [12]. Rogers and Singh [48] give
a microeconomic argument for a price which depends on size and this is then
reﬂected in the dynamics of self-ﬁnancing strategies. They solve an optimal
control problem in this context.
Bank and Baum [3], Frey [23] and Jarrow [28] are examples of papers in the
secondcategoryofmodelsinwhichtheimpactofthelargetraderisafunctionof
its current holdings. In Alfonsi et al. [1], the authors relate the impact of trades
to the shape of the order book and consider the problem of optimal liquidation
by the large trader. On the other hand, Ly Vath et al. [37] study the problem
of optimal portfolio selection for a large trader who has a price impact function
and cost function of exponential form.
In Chapter 3, we present a model which is in part inspired by the liquidity
risk model of C ¸etın, Jarrow and Protter [11] (thereafter referred to as the CJP
model). IntheCJPmodel, liquidityisintroducedbyhypothesizingtheexistence
of a supply curve S(t; x) which gives, at a given time t, the price per share to
pay for a stock in terms of the size x of the trade. In such a model, the trader
observes the supply curve and acts as a price taker. In this setting, liquidity
costs essentially depend on the quadratic variation of the trading strategy. The
2main drawback of this model is that liquidity risk can essentially be avoided
by approximating a given self-ﬁnancing trading strategy (s.f.t.s.) by a sequence
(Xn)n1 of continuous s.f.t.s. with ﬁnite variation (FV) which incur no liquidity
costs. The prices of options are then unaffected by liquidity risk. This issue was
cleverly dealt with in C ¸etın et al. [13] by adding constraints on the gamma of the
hedging strategies. A liquidity premium is then reﬂected in the option prices.
Our approach is to combine both notions of liquidity risk by hypothesiz-
ing the existence of a linear supply curve that evolves randomly in time and
by studying the impact of trades on prices. The assumption that the supply
curve is linear has recently been backed by the empirical study of Blais [8] in
the case of liquid and actively traded stocks. This leads to a simple characteri-
zation of self-ﬁnancing trading strategies in which the proﬁt is directly affected
by the level of liquidity. The main goal of Chapter 3 is to study the effect of
liquidity risk on the replicating costs of contingent claims. A key observation
that is made in the literature on limit order books and price impacts is that the
magnitude of the price impact is directly related to the amount of liquidity of
the asset. The reader is referred to the work of Weber and Rosenow [49] in this
regard. Moreover, another important observation that we will use is the correla-
tion between volatility and the level of liquidity. This is well documented in the
ﬁnance literature in papers such as Farmer et al. [22] and Weber and Rosenow
[50]. It suggests to use derivatives whose value is contingent on the value of the
volatility to hedge against liquidity risk. In particular, the use of variance swaps
will prove to be helpful and mathematically tractable in this context.
The results of Chapter 3 concerns the existence and uniqueness of the solu-
3tion of a backward stochastic differential equation and its use in the replication
problem. In Chapter 4, we show that the replicating cost obtained can be repre-
sented as the viscosity solution of an associated quasilinear partial differential
equation. The connection between BSDE’s and PDE’s has been well known for
some time and its use in ﬁnancial mathematics has grown considerably in the
recent years. In Chapter 4, we show how to apply these methods to our current
setting.
In Chapter 5, we build on the work of Chapter 3 and study the case of Amer-
ican options. We obtain a general result concerning reﬂected forward-backward
stochastic differential equations, and apply these results to the problem of hedg-
ing American options.
1.2 The Effect of Liquidity Risk on Financial Bubbles
There is an extensive literature in ﬁnance and economics that argues that the
absence of arbitrage opportunities does not necessarily imply that the equilib-
rium market price equals the discounted value of its future cash ﬂows under the
proper risk neutral measure. The results depend greatly on the type of no arbi-
trage condition, the deﬁnition of admissible strategies, market frictions, the set
of trading times and the completeness of the market. Loewenstein and Willard
[36], [35] study bubbles in rational equilibriums in complete and incomplete
markets and in which agents trade in continuous time. They give necessary and
sufﬁcient conditions for the absence of bubbles. They emphasize the importance
of the type of admissibility condition used for the existence of bubbles. Jarrow
4[29] deﬁnes a bubble as an increasing trend followed by a crash, and describes
how this can happen in a market with a large trader manipulating prices. The
complete market case is investigated by Cox and Hobson [17]. They give exam-
ples of models containing bubbles and study implications for option pricing, in
particular put-call parity.
The study of ﬁnancial bubbles has recently been revived in the literature
with the contributions of Jarrow et al. [30], [31]. These papers developed the
existing theory by classifying the types of bubbles and by studying the conse-
quence of the no dominance assumption on the existence of bubbles in complete
and incomplete markets. One of the conclusions of the ﬁrst paper is that in com-
plete markets bubbles must exist from the beginning of the modeling period.
This failure was remedied in the incomplete case by showing that assets with
particular dynamics have bubbles under some set of risk preferences and not
under others. By constructing an extended economy in which risk preferences
are allowed to change, one is able to study the creation and bursting of bubbles.
In Chapter 6, we study the relation between bubbles and liquidity risk. In
particular, we use the model presented in Chapter 3 to analyze the formation
and the bursting of ﬁnancial bubbles from a price impact and liquidity risk
perspective. The approach differs from the existing theory of bubble birth (in
particular the papers of Jarrow et al. [30], [31]) as it consists in ﬁxing the fun-
damental process, thereby ﬁxing the equivalent martingale measure used for
valuation of fundamentals, and considering conditions under which the market
price gives rise to a bubble. We show how the life of a bubble is determined
by quantities such as the trading volume, the resiliency of the order book, the
5level of liquidity and the speed of price impact decay. We give sufﬁcient condi-
tions for the no arbitrage condition to hold at the time of bubble creation. We
characterize bubbles in terms of measures in the set of equivalent local mar-
tingale measures for the fundamental wealth process and for the market price
process, and show that these two sets are disjoints when the probability of a
future bubble is strictly positive. In the last part of the chapter, we study the
implication of positive probability of future bubbles on option prices and show
that information about the likelihood of this future event can be contained in
option prices before the event happens even though it is not possible to capture
this information from the stock price alone.
1.3 Viscosity Solutions for a Stochastic Volatility Model
In their seminal paper, Barndorff-Nielsen and Shephard [6] introduced a model
that has been shown to describe particularly well ﬁnancial assets for which log-
returns have heavy tail distributions and display long range dependence. In
this model, the volatility of the asset is described by an Ornstein-Uhlenbeck
type process with a pure jump L´ evy process acting as the background driving
process. An empirical study was made in [6] and showed from exchange rate
datathatsuitabledistributionsfortheL´ evyprocessaretheso-calledgeneralized
inverse gaussian distributions from which well understood examples are the
normal inverse gaussian (studied in [5]) and the gamma distribution.
The BNS model has been studied from different points of view. Benth et
al. [7] considered the problem of optimal portfolio selection. Nicolato and
6Vernados [42] have studied European option pricing and described the set of
equivalent martingale measures under this model. To evaluate these types of
options, the authors propose the transform-based method and a simple Monte
Carlo method.
In Chapter 7, we use the notion of viscosity solutions of integral-partial dif-
ferential equations (IPDE) studied in previous chapters for the pricing of Amer-
ican options in the BNS model. Although our technique can be simpliﬁed and
used for European options and certain path dependent options such as barrier
options (see [16] for a deﬁnition and examples), we will mainly concentrate on
American type derivatives which have not been studied for this model. The
main difﬁculty in this case is the lack of Lipschitz continuity of some of the
coefﬁcients of the IPDE.
The connection between viscosity solutions of IPDE’s and L´ evy processes
has been studied in the literature by various authors. Pham [45] considered
a general stopping time problem of a controlled jump diffusion processes.
However, his results do not apply to the Barndorff-Nielsen-Shephard model
of volatility because the Lipschitz condition on the coefﬁcients is not satisﬁed.
ContandVoltchkova[16]studiedbarrieroptionsandBarlesetal. [4]established
the connection between viscosity solutions and backward stochastic differential
equations. In these papers, the stock price considered is modeled by a stochastic
differential equation driven by a L´ evy process. The main difference between the
BNS model and these models is the presence of stochastic volatility. However,
we will see that the lack of smoothness of the solution to our IPDE will also lead
us to consider the notion of viscosity solutions as presented in [14].
7CHAPTER 2
PRELIMINARIES
We shall use the following notation throughout this thesis. (
;F;(Ft)t0P) is
a ﬁltered probability space that satisﬁes the usual conditions. Lp(
;F;P) (p  1)
is the set of (equivalent classes for a.s. equality of) random variables X such that
E(jXjp) < 1. The probability space is typically omitted from the notation when
there is no possible confusion. L1 is the set of all bounded random variables.
C[0;T] is the space of continuous functions f : [0;T] ! R:
A process A is called a ﬁnite variation process (FV) if the paths of A have
ﬁnite variation on every compact interval of [0;1) a.s. jAj1 denotes the total
variation of the paths of A. The predictable -algebra P on [0;1)  
 is the
smallest -algebra making all adapted c` adl` ag processes measurable. A special
semimartingale X is a semimartingale for which X = M + A with M a local mar-
tingale and A an FV process. Its H2-norm is deﬁned as
jjXjjH2 = E[M; M]1 + EjAj
2
1:
The space H2 consists of all special semimartingales with ﬁnite H2-norm.
M2([0;T];Rd) is the set of Rd-valued predictable processes X which satisfy
E
Z T
0
jXj
2
tdt < 1:
I2 is the set of predictable processes X such that EsuptT jXtj2 < 1.
The following notation is taken from Jacod and Shiryaev [27]. It is only
used in the proof of Theorem 21. A random measure on R+  R is a family
8 = ((!;dt;dx))!2
 of nonnegative measures on R+R satisfying (!;f0gR) = 0
identically. We let B be the Borel sets on R and e P -ﬁeld P  B: For a given
adapted c` adl` ag process X, we deﬁne by X the integer-valued random measure
given by

X(!;dt;dx) =
X
s
1fXs(!),0g"(s;Xs(!))(dt;dx)
where "(s;x) is the Dirac measure at (s; x). Let  be a random measure and W a
F  R+  R-adapted process. The stochastic integral W   is deﬁned by
W  t(!) =
Z t
0
Z
R
W(; s; x)(;ds;dx):
M
p
 is deﬁned by M
p
(W) = E(W  1) for all F  R+  R-adapted processes W.
M
p
(Wje P) is the M
p
-a.e. unique e P-measurable function W0 such that
M
p
(WU) = M
p
(W
0U)
for all nonnegative e P-measurable U. The compensator  of a measure  is the
unique predictable random measure up to a P-null set satisfying
M
p
(W) = M
p
(W)
for every e P-measurable W.
9CHAPTER 3
LIQUIDITY RISK, PRICE IMPACTS AND THE REPLICATION PROBLEM
Uncertainty regarding the level of liquidity in traded assets has been for a
long time a critical issue for moderate to large traders. The cost of a given
trading strategy in real world situations can be substantially high when large
quantities of ﬁnancial assets are traded due to the consequential impact of trad-
ing on prices, and the limited and uncertain future supply and demand. In this
chapter, we construct an arbitrage-free model which relates levels of liquidity to
trade impacts and quantify liquidity costs of strategies used for hedging claims
contingent on the value of the traded asset.
The chapter is organized as follows. In Section 3.1, we derive the impact of
trading on prices using simple principles and show that changes in the price of
an asset is directly affected by the amount of liquidity. We then use these ob-
servations to propose a model deﬁned on the Brownian ﬁltration and show it is
arbitrage-free. A simple characterization of self-ﬁnancing strategies is derived
to help set up the replication problem. Section 3.2 is devoted to the main result
of this chapter, the replication of contingent claims using variance swaps and
the characterization of replication costs in terms of backward stochastic differ-
ential equations with quadratic growth. Section 3.3 presents useful analytical
properties of these solutions.
103.1 The Setup
We consider an economy consisting of a risky asset (typically a stock) which is
traded through a limit order book, its associated contingent claims and a risk-
free asset. We take the point of view of a hedger who observes the limit order
book of the stock and makes market orders (also known as marketable limit
orders). We start by describing the supply curve the hedger would expect to
observe if he did not trade. We call it the unaffected supply curve and denote it
by S. It represents the limit order book that results from all other traders’ limit and
market orders. It is a conceptual construction which is not directly observed and
to which the hedger’s trade impacts will be added to obtain the actual observed
supply curve, which we denote by S 0.
We are given a ﬁxed maturity T and (
;F;(Ft)0tT;P) a ﬁltered probability
space which satisﬁes the usual conditions. Without loss of generality, we as-
sume the risk-free interest rate is equal to 0. The unaffected price process is an
exogenously given adapted continuous process S = (S t(x))t0;x2R (or sometimes
written S(t; x) for convenience). S t(x) is the price per share for a transaction of
size x at time t. We assume that the unaffected supply curve has the following
linear structure:
S t(x) = S t + Mtx; for x 2 R (3.1)
where (Mt)t0 and (S t)t0 are positive semimartingales. Note that the fact that
this function is continuous at x = 0 implies there is no bid-ask spread. While it
is theoretically possible for S t(x) to be negative for some values of x, it is unlikely
to happen in practice since the value of Mt is small. We sometimes refer to S t as
the quoted price and Mt as the slope of the liquidity curve at time t. We assume
11there is a measure Q, equivalent to P, under which the unaffected price process
S is local martingale. As in the classical theory, this assumption will be sufﬁcient
to rule out arbitrage opportunities. See Theorem 3 below in this regard.
The assumption that the supply curve is linear is supported by the empirical
study of Blais [8] for stocks that are frequently traded in large volumes. The
study was based on a large data set of stocks traded on several different stock
exchanges in the year 2003. See also Blais and Protter [9].
Before we specify the precise model for S and M on which we will focus,
we start by detailing general characteristics that a liquidity risk model which
include price impacts should reﬂect.
Equation (3.1) gives us a way to describe the limit order book. We represent
it by a density function t(z) which denotes the density of the number of shares
being offered at price z at time t, i.e.
R z2
z1 t(z)dz is the number of shares offered
between prices z1 and z2. If a trader wants to buy x shares at time t through a
market order then the price to pay is
R zx
S t zt(z)dz in which zx solves
R zx
St t(z)dz = x.
It is clear from the linear structure of the supply curve that for any t  T the
density equals t(z) = 1
2Mt: In that case, zx = S t + 2Mtx and the dollar outlay for x
shares is
1
2Mt
Z S t+2Mtx
S t
zdz = S tx + Mtx
2 = xS t(x):
Since  is a measure of liquidity, we can think of M as a measure of illiquidity.
Indeed, the larger is Mt, the higher is the liquidity cost.
We let Xt denote the number of shares owned by the hedger at time t and
12S 0
t(x) denote the actual asset price per share observed in the market, which in-
cludes the impact of the hedger’s trading strategy, i.e. S 0
t(x) implicitly depends
on X. We deﬁne S 0
t = S 0
t(0) as the observed quoted price.
We now describe the impact that an arbitrary market order has on the limit
order book. We will then use these observations to justify our speciﬁcation of
S and S 0. First, one should observe that if Xt shares are bought at time t by a
trader through a market order, then the corresponding part of the order book
is used up. This would mean that immediately after the trade the limit order
book would have a density of 0 for prices between S 0
t and S 0
t + 2MtXt and t
elsewhere since the lowest ask price would then be S 0
t + 2MtXt whereas the
highest bid would remain the same. In this perspective, one can see that an
implicit assumption made in the liquidity model of C ¸etın et al. [11] is that new
limit orders to sell are placed immediately after a trade, thereby ﬁlling up the
limit order book to its previous levels since it is assumed that trades have no
impact on the supply curve. The new observed quoted price is the same as
before and the impact on prices is non-existent in [11]. Although it is reasonable
to assume that the limit order book ﬁlls up to its previous level after a trade, it
is not clear whether the gap should be ﬁlled by bid or ask orders. For example,
if the gap is ﬁlled entirely by bid orders after the purchase of Xt, then the new
quoted price is shifted upwards to S 0
t + 2MtXt. In this case, the outcome is a
full impact on prices.
The empirical ﬁndings of Weber and Rosenow [49] showed that in practice
the impact of trading on prices is important but can be less than the full impact
described in the previous paragraph. In fact, they showed a negative correla-
13tion between returns and the volume of incoming limit orders which suggests
that traders respond to buying market orders by adding new limit orders in the
opposite direction. We call this the resiliency effect. We model it by introduc-
ing a parameter  2 [0;1] measuring the proportion of new bid orders (resp.
ask orders) ﬁlling up the limit order book when a trade to buy (resp. sell) is
made at time t. In effect, the instant impact on prices of a trade of size Xt is
to shift the quoted price to S 0
t + 2MtXt, whereas the density level of the order
book is unaffected. More details on the signiﬁcance of resiliency from a market
microstructure perspective is given in Chapter 6.
We have to be careful how we deﬁne the observed price process in this set-
ting. Indeed, when the hedger makes a trade at a given time t the price he pays
is unaffected by the impact of this current trade whereas prices right after t will
be. In this sense, S 0
t will not be c` adl` ag in general, although S 0
t+ is and includes
the impact of the trade at time t.
Suppose X is a simple trading strategy of the form
X =
kn X
k=0

n
kX1[n
k;1)
in which n
kX = Xn
k   Xn
k 1 for k = 1;:::;n and n
0X = X0. Then, the observed
quoted price should satisfy
S
0
t = S t + 2
k 1 X
i=0
Mn
i 
n
i X = S t + 2
k 1 X
i=0
Mn
i 1
n
i X + 2
k 1 X
i=0
(
n
i M)(
n
i X)
for any t 2 (n
k 1;n
k]. The right-limit version of this process is then given by
S
0
t+ = S t + 2
k 1 X
i=0
Mn
i 1
n
i X + 2
k 1 X
i=0
(
n
i M)(
n
i X) (3.2)
for any t 2 [n
k 1;n
k) when S is right-continuous. Following these observations,
14we deﬁne
S
0
t+ = S t + 2
Z t
0
Mu dXu + 2
Z t
0
d[M;X]u (3.3)
for all t  T, for a general semimartingale X. Furthermore, we deﬁne the ob-
served quoted price by S 0
t = lims"t S 0
s+: By assuming that the level of liquidity t
is unaffected by trades, we readily obtain that the supply curve is given by
S
0
t(x) = S
0
t + Mtx
for all 0 < t  T and x 2 R: We think of 1    as the fraction of the order book
which is renewed after a market order so that in practice the actual impact on
prices is  times the full impact. For instance,  = 0 means full resiliency (no
price impact from trading).
Equation 3.3 gives us a new understanding of the causes of volatility and its
relation to illiquidity. As mentioned earlier, S is the price process which results
from limit and market orders of all the other traders in the market. As suggested
by this equation, the aggregated market orders should impact the unaffected
price S t by increments of the form 2
P
i(Mt dXi
t + d[M;Xi]t) in which the sum is
taken over all traders i who make market orders (excluding the hedger whose
trades are added to S to construct S 0). Since the size of the impact of a market
order is proportional to M, the volatility of S can be expected to be partially
correlated to M. In fact, many empirical works have shown that the level of
liquidity is an important determinant of the variance of log-returns. The reader
is referred to the works of Farmer et al. [22] and Weber and Rosenow [50] for
a more detailed discussion. The observation that they make is that volatility is
high when liquidity is low, and low when liquidity is high. There are different
deﬁnitions of liquidity used in the literature and they mostly correspond to the
15process M in our setting. Since M is a measure of illiquidity, we can expect the
instantaneous variance of the log-returns of the stock price to be in part corre-
lated to the square of M. A more detailed discussion of the effect of liquidity
shifts on volatility is given in Chapter 6. The fact that M is correlated to the
volatility of the stock will be the key observation needed to enable us to hedge
derivatives. Indeed, in the next section, we will introduce variance swaps which
will be used to hedge against liquidity risk.
Using these observations, we model M and S as follows. Deﬁne V and U as
the solutions of
dUt = (Ut + )dt + (Ut)dW1;t
dVt = (Vt + a)dt + (Vt)dW2;t:
We deﬁne M =
q
U
K and assume that the process S is given by
dS t = tS tdW3;t;
in which 2
t = Ut + Vt, W = (Wj;t)j3;tT is a three dimensional Brownian motion
deﬁned on the ﬁltered probability space, and K;;;;a 2 R. The components
of W are typically correlated and we denote by R = 1
tCOV(Wt) the matrix of
instantaneous correlation coefﬁcients. We assume R is positive deﬁnite and we
let L be the lower triangular matrix in the Cholesky decomposition such that R =
LL>. We then deﬁne B = L 1W. Then B is a three-dimensional Brownian motion
with independent components and L 1 is a lower triangular matrix which we
denote by
L
 1 =
0
B B B B B B B B B B B B B B B B B B @
1 2 3
1 2 3
1 2 3
1
C C C C C C C C C C C C C C C C C C A
16with 2 = 3 = 3 = 0:
Recall that we are working directly under a risk neutral measure Q for unaf-
fected prices, hence S has no drift term. We assume the functions  and  are
chosen so that the solutions of the above stochastic differential equations are
well deﬁned. For example, one can take (v) = v
ˆ  in which ˆ  = 0; 1
2 or 1: Exam-
ples of stochastic volatility models of this form are Heston [24] (ˆ  = 1
2), Hull and
White [26] (ˆ  = 1), and Detemple and Osakwe [19]. Since M takes small values
relative to V, the constant K is typically a large, making the component KM2 an
important determinant of the process 2
t: The process M satisﬁes the following
stochastic differential equation:
dMt =
1
2
p
K
(Mt +

Mt
 
1
4
(Ut)2
U
3
2
t
)dt +
1
2
p
K
(Ut)
Mt
dW1;t (3.4)
:= (Mt)dt + (Mt)dW1;t: (3.5)
Otherexpressionsfor2 and M2 couldhavebeenused, howeverwehavechosen
this particular form for its mathematical tractability.
3.1.1 Self-Financing Strategies and No Arbitrage
In order to properly address the problem of replicating contingent claims, we
give a characterization of self-ﬁnancing strategies and establish under which
conditionourmodelisarbitrage-free. Inoursetting, theself-ﬁnancingcondition
is as follows.
Deﬁnition 1 Let n : t0 = n
0  n
1  :::  n
kn = T be a sequence of random par-
17titions tending to the identity(see Protter [46] for a deﬁnition of these terms). A pair
of processes (Xt;Yt)t0tT is a self-ﬁnancing trading strategy (s.f.t.s.) on [t0;T] if X is a
semimartingale and Y is an optional process satisfying
Yt = Yt0   Xt0S
0(t0;Xt0)   lim
n!1
kn X
k=1

n
kXS
0(
n
k;
n
kX)1fn
ktg (3.6)
where convergence is in ucp. (See Protter [46] for deﬁnitions.) Here, n
kX = Xn
k   Xn
k 1
for k = 1;:::;n.
Remark 1 X represents the number of shares of the asset owned by the hedger and Y
is the money in the bank account. In the classical theory, the process X is predictable.
We take X in the above deﬁnition to be a semimartingale for the stochastic integral in
Equation 3.3 to be well deﬁned. A consequence of Proposition 2 below is that the limit
in Equation 3.6 is well-deﬁned, and the deﬁnition of self-ﬁnancing trading strategies is
independent of the sequence of random partitions.
Even though s.f.t.s. are deﬁned in terms of S 0, they can be characterized in
terms of the exogenously given processes M and S as follows:
Proposition 2 Let t0 > 0. If (Xs;Ys)t0sT is a self-ﬁnancing trading strategy with
Xt0 = XT = 0 then
YT =Yt0+
Z T
t0
Xu dS u 
Z T
t0
X
2
u dMu 
Z T
t0
(1 )Mud[X;X]u: (3.7)
Proof. Let n : t0 = n
0  n
1  :::  n
kn = T be a sequence of random partitions
tending to the identity. The self-ﬁnancing condition is
YT = Yt0   lim
n!1
kn X
i=0

n
i XS
0
n
i (
n
i X)
18= Yt0   lim
n!1
kn X
i=0

n
i X

S
0
n
i + Mn
i 
n
i X

where the convergence is in ucp and n
0X = Xn
0 = 0. We can then expand the
sum in the last equation to ﬁnd
 limn!1
Pkn
i=0 n
i X

S 0
n
i + Mn
i n
i X

=   lim
n!1
kn X
i=1

Xn
i S
0
n
i   Xn
i 1S
0
n
i 1

+ lim
n!1
kn X
i=1
Xn
i 1
n
iS
0   lim
n!1
kn X
i=1
Mn
i (
n
i X)
2
= lim
n!1
kn X
i=1

Xn
i 1
n
iS + 2Mn
i 1Xn
i 1
n
i 1X

  lim
n!1
kn X
i=1
Mn
i (
n
i X)
2
= lim
n!1
kn X
i=1
Xn
i 1
n
iS + 2 lim
n!1
kn 1 X
i=0
Mn
i Xn
i 
n
i X
  lim
n!1
kn X
i=0
Mn
i (
n
i X)
2   lim
n!1
kn X
i=0
(1   )Mn
i (
n
i X)
2
= lim
n!1
kn X
i=1
Xn
i 1
n
iS + lim
n!1
kn X
i=0
Mn
i 
n
i X
2
  lim
n!1
kn X
i=0
(1   )Mn
i (
n
i X)
2
= lim
n!1
kn X
i=1
Xn
i 1
n
iS   lim
n!1
kn X
i=1
X
2
n
i 1
n
i M
  lim
n!1
kn X
i=1
(1   )Mn
i (
n
i X)
2
=
Z T
t0
Xu dS u   
Z T
t0
X
2
u dMu  
Z T
t0
(1   )Mud[X;X]u
by Theorem 21 (Chapter II) of Protter [46] since X is c` adl` ag.
19Similar to the inﬁnitely-liquid case (M = 0), Equation 3.7 states that the over-
all gain YT   Yt0 from this s.f.t.s. should equal the cumulative gains in the risky
asset
R T
t0 Xu dS u except that in this case there are added costs coming from the
ﬁnite liquidity of the asset. First note that if  = 0 we get a linear version of the
CJP model. The integral with respect to M is related to the impact of trading. If
 = 0 we have full resiliency, i.e. the limit order book is automatically reﬁlled
after a market order, as in the CJP model. At the other extreme, when  = 1
there is no resiliency and the impact of trading is at its fullest. It is interesting to
notice that whatever the trading strategy used an investor always has an added
beneﬁt from the asset becoming more liquid. Indeed, when Mt decreases, the as-
sociated integral is positive no matter what the sign of Xt is. To understand this,
it is important to remember that the hedger’s trades have a permanent impact
of the quoted price which is proportional to the level of liquidity. If the liquidity
is low when he purchases a share and high when he sells it, the price goes up
higher after his purchase then it comes down after the sale. If everything else is
held constant, the hedger gains from this trade. This is a typical characteristic
of large trader models.
Using Proposition 2, for a 2 R, we deﬁne the set Za of payoffs of maturity T
attainable at price a by FT-measurable random variables YT of the type
YT = a +
Z T
0
Xt dS t   
Z T
0
X
2
t dMt  
Z T
0
(1   )Mtd[X;X]t
in which (Xt)t0 is c` adl` ag with ﬁnite quadratic variation.
We will denote by Z
def
=
S
a2R Za the set of all attainable payoffs. We use the
following deﬁnition of admissibility.
20Deﬁnition 2 Let   0. A s.f.t.s. (Xt;Yt)t0 is -admissible if
Z T
0
Xt dS t   
Z T
0
X
2
t dMt  
Z T
0
(1   )Mtd[X;X]t   :
The s.f.t.s. (Xt;Yt)ft0g is simply said to be admissible if it is -admissible for some   0.
A strategy is admissible if its payoff is bounded from below. In particu-
lar, this deﬁnition rules out doubling strategies and is well known to be a key
element in the deﬁnition of arbitrage opportunities. See Delbaen and Schacher-
mayer [18] in this regard.
Deﬁnition 3 An arbitrage opportunity is an admissible s.f.t.s. whose payoff YT 2 Z0
satisﬁes
PfYT  0g = 1 and PfYT > 0g > 0: (3.8)
It is already known (see [11]) that the existence of a local martingale measure
for S rules out arbitrage opportunities in the CJP model. In the presence of trade
impacts, the equation for the payoff of a s.f.t.s. has an integral with respect to
M. Since the integrand of this integral is always negative ( X2
t ), then the part
of the proﬁt coming from this integral will be negative on average if M is a
submartingale under the risk neutral measure. This idea is made precise in the
following theorem which gives a sufﬁcient condition for no arbitrage.
Theorem 3 If there exists a measure Q equivalent to P under which S is a Q-local
martingale and M is a Q-submartingale, then there are no arbitrage opportunities.
21Proof. By the Doob-Meyer decomposition theorem there exists a Q-local mar-
tingale e M and an increasing predictable process A such that M = e M + A.
Let Zt =
R t
0 Xu dS u   
R t
0 X2
u dMu  
R t
0(1   )Mud[X;X]u: Then Zt + 
R t
0 X2
u dAu +
R t
0(1   )Mud[X;X]u =
R t
0 Xu dS u   
R t
0 X2
u d e Mu    since A is increasing
and
R t
0(1   )Mud[X;X]u  0. Now, S and e M are Q-local martingales hence
Zt + 
R t
0 X2
u dAu +
R t
0(1   )Mud[X;X]u is also a local martingale and because it is
bounded from below it is a supermartingale. Therefore, Z is also a supermartin-
gale and EQZT  0. But, because Q  P, if ZT were an arbitrage opportunity it
would also satisfy Equation 3.8 with Q instead of P and EQZT > 0.
Sincethe unaffectedpriceprocess S isa Q-localmartingale, itsufﬁcesto have
(m)  0 for all m  0 in Equation 3.4 to rule out arbitrage opportunities in our
setting. For instance, if (m) =
p
m then we need   1
4 and if (m) = m then
we must have   1
4: In the remaining part of this chapter, all expectations will
be with respect to Q:
3.2 The Replication Problem
We now turn to the problem of contingent claims replication. Because the pres-
ence of the processes M and  involve risks that cannot be hedged completely
by solely trading the stock, not all payoffs are attainable when only the underly-
ing asset is allowed to be traded. Because these two processes are components
of the instantaneous variance of the log-returns of the stock, the natural hedg-
ing instruments to consider are variance swaps. We thus consider contingent
claims denoted by Gi (i = 1;2) for which the payoff at time Ti > T (T1 , T2)
22equals the difference between the realized variance over the time interval [0;Ti]
and a strike Ki, i.e.,
Gi;Ti =
Z Ti
0

2
sds   Ki
=
Z Ti
0
(Us + Vs)ds   Ki:
We further assume the Gi’s have a linear supply curve, i.e. Gi;t(x) = Gi;t + xM0
i;t
for all x and t  . Since it is not inﬁnitely liquid, trading Gi can affect its price
and we denote by i its associated resiliency constant. Typically, changes in
the supply curves of the Gi’s will happen less often. Hence, to keep the prob-
lem tractable, we assume that M0
i;t  M0
i;0 is some given positive constant for all
t 2 [0;T]. We will see that two of these swaps are sufﬁcient to hedge against
liquidity risks. Because we now have two more traded assets, 1;t denotes the
number of shares of G1 and 2;t the number of shares of G2 in the portfolio at
time t. We can easily extend the deﬁnition of s.f.t.s. to the case of three traded
securities. As shown before, s.f.t.s. (X;;Y) now satisfy
YT = Yt +
Z T
t
Xu dS u +
X
i=1;2
Z T
t
i;u dGi;u   
Z T
t
X
2
u dMu
 
Z T
t
(1   )Mud[X;X]u  
X
i=1;2
Z T
t
(1   i)M
0
i;ud[i;i]u
for t0  t  T, when Xt0 = 1;t0 = 2;t0 = XT = 1;T = 2;T = 0: In order to rule
out arbitrage opportunities with the variance swaps, we assume the unaffected
price processes Gi are Q-martingales (i = 1;2), i.e.
G
i
t = E
 Z Ti
0

2
sds   Ki
   Ft
!
for all t  T:
The following proposition gives condition under which the three traded as-
sets S;G1;G2 are non-redundant. It justiﬁes the choice of variance swaps by
23providing a simple explicit representation of the processes Gi. This result will
then be used to solve the replication problem.
Proposition 4 Suppose  ,  and  (resp. ) satisﬁes one of the following conditions:
1. (v) = v
ˆ  (resp. (m) = m
ˆ ) for ˆ  2 [0; 1
2] (resp. ˆ  2 [0; 1
2]),
2.  (resp. ) is Lipschitz continuous.
Then, there exists a predictable process   = ( i;j;t)1i;j2;0tT in R22 such that
G
i
t = E
 Z Ti
0

2
sds   Ki
!
+
X
j=1;2;3
Z t
0
 i;j;sdBj;s and
S t =
X
j=1;2;3
Z t
0
 3;j;sdBj;s
for all t  T and i = 1;2: Furthermore, ( i;j;t)1i;j2 is invertible for all t:
Proof. Consider the process ˜ Vt := e t(Vt + a) for t  T: Then,
d ˜ Vt =
X
i=1;2;3
e
 ti(Vt)dBi;t:
In other words, ˜ V is a local martingale. We ﬁrst show that ˜ V is in fact a mar-
tingale. Suppose  is Lipschitz continuous. By the Burkholder-Davis-Gundy
Inequality, there exists a positive constant C such that
Esup
tT
˜ V
2
t  CE
Z T
0
e
 2t(Vt)
2dt
 CE
Z T
0
V
2
t dt +C
 C
Z T
0
EV
2
t dt +C < 1
24by well known estimates of moments of solutions of stochastic differential equa-
tions with Lipschitz coefﬁcients. On the other hand, if (v) = v
ˆ  for ˆ  2 [0; 1
2];
then
Esup
tT
˜ V
2
t  C
Z T
0
EV
2ˆ 
t dt
 C
Z T
0
(EVt)
2ˆ  dt
 C
Z T
0

e
tE˜ Vt
2ˆ 
dt
 C
Z T
0

e
t ˜ V0
2ˆ 
dt < 1
since ˜ V is a positive local martingale. Hence ˜ V is a martingale. Similarly, we can
show that the process ˜ U, deﬁned by ˜ Ut := e t(Ut + ) for t  T, is a martingale
when  satisﬁes Condition 1 or 2.
Now,
E
 Z Ti
0
UsdsjFt
!
=
Z t
0
Usds + E
 Z Ti
t

e
s ˜ Us   ds

jFt
!
=
Z t
0
Usds +
Z Ti
t
e
s 
E

˜ UsjFt

  

ds
=
Z t
0
Usds +
Z Ti
t

e
s ˜ Ut   

ds
=
Z t
0
Usds + ˜ Ut
 
eTi   et

!
  (Ti   t)
=
 
eTi   1

!
˜ U0   Ti +
Z t
0
 
eTi   es

!
d ˜ Us:
In particular,
G
i
t = E
 Z Ti
0
UsdsjFt
!
+ E
 Z Ti
0
VsdsjFt
!
  Ki
=
 
eTi   1

!
˜ U0   Ti +
 
eTi   1

!
˜ V0   aTi   Ki
+
Z t
0
 
eTi   es

!
d ˜ Us +
Z t
0
 
eTi   es

!
d ˜ Vs
25=
 
eTi   1

!
˜ U0   Ti +
 
eTi   1

!
˜ V0   aTi   Ki +
X
i=1;2;3
Z t
0
 i;j;sdBj;s
in which
 i;j;t =
 
eTi   et

!
j(Ut) +
 
eTi   et

!
j(Vt)
for i = 1;2 and j = 1;2;3: Deﬁne
 3;j;t = jtS t
for j = 1;2;3: Note that  i;3;t = 0 for i = 1;2 since 3 = 3 = 0: Since
( i;j;t)1i;j2 =
0
B B B B B B B B B @
eT1 et

eT1 et

eT2 et

eT2 et

1
C C C C C C C C C A
0
B B B B B B B B B @
1(Ut) 0
1(Vt) 2(Vt)
1
C C C C C C C C C A
is invertible, so is  t.
From now on, we assume that  ,  and that  and  satisfy the assump-
tions of the previous proposition.
The next lemma implies that the best way of trading is always to use FV
continuous s.f.t.s. to avoid liquidity costs coming from the quadratic variation
of X. In this sense, trades should always be done at the quoted price S(t;0).
Note that even though some of the liquidity costs in Equation 3.7 are eliminated
when using continuous FV strategies, liquidity risk has not been completely
eliminated from the model since the integral
R T
t X2
u dMu is still present. That is
the main difference between our setup and the CJP model.
Lemma 5 Let U be a semimartingale and X be predictable and integrable with respect
toU. ThereexistsasequencefXngn ofboundedcontinuousprocesseswithﬁnitevariation
26such that Xn
0 = Xn
T = 0 and Xn converges to X in H2: In particular,
R
XndU !
R
XdU
in H2:
Proof. The statement is proved in the proof of Lemma 4.1 of C ¸etın et al. [11].
We will see that, because of the quadratic variation term in the equation of
s.f.t.s., it is not possible to replicate exactly in general. Since continuous pro-
cesses with ﬁnite variation have zero quadratic variation, the previous lemma
will prove to be useful for the replication problem. Following C ¸etın et al. [11],
we make the following deﬁnition.
Deﬁnition 4 H 2 L1 can be approximately replicated if there exists a sequence
(Xn;n;Yn)n1 of s.f.t.s. such that Yn
T ! H in L1.
In the presence of trade impacts, the process S 0 implicitly depends on X and
its value at the maturity is
S
0
T+ = S T + 2
Z T
0
MudXu + 2
Z T
0
d[M;X]u = S T   2
Z T
0
Xu dMu
when XT = 0 and X0 = 0: (Here we use the time T+ and XT = 0 to make sure
that the hedging strategy is liquidated before the payoff is calculated to avoid
discrepancies between the observed asset price before and after the maturity.)
The true replication problem involves ﬁnding a s.f.t.s. (X;Y) that replicates a
terminal condition which itself depends on X. Instead, we consider the repli-
cation of the terminal condition given by xh(e S x
T) with e S x
T := S T   2x
R T
0 XudMu
in which X is the solution of the replication problem in the case  = 0. Jarrow
[28] used a similar approach and interpreted Xt as the market’s perception of the
27option’s “delta”. Proposition 8 in the next section gives an upper bound of the
error introduced by this approximation. Let us begin by giving an overview of
the replication problem in this simpliﬁed setting.
3.2.1 Contingent Claims Replication Without Trade Impact and
Liquidity Costs
When  = 0, s.f.t.s. (Xs;Ys)tsT that replicate a payoff H satisfy
H = Yt +
Z T
t
Xu dS u +
X
i=1;2
Z T
t
i;u dGi;u: (3.9)
Also, S 0  S.
First, note that Equation 3.9 is equivalent to the following linear backward
stochastic differential equation (BSDE):
Yt = H  
3 X
j=1
Z T
t

jsXsS s + 1;s 1;j;s + 2;s 2;j;s

dBj;s; (3.10)
0  t  T. Setting
Zj;t = 1;s 1;j;s + 2;s 2;j;s + Xs 3;j;s (3.11)
for j = 1;2;3; the BSDE can be written as
Yt = H  
3 X
j=1
Z T
t
Zj;sdBj;s (0  t  T): (3.12)
When H 2 L2, BSDE 3.12 has a unique solution (Z;Y) in M2  M2 (see Pardoux
and Peng [43] for example). Since  t is invertible, we can deﬁne Xs =
Z3;s
3sS s
(t  s  T) and s by inverting Equation 3.11. Then (Xs;s;Ys)tsT is the solution
of 3.9.
283.2.2 The Replication Problem With Liquidity Risk
From now on, we denote by ( ˆ X; ˆ ; ˆ Y) the solution of 3.10 with terminal condition
H = h(S T): Recall that e S x
T := S T   2x
R T
0
ˆ XudMu in which Xu is the solution of
BSDE 3.9. The main result of this section is the following theorem.
Theorem 6 Let h : R+ ! R be Lipschitz continuous. Then xh(e S x
T) can be approxi-
mately replicated for all x 2 R:
Proof. Let L > 0 and N > 0: Let x 2 R and h satisfy the conditions of the
theorem, and deﬁne hN(y) = h(y) if jyj  N and hN(y) = h(N) otherwise. Since
h is continuous on [ N;N], hN is bounded. Denote this bound by CN. Deﬁne
HN
T = xhN(e S x
T) and
L = inff0  u  T : S u 
1
L
or u  L or u 
1
L
g:
Consider the following BSDE:
Yt = H
N;L 
Z L
t
XsdS s + 
Z L
t
X
2
sdMs  
X
i
Z L
t
i;sdGi;s (3.13)
for 0  t  L in which HN;L = E

HN
T jFL

. It can be re-written as
H
N;L = Yt   
Z L
t
Z
2
3;uudu +
3 X
i=1
Z L
t
Zi;udBi;u (3.14)
with
Zi;u = iuS uXu   i(Mt)X
2
u +
X
j=1;2
 i;j;tj;u (3.15)
29for i = 1;2, Z3;u = 3uS uXu and u =
(Mu)
2
32
uS 2
u. Note that the change of variable
from (X;1;2) to (Z1;Z2;Z3) is one-to-one because  t is invertible. Since
(Mu)
2
uS 2
u is
boundedon[0;L]and HN;L 2 L1(FL), thereexistsapair(Z;Y)0tL ofpredictable
processes satisfying BSDE 3.14 by Theorem 2 of Briand and Hu [10]. Extend
these processes to [0;T] by setting Yt = YL and Zt = 0 for t  L:
Deﬁne X and  in terms Z with Equation 3.15. For m  0, deﬁne X
m
= X1fjXjmg
and similarly for 
m: Furthermore, let Z
m
be given by Equation 3.15 with X and
 replaced by X
m
and 
m: By Lemma 5, there exists a sequence f(X
m;n
, 
m;n)gn of
bounded continuous processes with ﬁnite variation converging to (X
m
, 
m) in
H2. Deﬁne Z
m;n
in terms of (X
m;n
, 
m;n), then Z
m;n
! Z
m
in H2 as n ! 1. Since
R
Z
m;n
dB !
R
Z
m
dB, we also have that
R L
t jZ
m;n
s j2ds !
R L
t jZm
s j2ds in L1. Letting
Y
m;n
L = Y0   
Z L
0
(Z
m;n
3;u)
2udu +
3 X
i=1
Z L
0
Z
m;n
i;u dBi;u and
Y
m
L = Y0   
Z L
0
(Z
m
3;u)
2udu +
3 X
i=1
Z L
0
Z
m
i;udBi;u;
we ﬁnd Y
m;n
L ! Y
m
L in L1 as n ! 1: Furthermore, (X
m;n
;
m;n;Y
m;n
) is a s.f.t.s. since
it satisﬁes Equation 3.13 and [X
m;n
;X
m;n
] = [
m;n;
m;n] = 0:
Since Y
m
L ! HN;L as m ! 1; we can ﬁnd, for each L and N, a sequence
(X
n;L;N;
n;L;N;Y
n;L;N)n1
of s.f.t.s. such that Y
n;L;N
L ! HN;L = E

HN
T jFL

in L1.
Since E

HN
T jFL

! HN
T as L ! 1 a.s. by martingale convergence, we also
have convergence in L1 by the Dominated Convergence Theorem. Finally since
HN
T converges to xh(e S x
T) when N goes to inﬁnity, we can easily ﬁnd a s.f.t.s. se-
quence (Xn;n;Yn)n1 such that Yn
T ! xh(e S x
T) in L1 as n ! 1:
30The economic interpretation of Theorem 6 is that the availability of variance
swaps for trading makes the market approximately complete in the sense that
any contingent claim with a Lipschitz payoff function can be approximately
replicated.
3.3 Analytical properties of the solution
Let L and N be ﬁxed large positive constants and h be a Lipschitz continu-
ous function. Recall that the approximating sequence of s.f.t.s. for xh(e S x
T)
is constructed from each approximating sequence of s.f.t.s. of the solution
(XL;N;L;N;YL;N) of the BSDE with the terminal condition
E

xh
N(e S
x
T)
   FL

:
The theorems in this section give analytical properties of the solution. To alle-
viate the notation, we will omit the L’s and N’s in L and hN when there is no
possible confusion.
In the presence of price impacts, the replicating cost of x units of a contin-
gent claim is not in general x times the replicating cost of 1 unit. Hence, for
each t0  , we deﬁne Ht0(x) = 1
xYx
t0 the replicating cost per unit of the claim
with payoff function h, in which (Xx;x;Yx)t0t is the solution of the BSDE with
terminal condition E

xh(e S x
T)
   F

. We let Ht0(0) = limx!1 Ht0(x): The next theorem
states that this limit exists and is given by the solution of the replication problem
without trade impacts.
31Theorem 7 If ( ˆ X; ˆ ; ˆ Y)t0tT denotes the solution of the BSDE 3.9 with terminal condi-
tion h(S T), then Ht(0) = ˆ Yt = E(h(S T)jFt) and 1
X ! ˆ X in L2(dQ  dt) as  ! 0:
Proof. Using the notation of the proof of Theorem 6, we have that u is bounded
on [t0;], which means there exists a constant C > 0 such that
u(Z

3;u)
2  CjZ

uj
2:
Take jj < 1
4CCN. First note that since
   
   E

h(e S 
T)
   F
   
   
1
 CN we know by the
maximum principle (see [32], Proposition 2.1) that jY
sj  jjCN  1
4C for all
t0  s  : Let H = E

h(e S 
T)
   F

. In the proof of Theorem 6 we have shown that
H
 = Y

t   
Z 
t
u(Z

3;u)
2du +
Z 
t
Z

udBu;
thus

2(H
)
2 = (Y

t )
2   2
Z 
t
 
u(Z

3;u)
2Y

u  
1
2
jZ

uj
2
!
du + 2
Z 
t
Y

uZ

udBu
 (Y

t )
2 +
Z 
t
(1   2CY

u)jZ

uj
2du + 2
Z 
t
Y

uZ

udBu
 (Y

t )
2 +
Z 
t
1
2
jZ

uj
2du + 2
Z 
t
Y

uZ

udBu:
We have
E(
Z 
t
u(Z

3;u)
2dujFt)  E(
Z 
t
CjZ

uj
2dujFt)
 2CE(
2(H
)
2jFt)  2C
2C
2
N
by taking expectations in the previous equation. Since
Y

t = E
 
H
 +
Z 
t
u(Z

3;u)
2du
   Ft
!
;
we ﬁnd
j
1

Y

t   E(H
jFt)j  2CC
2
N: (3.16)
32Since h(e S 
T) ! h(S T) a.s. as  ! 0; we have that E(HjFt) = E(h(e S 
T)jFt) converges
to E(h(S T)jFt) a.s. as  ! 0 by the Dominated Convergence Theorem. Letting 
go to zero in Equation 3.16, we have Ht(0) = ˆ Yt = E(h(S T)jFt).
For the second part of the theorem, let (ˆ Z; ˆ Y)t0tT be the solution of
ˆ Yt = h(S T)  
3 X
j=1
Z T
t
ˆ Zj;sdBj;s (t0  t  T):
Then ˆ Zj;s =

js ˆ XsS s + ˆ 1;s 1;j;s + ˆ 2;s 2;j;s

for j = 1;2 and ˆ Z3;s = 3s ˆ XsS s. More-
over,
E
R 
t0 j1
Z
u   ˆ Zuj2du
= EjE(h(S T)jF)   H
j
2  
 
E
 
h(S T)jFt0

 
1

Y

t0
!2
+2E
Z 
t0
u
1
2(Z

3;u)
2(Y

u    ˆ Yu)du
 Ejh(S T)   h(e S

T)j
2 +
4CCN

E
Z 
0
jZ

uj
2du
which goes to 0 as  ! 0: Recall that jX
t j =
   
Z
3;t
3tS t
     1
3L2
  Z
3;t
   on [t0;] and that
the same inequality holds for ˆ Xt and ˆ Z3;t for any t0  t  : Thus we ﬁnd that 1
X
converges to ˆ X in L2(dQ  dt):
The next proposition gives an estimate of the error introduced by using e S 
instead of S 0:
Proposition 8 If h is Lipschitz continuous then
E
  S
0
T+   e S

T
  
2
= O(
3)
as  ! 0. In particular,
E
  h(S
0
T+)   h(e S

T)
  
2
= O(
3)
33as  ! 0.
Proof. In terms of Z, the process S 0 can be decomposed as
S
0
T+ = S T +
Z 
t0
(Ms)
3sS s
Z

3;sds +
X
i
Z 
t0
i(Ms)
3sS s
Z

3;sdBi;s;
since Z
s = 0 for s outside [t0;], whereas
e S

T = S T +
Z 
t0
(Ms)
3sS s
 ˆ Z3;sds +
X
i
Z 
t0
i(Ms)
3sS s
 ˆ Z3;sdBi;s:
In the proof of the previous theorem, we found
E
Z 
t0
j
1

Z

u   ˆ Zuj
2du  Ejh(S T)   h(e S

T)j
2 +
4CCN

E
Z 
t0
jZ

uj
2du
 2
2E
     
Z 
t0
ˆ XudMu
     
2
+ 8CC
3
N = O()
as  ! 0. Then, for some positive constant ˆ C,
E
  S
0
T+   e S

T
  
2
 ˆ CE
Z 
t0
   ˆ Zu   Z

u
  
2
du
 
2f()
in which f() = O() as  ! 0.
Under the additional assumption that h is differentiable we have that Ht0(x)
is also differentiable at x = 0 and its derivative can be computed in terms of the
solution of the replication problem without trade impacts. The interpretation
of H0
t0(0) is analogous to the illiquidity Mt0 of the stock. It gives the liquidity
premium associated to the contingent claim.
Proposition 9 Let 0  t0  . If h is differentiable everywhere except at a ﬁnite number
34of points, then Ht0(x) is a.s. differentiable at x = 0 and
H
0
t0(0) = E
 Z 
t0
(Ms) ˆ X
2
sds
   Ft0
!
 2E
 
h
0(S T)1fSTNg(
Z 
t0
ˆ XsdMs)
   Ft0
!
:
Proof. For  > 0 small enough, we have that
   
1


Y
t0
   ˆ Yt0

  E
R 
t0 (Ms) ˆ X2
sds
   Ft0

+2E

h0(S T)1fS TNg(
R 
t0
ˆ XsdMs)
   Ft0
   
=
   
1

 
Y
t0

  ˆ Yt0
!
  E
 Z 
t0
s ˆ Z
2
3;sds
   Ft0
!
+2E

h
0(S T)1fS TNg(e S

T   S T)
   Ft0
   

2

E
  h
N(e S

T)   h
N(S T)   h
0(S T)1fS TNg(e S

T   S T)
  
   Ft0

+
      
E
0
B B B B @
Z 
t0
s
 
Z
s

!2
ds
   Ft0
1
C C C C A   E
 Z 
t0
s ˆ Z
2
sds
   Ft0
!      

2

E
  h
N(e S

T)   h
N(S T)   h
0(S T)1fS TNg(e S

T   S T)
  
   Ft0

+
     E
 Z 
t0
s
 
(Z
s)2
2   ˆ Z
2
s
!
ds
   Ft0
!     :
We know that the second term in the last expression goes to zero when  ! 0:
On the other hand,
lim
!0
1


h
N(e S

T)   h
N(S T)

= lim
!0
1

 
h
N(S T + 
Z 
t0
ˆ XsdMs)   h
N(S T)
!
= h
0(S T)1fS TNg
Z 
t0
ˆ XsdMs a.s.
since hN is differentiable everywhere except at a ﬁnite number of points. Fur-
thermore, note that
1

  h
N(e S

T)   h
N(S T)
    ˆ C
     
Z 
t0
ˆ XsdMs
     
35in which ˆ C is the Lipschitz constant of h. We then get the result by the Domi-
nated Convergence Theorem.
3.4 Conclusion
This chapter extends the liquidity risk model of C ¸etın et al. [11] by hypothe-
sizing the existence of a supply curve that evolves randomly in time and by
studying the impact of trades on the supply curve. This leads to a new char-
acterization of self-ﬁnancing trading strategies and a sufﬁcient condition for no
arbitrage. We show the direct connection between stochastic volatility and illiq-
uidity. As a result, contingent claims whose payoffs depend on the value of
the asset can be approximately replicated with the use of variance swaps. The
replicating costs of such payoffs are obtained from the solutions of BSDEs with
quadratic growth. We show that the quoted cost and the liquidity premium for
contingent claims can be easily computed from the solution of the replication
problem without trade impacts.
36CHAPTER 4
OPTION PRICES AS VISCOSITY SOLUTIONS OF PDES
The results of Chapter 3 give the existence and uniqueness of the solution of
the replication problem in terms of a backward stochastic differential equation.
In this chapter, we show that the replicating cost thus obtained can be repre-
sented as the viscosity solution of an associated quasilinear partial differential
equation.
4.1 Replication Costs as solutions of PDEs
Let L > 0 and h a bounded real function. In this chapter, we assume that the pay-
off of the claim is of the form h(S 0
) in which S 0
 = S +2
R 
t0 Mudu+2[M;] and
(t)t0tT is a bounded measurable function of (S t; Mt;Vt). Recall the deﬁnition of
 from Chapter 3:
 = inff0  u  T : S u 
1
L
or u  L or u 
1
L
g:
Typically, t = Xt is the solution of 3.9. We assume that the strategy satisﬁes
 = 0 so that
S
0
 = S    2
Z 
t0
u dMu:
Deﬁne Lt =
R t
t0 u dMu for t0  t  T: Then S    2L = S 0
:
We can use the Markov property of the solution of 3.13 to characterize it as
the solution of a quasilinear PDE similar to the Black-Scholes equation. How-
37ever the PDE we obtain does not have a classical solution and we will need to
use the notion of viscosity solutions to describe its solution.
Let (Xt0;	0;t0;	0;Yt0;	0) be the solution of the BSDE 3.13 with the process
	t0;	0 = (	
t0;	0
i;t )1i4;t0tT = (S; M;V;L) starting at 	0 = (S 0; M0;V0;L0) at time
t0  T. Deﬁne y(t0;	0) = Y
t0;	0
t0 ; x(t0;	0) = X
t0;	0
t0 and (t0;	0) = t0;	0. To show the
Markov property of the solution we ﬁrst use the Markov property of 	 to get
	
t0;	0
s = 	
t;	
t0;	0
t
s . Consider then the solution (b X;b ;b Y) of
b Yu = H 
Z 
u
b X1;sdS
t;	
t0;	0
t
s +
Z 
u
b X
2
1;sdM
t;	
t0;	0
t
s  
X
i=1;2
Z 
u
b i;sdG
t;	
t0;	0
t
i;s
= H  
Z 
u
b X1;sdS
t0;	0
s + 
Z 
u
b X
2
1;sdM
t0;	0
s  
X
i=1;2
Z 
u
b i;sdG
t0;	0
i;s
for t  u  : Since b Yt = y(t;	
t0;	0
t ) and (Xt0;	0;t0;	0;Yt0;	0) is the unique solution of
the latter equation, we readily see that Y
t0;	0
t = y(t;	
t0;	0
t ); X
t0;	0
t = x(t;	
t0;	0
t ) and

t0;	0
t = (t;	
t0;	0
t ).
Formally, if y is differentiable with respect to t and twice differentiable with
respect to 	, then by Itˆ o’s formula (omitting the superscripts)
Yt = h(	)  
Z 
t
@y
@t
ds  
Z 
t
ryd	s  
X
1i;j4
Z 
t
@2y
@	i@	j
d[	i;	j]s
= h(	)  
Z 
t
(
@y
@t
+ Ly(s;	s))ds
 
X
i=1;2
Z 
t

i(Vs + M
2
s)S s
@y
@S
+ i(Ms)(
@y
@M
+ s
@y
@L
) + i(Vs)
@y
@V

dBi;s
 
Z 
t
3sS s
@y
@S
dB3;s
in which we deﬁned the differential operator Ly by
(M)
 
@y
@M
+ (	)
@y
@L
!
+ (V + a)
@y
@V
+
1
2
(M
2 + V)S
2 @2y
@S 2
38+
1
2
0
B B B B B @
X
i
i(V)
2
1
C C C C C A
@2y
@V2 +
1
2
(
X
i
i(M)
2)
 
@2y
@M2 + (	)
2 @2y
@L2
!
+ 11(M)
p
M2 + VS
 
@2y
@S@M
+ (	)
@2y
@S@L
!
+ (11 + 22)(V)
p
M2 + VS
@2y
@S@V
+ (11 + 22)(M)(V)
 
@2y
@M@V
+ (	)
@2y
@L@V
!
+ (1 + 2)(M)
2(	)
@2y
@M@L
:
In the above equation, we used a slight abuse of notation and wrote h(	) for
h(S    2L).
So we can expect the function y to satisfy the following PDE
 
@y
@t
  Ly   (M)(
@y
@S
)
2 = 0 (4.1)
on U = f(t;	) 2 ( 1;T)  R3
+  R : S > 1
L; M2 + V > 1
L and M2 + V < Lg and
y(t;	) = h(	) for (t;	) 2 @U (4.2)
4.2 Viscosity Solutions
In general, PDE 4.1-4.2 does not have a differentiable solution. However using
the notion of viscosity solutions we can still characterize the function y in terms
of this PDE.
Deﬁnition 5 We say that a continuous function y is a viscosity supersolution (resp.
subsolution) of 4.1-4.2 if y satisﬁes 4.2 and if for any functions ' 2 C1;2(U) and any
39(t0;	0) 2 U such that
y(t0;	0) = '(t0;	0) and
y(t;	)  '(t;	) (resp. y(t;	)  '(t;	))
for any (t;	) 2 U, then
 
@y
@t
(t0;	0)   Ly(t0;	0)   (M0)(
@y
@S
(t0;	0))
2  0;
(resp.  0). The function y is a viscosity solution if it is both a viscosity supersolution
and subsolution.
Kobylanski [32] studied a similar PDE and showed that it has a viscosity
solution related to a BSDE of the form 3.13. However, her result does not apply
here since she assumes that the terminal condition h(S T) is for a ﬁxed time T
and U = [0;T]  Rn. We extend this result to our current setup. The main step
of the proof is the following lemma.
Lemma 10 Let 0  t0  T; (t0;	0) 2 U. Then Q(  t0 + h) ! 1 as h goes to zero.
Proof. Deﬁne xt = log(S t) = log(S t0)  
R t
t0
1
22
sds +
P3
i=1
R t
t0 isdBi;s. By deﬁnition,
we have  = infft  t0 : t  1
L or xt   log(L) or t  Lg: Hence,
Q(  t0 + h)
 Q
 
inf
t0tt0+h
t 
1
L
!
+ Q
 
inf
t0tt0+h
xt   log(L)
!
+ Q
 
sup
t0tt0+h
t  L
!
 Q
 
sup
t0tt0+h
jt   t0j  t0  
1
L
!
+ Q
 
sup
t0tt0+h
jxt   xt0j  xt0 + log(L)
!
+Q
 
sup
t0tt0+h
jt   t0j  L   t0
!
:
40We must then show that each of these last three terms go to zero. We only
give the proof for the second term, the other two are treated in a similar fashion.
For some constant C0 > 0, we have the following inequalities:
Q

supt0tt0+h jxt   xt0j  xt0 + log(L)


1
xt0 + log(L)
EQ
 
sup
t0tt0+h
jxt   xt0j
!
 C
0EQ
 Z t0+h
t0

2
sds
!
+C
0EQ
0
B B B B B @ sup
t0tt0+h
   
Z t
t0
3 X
i=1
sdBi;s
   
1
C C C C C A
 C
0
Z t0+h
t0
EQ


2
s

ds +C
0EQ
 Z t0+h
t0

2
sds
! 1
2
:
Note that
R t0+h
t0 EQ

2
s

ds is equal to difference between the value at time zero of
a variance swap with maturity t0 + h and t0: By Proposition 4 of Chapter 3, we
easily see that this term goes to zero as h goes to zero.
We can now state the main result of this chapter.
Theorem 11 y(t;	) = Y
t;	
t is a viscosity solution of PDE 4.1-4.2.
Proof. Continuity of the value function y was shown in [32].
We show the supersolution property, the subsolution property is obtained in
a similar way. Boundary conditions 4.2 are obviously satisﬁed by deﬁnition of
y.
41Let (t0;	0) 2 U and suppose ' satisﬁes the conditions in the deﬁnition of a
supersolution. Furthermore, let " > 0 and deﬁne f on [0;"] by f(x) = x("   x)3
and zero elsewhere. Deﬁne t = Y
t0;	0
t   '(t;	
t0;	0
t ): By Itˆ o’s formula,
0  f((t0+h)^) =
Z (t0+h)^
t0
f
0(s) sdBs (4.3)
+
Z (t0+h)^
t0

f
0(s)s +
1
2
f
00(s)j sj
2
ds
for h > 0; in which
s =  
@'
@t
  L'   
(Ms)
2
32
sS 2
s
Z
2
3;s
 i;s = Zi;s  
 
isS s
@'
@S
+ i(Ms)
 
@'
@M
+ (	s)
@'
@L
!
+ i(Vs)
@'
@V
!
for i = 1;2 and  3;s = Z3;s   3sS s
@'
@S : Taking expectations and dividing by h in
Equation 4.3,
EQ
1
h
Z (t0+h)
t0
1s
 
f
0(s)s +
1
2
f
00(s)j sj
2
!
ds
   Ft0

 0:
Since Q(  s) ! 1 as s goes to t0 by the previous lemma, we have
f
0(	t0)t0 +
1
2
f
00(	t0)j t0j
2
= "
3t0   3"
2j t0j
2  0:
Since " is arbitrary, we readily see that t0  0 and  t0 = 0 . From the deﬁnition
of  and   we get the supersolution property of the function y.
42CHAPTER 5
HEDGING AMERICAN OPTIONS IN THE PRESENCE OF LIQUIDITY
RISK AND PRICE IMPACTS
In this chapter, we consider the replication of a general class of American-
type options in the liquidity risk and price impacts model of Chapter 3, under
the additional assumption that the process M is a local martingale under the
risk neutral measure. (See Equation 5.1 below.) We start with a general result
on reﬂected forward-backward stochastic differential which is then applied to
the problem of hedging American-type contingent claims.
Forward-backward stochastic differential equations have been studied by
many different authors in the literature. The reader is referred to the book of
Ma and Jong [40] for a comprehensive review of the topic. Other related results
are the famous four step scheme of Ma et al. [39], the papers of Hu and Peng [25]
and Pardoux and Tang [44]. In Ma and Cvitani´ c [38], the authors study reﬂected
forward-backward stochastic differential equations. In this chapter, we partially
extend their result by considering a reﬂection barrier which depends on the
solution. We will see that this extension is essential for the study of American
options in the price impact setting.
5.1 The Setup
Let B = (Bt)t0 be a d-dimensional Brownian motion deﬁned on a ﬁltered proba-
bility space (
;F;F;P) in which F = (Ft)t0 is the natural ﬁltration of B. We start
43with the liquidity risk and price impacts model of Chapter 3 with   0. In other
words, we let T > 0 be a ﬁxed constant and assume the following structure:
dMt = 1
1
2Mt
p
K
(KM
2
t )dB1;t
dVt = (Vt + a)dt + 1(Vt)dB1;t + 2(Vt)dB2;t
dS t =
3 X
j=1
jtS tdBj;t for 0  t  T: (5.1)
We also assume that  , 0 and that Condition 1 or 2 of Proposition 4 of Chapter
3 holds for  and , namely  (resp. ) satisﬁes one of the following conditions:
1. (v) = v
ˆ  (resp. (m) = m
ˆ ) for ˆ  2 [0; 1
2] (resp. ˆ  2 [0; 1
2]),
2.  (resp. ) is Lipschitz continuous.
By Proposition 4 of Chapter 3, this implies that there exists a predictable process
  = ( i;j;t)1i;j2;0tT in R22 such that
G
i
t = E
 Z Ti
0

2
sds   Ki
!
+
X
j=1;2;3
Z t
0
 i;j;sdBj;s and
S t =
X
j=1;2;3
Z t
0
 3;j;sdBj;s
for all t  T and i = 1;2: Furthermore, ( i;j;t)1i;j2 is invertible for all t: Recall
that we are working directly under a risk neutral measure Q for S and that the
volatility of S is given by the process t = KM2
t + Vt.
The main object of interest in this chapter is the following American-type
option of which the American put and call options are particular cases.
Deﬁnition 6 Let F;G : C[0;T] ! C[0;T]. An American option of payoff structure
(F;G) and maturity T is a ﬁnancial contract giving the owner the right to obtain the
44payoff G((S 0
t)0t) at any stopping time  < T of his choice or F((S 0
t)0tT)T at the
maturity.
The particular case of the American put takes G(S)t = F(S)t = max(K   S t;0)
for some K. On the other hand, the American call option takes G(S)t = F(S)t =
max(S t   K;0): The European-type derivatives studied in Chapter 3 are partic-
ular cases by taking G = 0; F(S)T = h(S T) and F(S)t = 0 for t < T: Note that
the derivatives we deﬁne as American options are more general than what are
called American options in practice. Indeed, European options are not typically
considered speciﬁc cases of their American counterpart. Nevertheless, we can
easily see that we can restrict the exercise time to a ﬁxed set of times (the matu-
rity for the European option) by setting the payoff G to be zero at other times.
Note that, we deﬁne the payoff of the option in terms of the actual observed
price of the asset. This is an improvement from Chapter 3 in which we used
an approximation of this price. On the other hand, we will see below that the
results in this chapter holds because of the added assumption that M is a local
martingale instead of simply a submartingale.
We are interested in hedging the payoff of these contracts. In order to do so,
the self-ﬁnancing strategy (Xt;Yt)0tT of the hedger must satisfy Yt  G(S 0)t for
any t < T and YT  F(S 0)T: In other words, the process Y must always stay above
a given barrier which itself depends on the process X. The main mathematical
tools to obtain the existence of such self-ﬁnancing strategies are the Reﬂected
Forward-Backward Stochastic Differential Equations (RFBSDEs). We want to
solve:
45F(S  2
R
XsdMs)T+ (JT   Jt)
= Yt +
Z T
t
XsdS s   
Z T
t
X
2
sdMs +
X
i
Z T
t
i;sdGi;s
 
Z T
t
(1   )Mud[X;X]u  
X
i=1;2
Z T
t
(1   i)M
0
i;ud[i;i]u (5.2)
such that Y and J are adapted, and Yt  G(S   2
Z
XsdMs)t for all t.
We want to solve this equation in the minimal way in the sense that J is the
smallest process that pushes Yt above the barrier G(S   2
R
XsdMs)t at any time
t  T: More precisely, we look for a process J which is increasing and
R T
0 (Yt  
G(e )t)dJt = 0:
These equations are reﬂected because a positive increasing process J is
added to the solution Y whenever it hits the barrier. The forward part of the
equation refers to the process S 0 which is constructed from time 0 to time T as
an integral: S 0
T = S T   2
R T
0 XsdMs.
We will see that we can approximately solve the above RFBSDE by using
the technique used in Chapter 3. The connection between this equation and the
replication of American-type options will be explained in Section 5.3.
5.2 A General Result
We start with a general theorem on RFBSDEs. We are given the following func-
tions:
46(i) F;G : C[0;T] ! C[0;T]
(ii) ; : R  [0;T] ! R
(iii)  : R  R  [0;T] ! R:
Let I2 = f :  is predictable and EsuptT jtj2 < 1g. We assume that (F(0)t)tT 2
I2: Furthermore, we make the following hypotheses: ,  and  are Lipschitz
continuous, and F and G are functional Lipschitz, i.e. there exist constants
b;c;d;C > 0 such that
jF(
1)t   F(
2)tj  C sup
st
j
1
s   
2
sj and
jG(
1)t  G(
2)tj  C sup
st
j
1
s   
2
sj
for any 1;2 2 C[0;T]; and
j(z;t)   (z
0;t)j  bjz   z
0j
j(z;t)   (z
0;t)j  cjz   z
0j
j(y;z;t)   (y;z
0;t)j  djy   y
0j + djz   z
0j
for any z;z0;y;y0 2 R, for any t  T: Furthermore, we assume that G  F; and that
the process (G()t)0tT is adapted for any adapted process :
For given processes  2 I2 and Z 2 H2, we deﬁne the forward part of the
RFBSDE by
e t = t +
Z t
0
(Zs; s)ds +
Z t
0
(Zs; s)dWs:
For a given x 2 R, we consider the following RFBSDE:
F(e )T = Yt +
Z T
t
(Ys;Zs; s)ds +
Z T
t
ZsdWs   (JT   Jt) (5.3)
such that Yt  G(e )t for all t.
47A solution of 5.3 is deﬁned as a triplet (Y;Z; J) such that
(i) Z 2 H2, and Y and J are adapted,
(ii) J is increasing, and
R T
0 (Yt  G(e )t)dJt = 0:
(iii) JT 2 L2:
(iv) (Y;Z; J) solves 5.3.
Note that, for some constant D > 0 (which may change from line to line),
jF(e )tj
2  DjF(0)tj
2+Dsup
st
jsj
2 + Dsup
st
j
Z s
0
(Zu;u)duj
2 + Dsup
st
j
Z s
0
(Zu;u)dWuj
2
 D+DjF(0)tj
2+Dsup
st
jsj
2+D
Z t
0
jZuj
2du + Dsup
st
j
Z s
0
(Zu;u)dWuj
2:
Hence, if  2 I2 and Z 2 H2, then
Esup
tT
jF(e )tj
2  D + DEsup
tT
jF(0)tj
2 + DEsup
tT
jtj
2 + DE
Z T
0
jZsj
2ds
+DEsup
st
j
Z s
0
(Zu;u)dWuj
2
 D + DEsup
tT
jF(0)tj
2 + DEsup
tT
jtj
2 + DE
Z T
0
jZsj
2ds < 1;
i.e. F(e ) 2 I2: Similarly, G(e ) 2 I2:
Theorem 12 Suppose  2 I2: Then the RFBSDE 5.3 has a unique solution when
C(b2T + c2) is small enough.
Proof. We start with the existence part of the theorem. Let Z0  0. Then
F()T 2 L2 and G() 2 I2: By Theorem 5.2 of [21], there exists a triplet (Y1;Z1; J1)
48satisfying
F()T = Y
1
t +
Z T
t
(Y
1
s;Z
1
s; s)ds +
Z T
t
Z
1
sdWs   (J
1
T   J
1
t )
such that Y
1
t  G()t for all t,
such that J1 is increasing, Z1 2 H2 and Y1 2 I2: As a result, F(e 1)T 2 L2 and
G(e 1) 2 I2; in whiche 1 = t +
R t
0 (Z1
s; s)ds +
R t
0 (Z1
s; s)dWs:
For n  1, let (Yn;Zn; Jn) be the solution of the following RBSDE
F(e 
n 1)T = Y
n
t +
Z T
t
(Y
n
s;Z
n
s; s)ds +
Z T
t
Z
n
sdWs   (J
n
T   J
n
t )
such that Y
n
t  G(e 
n 1)t for all t
in which e n 1 = t +
R t
0 (Zn 1
s ; s)ds +
R t
0 (Zn 1
s ; s)dWs: Furthermore,
R T
0 (Yn
t  
G(e n 1)t)dJn
t = 0: Jn is increasing, Zn 2 H2 and Yn 2 I2:
If we apply Itˆ o’s formula to jYn+1
T   Yn
Tj2 and take the expectation, we obtain
EjY
n+1
t j
2 +
Z T
t
EjZ
n+1
s j
2ds = EjF(e 
n)Tj
2 + 2
Z T
t
E

Y
n+1
s (Y
n+1
s ;Z
n+1
s ; s)

ds
+2E
Z T
t
Y
n+1
s dJ
n+1
s
in which Yn+1
t = Yn+1
t   Yn
t , Zn+1
t = Zn+1
t   Zn
t , etc ... Note that on the support of
dJn+1
t , G(e n)t = Yn+1
t : Hence,
E
Z T
t
G(e 
n)sdJ
n+1
s = E
Z T
t
Y
n+1
s dJ
n+1
s :
Furthermore,
     E
Z T
t
G(e 
n)sdJ
n+1
s
       CE
 
sup
tT
je 
n
t jjJ
n+1
T j
!

C
k1
EjJ
n+1
T j
2 +Ck1Esup
tT
je 
n
t j
2
for any k1 > 0; and
je 
n
t j
2  2Tb
2
Z t
0
jZ
n
sj
2ds + 2c
2
     
Z t
0
Z
n
sdWs
     
2
49As a result,
E
Z T
t
Y
n+1
s dJ
n+1
s 
C
k1
EjJ
n+1
T j
2 +Ck1Esup
tT
je 
n
t j
2

C
k1
EjJ
n+1
T j
2 +Ck12Ta
2E
Z T
0
jZ
n
sj
2ds
+2c
2Ck1Esup
tT
     
Z t
0
Z
n
sdWs
     
2

C
k1
EjJ
n+1
T j
2 + 2Ck1c
E
Z T
0
jZ
n
sj
2ds (5.4)
in which c = Tb2 + c2: Similarly,
Z T
t
E

Y
n+1
s (Y
n+1
s ;Z
n+1
s ; s)

ds  (d + d
2k2)
Z T
t
EjY
n+1
s j
2ds
+
1
k2
Z T
t
EjZ
n+1
s j
2ds (5.5)
for any k2 > 0; and
EjF(e 
n)Tj
2  2C
2c
E
Z T
0
jZ
n
sj
2ds: (5.6)
From Inequalities 5.4, 5.5 and 5.6, we ﬁnd that
EjY
n+1
t j
2 +
Z T
t
EjZ
n+1
s j
2ds 
2C
k1
EjJ
n+1
T j
2 + 2(d + d
2k2)
Z T
t
EjY
n+1
s j
2ds
+2C(C + 2k1)c
E
Z T
0
jZ
n
sj
2ds
+
2
k2
Z T
t
EjZ
n+1
s j
2ds:
From Gronwall’s lemma, we obtain the following bounds:
EjY
n+1
t j
2 +
Z T
t
EjZ
n+1
s j
2ds  e
2(d+d2k2)(T t)2C(C + 2k1)
k2
k2   2
c
E
Z T
0
jZ
n
sj
2ds
+e
2(d+d2k2)(T t)2C
k1
k2
k2   2
EjJ
n+1
T j
2 (5.7)
when k2 > 2, and
E
Z T
t
jY
n+1
s j
2ds 
1
2(d + d2k2)
(e
2(d+d2k2)T   1)2C(C + 2k1)c
E
Z T
0
jZ
n
sj
2ds
+
1
2(d + d2k2)
(e
2(d+d2k2)T   1)
2C
k1
EjJ
n+1
T j
2
50Using methods similar to the ones used before, we can bound the term
EjJn+1
T j2 above by
4EjY
n+1
T j
2 + 4EjF(e 
n)Tj
2 + 8T
Z T
0
EjY
n+1
s j
2ds + (8T + 4)
Z T
0
EjZ
n+1
s j
2ds
since
J
n+1
T = Y
n+1
T   F(e 
n)T  
Z T
0
(Y
n+1
s ;Z
n+1
s ; s)ds  
Z T
0
Z
n+1
s dWs:
Hence,
EjJ
n+1
T j
2  f1(t)c
E
Z T
0
jZ
n
sj
2ds +
f2(t)
k1
EjJ
n+1
T j
2
in which
f1(t) = 8C
 
(2T + 1)e
2(d+d2k2)(T t)(C + 2k1)
k2
k2   2
!
+16CT
1
2(d + d2k2)
(e
2(d+d2k2)T   1)(C + 2k1) + 8C
2
and f2(t) = 4(2T + 1)

e2(d+d2k2)(T t)2C
k2
k2 2

+ 8T 1
2(d+d2k2)(e2(d+d2k2)T   1)2C:
Then, for k1 large enough,
EjJ
n+1
T j
2 
f1(t)
1  
f2(t)
k1
E
Z T
0
jZ
n
sj
2ds:
Using Inequality 5.7, we ﬁnd the following upper bound on EjYn+1
t j2 +
R T
t EjZn+1
s j2ds:
e
2(d+d2k2)(T t)2C
k2
k2   2
c

 
(C + 2k1) +
f1(t)
1   f2(t)
!Z T
0
EjZ
n
sj
2ds:
We let t = 0 in the preceding inequality and ﬁnd
Z T
0
EjZ
n
sj
2ds  e C
n 1
Z T
0
EjZ
1
sj
2ds
for some positive constant e C < 1 when Cc is small enough. As a result,
1 X
n=0
 
EjJ
n+1
T j
2 + EjY
n+1
t j
2 +
Z T
t
EjZ
n+1
s j
2ds
!
< 1
51and there exist limits Zt = limn!1 Zn
t ; Jt = limn!1 Jn
t and Yt = limn!1 Yn
t that satisfy
F(e )T = Yt +
Z T
t
(Ys;Zs; s)ds +
Z T
t
ZsdWs   (JT   Jt)
such that Yt  G(e )t for all t.
Furthermore, the process J is clearly increasing and
E
   
Z T
0
(Yt  G(e )t)dJt
    = E
   
Z T
0
(Yt  G(e )t)dJt  
Z T
0
(Y
n
t  G(e 
n 1)t)dJ
n
t
   
 E
   
Z T
0
(Yt  G(e )t)dJt  
Z T
0
(Y
n
t  G(e 
n 1)t)dJt
   
+E
   
Z T
0
(Y
n
t  G(e 
n 1)t)dJt  
Z T
0
(Y
n
t  G(e 
n 1)t)dJ
n
t
   

0
B B B B B @
r
Esup
tT
jYt   Yn
t j2 +
r
Esup
tT
jG(e )t  G(e n 1)tj2
1
C C C C C A
q
EJ2
T
+
0
B B B B B @
r
Esup
tT
jYn
t j2 +
r
Esup
tT
jG(e n 1)t)j2
1
C C C C C A
q
EjJT   Jn
Tj2:
As shown before,
Esup
tT
jG(e )t  G(e 
n 1)tj
2  2Cc
E
Z T
0
jZs   Z
n 1
s jds
and
Esup
tT
jYt   Y
n
t j
2  4EjJT   J
n
Tj
2 + 4Esup
tT
jF(e )t   F(e 
n 1)tj
2
+8Td
2E
Z T
0
jYt   Y
n
t j
2dt + 4(1 + 2Td
2)E
Z T
0
jZt   Z
n
t j
2dt:
Since each of these terms go to zero as n goes to inﬁnity, we ﬁnd that E
   
R T
0 (Yt  
G(e )t)dJt
    = 0, i.e.
R T
0 (Yt  G(e )t)dJt = 0 and (Y;Z; J) is a solution of 5.3.
To show uniqueness, suppose (Z;Y; J) and (Z0;Y0; J0) are two solutions. De-
ﬁne Zt = Zt   Z0
t; Yt = Yt   Y0
t and Jt = Jt   J0
t: Then, as shown before,
52EjYtj2 +
R T
t EjZsj2ds
= EjF(e )Tj
2 + 2
Z T
t
E(Ys(Ys;Zs; s))ds
+2E
Z T
t
YsdJs
 e
2(d+d2k2)(T t)2C
k2
k2   2
c

 
(C + 2k1) +
f1(t)
1   f2(t)
!Z T
0
EjZsj
2ds:
For C or c small enough, we let t = 0 in the preceding inequality, and ﬁnd
Z T
0
EjZsj
2ds  e C
Z T
0
EjZsj
2ds
for some positive constant e C < 1: As a result, Zs = 0 and Ys = 0; dP  dt a.s.
5.3 Hedging of American Options
In this section, we consider the hedging of American call and put options. Since
price impacts are present in the model, we consider only options that are physi-
cally settled. In other words, at the time of exercise , the seller of the call option
(resp. put option) gives one share of the stock (resp. obtains one share of the
stock) in exchange for the strike. The reason we consider only physical delivery
is that there is a possibility for the seller of the option to manipulate the as-
set’s prices to make it non-beneﬁcial for the holder of the option to ever exercise
when the settlement is in cash. This price manipulation problem is easily solved
by considering the option to be physically settled since the seller of the option
is then the one purchasing the asset on the market and arbitrage opportunities
have been shown not to exist under the right conditions. On the other hand, we
need to assume that the holder of the option is not allowed to trade the asset in
large quantities to interfere with the hedger’s activity.
53For simplicity, we only present the case of the put option. The call option is
treated in a similar way. We denote the strike by K and the maturity T. Let x be
the number of put options to hedge. At any time before the maturity, the hedger
wants to make sure that he has enough cash in his portfolio to compensate for
the loss from the difference between the strike and the proﬁt obtained from
selling x shares at the market price. If the owner of the option exercises at time
, the hedger’s cash position is Y after he liquidates his position in the asset.
The loss from getting x shares of the stock for K dollars each and selling them at
market price is x

K   (S    2
R 
0 XsdMs   xM)

. Hence, we want Yt   xK + xS t  
x2
R t
0 XsdMs   x2Mt  0 and Yt  0 for all t  T: In other words, the functional G
is given by
G(S) = xmax(K   S + 2
Z
XsdMs + xM;0) = xmax(K   S
0 + xM;0): (5.8)
For a similar reason, it is clear that we also have F = G: Note that if (X;;Y; J)
solves RFBSDE 5.2, then the triplet (X;;Y) is not a s.f.t.s. In fact, we can easily
see that (X;;Y + J) is the correct s.f.t.s. In this sense, the process J is added
to the terminal condition F(S 0) to be replicated so that the process Y is above
the barrier G(S 0): As a result, the hedger’s proﬁt up to time t is in fact equal to
Yt + Jt, which is greater than Yt and G(S 0)t: It may seem like he is over-hedging
the option, but the holder of the option should rationally exercise it at a time
prior to which the process J becomes strictly positive. Otherwise, he could have
constructed this portfolio himself and obtained Yt + Jt, instead of a proﬁt of
xmax(K   S 0
t + xMt;0): It is then clear that the rational exercise time is, like in
the classical case, no later than the time when Yt = xmax(K   S 0
t + xMt;0); that is
when the replicating cost of the option (which equals the price in the no friction
case) is equal to the intrinsic value.
54AsinChapter3, weareonlylookingforanapproximatesolutiontoEquation
5.2. We make the following deﬁnition:
Deﬁnition 7 The sequence (Xn;n;Yn; Jn) is an approximate solution of RFBSDE 5.2
if
1. each Jn is an increasing process,
2. Yn
T   F(S   2
R
Xn
sdMs)T   Jn
T ! 0 as n ! 1;
3.
R T
0 (Yn
t  G(S   2
R
Xn
sdMs)t)dJn
t ! 0 as n ! 1 and
4. limn!1 Yn
t  G(S   2
R
Xn
sdMs)t  0
in which all these limits are understood in the L2 sense.
The economic meaning of this deﬁnition is similar to Deﬁnition 4 of Chapter
3. In particular, when G = 0 (the case considered in Chapter 3), only the second
point is relevant in this case since J = 0 and implies that replication can be ob-
tained in the limit in the L2 sense. In the general case (J , 0), Point 4 implies
that the boundary condition is satisﬁed in the limit and Point 3 means that the
processes Jn are minimal in the limit in the sense of the deﬁnition of solutions
of RFBSDE’s. The economic interpretation is as follows: even though the con-
ditions for perfect replication cannot be obtained, the hedger can come as close
as possible. For example, for a ﬁxed n, the process Yn is not always above the
boundary condition but it does not go below the boundary by very much. Fur-
thermore, for a large n this difference is arbitrarily small. In other words, even
though each s.f.t.s. (Xn;n;Yn + Jn) is not a solution to the replicating problem, it
55comes as close as possible. Nevertheless, the limit may not exist and the payoff
may not be perfectly replicated in the limit.
The existence of an approximate solution is given by the following theorem:
Theorem 13 Let G and F be given by 5.8. For x small enough, there exists an approx-
imate solution of 5.2.
Proof. Let L > 0 and deﬁne
L = inff0  t  T : S t 
1
L
or t  L or t 
1
L
g:
Let (ZL;YL; JL) be the solution of
F
0
B B B B B @S   2
X
i
Z
Z
L
3;t
i(Mt)
3tS t
dBi;t
1
C C C C C A
L
+ (J
L
L   J
L
t ) = Y
L
t +
Z L
t
Z
L
sdBs (5.9)
such that Y
L
t  F
0
B B B B B @S   2
X
i
Z
Z
L
3;s
i(Ms)
3sS s
dBi;s
1
C C C C C A
t
for all t  L:
Extend (ZL;YL; JL) to [0;T] by letting YL
t = YL
L; JL
t = JL
L and Zt = 0 for t > L:
Let (ZL;n)n1 be a sequence of continuous processes with ﬁnite variation con-
verging to ZL in H2: Deﬁne
Y
L;n
t = Y
L
0 +
Z L
t
Z
L;n
s dBs   J
L
t (t  T):
Deﬁne XL and L from the one-to-one change of variables:
Z
L
3;t = 3tS tX
L
t and,
Z
L
i;t = itS tX
L
t   i(Mt)(X
L
t )
2 +
X
j=1;2
 i;j;t
L
j;t
for i = 1;2: Deﬁne XL;n and L;n similarly from ZL;n: Furthermore, deﬁne JL;n = JL:
56Then YL;n ! YL in H2 and
F(S   2
Z
X
L;n
3;t dMt)L ! F(S   2
Z
X
L
3;tdMt)L
in L2 as n ! 1:
Since the four following conditions are satisﬁed:
1. JL is an increasing process,
2. YL
T   F(S   2
R
XL
sdMs)L   JL
T = 0;
3.
R T
0 (YL
t  G(S   2
R
XL
sdMs)t)dJL
t = 0 and
4. YL
t  G(S   2
R
XL
sdMs)t  0 for all t  L;
we also have that the four following conditions are satisﬁed:
1. each JL;n is an increasing process,
2. Y
L;n
T   F(S   2
R
X
L;n
s dMs)L   J
L;n
T ! 0 as n ! 1;
3.
R T
0 (Y
L;n
t  G(S   2
R
X
L;n
s dMs)t)dJ
L;n
t ! 0 as n ! 1 and
4. limn!1 Y
L;n
t  G(S   2
R
X
L;n
s dMs)t  0 for all t  L:
Indeed, Point 1, 2 and 4 are trivially satisﬁed by taking the limit in L2; whereas
Point 3 can be obtained by an argument similar to the one used in the proof of
Theorem 12.
Since L ! T as L ! 1; we have the desired result.
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LIQUIDITY RISK AND FINANCIAL BUBBLES
Speculators may do no harm as
bubbles on a steady stream of
enterprise. But the position is
serious when enterprise becomes
the bubble on a whirlpool of
speculation.
John Maynard Keynes: The
General Theory of Employment,
Interest, and Money.
In this chapter we study the relation between bubbles and liquidity risk. In
particular, we use the model presented in earlier chapters to analyze the gen-
eration and bursting of speculative bubbles from a price impact and liquidity
risk perspective. The approach consists in exogenously deﬁning the fundamen-
tal price process, thereby ﬁxing the set of preferences used to valuate the fun-
damentals, and constructing a market price process inﬂuenced by endogenous
variables including volume of market orders, resiliency parameters and levels
of liquidity. It is assumed that this market price process equals the fundamental
price process under normal market conditions, and diverges from it and be-
comes affected by the price impacts of market orders when the resiliency of the
limit order book decreases. This approach differs from the one advocated by
Jarrow et al. [30], [31], who ﬁx the market price process and let the risk prefer-
ences change over time resulting in changes of valuation measures and changes
infundamentalvalue. InSection6.1, wedescribethemodelanddiscussitsthree
main characteristics: depth, resiliency and tightness. In Section 6.2, we deﬁne
the fundamental and market wealth processes and study the main properties of
58bubbles. In Section 6.4, we describe general properties of the set of equivalent
local martingale measures, and the rest of the chapter is devoted to option pric-
ing and the implication of the positive probability of future bubbles on option
prices.
6.1 The Model
We consider a liquid ﬁnancial asset, called the stock, which is actively traded
through a limit order book. In this setting, there are two types of trades possible,
namely limit orders and market orders. A limit order is an order to buy or sell
the stock at a speciﬁc price which is not immediately executed but which pro-
vides liquidity by ﬁlling the order book. On the other hand, impatient traders
can submit market orders (also known as marketable limit orders) which are ex-
ecuted against the existing limit orders and thereby deplete the order book. We
assume the asset pays dividends and deﬁne D = (Dt)t0 as the cumulative div-
idend process and F its terminal liquidation value and  the liquidation time.
We also assume D0 = 0: The dividend process D and the liquidation value F are
the fundamentals of the asset.
6.1.1 Liquidity Risk and Price Impacts
OurstartingpointistheliquiditymodelpresentedinChapter3. Weassumethat
at any time t   any trader can observe the limit order book and thus know the
59average price to pay for a transaction of size x made through a market order.
We assume that this price is given by an adapted continuous process S(x) =
(S t(x))t0;x2R (or sometimes written S(t; x)) with the following linear structure:
S t(x) = S t + Mtx; x 2 R (6.1)
in which S and M are adapted continuous processes. S t is called the quoted
price, it is the price per share for the purchase or sale of an inﬁnitesimal amount
of shares. The assumption that the supply curve is linear is supported by the
empirical study of Blais [8] for stocks that are frequently traded in large vol-
umes. The study was based on a large data set of stocks traded on several dif-
ferent stock exchanges in the year 2003. See also Blais and Protter [9].
Recallthatinthelimitorderbooksetting, atradeoccurswhenamarketorder
is placed. As a result, limit orders are executed starting with the cheapest ones
(in the case of a buying order) until the number of shares ordered is reached as
in Equation 6.1. Once the order is executed, the associated limit orders disap-
pear and a gap is created in the limit order book. For example, after a purchase
of Xt the best bid price stays at S t whereas the best ask price is now S t+2MtXt:
This means that immediately after this trade the limit order book would have
a density of 0 for prices between S t and S t + 2MtXt and t  elsewhere since
the lowest ask price would then be S t + 2MtXt whereas the highest bid would
remain the same. The empirical ﬁndings of Weber and Rosenow [49] showed a
negative correlation between returns and the volume of incoming limit orders
which suggests that investors respond to market orders by adding new limit
orders in the other direction. See Figure 6.1.1 below. The economic meaning
of this phenomenon is that informed traders, who can determine the funda-
mental value of the asset, take advantage of this discrepancy thus created by
60placing limit orders at a temporarily more advantageous price. We call this the
resiliency effect. We model it by assuming this ﬁlling up occurs instantly after a
trade and by introducing a process R = (Rt)t0 in [0;1] measuring the proportion
of new orders to sell (resp. orders to buy) ﬁlling up the limit order book when
a trade to buy (resp. sell) is made at time t. The quantity of new limit orders to
sell after a market order to buy is then given by RtXt. It is then assumed that
the rest of the limit order book, limit orders of size (1 Rt)Xt, is ﬁlled by orders
to buy (resp. order to sell). In effect, the instant impact on prices of a trade of
size Xt is to shift the lowest ask price S t+2MtXt after the full impact of market
orders to
S t + 2MtXt   2RtMtXt = S t + 2(1   Rt)MtXt (6.2)
The term  2RtMtXt corresponds to the impact due to the creation of new limit
orders, the resiliency factor. To simplify these expressions, we deﬁne the process
 = 1 R: In this model, it is assumed that this short-term resiliency effect occurs
instantly after any market order.
6.1.2 Depth, Resiliency and Tightness
As stated by Kyle [33], a reasonable model of liquidity should have three di-
mensions: depth, resiliency and tightness. Depth is deﬁned as the size of an
order ﬂow required to change prices a given amount. Resiliency is the degree
to which the limit order book recovers from small trades. Tightness refers to the
cost of turning around a position.
Resiliency has already been introduced in the model. It is characterized by
61Figure 6.1: Before and after a trade of size Xt
the process (t)t0. When t = 0, there is full resiliency since the order book
recovers its previous shape after a market order in this case. On the other hand,
when t = 1; the gap created by a market order at time t is completely ﬁlled by
the opposite limit orders, thereby shifting the quoted price in the direction of
the trade. In this case there is no resiliency since the limit order book does not
recover from market orders. Any other value of t between 0 and 1 leads to a
partial recovery from small trades.
62The depth of the order book is clearly expressed in expression 6.2. The im-
pact of a trade of size Xt at time t is given by tMtXt. The depth, deﬁned
as the size of the order required to change the price of the asset by one unit, is
thus 1
tMt: Note that the resiliency is present in this expression; in fact, it is 1
t
times the density t of the limit order book. This is anticipated since we have
already seen that limit orders move in the opposite direction of market orders
when there is resiliency and also have an impact on the change in the price of
the asset. When there is no resiliency,  = 1 and the depth is simply 1
2Mt: On the
other hand, the depth is undeﬁned when  = 0 since there is full resiliency in
this case and prices cannot change due to small trades.
The optimal trading strategy for a large trader is continuous and has ﬁnite
variation. This idea was put forth in the liquidity risk model of C ¸etın et al. [11]
and extended to the price impact case in Chapter 3. It implies that if the large
trader wants to buy a large block of shares Xt he is better off dividing his order
into n smaller ones 1
nXt (for n large) and ﬁll them one by one in the limit order
book. If he can do this fast enough, he will have in fact paid much less liquidity
cost than if he had made one large trade. The reason for this is the short term
resiliency. For each small trade the large trader makes, the market participants
respond (instantly in this setting) by increasing the supply, making the new
quoted price closer to the original price S t than in the no-resiliency case. Doing
so, the large trader effectively pays
n X
i=1
1
n
Xt(S t + (i   1)tMt
1
n
Xt + Mt
1
n
Xt)
= XtS t +
1
2
n   1
n
tMt(Xt)
2 +
1
n
Mt(Xt)
2:
Whenntendstoinﬁnity, thisexpressionconvergestoXtS t+1
2tMt(Xt)2. Onthe
other hand, the trader pays XtS t + Mt(Xt)2 if he makes one large block trade.
63Since t  1, the ﬁrst strategy is always optimal with respect to the second one.
Overall, the effect of using the ﬁrst strategy is that the effective liquidity cost
is tMtXt per share instead of MtXt which means the asset is 1
t more liquid
than what we observe from the order book alone. It then becomes clear that
liquidity costs are inversely proportional to the depth of the asset. This is the
case because we have implicitly assumed that there are no other transaction
costs and no restrictions on trading strategies.
6.2 Fundamental Value and the Market Price
The ﬂuctuations in the stock price are caused by two forces. The ﬁrst one is the
re-adjustment of bid and ask prices by agents who make new limit orders or
delete old ones. The second one is the impact of the market orders on the shape
of the limit order book. In fact, as we have seen in the previous section, only
the quoted price is affected after a market order whereas the slope of the supply
curve remains unaffected when the supply curve is assumed to be linear. The
short term resiliency is caused by traders who ﬁll up the gap created by mar-
ket orders by placing new limit orders. However, small price innovations from
market orders do not fully recover in the short term. We assume that all small
price shocks recover in the long term. We model this long term resiliency by
hypothesizing an exponential decay of price shocks with a process  = (t)t0
measuring the speed of the decay. We model the price process as follows. We
let F = (Ft)t0 be an exogenously given semimartingale which denotes the funda-
mental price process. It is the price process that would be observed if the market
orders had no impact on the price of the asset, or, equivalently, if t = 0 all t a.s.
64Furthermore, we let X = fXtgt0 be another exogenously given semimartingale
representing the signed volume of aggregate market orders (volume of buying
market orders minus volume of selling market orders). We deﬁne the market
price process S as the process obtained from F by adding the impact of market
orders and the long-term resiliency as follows:
dS t =  t(S t   Ft)dt + dFt + t Mt dXt + d[M;X]t (t  ) (6.3)
and S 0 = F0: From the previous equation, we see that
d	t = e
R t
0 udut Mt dXt + e
R t
0 udud[M;X]t (t  ) (6.4)
in which 	t = (S t   Ft)e
R t
0 udu: It is clear then that S is well deﬁned and given by
S t = Ft +
Z t
0
e
 
R t
s udus Ms dXs +
Z t
0
e
 
R t
s udud[M;X]s t  :
We let 0 = 0 and 0
0 = infft  0 : t > 0g. Deﬁne 0 = infft  0
0 : Xt   X0
0 >
0g. The stopping time 0 is the moment in time when informed traders can no
longer bring back the price to the fundamental value, i.e. when Rt < 1 (t > 0)
and X startsincreasing. Itisthemomentwhentheexcesstradingvolumecreates
a momentum which builds upon itself. We assume  and X are chosen such
that 0 is a totally inaccessible stopping time with intensity process  = (t)t0;
i.e. e Nt = Nt  
R t^0
0 sds; in which Nt = 1ft0g; is a martingale. For instance, take E
to be an exponential random variable of mean 1, independent from the ﬁltration
generated by X. A natural construction is to take t = (Xt) a function of Xt and
deﬁne t = 1ft0g for some constant 0 <   1 and in which
0 = inffs   :
Z s
0
(Xt)dt  Eg
and expand the ﬁltration to make 0 a stopping time. The interpretation is that
there is a decline in resiliency, after a period a full resiliency, when a given func-
tion of the volume of market order process reaches a certain level E.
65The fundamental value is based on sound economic rationality. The bubble
is caused by unusual trading activity. It is thus reasonable to assume that the
time of bubble creation, i.e. the moment when Nt becomes nonzero, has zero
quadratic covariation with respect to the fundamental value. Consequently, we
assume [F;N] = 0: Note that this is automatically satisﬁed if F is continuous.
It is clear from the deﬁnition of S that S t = Ft for all t < 0, and
dS t = ttdt + dFt + tde Nt (6.5)
for t  0, and some predictable process , measuring the size of the jump of S
at the time 0 due to a jump in the excess volume process X. We let F be the
liquidation value.
Deﬁnition 8 The market wealth process is deﬁned by
Wt = Dt + S t1ft<g + F1ft=g (0  t  ) (6.6)
and the fundamental wealth process by
W
F
t = Dt + Ft (0  t  ): (6.7)
The bubble of the risky asset is then deﬁned as the difference between the market wealth
process and the fundamental wealth process and is denoted by : We denote by 0 =
infft  0 : t > 0g the origination time of the bubble and 1 = infft  0 : t = 0g its
bursting time.
It is clear from the deﬁnition that the market value W is equal to the funda-
mental value WF
 at the liquidation time. Furthermore, the difference between
66these two wealth processes is equal to the difference between the two price pro-
cesses S and F: The value of the market wealth process represents the sum of all
cash ﬂows obtained from owning the asset until a given time plus the market
price of the asset. The market price S t is the ex-dividend price of the risky asset
when a dividend is paid at time t, i.e. when Dt > 0:
Deﬁnition 9 We denote by Mloc(W) (respectively M(WF)) the set of probability mea-
sures Q equivalent to P under which W (resp. WF) is a Q-local martingale (resp. Q-
martingale). The measures in Mloc(W) are commonly known as equivalent local mar-
tingale measures (ELMMs).
The connection between the set of ELMMs and the notion of no arbitrage
is a key idea in mathematical ﬁnance and is well understood in great gen-
erality due in particular to the paper of Delbaen and Schachermayer [18].
The correct notion of no arbitrage in this setting is as follows. Let ˜ S be a
given general Rd-valued c` adl` ag semimartingale and deﬁne K(˜ S) = f
R T
0 Hd ˜ S :
H is S-integrable and
R
Hd ˜ S is uniformly bounded from belowg. We say the
process ˜ S satisﬁes the No Free Lunch With Vanishing Risk condition (NFLVR)
if and only if
C(˜ S) \ L
1
+ = f0g;
in whichC(˜ S) = ff 2 L1 : there exists a g 2 K(˜ S) such that f  gg. The following
result is due to Delbaen and Schachermayer [18]:
Theorem 14 The process ˜ S satisﬁes the NFLVR condition if and only if there exists an
equivalent probability measure under which ˜ S is a sigma-martingale.
67We refer the reader to [18] for a deﬁnition of sigma-martingales. It is shown
in [46] that a positive sigma-martingale is in fact a local martingale. Hence we
have the following corollary:
Corollary 15 W satisﬁes the NFLVR condition if and only if Mloc(W) is non-empty.
In general, the market is incomplete because of the presence of the process X
and F in the sense that there is an inﬁnite number of local martingale measures
Q for W.
6.2.1 Bubbles
In the bubbles literature, a bubble is deﬁned as the difference between the mar-
ket price process and its fundamental counterpart. The fundamental price pro-
cess is typically deﬁned as the expectation of the future cash ﬂows. The case
of complete markets considered by Cox and Hobson [17] and Jarrow et al. [30]
leads to a straightforward interpretation. The replicating cost of a sequence of
future cash ﬂows is given by its expectation under the unique equivalent local
martingale measure. Since the cash ﬂows are obtained from the ownership of
the asset, the asset has a bubble if this replicating cost is strictly lower than the
current market price. In the incomplete market case, Loewenstein and Willard
[36] point out that the deﬁnition of the fundamental value becomes ambiguous
due to the existence of an inﬁnite number of local martingale measures. Recall
that in this chapter we have deﬁned the fundamental value as a ﬁxed exoge-
nously given process WF. Nevertheless, the expectation of future cash ﬂows
68gives rise to a process which plays an equally signiﬁcant role in our theory and
we make the following general deﬁnition.
Deﬁnition 10 Let Q be a probability measure on (
;F;P). The Q-fundamental price
process is deﬁned as
S
;Q
t = EQ

D   Dt + F
   Ft

for all t  : The Q-fundamental wealth process is then deﬁned by W
;Q
t = S
;Q
t + Dt:
By deﬁnition, WF is the Q-fundamental wealth process for any Q 2 M(WF):
In general, we omit the superscript Q when there is no possible confusion.
In the literature, the Q-bubble (for a ﬁxed probability measure Q) is deﬁned as
t = Wt  W
;Q
t for a given Q 2 Mloc(W): When W is a strict Q-local martingale, it
is also a supermartingale and satisﬁes Wt > EQ(WjFt). Its expectation decreases
with time, and it takes unbounded values with high probability, i.e.
lim
x!1
xQ
 
sup
t
Wt  x
!
> 0;
whereas a true martingale satisﬁes limx!1 xQ

supt Wt  x

= 0: In other words,
it has all the characteristics of a price process with a bubble except one: it ex-
cludes the possibility of future bubble formations. The reason is that if a local
martingale satisﬁes Wt > EQ(WjFt) for some t it also satisﬁes Ws > EQ(WjFs) for
any s  t: In other words, the notion of strict local martingales requires bubbles
under this conception to be present from the beginning of the modeling period
when the probability measure used to valuate the fundamental value is ﬁxed.
Furthermore, ifitburstsatsomefuturetime, anotheronecannotbeformedlater.
69(Note that Jarrow et al. [31] considered the case of incomplete markets and let
the fundamental measure vary across time. A bubble is then created when the
fundamental measure changes from one under which the price process is a true
martingale to a strict local martingale.)
6.3 The Main Example
To better illustrate the implications of this deﬁnition, we consider the following
example. We will see in the example that the classical deﬁnition of the fun-
damental value, i.e. the expectation of the value of the wealth process at the
liquidation time, gives a lower value when the fundamental measure is ﬁxed
than the natural choice in the presence of price impacts and liquidity risk be-
cause it is taking into account that there is a positive probability that a bubble is
created at a later time. The size of the premium for this eventuality is a function
of the likelihood of a future bubble formation. Furthermore, the more likely this
liquidity bubble will be created at some point in time, the lower the fundamen-
tal value. In this sense, the fundamental value, as deﬁned in the classical sense,
depends on the likelihood of a future bubble.
Let (
;F;(Ft)t0;P) be a ﬁltered probability space on which a Brownian mo-
tion B and an independent exponential random variable is deﬁned. Let 0 be
a totally inaccessible stopping time with intensity process  = (t)0tT; and let
x > 0: Deﬁne
dW
F
t = W
F
t (dt + dB1;t);
70dt = 1t0Mtt( dt + dB2;t) + xW
F
t MtdNt and
dWt = dW
F
t + dt
for t  0 and in which WF
0 = W0 and t = 0 for t < 0 and 0 = xWF
0: The process
D is arbitrarily deﬁned. Furthermore, dXt = tdB2;t for t > 0:
The economic interpretation of this model is simple. The process WF repre-
sents the fundamental value of the asset and  the bubble. Here, 0 represents
the time of bubble formation. At time t < 0, the value of the asset equals the
fundamental value. The terminal value is equal to the fundamental value F.
However, we will see below that we get a different fundamental process and
bubble under the classical deﬁnition.
6.3.1 Bubble Bursting
Consider the following measure of liquidity : the integrated liquidity process M =
(M
t )0t deﬁned by
M

t =
Z t
0
M
2
sds (0  t  ):
The bubble  bursts at time 1 = infft  0 : t = 0g: The following proposition
states that this occurs in this model when the asset becomes inﬁnitely illiquid,
i.e. when the integrated liquidity process diverges to inﬁnity. Deﬁnee 1 = infft 
0 : M
t = 1g:
Proposition 16 e 1 = 1 P-a.s.
71Proof. Recall that the bubble can be represented as
t = 0 exp
 
 
Z t
0
Msds  
1
2
Z t
0
M
2
s
2ds +
Z t
0
MsdB2;s
!
for t  0. Deﬁne T(t) = inf(s  0 : M
s > t); and Gt = FT(t). Then, it is clear that
e 1 = limt!1 T(t). Furthermore, B0
t =
R T(t)
0 MsdB2;s deﬁnes a G-Brownian motion
and
T(t) = 0 exp
 
 
Z T(t)
0
Msds  
jj2t
2
+ B
0
t
!
:
Letting t ! 1, we ﬁnd that T(t) ! 0 by the Law of the Iterated Logarithm, or
equivalently t ! 0 as t ! e 1: Note that M
t < 1 implies
R t
0 Msds < 1: Hence
t > 0 for any t <e 1; and we deduce that 1 =e 1 P-a.s.
6.3.2 The set of ELMMs
For this model the set of ELMMs is characterized by the following version of
Girsanov’s Theorem.
Proposition 17 Let Q 2 Mloc(W): Then the density process Lt =
dQ
dP
   
Ft
is given by the
stochastic exponential
E( 
Z
bdB  
Z
(Y   1)de N)
in which e Nt = Nt  
R t^0
0 sds, b is a predictable process and Y = (Yt)t0 > 0 is a strictly
positive predictable process. Furthermore, the following equality holds
W
F
t (   b1;t)   tMt1t0   t1t0Mtb2;t + txW
F
t MtYt1t<0 = 0 (6.8)
for all 0  t  :
72Proof. The process L is a P-martingale. By the predictable martingale represen-
tation property of the pair (B; e N), there exists predictable processes b and Y such
that
dLt = Lt (btdBt + (Yt   1)de Nt):
By Girsanov’s theorem (see [27] Theorem III.3.11), the processes
B  
Z
1
Lt 
dhB;Lit = B  
Z
btdt
and
e N  
Z
1
Lt 
dhe N;Lit = N  
Z
Ytt1t0dt
are Q-martingales. Equation 6.8 follows from the fact that W is a Q-local martin-
gale.
Equation 6.8 can be broken down in two cases:
b1;t =  + txMtYt; for t < 0 and (6.9)
b1;t =   
tMt
WF
t
( + b2;t); for t  0: (6.10)
Let BQ denote the Q-Brownian motion given by B
Q
t = Bt +
R t
0 bsds: We have the
following representation of the process F:
dWF
t
WF
t
= e tdt + dB
Q
1;t for all t  ;
in which
e t =
8
> > > > <
> > > > :
 txYt; if t < 0;
t
WF
t 1t0Mt( + b2;t); if t  0.
Furthermore,e t < 0 on [0;0) for all choices of Q since Y > 0.
73Proposition 18 For any Q 2 Mloc(W) such that b2    
, the process W is a strict
Q-local martingale.
Proof. Let Q 2 Mloc(W) such that b2    
. When b2    
, the drift e t is strictly
less than zero on [0;0 ^] and less or equal to zero on [0 ^;]. On the interval
[0;0 ^ ], the process W satisﬁes
dWt = dW
F
t + xW
F
t MtdNt = e tW
F
t dt + W
F
t dB
Q
1;t + xW
F
t MtdNt
= xW
F
t dMt e Mt + W
F
t dB
Q
1;t
= xWt Mtd e Mt + Wt dB
Q
1;t
in which e Mt = Nt 
R t
0 sYsds: Since e M and BQ are Q-martingales and W is positive,
EQ(W0^)  W0: Furthermore, if 0 < , then W0^ = (1 + x)WF
0 > WF
0 = WF
0^:
On the other hand, if 0  , then W0^ = WF
0^: Hence, W0^  WF
0^ and
W0^ > WF
0^ with positive probability since Q(0 < ) > 0: On the other hand,
e t  0 on [0 ^ ;], hence
EQ(W
F
 ) = EQ(EQ(W
F
 jF0^))  EQ(W
F
0^) < EQ(W0^)  W0:
By deﬁnition, W is a Q-local martingale, so it will be a strict local martingale
if EQ(W) < W0: Thus, it sufﬁces to recall that WF
 = W; or, equivalently, that
 = 0 to obtain the desired result.
If b2 =   
, then the fundamental value equals
EQ(W
F
 jFt) = EQ(EQ(W
F
 jF0^)jFt)
= EQ(W
F
0^jFt)
= EQ
 
W
F
t E

B
Q
1

exp
 
 
Z 0^
t
xsYsds
!   Ft
!
74= W
F
t EQ
 
exp
 
 
Z 0^
t
xsYsds
!   Ft
!
on ft < 0g; since Wt = WF
t on ft < 0g: In the simplest case, if P(0 > ) = 0, then
EQ(W
F
 jFt) = W
F
t
1
1 + x
EQ
 
(1 + x10^0)exp
 
 
Z 0^
t
xsYsds
!   Ft
!
= Wt
1
1 + x
Q
0
B B B B @
E(x e M)0^
E(x e M)t
   Ft
1
C C C C A
= Wt
1
1 + x
on ft < 0g: In this case, the bubble deﬁned from the classical deﬁnition with the
measure Q is equal to
Wt   EQ (WjFt) = Wt   W
;Q
t =
x
1 + x
Wt
before 0, and equals t for all t > 0 until time . If P(0 > ) > 0, the bubble is
smaller and it decreases is size as the likelihood of the event f0 < g decreases.
In other words, the size of the bubble before 0 under the classical deﬁnition is
proportional to the likelihood of the event f0 < g.
If b2 >   
 then the classical bubble is smaller than the one described in the
above paragraph and it is bigger if b2 <   
:
If Y = 0, it is a limiting case for which the associated measure, which we will
denote by Q; is not in the set of ELMMs because the measure is not equivalent to
the physical one. The reason for this is that Q(0 < ) = 0 whereas P(0 < ) > 0:
However, the expected value of the liquidation value under this measure gives
the desired deﬁnition of a fundamental value:
EQ(W
F
 jFt) = W
F
t
for t < 0 and the bubble has a size t at time t  0: Furthermore, 0 >  Q-
a.s. Hence EQ(WF
 jFt) = WF
t for all t, Q-a.s. Nevertheless, it is not true that
75EQ(WF
 jFt) = WF
t for all t, P-a.s. For this last identity to hold, we need to take
Q 2 M(WF): When this is the case, the risk preferences are preserved after the
formation of a bubble in the sense that the different risks associated to the un-
affected price process WF are priced the same way with or without bubbles. In
the above example, this happens when b1 =

: In this case, Equation 6.8 holds if
Y = 0 and b2 =   
.
The fundamental price is the discounted conditional expectation of the sum
of the future cash ﬂows D+F; which is also the fundamental value of the asset
at the liquidation time. These processes are exogenously given and assumed
to be independent from the bubbles. Hence, the only connection between the
fundamental value and the bubbles is the equivalent local martingale measure
used to take the conditional expectation. Since the market price is the only ob-
servable quantity, it is natural to use it to extract the risk premium associated to
the cash ﬂows. However, when the market price contains a bubble, the ELMM
is overcompensating for the possible formation of a bubble as we have seen in
the previous example. This, in turn, will be reﬂected in the fundamental value.
To understand in greater generality why this happens, one needs to recall that a
local martingale is a true martingale up to a sequence fngn1 of stopping times
converging to inﬁnity. By deﬁnition, we know that the market price today is
equal to the expected value of the market price at time n: However, the time
n is always prior to the bursting of the bubble, hence the market price at time
n is inﬂated by the bubble. If the asset does not have a bubble at time 0, the
ELMMs reﬂect a larger discounting factor to make the future bubble-inﬂated
market prices equal to the value today.
766.3.3 Option prices
In this section, we study the presence of bubbles in European option prices. A
European option with payoff function h > 0 and maturity T is deﬁned as a price
process G = (Gt)0tT such that GT = h(S T): We assume the option is traded and
the NFLVR assumption is satisﬁed in the economy composed of S and G. As a
consequence, the set Mloc(W;G) of probability measures equivalent to P under
which W and G are local martingales is non-empty. It is clear that Mloc(W;G) 
Mloc(W): We deﬁne the following two processes
G

t = EQ(h(S T)jFt)
G
F
t = EQ(h(FT)jFt)
in which Q 2 M(WF). In Theorem 20 and 23, we have seen that the sets f M(WF),
M(WF) and Mloc(W) are pairwise disjoint when P(0 > 0) > 0: As a result, G
and G are not equal in general. In fact, we have the following results:
Proposition 19 Let Q 2 Mloc(W) with b2    
 and let Q0 2 M(WF). Suppose
P(0 < 0 < T) > 0. If h is increasing (resp. strictly increasing), then GF
t  G
t  Gt
(resp. GF
t < G
t  Gt) on ft  0g. Furthermore, under the No Dominance condition, if
h is decreasing (resp. strictly decreasing), then GF
t  G
t = Gt (resp. GF
t > G
t = Gt) on
ft  0g.
Proof. Let Zt = E

dQ
dPjFt

and Z0
t = E

dQ0
dP jFt

: On ft  0g, we know that
ZT
Zt =
Z0
T
Z0
t
since b2  0.
77Suppose h is strictly decreasing and P(0 < 0 < T) > 0. By deﬁnition of a
European option, it is assumed that h > 0. So h(S T) is bounded. In particular,
the payoff h(S T) is dominated by the constant claim a = supx0 h(x), hence Gt  a
for all t  : However, since the local martingale G is bounded from below and
above by constants, it is in fact a martingale. Hence,
Gt = EQ (h(S T)jFt) = EP
 
ZT
Zt
h(S T)jFt
!
= EP
 
Z0
T
Z0
t
h(S T)jFt
!
= EQ0 (h(S T)jFt) = G

t
< EQ0 (h(FT)jFt) = G
F
t
on ft  0g since S T > FT with positive Q0 probability.
On the other hand, if h is increasing, then
Gt  EQ (h(S T)jFt) = EP
 
ZT
Zt
h(S T)jFt
!
= EP
 
Z0
T
Z0
t
h(S T)jFt
!
= EQ0 (h(S T)jFt) = G

t
> EQ0 (h(FT)jFt) = G
F
t :
In general, the value of the option before the bubble can be above and below
the fundamental value as can be seen in Figure 6.2. The straight line is the
fundamental value GF of the option.
78Figure 6.2: Value of put option before a bubble vs intensity of bubble birth
for different strikes and volatilities.
6.4 Properties of the Equivalent Martingale Measures Sets
The following theorem generalizes the observation made in the previous section
that the local martingale measures of W are incompatible with those of WF:
Theorem 20 Suppose   0 and P(0 < 0 < ) > 0. Then Mloc(W) \ M(WF) = ;:
Furthermore, WF is a strict supermartingale under any measure Q 2 Mloc(W) on the
interval [0;0]. Similarly, W is a strict submartingale under any measure Q 2 M(WF)
79on the interval [0;0], and a strict supermartingale under any measure Q 2 M(WF) on
the interval [0;1].
Proof. If at time 0 the asset does not have a bubble (i.e. W0 = WF
0 ), then the dif-
ference between the two wealth processes (the bubble) is not a local martingale
because it becomes positive with positive probability, i.e. E (tjF0) > 0 = 0 on
the event f0 > 0g. On the other hand, the fundamental wealth process is a true
martingale under any measure Q 2 M(WF). As a result, it is impossible for the
market wealth process, which is the sum of the fundamental wealth process and
the bubble, to be a Q-local martingale for any Q 2 M(WF), otherwise the bubble
would also be one.
The second part of the theorem follows from the fact that WF
t = Wt on ft <
0g and WF
0 < W0 on f0 < g. Indeed, if Q 2 Mloc(W), then Q(0 < ) > 0
and EQ(WF
0^jFt) < EQ(W0^jFt)  Wt = WF
t on ft < 0g; whereas EQ(WF
s jFt) =
EQ(WsjFt)  Wt = WF
t for any t  s < 0: On the other hand, if Q 2 M(WF),
then EQ(W0^jFt) > EQ(WF
0^jFt) = WF
t = Wt on ft < 0g; whereas EQ(WsjFt) =
EQ(WF
s jFt) = Wt for any t  s < 0:
Since, W1 = WF
1 and Wt > WF
t = EQ

WF
1jFt

= EQ
 
W1jFt

on ft  0g, we
readily see that W is a strict supermartingale on the interval [0;1]:
An important corollary is that the process WF is not a Q-fundamental wealth
process for any Q 2 Mloc(W): The submartingale feature of the wealth process
W up to time 0 reﬂects the fact that the bubble is in a development stage until
time 0. The wealth process increases with respect to its fundamental counter-
80part. This contrasts with the period of time [0;1] in which the process is a
supermartingale, converging downwards toward the fundamental value. It is
the bursting period.
We say the NFLVR condition holds after bubble birth if the price process W
admits no free lunch with vanishing risk on the interval [0;]; or equivalently,
there exists an equivalent probability measure under which (Wt)0t is a local
martingale. Conditions for NFLVR in the presence of bubbles is well under-
stood in the literature. However, it is not true in general that the transition from
a state in which the asset does not have a bubble to a state in which it does will
not create arbitrage opportunities. (Consider for instance the case of a ﬁxed con-
stant time 0:) The following theorem gives sufﬁcient conditions for the NFLVR
condition to be satisﬁed in our setting.
Let WF = M + A be the Doob-Meyer decomposition of WF in which M is a
P-local martingale and A is a process with ﬁnite variation. We denote by WFc
the continuous part of WF.
Theorem 21 Suppose M(WF) is non-empty and the NFLVR condition holds after bub-
ble birth. Condition (i), (ii) or (iii) below is sufﬁcient for Mloc(W) to be non-empty.
(i) S 0 = 0
(ii) dhN;Nit  dhWFc;WFcit and E

dhN;Ni
dhWFc;WFci  WFc
is a Q-martingale for some Q 2
M(WF),
(iii) dAt  dt and
dAt
dt , 0:
81Remark 22 hWFc;WFci always exists since WFc is continuous.
Proof. Let Q 2 M(WF) and deﬁne Zt = E

dQ
dPjFt

. Suppose condition (ii) or (iii)
are satisﬁed. We start by showing that there exists a measure Q0 2 M(WF) under
which e N is a martingale. (Recall that e N is a P-martingale and that the change of
measure from P to Q potentially changes the distribution of N.)
By Theorem III.3.24 of [27], there exists a positive predictable process Y such
that
Y   1 = M
P
N
 
Z   Z 
Z 
   e P
!
:
(See Theorem III.3.24 of [27] for an explanation of this notation.)
Consider the process Z0; solution of
dZ
0
t = Z
0
t 
 
dZt
Zt 
  (Yt   1)de Nt
!
with Z0
0 = 1: Since Z and e N are P-martingales, so is Z0: Deﬁne the measure Q0 by
Z0
 =
dQ0
dP . Then, there exists a positive predictable process Y0 such that
Y
0   1 = M
P
N
 
Z0   Z0
 
Z0
 
   e P
!
and the compensator of N is
R
Y0
ttdt: However,
Y
0   1 = M
P
N
 
Z0   Z0
 
Z0
 
   e P
!
= M
P
N
 
Z   Z 
Z 
  (Y   1)(N   N )
   e P
!
= Y   1   (Y   1) = 0:
Thus Y0 = 1 and e N is a Q0 martingale. Furthermore,
M
P
WF
 
Z0   Z0
 
Z0
 
   e P
!
= M
P
WF
 
Z   Z 
Z 
   e P
!
and h(Z
0)
c;W
Fci = hZ
c;W
Fci
82since he N;WFci = 0: As a result, the compensator of WF is the same under Q and
Q0, i.e. WF is also a Q0 local martingale.
Suppose Condition (ii) is satisﬁed. Deﬁne Q00 by Z00
t = E

dQ00
dQ0 jFt

in which
dZ
00
t =  Z
00
t t
dhN;Nit
dhWFc;WFcit
dW
Fc
t
and Z00
0 = 1: Let WF = M00 + A00 be the Doob-Meyer decomposition of WF under
Q00. By Theorem III.3.24 of [27], there exists a predictable process b = (bt)0t
such that
dh(Z
00)
c;W
Fcit = btdhW
Fc;W
Fcit and
A
00 =
Z
btdhW
Fc;W
Fcit
Furthermore, by deﬁnition of Z00,
dh(Z
00)
c;W
Fcit =  tdhN;Nit =  ttdt
and since it is a continuous process, e N remains a martingale under Q00: As a
result, the Doob-Meyer decomposition of WF +   N under Q00 is
(M
00 +   e N) +
 
A
00 +
Z
ttdt
!
= M
00 +   e N;
hence WF +   N is a Q00 local martingale.
Suppose Condition (iii) is satisﬁed. Let at =
dAt
dt : By assumption, at , 0 for all
t.
Let y > 0, lt = y(1 ^ jatj) 1
t_1
1
t_1 and deﬁne P0 by Z00
 = dP0
dP in which
dZ
00
t = Z
00
t (lt   1)de Nt
83and Z00
0 = 1: Then, N0 := e N  
R
1
Z00
s dhe N;Z00is = N  
R
lssds is a P0-martingale. Note
that M is also P0-local martingale since hM;Z00i = 0. As a result, we can ﬁnd,
as shown before, a measure Q0 under which M is a local martingale and N0 is a
martingale.
Now deﬁne e Z as the solution of
de Zt
e Zt 
=
 
1 +
lttt
at
!
dZ0
t
Z0
t 
and e Z0 = 1: Since 1 +
lttt
at = 1 + y
1^jatj
at
t
t_1
t
t_1 is bounded by 1 + y and Z0 is a
P0-martingale, e Z is also a P0 martingale. Deﬁne e Q from e Zt = E

de Q
dP0jFt

. Then, e Q is
equivalent to P. Furthermore, it is easy to see that N0 is a e Q-martingale since it
is a Q0-martingale.
By Theorem III.3.24 of [27], there exists a predictable process b = (bt)0t and
a positive predictable function Y on 
  [0;1)  [0;1) such that
0 = A + b  hM
c;M
ci + (Y   1)   (6.11)
and h(Z
0)
c;M
ci = bZ
0
   hM
c;M
ci
in which  is the compensator of the jump measure of M. Furthermore, there
exists a predictable processe b = (e bt)0t and a positive predictable function e Y on

  [0;1)  [0;1) such that the e Q-compensator of WF is
e A = A +e b  hM
c;M
ci + (e Y   1)   (6.12)
and he Z
c;M
ci = e be Z   hM
c;M
ci:
From the deﬁnition of e Z, we see that
e be Z   hM
c;M
ci = he Z
c;M
ci
84=
 
1 +
l
a
! e Z 
Z0
 
 h(Z
0)
c;M
ci
=
 
1 +
l
a
!
e Z b  hM
c;M
ci:
It is then clear thate b =

1 +
l
a

b. Moreover, e Y   1 =

1 +
l
a

(Y   1) since
e Y   1 = M
P
WF
0
B B B B @
e Z   e Z 
e Z 
   e P
1
C C C C A
= M
P
WF
  
1 +
l
a
!
Z0   Z0
 
Z0
 
   e P
!
=
 
1 +
l
a
!
M
P
WF
 
Z0   Z0
 
Z0
 
   e P
!
=
 
1 +
l
a
!
(Y   1):
(See Theorem III.3.24 of [27] for an explanation of this notation.) Comparing
Equations 6.11 and 6.12, we ﬁnd that e A = A  

1 +
l
a

 A =  
R
ltttdt:
As a result, we ﬁnd that WF +
R
ltttdt = WF + (  N     N0) is a e Q-local
martingale. Hence, WF +   N is a e Q-local martingale.
So far, we have shown that under Condition (i), (ii) or (iii) there exists an
equivalent local martingale measure, say Q1, for the process S stopped at 0: By
assumption, there exists also an equivalent local martingale measure Q2 for the
process ¯ S := (S   S 0)1f0g. Clearly, S = S 0 + ¯ S, in which S 0 is the process
S stopped at 0: Let Z1 and Z2 denote the corresponding change of measure
processes with respect to P: Deﬁne
Zt = Z
1
t^0
Z2
t
Z2
t^0
(0  t  )
and let Q be given by the change of measure Z =
dQ
dP: We start by showing that
Z is a P-uniformly integrable martingale, so that Q is well deﬁned equivalent
85probability measure. Indeed, for s  t,
E(ZtjFs) = E
 
Zt1f0sg + Zt1fs<0<tg + Zt1fst0gjFs

= E
0
B B B B @
Z1
0
Z2
0
Z
2
t 1f0sg +
Z1
0
Z2
0
Z
2
t 1fs<0<tg + Z
1
t 1fst0gjFs
1
C C C C A
=
Z1
0
Z2
0
1f0sgE

Z
2
t jFs

+ E
0
B B B B @E
0
B B B B @
Z1
0
Z2
0
Z
2
t 1fs<0<tg + Z
1
t 1fst0gjF0
1
C C C C AjFs
1
C C C C A
=
Z1
0
Z2
0
1f0sgZ
2
s + E

Z
1
01fs<0<tg + Z
1
t 1fst0gjFs

= Zs1f0sg + E

Z
1
0^t1fs<0<tg + Z
1
0^t1fst0gjFs

= Zs1f0sg + E

Z
1
0^t1fs<0^tgjFs

= Zs1f0sg + Z
1
s1fs<0g
= Zs:
Let f1
ngn1 be a sequence of stopping time converging to 1 such that S 0^1
n
is a Q1 martingale for each n. Similarly, let f2
ngn1 be the sequence of stopping
times for ¯ S. Let 3
n = 1
n^2
n (n  1). It sufﬁces to show that ZtS
3
n
t is a Q martingale
for each n. For s < t, n  1,
E

ZtS
3
n
t jFs

= E

ZtS
3
n
t 1f0sg + ZtS
3
n
t 1fs<0<tg + ZtS
3
n
t 1fst0gjFs

=
Z1
0
Z2
0
1f0sgE

Z
2
t (S
0^3
n
0 + ¯ S
3
n
t )jFs

+E
0
B B B B @E
0
B B B B @
Z1
0
Z2
0
Z
2
t (S
0^3
n
0 + ¯ S
3
n
t )1fs<0<tg + Z
1
t S
0^3
n
t 1fst0gjF0
1
C C C C AjFs
1
C C C C A
=
Z1
0
Z2
0
1f0sgZ
2
s(S
0^3
n
0 + ¯ S
3
n
s )
+E
0
B B B B @
Z1
0
Z2
0
Z
2
0(S
0^3
n
0 + ¯ S
3
n
0)1fs<0<tg + Z
1
t S
0^3
n
t 1fst0gjFs
1
C C C C A
= ZsS
3
n
s 1f0sg + E

Z
1
0^tS
0^3
n
0^t 1fs<0^tgjFs

= ZsS
3
n
s 1f0sg + Z
1
sS
3
n
s 1fs<0^tg
= ZsS
3
n
s :
86The process W before the time of bubble birth is given by W0 = WF0 +N =
WF0 +   e N +
R
ttdt. When M(WF) is non-empty, we know WF can be made
into a local martingale with the proper change of measure which also keeps e N a
martingale as we have seen in the ﬁrst part of the proof of the previous theorem.
To make W a local martingale, we have to be able to “absorb” the drift ttdt into
WF (it cannot be “absorbed” by  e N unless we send the intensity of 0 to zero, in
which case the resulting measure is no more equivalent to P). Conditions (i) and
(ii) of Theorem 21 gives sufﬁcient conditions under which this is possible. The
second condition uses the fact that the term ttdt is absolutely continuous with
respect to the drift term A of the process WF. We can the adjust the size and the
sign of the drift of WF to make it cancel out with this term by making the proper
change of measure. On the other hand, if the drift of WF is not always nonzero
(i.e. the second condition is not satisﬁed), the ﬁrst condition can be used and
implies that the term ttdt can be absorbed by creating a drift for the process
WFc which cancels out this term.
In the main example of Section 6.3, hWFc;WFci =
R
2WF
t
2dt and A =
R
WF
t dt:
Hence, Condition (i) is satisﬁed if  > 0, and Condition (ii) is satisﬁed if  , 0:
The measure Q introduced in Section 6.3.2 is neither in M(WF) nor in
Mloc(W): However it is equivalent to the measuree P deﬁned by
de P
dP
   
Ft
= E( e N)t (t  T):
Under e P, 0 = 1 a.s., so WF  W: In particular, if we deﬁne f M(WF) (resp.
f Mloc(W)) as the set of probability measures equivalent to e P under which WF
87(resp. W) is a local martingale then Q 2 f M(WF) = f Mloc(W). Furthermore, the
measures in this set are limit points of Mloc(W) and M(WF) in the following
sense:
Proposition 23 f M(WF) , ;: Furthermore, if Mloc(W) , ;; then for any e Q 2 f M(WF)
there exist sequences (Q1
n)n1  M(WF) and (Q2
n)n1  Mloc(W) such that
dQ1
n
dP
!
de Q
dP
and
dQ2
n
dP
!
de Q
dP
a.s.
as n ! 1.
Proof. Let Q 2 M(WF) and deﬁne e Q by
de Q
dQ
= E( e N):
Then, since [N;WF] = 0, [E( e N);WF] = 0 and WF is a e Q-martingale. It is also
clear that e Q is equivalent toe P. Let Q0 2 Mloc(W), and deﬁne Q2
n = 1
nQ0 +(1  1
n)e Q:
Then, since W is both a Q0 and a e Q-local martingale, we deduce that it is also a
Q2
n-local martingale. Furthermore, Q2
n is equivalent to P since Q0 is equivalent to
P and e Q  P: Hence, Q2
n 2 Mloc(W). Clearly,
dQ2
n
dP !
de Q
dP a.s. when n ! 1: The
same construction is used for the sequence (Q1
n)n1  M(WF).
Note that one should not price any derivative using the measure Q because
it could create arbitrage opportunities. The derivatives would have to be priced
using the measures in Mloc(W). The simplest example is a derivative that pays
one dollar at time T if 0 < T; zero otherwise. The Q-price is zero since Q(0 <
T) = 0 but P(0 < T) > 0: A buy and hold strategy is obviously an arbitrage
opportunity in this case.
886.5 Option Prices in the Presence of Bubbles
There are variables that can be observed by the econometrician at any time t: S t,
Xt, Mt: On the other hand, the variables t, t and Ft cannot be directly observed.
If  and  were known, however, we could implicitly calculate the value of
the process F by Equation 6.4. Nevertheless, the process  can be implicitly
obtained as
t =
1
2Mt
d[S;X]t
d[X;X]t
when [F;X] = 0: So it is possible to test at time t if there is a bubble or not. How-
ever, it is not possible to test from this data the probability of a future bubble.
To do this, one must resort to option prices.
Options give us a way to test for both future bubble formation and bursting.
The main idea is to use put options to calibrate the model and then check the
local martingale property of the different processes involved. Under the No
Dominance assumption (see Jarrow et al. [30]), put option prices are given by
the risk-neutral expectation of their payoff. As a result, parameters of the model
can be obtained by calibrating observed put option prices to theoretical values.
The derivative that pays one dollar if the asset does not have a bubble before
timeT isnottradedinpractice. Ifitdid, onecouldeasilydeducetherisk-neutral
probability of such an event by simply looking at the price of this derivative.
This offers an important contrast to the theory of credit risk in which the ex-
istence of derivatives that pay a dollar if the underlying ﬁrm does not default
before a maturity T (a defaultable bond) is readily available for many different
89maturities. It is well known that one can then reconstruct the term structure of
the default probabilities from the data of defaultable bonds.
Even when it is known that at a particular moment in time t the asset does
not have a bubble, i.e. S t = Ft, it is impossible to tell the likelihood of a fu-
ture bubble from the asset price data available up to time t. However, the data
available from option prices can help us determine some characteristics of the
term structure of bubble probabilities. One way to proceed is to ﬁx a paramet-
ric family of models for the different processes involved and ﬁt the parameters
to the observed option prices. However, this method is vulnerable to model
misidentiﬁcation: one can easily mistake a future jump in the asset as bubble
birth rather than a jump in the fundamental value. On the other hand, suppose
the intensity is correlated with a variable which has a zero quadratic variation
with the asset price before 0 but has a strictly positive quadratic variation after
0 (the aggregate volume X being the main example). Then option prices will
typically have a nonzero quadratic variation with this variable if the bubble sur-
vives beyond the maturity of the option with positive probability. This suggests
to test for future bubbles by estimating this covariation.
Considerthefollowingsetup. Let BQ bead-dimensionalQ-Brownianmotion
and U a d1-dimensional Markov process (d > d1  2) which satisﬁes
dUt = f(Ut)dt + h(Ut)  dB
Q
t
for t < 0 in which f;h : Rd1 ! Rd are continuous functions. We deﬁne WF
t = U1;t
and Mt = U2;t and deﬁne X by
dXt =   (Ut;Xt;t)dt + (Ut;Xt;t)  dB
Q
t
90in which  is a predictable d-dimensional process and   is adapted to the ﬁl-
tration. Furthermore, we assume that the projection X? of X onto the space
orthogonal to the space generated by U is nonzero.
Let G be the price process of a European option and assume that is a mar-
tingale under some measure Q 2 Mloc(W;G). (This is implied if h is bounded
and the No Domination condition is satisﬁed.) If P(0 < T) = 0 then [X?;G] = 0
a.s. Indeed, if P(0 < T) = 0 then WT = WF
T and t = 0 on [0;T]: Consequently,
Gt = EQ(h(WF
T )jFt) = g(Ut;t) for some function g since U is a Q-Markov process
on [0;T]: Then [g(U;);X?] = 0 a.s. since [Ui;;X?] = 0 for all i  d1: An imme-
diate corollary of this statement is that if the quadratic covariation of X? and
G is nonzero then it must be true that the probability of a bubble before time
T is strictly positive. This gives a more robust test for future bubbles than the
ﬁtting method described earlier since the result holds for a large class of mod-
els without having to know its speciﬁc form. On the other hand, this only tests
the positivity of the process  over the interval [0;T], it does not give a way to
compute its value. To do so, we must necessarily specify a class of models to ﬁt.
The following proposition gives a representation of the process G in terms
of the hazard rate of 0. The result is reminiscent of the valuation formulas used
in credit risk in which the indicator of the event f0 < Tg under the conditional
expectation is replaced by an exponential of the integrated default intensity of
0: This is sometimes called the hazard process approach. For a comprehensive
exposition of this topic, the reader is referred to Lando [34].
Let Uu0;t0 be the process U started at Ut0 = u0 at time t0, and Xu0;x0;t0 deﬁned
91similarly. Deﬁne the process S s0;u0;x0;t0 by
dS
s0;u0;x0;t0
t = dU
u0;t0
1;t + 2tU
u0;t0
2;t dX
u0;x0;t0
t + 2d[U
u0;t0
2;: ;X
u0;x0;t0]t
with S
s0;u0;x0;t0
t0 = s0.
Proposition 24 Suppose G is a Q martingale with Q 2 Mloc(W;G) and t is a func-
tion of (Ut;Xt;t) on ft  0g. Then,
Gt = EQ(e
 
R T
t sdsh(FT)jFt) + EQ(
Z T
t
e
 
R s
t udusg(S s;Us;Xs; s)dsjFt)
in which g(s;u; x;t) = E(h(S
s;u;x;t
T )):
Proof. Let Q 2 Mloc(W;G) such that Gt = EQ(h(S T)jFt): On f0 > tg,
Gt = EQ(h(S T)jFt)
= EQ(1f0>Tgh(FT) + 1f0Tgh(S T)jFt)
= EQ(1f0>Tgh(FT)jFt) + EQ(1f0TgEQ(h(S T)jF0)jFt):
Furthermore, on f0  Tg,
G0 = EQ(h(S T)jF0)
= E(h(S
s;u;x;t
T ))
   
s=S 0;u=U0;x=X0;t=0
by the Markov property of the triplet (S;U;X): Note that the Markov property
of S follows from the Markov property of U and X and the assumption on the
process : Hence G0 = g(S 0;U0;X0;0): Then, on f0 > tg,
Gt = EQ(1f0>Tgh(FT)jFt) + EQ(1f0Tgg(S 0;U0;X0;0)jFt)
= EQ(e
 
R T
t sdsh(FT)jFt) + EQ(
Z T
t
e
 
R s
t udusg(S s;Us;Xs; s)dsjFt)
by Proposition 1 of Dufﬁe et al. [20].
92CHAPTER 7
VISCOSITY SOLUTIONS AND AMERICAN OPTION PRICING FOR A
STOCHASTIC VOLATILITY MODEL
The rest of the chapter is organized as follows. In Section 7.1, we present the
model and recall the results of Nicolato and Vernados [42] regarding the set of
equivalent martingale measures. Section 7.2 is devoted to the continuity of the
value function. In Section 7.3, we prove that the value function is the viscosity
solution of the associated IPDE and the uniqueness of the solution is presented
in Section 7.4.
7.1 L´ evy Processes and the BNS Model
Let T > 0: We consider the stochastic volatility model of Barndorff-Nielsen and
Shephard [6] for the price process of an asset, denoted by S = fS tg0tT and de-
ﬁned on a ﬁltered probability space (
;F;fFtg0tT;P). We thus assume that the
log-return Xt = log(S t) of the asset satisﬁes the following stochastic differential
equation:
dXt = ( + Vt)dt +
p
VtdBt + dZt (7.1)
with
dVt =  Vtdt + dZt (7.2)
in which ; 2 R,  > 0 and   0: B = fBtg0tT is a Brownian motion and
Z = fZtg0tT is the background driving L´ evy process (BDLP) under the physical
measure P. In this model, Z has no gaussian component and the increments are
93positive. Z and B are assumed to be independent, and F = fFtg0tT is the usual
ﬁltration generated by the pair (B;Z). The positivity of the jumps of Z insure
that the process V is always positive. We denote by W the L´ evy measure of Z.
Suppose Q is a probability measure equivalent to P under which S is a mar-
tingale. We are interested in American-type derivatives of the form
Ut = esssup2TT;tEQ[e
 r( t)h(X)jFt]
in which h is the payoff function and TT is the set of all stopping times with
values less or equal to T. Since fXtg0tT and fVtg0tT are Markov processes, Ut
can be written as a function of (x;v;t), say
Ut = u(x;v;t) = sup
2TT t
EQ

e
 rh(X
x;v
 )

in which (X
x;v
t )t0 is the process X for which X0 = x and V0 = v: We also denote by
(Vv
t )t0 the process V starting at V0 = v at t = 0:
7.1.1 Equivalent Martingale Measures
We start by summarizing the results of Nicolato and Vernados [42] concerning
the set of equivalent martingale measures. In order to do so, we deﬁne the set
Y
0
=
(
y : [0;1) ! [0;1) ;
Z 1
0
(
p
y(x)   1)
2w(x)dx < 1
)
and M0 as the set of all equivalent martingale measures Q such that Z is still
a L´ evy process under Q independent of B, possibly with a different marginal
distribution.
94As in [42], we impose the following conditions on the process Z:
(C1) The process Z is given by the characteristic triplet (0;0;W) so that the cu-
mulant transform is given by
() = logfE[exp(Z1)]g =
Z 1
0
(e
z   1)W(dz);
for values of  for which this expression is deﬁned.
(C2) b  = supf 2 R j () < 1g > 0;
(C3) lim
!b 
() = 1.
Remark 25 Assumption (C2) implies that there existsb 0 > 0 such that
Z 1
0
(e
b 0z   1)W(dz) < 1:
For z > 0 and n  1, we have 0 < zn  n!
b n
0
(e
b 0z   1); so that n :=
R 1
0 znW(dz) < 1:
Furthermore, Assumption (C2) is a sufﬁcient condition for the process Z to have ﬁnite
moments of all orders.
The following theorem was proved in [42].
Theorem 26 For all Q2 M
0
; there exists y 2 Y
0
such that
dXt =
 
r   
y()  
1
2
Vt
!
dt +
p
VtdB
Q
t + dZt;
in which 
y() =
Z 1
0
(e
x   1)y(x)w(x)dx;
and B
Q
t = Bt 
R t
0(
p
Vs) 1(r  (+ 1
2)Vs y())ds and Zt are respectively a Brownian
motion and a L´ evy process under Q. wy(x) = y(x)w(x) is the L´ evy density of Z1 under Q
and y() is the cumulant function.
95In the remaining part of this chapter, all expectations will be with respect
to a chosen EMM Q, unless speciﬁed otherwise, and W and B will denote the
associated L´ evy measure and the Brownian motion associated to Q.
Let O = R  R+  [0;T) and assume for a moment that u is Lipschitz in (x;v)
and
u 2 C
2;1;1(O); (7.3)
that is u is differentiable with respect to v and t, and twice differentiable with
respect to x. We can then apply Itˆ o’s formula to U to ﬁnd
dUt = (
@u
@t
+ L[u])dt +
@u
@x
p
VtdBt + dVt; (7.4)
in which
L[u] = (r  
1
2
v   
y() + 1)
@u
@x
  (v   1)
@u
@v
+
1
2
v
@2u
@x2
+
Z 1
0
(u(x + z;v + z;t)   u(x;v;t)   (z
@u
@x
+ z
@u
@v
))W(dz):
and Vt is the Q-martingale given by
dVt =
Z 1
0

u(Xt  + z;Vt  + z;t)   u(Xt ;Vt ;t)
 (z
@u
@x
(Xt ;Vt ;t) + z
@u
@v
(Xt ;Vt ;t))

e N(dz;dt)
+
Z 1
0
 
z
@u
@x
(Xt ;Vt ;t) + z
@u
@v
(Xt ;Vt ;t)
!
e N(dz;dt)
in which e N(dz;dt) = N(dz;dt)   W(dz)dt and N(dz;dt) is the random measure of
the process Z. Since
R t
0
@u
@x
p
VtdBt is a Q-martingale, if it can be shown that e rtUt
is also a martingale we can then expect u to satisfy the following integral-partial
differential equation (IPDE)
@u
@t
(x;v;t) + L[u](x;v;t)   ru(x;v;t) = 0
96if u(x;v;t) > h(x): Otherwise u(x;v;t) = h(x) and this IPDE can be written as
max(
@u
@t
(x;v;t) + L[u](x;v;t)   ru(x;v;t);h(x)   u(x;v;t)) = 0: (7.5)
It is clear also that the function satisﬁes
u(x;v;t) = h(x) for v = 0 or t = T: (7.6)
Condition 7.3 is in fact very restrictive and most of the time not satisﬁed.
Despite this problem, we will see that u can still be regarded as a solution of this
equation in a weaker sense.
7.2 Continuity of the Value Function
Recall the deﬁnition of the value of an American option with payoff h:
u(x;v;t) = sup
2TT t
E
 
e
 rh(X
x;v
 )

: (7.7)
In the rest of this chapter, we will assume that h is positive and satisﬁes the
Lipschitz condition, in other words 9K > 0 such that 8(x1; x2) 2 R2
jh(x1)   h(x2)j  Kjx1   x2j: (7.8)
For instance, the payoff function for an American put with strike ˜ X > 0 is h(x) =
max( ˜ X   exp(x);0) and satisﬁes this condition.
Our goal is to show that the function u satisﬁes the IPDE (7.5) in some weak
sense. In order to give meaning to this IPDE for a function u that doesn’t satisfy
97basic differentiability conditions, we introduce the idea of viscosity solutions
following Crandall and Lions [15]. Let W be the set of functions f : O ! R that
satisfy
sup
(x;v);(x0;v0)2RR+
jf(x;v;t)   f(x0;v0;t)j
1 + jx   x0j + jv   v0j
< 1 8t 2 [0;T]:
Deﬁnition 11 The function u 2 C0(O) \ W is a viscosity subsolution (supersolution)
of (7.5)-(7.6) if 8(x;v;t) 2 O and 8  2 W \C2;1;1(O) such that
(i)  (x;v;t) = u(x;v;t) and
(ii) 8(x0;v0;t0) 2 O  (x0;v0;t0)  u(x0;v0;t0) ();
then
max
@ (x;v;t)
@t
+ L[ ](x;v;t)   r (x;v;t) ;
h(x)   u(x;v;t)

 0 (); (7.9)
and u(x;v;t) = h(x) for v = 0 or t = T: (7.10)
The function u is a viscosity solution if it is both subsolution and supersolution.
Remark 27 As noted in [16] (p.317) the condition   2 W is sufﬁcient to have a well
deﬁned integral term in L[ ]: In fact if   2 W \C2;1;1 then
R 1
0

 (x + z;v + z;t)    (x;v;t)   (z
@ 
@x(x;v;t) + z
@ 
@v(x;v;t))

W(dz)

Z
z<
Cz
2W(dz) +
Z 1

C(1 + jzj)W(dz) < 1
for any  > 0.
98Animportantpropertyofviscositysolutionsisthecontinuityofthefunction.
It is the content of the following proposition.
Proposition 28 When h satisﬁes the Lipschitz condition (7.8), the function u is con-
tinuous and in W.
Proof. In this proof, we will assume for simplicity that r = 0. The generalization
to r > 0 is straightforward. Throughout, C is a positive constant that can change
from line to line.
We start by showing the continuity of u with respect to (x;v), uniformly in t.
We have the following representation of the volatility process:
V
v
t = ve
 t +
Z t
0
e
 sdZs:
We deﬁne the integrated variance process started with V0 = v by
V
v;
t =
Z t
0
V
v
sds:
By Equation (7.2), we ﬁnd that
V
v
t dt =
1

( dV
v
t + dZt)
so that we have the following representation of the integrated variance process
V
v;
t =
1

(v   V
v
t ) +
1

Z t
0
dZs (7.11)
= v"(t) +
Z t
0
"(s)dZs: (7.12)
in which "(t) = 1 e t
 .
99We also have the following identities:
X
x;v
t = x   ()t  
1
2
V
v;
t +
Z t
0
p
Vv
sdBs + Zt;
Vt := V
v0
t   V
v
t = ve
 t;
V

t := V
v0;
t   V
v;
t = v"(t);
Xt := X
x0;v0
t   X
x;v
t = x
0   x  
1
2
v"(t) +
Z t
0
q
Vv0
s  
p
Vv
s

dBs;
:= x  
1
2
v"(t) + M
v;v0
t ;
with x = x0   x and v = v0   v.
Using the Lipschitz condition on h, we obtain
ju(x
0;v
0;t)   u(x;v;t)j =
      sup
2TT t
Eh(X
x0;v0
 )   sup
2TT t
Eh(X
x;v
 )
     
 sup
2TT t
E
  h(X
x0;v0
 )   h(X
x;v
 )
  
 C sup
2TT t
E
  X
x0;v0
   X
x;v

  :
Then,
ju(x
0;v
0;t)   u(x;v;t)j  C

jxj + jvj + sup
2TT t
EjM
v;v0
 j

:
Letting G = (fZsg0sT), the -ﬁeld generated by the BDLP Z up to the ma-
turity T, we ﬁnd that fM
v;v0
t gt0 is a G_Ft-martingale. Thus, fjM
v;v0
t jgt0 is a G_Ft-
submartingale and Doob’s theorem applies. In other words,
sup
2TT t
EjM
v;v0
 j  E

sup
2TT t
E

jM
v;v0
 j
   G

 E

E

jM
v;v0
T tj
   G


r
E

E

(M
v;v0
T t)2
   G

:
100Also,
E

(M
v;v0
T t)2
   G

=
Z T t
0
(V
v0
s   2
q
Vv0
s Vv
s + V
v
s)ds
=
Z T t
0
ve
 sds + 2
Z T t
0
V
v
s  
q
(Vv
s)
2 + Vv
sve sds
=
Z T t
0
ve
 sds + 2
Z T t
0
 Vv
sve s
Vv
s +
q
(Vv
s)
2 + Vv
sve s
ds

Z T t
0
3jvje
 sds = 3jvj"(T   t)  3jvjT:
And thus we proved the continuity of u in (x;v) uniformly in t since
ju(x
0;v
0;t)   u(x;v;t)j  C

jxj + jvj +
p
jvj

:
In particular u 2 W because of the following inequality
ju(x
0;v
0;t)   u(x;v;t)j  C

jxj + jvj +
p
jvj

 2C(1 + jxj + jvj):
The next step of the proof is to show
E sup
tst0
  X
x;v
s   X
x;v
t
   ! 0 and E sup
tst0
  V
v
s   V
v
t
   ! 0
as jt   t0j ! 0: This is easily obtained by ﬁrst observing that
Esuptst0
  X
x;v
s   X
x;v
t
  

1
2
E sup
tst0
  V
v;
s   V
v;
t
   + E sup
tst0
    
Z s
t
q
Vv
ydBy
     + E sup
tst0
jZs   Ztj

1
2
vj"(t
0)   "(t)j + E
     
Z t0
t
e
 (t0 s)dZs
     
101+C
q
E
  V
v;
t0   V
v;
t
   + EjZt0   Ztj

1
2
vj"(t
0)   "(t)j + (1 + )EjZt0   Ztj
+
r
1
2
vj"(t0)   "(t)j + EjZt0   Ztj:
As for the process V,
E sup
tst0
  V
v
s   V
v
t
    j1   e
 (t0 t)j EjV
v
t j + E
     
Z t0
t
e
 (t0 s)dZs
     
 j1   e
 (t0 t)j EjV
v
t j + EjZt0   Ztj;
Since Vv
t  v + ZT for all t  T,
E sup
tst0
  V
v
s   V
v
t
    C(v + EZT)jt
0   tj + EjZt0   Ztj;
and we need to show that EjZt0   Ztj ! 0 when jt0   tj ! 0:
We mentioned earlier that condition (C2) implies that the moments of Zt are
ﬁnite for all orders. Thus Z is uniformly integrable. Since Z is also continuous
in probability, it is continuous in L1 and the conclusion follows.
Let’s now show continuity with respect to time. Let 0  t  t0  T. Take
 2 TT t and deﬁne 0 =  ^ (T   t0): Then,
E
 
e rh(X
x;v
 )

= E

e
 r0
h(X
x;v
0 )

+ E

e
 rh(X
x;v
 )   e
 r0
h(X
x;v
0 )

 u(x;v;t
0) + E

e
 rh(X
x;v
 )   e
 r0
h(X
x;v
0 )

:
From this inequality, we readily ﬁnd that
ju(x;v;t
0)   u(x;v;t)j  E sup
T t0sT t
jX
x;v
s   X
x;v
T t0j
102which converges to zero as jt   t0j ! 0:
Global continuity follows from the following inequality
ju(x
0;v
0;t
0) u(x;v;t)j  ju(x
0;v
0;t
0) u(x;v;t
0)j + ju(x;v;t
0) u(x;v;t)j
and the fact that the ﬁrst bound is independent of t0.
7.3 Viscosity Solutions
This section is devoted to the viscosity solution property of the value function
u. In order to prove that u is a viscosity solution of (7.5), we need the following
dynamic programming principle. It is a consequence of the martingale property
of the Snell envelope stopped before its optimal stopping time and it is the key
property needed in the proof of the subsolution property.
Lemma 29 Let  > 0, (x;v;t) 2 O and deﬁne the stopping time

 = inff0  s  T   t j e
 rsu(X
x;v
s ;V
v
s;t + s)     e
 rsh(X
x;v
s )g:
Then,
u(x;v;t) = E[e
 r
u(X
x;v
 ;V
v
;t + 
)]: (7.13)
Proof. For some constant C, we have that
nE
 
j1fh(X)ngh(X)j

 E

h(X)
2
 C +CE

X
2


103for all  2 TT. We know that X = X0 + r + V
 +
R 
0
p
VsdBs + Z and that
0  V
  V
T  1
(V0 + ZT) from Equation (7.12). As a result, X2
  4(X0 + rT)2 +
4 1
2(V0 + ZT)2 + 4
R 
0
p
VsdBs
2
+ 42Z2
T  C + CZ2
T + C
R 
0
p
VsdBs
2
for some
constant C large enough. Hence EX2
  C +CEZ2
T +CEV
T < 1 for all  2 TT: As
a consequence, sup2TT E
 
j1fh(X)ngh(X)j

converges to 0 as n grows to inﬁnity, i.e.
the collection fe rh(X) :  2 TTg is uniformly integrable. Hence we ﬁnd that the
process (e rsh(Xs))0sT is of Class D and we can apply the results of [41] to get
the result.
The proof of the solution property of u makes use of the following lemma.
Lemma 30 Let t  T and  > 0: Suppose u(x;v;t)   h(x) > . Then Q( < s) ! 0
when s ! 0:
Proof. Let  >  such that  < u(x;v;t)   h(x).
First we show that e r
u(X
x;v
 ;Vv
;) e r
h(X
x;v
 )   almost surely. For some
sequence sn # , e rsnu(X
x;v
sn ;Vv
sn; sn)  e rsnh(X
x;v
sn ) +  for n large enough. In this
case, since (X
x;v
sn ;Vv
sn) converges to (X
x;v
 ;Vv
) in L1, we can take a subsequence if
necessary and ﬁnd that ju(X
x;v
sn ;Vv
sn; sn)   u(X
x;v
 ;Vv
;)j ! 0 and h(X
x;v
sn ) ! h(X
x;v
 )
a.s. with n ! 1. Taking the limit, we ﬁnd
e
 ru(X
x;v
 ;V
v
;
) = lim
n!1e
 rsnu(X
x;v
sn ;V
v
sn; sn)
 lim
n!1e
 rsnh(X
x;v
sn ) + 
= e
 rh(X
x;v
 ) +  a.s.
104Sinceuiscontinuouswithrespecttot, weﬁndthat < e rsu(x;v;t+s) e rsh(x)
for s small enough. Then, for s small enough,
Q( < s)
 Q

e
 r
(u(x;v;
)   h(x)) + e
 r
(h(X
x;v
 )   u(X
x;v
 ;V
v
;
)) >    

 Q

e
 r   u(x;v;
)   u(X
x;v
 ;V
v
;
)
    + e
 r   h(X
x;v
 )   h(x)
    >    

 Q
   V
v
   v
    > 2

+ Q
   X
x;v
   x
    > 3

for some constants 2 > 0 and 3 > 0. By the continuity in probability of the
processes X et V, we know that this expression goes to zero when s ! 0:
Deﬁne 0 = inffs  T   t : u(X
x;v
s ;Vv
s;t + s)  h(X
x;v
s ))g: Then, we can show that
0 is an optimal stopping time in the following sense:
Proposition 31 For all (x;V;t) 2 O;
u(x;v;t) = E

e
 r0
h(X
x;v
0 )

:
Proof. For all  > 0;
u(x;v;t) = E[e
 r
u(X
x;v
 ;V
v
;t + 
)]
and e r
u(X
x;v
 ;Vv
;)  e r
h(X
x;v
 ) + : Deﬁne 
0 = lim!0 : Hence,
e r0
u(X
x;v
0 ;Vv
0;0)  e r0
h(X
x;v
0 ): Hence, 0  
0. Furthermore,   0 for all  > 0:
By deﬁnition, the sequence  increases as  decreases to zero, hence 0 = 
0:
Furthermore, h(X
x;v
0 )  u(X
x;v
0 ;Vv
0;0), hence h(X
x;v
0 ) = u(X
x;v
0 ;Vv
0;0): By the Domi-
nated Convergence Theorem,
u(x;v;t) = E

e
 r0
u(X
x;v
0 ;V
v
0;
0)

= E

e
 r0
h(X
x;v
0 )

:
105We can now show that u is a viscosity solution.
Theorem 32 When h satisﬁes the Lipschitz condition (7.8), u is a viscosity solution of
IPDE (7.5).
Proof. We already know that u is continuous and in W.
Let’s start by showing that u is a supersolution of (7.5). Let (x;v;t) 2 O and  
satisfy the conditions given in the above deﬁnition of supersolutions. By deﬁni-
tion, for any t > 0;
0  e
 rtE

u(X
x;v
t ;V
v
t;t + t)

  u(x;v;t)
 E

e
 rt (X
x;v
t ;V
v
t;t + t)    (X
x;v
0 ;V
v
0;t)

= E
 Z t
0
e
 rs( r  +
@ 
@t
+ L[ ])(X
x;v
s ;V
v
s;t + s)ds
+
Z t
0
@ 
@x
(X
x;v
s ;V
v
s;t + s)e
 rs p
Vv
sdBs + 	
x;v
t   	
x;v
0
!
;
in which 	x;v is the martingale deﬁned by
d	
x;v
s = e
 rs
Z 1
0

 (X
x;v
s  + z;V
v
s  + z;t + s)    (X
x;v
s ;V
v
s ;t + s)
 z
 

@ 
@x
+
@ 
@v
!
(X
x;v
s ;V
v
s ;t + s)

e N(dz;ds)
+e
 rs
Z 1
0
z
 

@ 
@x
+
@ 
@v
!
(X
x;v
s ;V
v
s ;t + s)e N(dz;ds):
Since
Z t
0
@ 
@x
(X
x;v
s ;V
v
s;t + s)e
 rs p
Vv
sdBs
106is also a martingale, we have the following inequality
0 
Z t
0
E
 
e
 rs( r  +
@ 
@t
+ L[ ])(X
x;v
s ;V
v
s;t + s)
!
ds;
in other words, dividing by t and taking the limit as t ! 0
0   r (x;v;t) +
@ 
@t
(x;v;t) + L[ ](x;v;t):
Since, by deﬁnition, u(x;v;t)  h(x), u satisﬁes Equation (7.5). To prove that u
is a viscosity subsolution of (7.5), let (x;v;t) 2 O and   satisfy the conditions of
the above deﬁnition for subsolutions. If u(x;v;t) = h(x), the inequality (7.9) is
satisﬁed. Otherwise, let
0 <  < u(x;v;t)   h(x):
We know from Lemma 29 that
0 = E

e
 r(t^)u(X
x;v
t^;V
v
t^;t + (t ^ 
))

  u(x;v;t)
 E

e
 r(t^) (X
x;v
t^;V
v
t^;t + (t ^ 
))

   (x;v;t)
= E
 Z t^
0
e
 rs( r  +
@ 
@t
+ L[ ])(X
x;v
s ;V
v
s;t + s)ds
!
(7.14)
for any t > 0. Knowing that Q( < t) ! 0 when t ! 0 by Lemma 30,
dividing the preceding inequality by t and taking the limit to 0, we get the
desired result by Lebesgue’s dominated convergence theorem.
7.4 Comparison Principles and Uniqueness of the Solution
In this section, we prove a comparison result from which we obtain the unique-
ness of the solution of the IPDE. In proving comparison results for viscosity
107solutions, the notion of parabolic superjet and subjet as deﬁned in Crandall et
al. [15] is particularly useful. Setting y = (x;v), we deﬁne the parabolic superjet
and its closure by
J
2;+u(y;t) =
n
(p;q;A) 2 R  R
2  S2 such that u(y
0;t
0)   u(y;t) 
p (t
0   t) + q  (y
0   y) +
1
2
(y
0   y)
T  A  (y
0   y)
+o(jt
0   tj + jy
0   yj
2) as (t
0;y
0) ! (t;y)
o
J
2;+
u(y;t) =
n
(p;q;A) = lim
n!1(pn;qn;An) such that
(pn;qn;An) 2 J
2;+u(yn;tn) and (yn;tn) ! (y;t)
o
:
The subjet and its closure are then deﬁned similarly by
J
2; u(y;t) =  J
2;+( u)(y;t) and
J
2; 
u(y;t) =  J
2;+
( u)(y;t):
We then have the following lemma which is essentially proved in [4] (lemma
3.3).
Lemma 33 If the function u 2 C0(R  R+  [0;T]) is a viscosity subsolution (resp.
supersolution) of (7.5) then 8(x;v;t) 2 R  R+  [0;T) and 8(p;q;A) 2 J
2;+
u(x;v;t)
(resp. J
2; 
u(x;v;t))
max(p + L
q;A
 [u; ](x;v;t)   ru(x;v;t) ; h(x)   u(x;v;t))  0 (); (7.15)
in which
L
q;A
 [u; ](x;v;t) = (r 
1
2
v 
y()+
)q
(1) (v 
)q
(2) +
1
2
vA11
+
Z 
0
( (x + z;v + z;t)    (x;v;t)   (z
@ 
@x
+ z
@ 
@v
))W(dz)
108+
Z 1

(u(x + z;v + z;t)   u(x;v;t)   (z
@ 
@x
+ z
@ 
@v
))W(dz)
for some   2 C2;1;1 and 0 <  < 1.
Pham [45] obtains the uniqueness of the solution when the coefﬁcients of L
satisfy Lipschitz conditions on R2[0;T]: For  > 0, deﬁne O = R(;1)[0;T).
Then, the coefﬁcients of L satisfy the Lipschitz conditions on O and using the
ideas of uniqueness proofs in the literature we can show a comparison principle
on O: This result will then be used to show the uniqueness of the solution on O:
Theorem 34 Let   0, and u1 be a subsolution and u2 a supersolution of (7.5) on O
such that
u1(x;v;t)  u2(x;v;t) + 
for t = T or v = : Then u1(x;v;t)  u2(x;v;t) + er(T t) for all (x;v;t) 2 O.
Proof. An IPDE of the form
@ (x;#;t)
@t + L[ ](x;#;t)   r (x;#;t) = 0 for (x;#;t) 2
O and  (x;#;T) = h(x) was shown to have a unique solution in [4] when the
coefﬁcients of L satisfy some given Lipschitz conditions. In fact when (x;#;t)
and (x0;#0;t0) 2 O we have j
p
#0  
p
#j  1
2j#0  #j and so the operator L satisﬁes
the assumptions made in [4]. The extension of the uniqueness result to our
current setting is straightforward and we only give the main details.
We ﬁrst show that u1   u2 is a subsolution of a related IPDE. Suppose   2
W \C2 and u1   u2     attains a maximum at (y0;t0) 2 O. Set
w(y1;y2;t; s) = u1(y1;t)   u2(y2; s)
109and
(y1;y2;t; s) =
1
2
jy1   y2j
2 +
1
2
jt   sj
2 +  (y1;t):
Since u1 and u2 are in W, the function w    attains its maximum (y
1;y
2;t; s)
(which depends on ;) in O  O: By a classical argument in the theory of
viscosity solutions we can show that 1
jy
1  y
2j2; 1
jt   sj2 ! 0 when ; ! 0 and
(y

1;y

2;t
; s
) ! (y0;y0;t0;t0)
when ; ! 0:
Applying Theorem 8.3 of Crandall et al. [14] to the functions w and , we
ﬁnd matrices Y1;Y2 such that

a +
@ 
@t
(y

1;t
);b + D (y

1;t
);Y1

2 J
2;+
u1(y

1;t
)

  a; b; Y2

2 J
2;+
( u1)(y

2; s
):
with a = 1
(t   s) and b = 1
(y
1   y
2) and for 0 <  < 1 the inequalities
max

a + L
b;Y1
 [u1; ](y

1;t
) +
@ 
@t
(y

1;t
) + v

1
@2 
@x2 (y

1;t
)   ru1(y

1;t
) ;
h(x

1)   u1(y

1;t
)

 0
and
max

a + L
b;Y2
 [u2; ](y

2; s
)   ru2(y

2; s
) ; h(x

2)   u2(y

2; s
)

 0
are satisﬁed. Write these two expressions as max(A; B)  0 and max(C;D)  0:
Then max(A   C; B   D)  0. Now, B   D = h(x
1)   u1(y
1;t)   h(x
2) + u2(y
2; s);
and because h is Lipschitz jh(x
1)   h(x
2)j ! 0 when ; ! 0. Thus B   D !
u2(y0;t0)   u1(y0;t0): On the other hand it was shown in [4] that
A  C  r(u2(y

2; s
)   u1(y

1;t
)) +
1

(
1
2
   +
1
4
)jy

1   y

2j
2
110+
@ 
@t
+ (r
0  
1
2
v

1;v

1)D (y

1;t
) + v

1
@2 
@x2 (y

1;t
)
+
Z 1
0

 (x

1 + z;v

1 + z;t
)    (y

1;t
)   z(;1)  D 

W(dz)
+
Z 
0

(x

1 + z;v

1 + z; x

2;v

2;t
; s
)   (x

1;v

1; x

2;v

2;t
; s
)
 z(;1)  (b + D (y

1;t
))

W(dz)
 
Z 
0

(x

1;v

1; x

2 + z;v

2 + z;t
; s
)   (x

1;v

1; x

2;v

2;t
; s
)
 z(;1)  b2

W(dz);
in which r0 = (r   y() + 2): Using the fact that  2 W \ C2 we ﬁnd letting
 ! 0 and then ; ! 0 that
A  C   r(u1(y0;t0)   u2(y0;t0)) +
@ 
@t
+ L : (7.16)
Consequently,
max( r(u1   u2)(y0;t0) +
@ 
@t
(y0;t0) + L (y0;t0);
 (u1   u2)(y0;t0))  0: (7.17)
As shown in [4] (see lemma 3.8), there exists a function   1 such that
@
@t
+ L   r < 0
and for which the maximum
M = sup
RR+[t1;T]
((u1   u2)(y;t)   (y;t))e
r(t T)
is attained at some point (y0;t0). Then
(u1   u2   )(y;t)  (u1   u2   )(y0;t0)e
r(t0 t):
Let  (y;t) = (y;t)   (u1   u2   )(y0;t0)er(t0 t): Then   satisﬁes the properties in
the subsolution deﬁnition, hence it satisﬁes Equation 7.17. But
(
@ 
@t
+ L )(y0;t0) = (
@
@t
+ r(u1   u2   ) + L)(y0;t0)
111< r(u1   u2)(y0;t0):
Hence, either (u1   u2)(y0;t0)  0; or v0 =  or t0 = T and, in this case, (u1  
u2)(y0;t0)   by assumption. Hence, we conclude that
(u1   u2)(y;t)  (y;t)   (y0;t0)e
r(t0 t) + (u1   u2)(y0;t0)e
r(t0 t)
 (y;t) + e
r(t0 t):
Sending  to zero we get u1  u2 + er(T t) on R  (;1)  [t1;T]. As done in [4],
we can repeat this argument as many times as needed to get u1  u2 + er(T t) on
O.
A solution of (7.5)-(7.6) is said to be minimal if it is less or equal to any other
solution of (7.5)-(7.6).
Theorem 35 u is the minimal viscosity solution of (7.5)-(7.6).
Proof. Let  > 0 and deﬁne
u
(x;v;t) = sup
2TT t;
E
 
e
 rh(X
x;v
 )

in which
 = inffs  0 : V
v
s  g:
Then u is a viscosity solution of (7.5) on O with boundary conditions
u
(x;v;t) = h(x) for t = T or v = : (7.18)
The proof of this statement is essentially the same as the proof for the viscosity
solution property of u. The main difference is that the maturity T is replaced by
112: Note that V0
s >  for 0 > eT; hence u(x;v;t) = u(x;v;t) for all x 2 R; t < T
and v > eT:
Let ˜ u be another viscosity solution of (7.5)-(7.6). Then ˜ u is a viscosity solution
of (7.5) on O with boundary values ˜ u(x;v;t) for t = T or v = : Also, ˜ u(x;v;t) 
h(x) = u(x;v;t) for t = T or v = : By Theorem 34, we ﬁnd that ˜ u  u on O: In
particular, ˜ u(x;v;t)  u(x;v;t) for x 2 R; t < T and v > eT: Since  is arbitrary,
˜ u  u on O:
Following Pham [45], we denote by UCx;v(O) the set of functions deﬁned on
O uniformly continuous in (x;v), uniformly in t. We have already shown that
the function u satisﬁes
ju(x
0;v
0;t)   u(x;v;t)j  C

jx
0   xj + jv
0   vj +
p
jv0   vj

:
Hence, u 2 UCx;v(O). Using the two previous theorems, we can show the unique-
ness in UCx;v(O).
Theorem 36 u is the unique viscosity solution of (7.5)-(7.6) in UCx;v(O).
Proof. Let ˜ u 2 UCx;v(O) be another viscosity solution of (7.5)-(7.6). Let  > 0:
Thenthereexists > 0suchthat0  u(x;v;t) u(x;0;t) = u(x;v;t) h(x) <  and0 
˜ u(x;v;t) ˜ u(x;0;t) = ˜ u(x;v;t) h(x) <  for v  : Inparticular, ju(x;v;t) ˜ u(x;v;t)j < 
for all x, all t and v  : Furthermore, by Theorem 35, we obtain that u(x;;t) 
˜ u(x;;t)  u(x;;t) + ; and u(x;v;T) = ˜ u(x;v;T) by deﬁnition. By the comparison
principle of Theorem 34, we ﬁnd that u(x;v;t)  ˜ u(x;v;t)  u(x;v;t) + er(T t) for
all (x;v;t) 2 O: Hence, u(x;v;t)  ˜ u(x;v;t)  u(x;v;t)+erT for all (x;v;t) 2 O: Since
 is arbitrary, we obtain the desired result.
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