Abstract-Ensuring the security of communication and access control in Wireless Sensor Networks (WSNs) is of paramount importance. In this paper, we present a security mechanism, MoteSec-Aware, built on the network layer for WSNs with focus on secure network protocol and data access control. In the secure network protocol of MoteSec-Aware, a Virtual Counter Manager (VCM) with a synchronized incremental counter is presented to detect the replay and jamming attacks based on the symmetric key cryptography using AES in OCB mode. For access control, we investigate the Key-Lock Matching (KLM) method to prevent unauthorized access. We implement MoteSec-Aware for the TelosB prototype sensor platform running TinyOS 1.1.15, and conduct field experiments and TOSSIM-based simulations to evaluate the performance of MoteSec-Aware. The results demonstrate that MoteSec-Aware consumes much less energy, yet achieves higher security than several state-of-the-art methods.
I. INTRODUCTION

A. Background
A WIRELESS sensor network (WSN) is usually composed of several resource-limited sensor nodes, which can work collaboratively and deliver useful information to users upon queries and events. Since sensor nodes may collect sensitive information, security and privacy become a concern that cannot be ignored. Moreover, several real-world scenarios, including community/environment monitoring, smart home, need data transmitted over the network and data stored in nodes' memories. Due to the resource-limited sensor nodes, traditional network security mechanisms are not suitable for WSNs. Inspired by the above challenges, we study the issues of secure network protocol and data access control in WSNs in order to avoid data leaking to the adversary or unauthorized party. In fact, we are aware that a secure mechanism suitable for wireless sensor networks has not been constructed yet, as the related works reviewed below indicate.
B. Related Work
As for the secure network protocol for WSNs, some technologies have been developed, including SPINS [1] , TinySec [2] , ZigBee [3] , and MiniSec [4] . TinySec and ZigBee, which belong to a kind of secure sensor network link-layer protocol, enjoy significant attention in the community. Nevertheless, TinySec achieves low energy consumption by reducing the level of security provided. In contrast, ZigBee satisfies high security, but suffers from high energy consumption. SPINS, on the other hand, achieves low energy consumption by keeping a consistent counter † between the sender and receiver, such that an initialization vector (IV) is not required to be appended to each packet. MiniSec achieves low energy consumption by appending a few bits of the IV to each packet. Packet loss, however, would cause SPINS and MiniSec to incur more energy consumption for communication and computation, respectively.
Other prior works, such as ContikiSec [10] and FlexiSec [11] , all focus on secure network protocol and do not consider the security of data stored in nodes. Kun et al.' s method [5] is composed of three stages: network admission control, network access control, and network access maintenance. The three stages aim to add new eligible nodes into the system, guarantee that all traffic in the system is authenticated, as well as revoke compromised nodes and update group key. However, Kun et al.' s method is unable to defend or detect replay and jamming attacks. Although R-LEAP+ [12] provided an approach to resist replay and jamming attacks, it is too computationintensive to be practical for resource-limited sensor network.
In addition to secure network protocol, the issue of secure data storage receives considerable attention at all times. Recently, technologies for secure data storage have been developed not only for social networks (or cloud networks) but also for sensor networks in view of the need of privacy preserving [7] [8] [9] . In contrast to privacy-preserving, we focus on the authority of accessing the stored data in this paper. Although He et al. proposed an access control mechanism using ring signature [30] , it is not suitable for resource-limited sensor network because the signature scheme may cost higher energy consumption.
C. Overview of Our Method and Contributions
We propose MoteSec-Aware, a secure network-layer protocol for wireless sensor networks. It not only works with low energy consumption but also establishes a practical high security mechanism on TelosB motes, which run the TinyOS 1.X operating system. In fact, MoteSec-Aware provides (1) a secure network protocol to permit data transmitted in an encrypted format in the air and (2) a filtering capability to permit or deny data access based upon a set of rules, which are frequently used to protect the data from unauthorized access while permitting legitimate communications to pass.
More specifically, we base our design on the existing security primitive, AES, which has been proven to be the most suitable block cipher for the WSNs under consideration [10] [13] . We present a Virtual Counter Manager (VCM) with synchronized incremental counters and explore the KeyLock Matching (KLM) method [14] to, respectively, resist the replay/jamming attacks and achieve memory data access control. On the other hand, since sensors in the network, particularly those with limited resources, may suffer from DoS attacks, our previous work, called Constrained Functionbased Authentication (CFA) [28] , is employed with proper modification to resist DoS attacks. We denote the process of executing CFA in the AES with Offset Codebook Mode (OCB) mode as AES-OCFA. In this paper, AES-OCFA is the approach proposed to achieve the goal of secure network protocol.
On the other hand, Memory Data Access Control Policy (MDACP) is presented to achieve the goal of data access control. To defend against unauthorized users in accessing data, we investigate the Key-Lock Matching (KLM) method [14] to define access rights in each node because of its characteristic in needing low computation overhead (which will be later described in Section III-C). In KLM, each user is associated with a key (e.g., a prime number) and each file is associated with a lock value. For each file, there are some corresponding locks, which can be extracted from prime factorization. Through simple computations on the basis of keys and locks, protected memory data can be accessed. Here, data access control is designed exclusively for function nodes. Note that since the prior methods [1] [2] [3] [4] were not designed for two-tiered networks, which allow leader node or mobile node to query data through an on-demand communication link to some function nodes, and did not allocate the memory zone to utility data, appliances, etc., they cannot directly apply KLM for access control.
Our main contributions are summarized as follows:
• We propose and implement MoteSec-Aware, which is the sensor network security system built on the network layer that focuses on data access control and secure network protocols simultaneously.
• MoteSec-Aware achieves lower energy consumption during communication and satisfies a high level of security without appending any additional information (e.g., initialization vector) into packets.
• MoteSec-Aware is evaluated in terms of the network communication overhead, energy cost, and etc. via experiments and simulations. The results demonstrate that MoteSec-Aware is feasible and efficient.
The rest of the paper is organized as follows. Section II describes the system model, including network topology and attack model. In Section III, we describe the details of the proposed method. In Section IV, evaluation of the maximum counter synchronization error (MCSE) is described. The metrics used to evaluate and analyze the performance for MoteSec-Aware are described in Section V. Experimental and Among authenticated-encryption schemes, it is known that the OCB mode [15] is about two times faster than the CBC-MAC mode. Therefore, OCB is suitable for WSNs. simulation results are described in Section VI. Finally, the conclusions are drawn in Section VII.
II. SYSTEM MODEL
In this section, we first introduce the wireless sensor network topology that is adopted in our method. Then, the attack model is described.
A. Network Topology for Multilevel Access
Their relationship is illustrated in Fig. 1 . There are three types of nodes, including leader node (LN), function node (FN), and sensor node (SN), in our sensor network topology. They are classified according to their hardware resources (remaining energy, memory size, etc.) [19] . The network region is partitioned into physical clusters, each of which contains a FN in charge of SNs in that cluster. Depending on concrete applications, clusters may overlap such that SNs in the overlapping region are affiliated with multiple FNs. In each cluster, SNs are responsible for collecting sensed data, while FNs aggregate the data from SNs; send commands to SNs; keep utility data, appliances, etc. in inside memory; and forward the received data to their upper level nodes (i.e., LNs, FNs). The LN is a network owner with abundant resources that can query data by an on-demand wireless link connected to all FNs. To prevent storage overflow of FNs, the LN can also be periodically dispatched to collect data and empty the storage of FNs.
B. Attack Model
The adversary may launch both external and internal attacks. In external attacks, the adversary does not control any valid nodes in the network. Instead, the adversary may attempt to eavesdrop for sensitive information, inject forged messages, replay previously intercepted messages, and impersonate valid sensor nodes. Moreover, we assume that the adversary can jam the communication between two nodes by transmitting signals that disrupt packet reception at the receiver. The adversary may also launch DoS attacks by, for example, false data injection or path-based DoS (PDoS) to deplete the energy of FNs. As for internal attacks, we do not consider that the FN will be captured. Instead, we consider that the adversary may attempt to read the data stored in FNs' memories by, for instance, utilizing an unauthorized node to read important data from FNs arbitrarily.
In view of these vulnerabilities, the critical security requirements that need to be satisfied are summarized as follows.
• Data Confidentiality: This is the basic property of a secure communication protocol in that data should be kept secret from unauthorized reading.
• Replay and Jamming Detection: Communication data should be ensured to be recent and verified that an adversary does not replay or jam data.
• Data Authentication: It is necessary to prevent an adversary from spoofing packets. In general, a Message Authentication Code (MAC) is used for each packet to verify whether it indeed originates from another legitimate node or is altered during transmission.
• DoS-Resilience: The DoS attacks, aiming to deplete energies, must be resisted in particular for resourcelimited sensor nodes.
• Data Access: The adversary should be detected and prevented from accessing data stored on nodes.
C. Key Distribution and Update
Since TinySec, ZigBee, and MiniSec are free to use keying mechanism, they are also free to use any key distribution and update mechanism. SPINS and Kun et al.'s method adopt oneway key chain and stateless group key update, respectively, to address the problem of key distribution and update.
Similarly, we discuss the distribution and update of secret keys in MoteSec-Aware in this section. To keep the confidentiality of messages transmitted over the network, there are two types of keys, session keys (used for LN/FNs to broadcast packet to FNs/SNs) and pairwise keys (used for each pair of nodes), used in our system. Here, the session key is distributed in advance. After sensor deployment, pairwise keys are constructed for pairs of sensor nodes by applying our CARPY+ scheme [23] . The advantage of CARPY+ is that it can establish a pairwise key between each pair of sensor nodes without needing any communication. This property is essential in constructing the CFA scheme, because establishing a key via communication incurs an authentication problem, leading to circular dependency. CARPY+ is also resilient to a large number of node compromises so that the complexity for breaking the CARPY+ scheme is Ω(2 +1 ), where is a security parameter independent of the number of sensor nodes. When updating the session keys, we customize stateless session keys update schemes, which organize one-way key chain to facilitate the authentication of future keys based on previous ones. In stateless session keys update scheme, network owner α uses the pairwise key K α,β shared with each non-revoked node β to encrypt the new session key.
D. Comparisons with State-of-the-Art Methods
Our system, MoteSec-Aware, is a fully-implemented general purpose security mechanism for a WSN. The comparisons among some well-known methods and our proposed method, which are common in aiming to manage an IV, are shown in Table I . We can observe that (1) the proposed AES-OCFA strategy enables one to detect replay and jamming attacks based on synchronized incremental counter; (2) while some prior works did not deal with DoS-resilience and memory data access control, the proposed AES-OCFA and MDACP strategies possess these functionalities; and (3) our method incurs no packet overhead and consumes communication cost less than prior works.
III. PROPOSED METHOD: MOTESEC-AWARE
The structure of MoteSec-Aware is shown in Fig. 2 . The lowest two layers are the raw hardware and hardware abstraction layers (e.g., the device drivers). These two layers provide all the basic services and components of the limited available resources (e.g., clock and radio), while TinyOS resides on top of them. As Fig. 2 In what follows, we describe the proposed AES-OCFA and MDACP strategies for providing protection against outside network messages and inside memory data leakage, respectively. More specifically, included in AES-OCFA are two procedures for mitigating DoS and detecting replay/jamming attacks. Basically, in order to tackle DoS, our previously proposed method Constrained Function-based Authentication (CFA) scheme [28] has been properly modified and incorporated with the AES in OCB mode. Note that AES in OCB mode generates a ciphertext that simultaneously provides data secrecy and authenticity. In addition, CFA with AES in OCB mode is more efficient than CFA with AES in CBC-MAC mode since the OCB mode is about two times faster than the CBC-MAC mode. Therefore, the modification encourages our system to be more powerful.
A. Security Against DoS via CFA with AES in OCB Mode
The DoS attacks (i.e., false data injection attack and pathbased denial of service (PDoS) attack) can exhaust limited energies of FNs and possibly black out a section of the monitored area. In order to deal with DoS attacks, authentication is a necessary security mechanism for preventing the communications in the network from DoS attacks. There have been many authentication schemes proposed for wireless sensor networks. However, they are not as efficient in energy consumption as the CFA scheme that we proposed in [28] . In particular, CFA is the first authentication scheme supporting en-route filtering with only a single packet overhead.
In the CFA scheme, the network planner, before sensor deployment, selects a secret polynomial f (x, y, z, w) from the constrained function set ξ [28] , whose coefficients should be kept secret, thereby constituting the security basis of CFA. Please refer to [28] for the generation of the constrained function set ξ via the off-line procedure of CFA. For simplicity, we assume that the degree of each variable in f (x, y, z, w) is the same, although they can be distinct in our scheme. For each node u, the network planner constructs two polynomials,
Since directly storing these two polynomials enables the adversary to obtain the coefficients of f (x, y, z, w) by capturing a few nodes, the authentication polynomial auth u (y, z, w) and verification polynomial verf u (x, z, w) should be constructed from the polynomials f u,1 (y, z, w) and f u,2 (x, z, w), respectively, by adding independent perturbation polynomials. Afterwards, the authentication and verification polynomials are stored in node u. For source node u, the MAC attached to the message msg is calculated according to its own authentication polynomial. Let the verification number be the result calculated from the verification polynomial verf u (x, z, w) by applying the claimed source node ID, the shared pairwise key, and the hashed message into x, z, and w, respectively. The receiver considers the received message authentic and intact if and only if the verification difference, which is the difference between the MAC and its calculated verification number, is within a certain predetermined range.
Here, CFA is slightly modified and incorporated with AES in OCB mode within MoteSec-Aware to provide DoSresilience. The on-line procedure of modified CFA is described in Algorithm 1. In order to incorporate CFA in our system, AES in OCB mode takes msg, K v,u , and an IV as inputs, and generates the ciphertext E Ku,v ,IV (msg) and hash value h(msg). It should be noted that the pairwise key K u,v = K v,u is constructed by employing our CARPY+ scheme [23] on nodes u and v, respectively. IV is involved as an input in the encryption operation E Ku,v,IV (·) such that different ciphertexts can be generated from the same plaintext in order to satisfy semantic security. Note also that AES in OCB mode generates a ciphertext that simultaneously provides data secrecy and authenticity. In the following, we describe the operations one should perform when the node acts in different roles.
Source Node (Message Transmission): When node u wants to send a message msg to the destination node v, it calculates the message authentication code (Step 4):
where n u,s , used for perturbation, is randomly selected from the set [0, 2 r−2 ]. Moreover, h(msg) is a value that is generated based on AES in OCB mode. Then, the packet M =< Header, u, v, E Ku,v,IV (msg), MAC u (v, msg) > is sent to v possibly through a multihop path (Step 5). Note that the message authentication code M AC u (v, msg) is only a number [28] .
Destination Node (Message Verification): After receiving the packet M , the destination node v first calculates the verification number verf v (u, K v,u , h(msg)) according to its own verification polynomial verf v (x, z, w) and calculates the corresponding verification difference, V D v,u , as (Step 19):
, then the authenticity and integrity of the packet M is successfully verified. Otherwise, the packet M is dropped (Steps 20-26).
The verification process (Steps 7-16) on an intermediate node is the same as the one on the destination node. If the authenticity of the packet M is successfully verified, then the packet M will be forwarded by the intermediate node; otherwise, the packet M is dropped.
B. Replay and Jamming Detection with Synchronized Incremental Counter Approach
MoteSec-Aware uses a synchronized incremental counter as an IV for achieving semantic security. Specifically, the IV associated with a buffer filter § is used to detect replay and jamming attacks instead of appending IVs into packets transmitted in the air.
With the synchronized incremental counter, we construct a VCM within each node for initializing the counter and maintaining counter synchronization between the sender and receiver. The synchronized incremental counter in each node increases one count per average delay automatically. The average delay is an experimental value, which will be shown in Section IV for our system. Also, we define the maximum counter synchronization error (MCSE) to be an experimentbased delay counter, δ, between any pair of nodes. In other words, when the packet transmission time is much longer than δ, the jamming attack can be detected at receiver. We will later show in Section IV that δ can be accurately estimated. If a packet does not suffer the jamming attack, the receiver applies § The buffer filter is a data structure used for membership tests: it requires a two-dimensional array of N * 2 bits and features two columns, i.e., source address (SrcAddr) and initialization vector (IV), where N is the number of SNs in a cluster. 
Accept M ;
22
Return T RUE; 23 else 24 Drop M ;
25
Return F ALSE; 26 end a buffer filter to detect whether the packet suffers the replay attack. We provide evidence for this claim by carrying out a detailed empirical evaluation on TelosB motes. Now, we describe the synchronized incremental counter approaches at both the sender and receiver sides, as well as the operation of counter synchronization between the sender and receiver in the following.
Sender Side: The synchronized incremental counter approach at sender side is depicted in Algorithm 2. Assuming that the sender has started to send a packet to the receiver. The sender gets a counter value used as an IV from VCM. If the radio channel is clear (Step 1), then it signals radio chipset CC2420 to send out packets (Step 2); otherwise it backs off for a random period of time (Step 4) and goes to the Step 1.
Receiver Side: The receiver node will receive an incoming packet after propagation delay [21] in the air. When receiving a packet successfully, the receiver node needs to perform two checks: (1) determine whether the packet is a legitimate one and (2) determine whether the packet has suffered attacks. The proposed synchronized incremental counter approach at Back off for a random period of time and then go to the step 1; 5 end the receiver side is depicted in Algorithm 3. While receiving a packet, the receiver firstly executes Algorithm 1 (Modified-CFA-On-Line-Step) to verify whether it incurs DoS attacks (Step 1). If the verification via Modified-CFA-On-Line-Step algorithm returns "T RUE," which means there does not suffer DoS attacks, then the packet is checked to see whether it has been replayed or jammed. Subsequently, the receiver gets a current counter value (CCV) from VCM and calculates a range counter interval (RCI)=[CCV − δ + 1, CCV ] (Step 2). RCI is used as a set of IVs to verify the received packet. If all decryptions (via the operation AES.decrypt() in Step 5) fail within the interval defined in RCI, then the packets may be jammed or invalid (e.g., severe fading). Under this circumstance, such packets are dropped (Steps 7-9). In order to detect replay attacks, we simply use a buffer to filter out duplicate packets. The receiver queries the corresponding buffer filter for the tuple (SrcAddr, IV) of a packet. If the query returns "success," which means there actually does not have the duplicate tuples in the buffer filter, then the packet is considered to be a non-replayed packet and is consequently added into the buffer filter (Steps 11-12) . Otherwise, the packet is treated as a replay and is consequently dropped (Steps 13-15).
Counter Synchronization: Initially, all nodes boot up with the same counter value. When the network runs for a period of time, the counters of nodes may lose synchronization. Recent advances in secure sensor network time synchronization [26] enable pairwise time synchronization with error of mere μs. Transmission delay between neighboring nodes are on the order of ms. Thus, we launch VCM to synchronize counter value based on Secure Pairwise Synchronization (SPS) protocol [26] . Note that the protocol is modified to conform to the security properties addressed in MoteSec-Aware and the resultant pairwise counter synchronization (PCS) protocol is depicted in Algorithm 4.
As shown in Algorithm 4, node A sends a synchronization packet to B at clock C 1 and node B receives this packet at C 2 (Step 1). At clock C 3 , then, B sends back an acknowledgement packet (Step 2). This packet contains the values of C 2 and C 3 . When node A receives the packet at C 4 , it can now calculate the end-to-end counter delay, C d (Step 3). In PCS, a jamming attack is detected through a comparison (Steps 4-9) of C d with δ.
In the proposed PCS algorithm (Algorithm 4), message 
Node A updates its counter (Cα): Cα = Cα + Δ; 7 else 8 The jamming attack is detected and the received packet is dropped. 9 end
C. Memory Data Access Control Policy (MDACP)
In order to efficiently secure information in storage and defend against unauthorized users accessing data, we apply KLM to realize MDACP. Here, the unauthorized user is a mobile device/node with radio chipset CC2420 transceiver. In the network, personal information, key materials, and other information that have security concerns will be encrypted by AES-OCFA and stored in the inside memory. In MDACP, each user is associated with a key (e.g., a prime number) and each file is associated with a lock value. For each file, there are some corresponding locks, which can be extracted from prime factorization. Through simple computations on the basis of keys and locks, protected memory data can be accessed. MDACP not only stores encrypted files in nodes but also binds the user keys and specific encrypted files together. This approach has greatly reduced the risk of cracking the keys by attacking the encrypted files. In addition, by employing the KLM method, whenever a new user or file is joined, the corresponding key values and lock values will be determined immediately without changing any previously defined keys and locks. This scalability characteristic motivates us to employ KLM for the design of MDACP.
1) Algorithm:
Let m be the number of users and n be the number of files. We assign a key (K i , 1 ≤ i ≤ m) to each user and a lock (L j , 1 ≤ j ≤ n) to each file. Let K i be a prime number and [r ij ] m * n be an access right matrix. An example of access right matrix is shown in Fig. 3 , where the digit in an entry indicates an access right r ij , which defines the right of user U i in accessing the file
To figure out access rights r ij 's of users to files, a function f of key K i and lock L j is used.
If a user (U i ) asks to access a file (F j ), whether or not the user is legitimate will be verified. The procedure of MDACP is depicted in Algorithm 5, which is used as f (K i , L j ) to figure out access rights r ij 's from keys and locks. As shown in Algorithm 5, the overhead is dependent on the lock values instead of the number of deployed sensor nodes. Thus, MDACP is efficient for a large-scale sensor network. The experiments are shown in Section VI-A3 for further evidence.
2) Scalability: In sensor networks, energy consumption is a critical issue. As a file/user can be added to or removed from the system without much effort, KLM fits for using on resource-limited sensors. In addition, all operations in MDACP can be implemented simply by recalculating lock values of the corresponding files. These operations will be described as follows. 
File insertion/deletion:
• Insertion of a new file. When a new file is added to FNs' memories, the LN assigns the access rights of corresponding users to the file and updates the new lock value to all users.
• Deletion of an old file. This can be implemented by removing the corresponding file entry from the access right matrices of FNs. Example: As shown in Fig. 3 , if a file F 6 is added to a FN's memory, the LN assigns the "Read" right to U 1 and U 2 , "Write" right to U 3 , "None" right to U 4 and U 5 , and none of the rights to the remainder. Subsequently, the column for F 6 in Fig. 3 is constructed and added to the access right matrix. When the FN receives a query of file access launched by a user, it immediately verifies the user's right by his/her lock value L 6 = 2 1 * 3 1 * 5 2 * 7 0 * 11 0 . On the contrary, if F 6 is to be removed from the access right matrix, the FN initiates the column related to F 6 .
The above processes are not necessary to change the network state. We just add (resp. remove) a file into (resp. from) the FN and update the access right matrix in the FN.
User insertion/deletion:
• Insertion of a new user. When a new user, such as mobile device or mobile node, joins in MoteSec-Aware, (s)he has to be verified by the LN in order to obtain a unique user key and lock values. After the new user is successfully verified, the LN updates its information for the FNs' access right matrices.
• Deletion of an old user. This can be implemented by directly removing the corresponding user's entry from the access right matrices of FNs. Example: As shown in Fig. 3 , a new user U 6 joins in MoteSec-Aware with user key K 6 = 13 and lock values
1 , and L 6 = 2 1 * 3 1 * 5 2 * 13 1 being assigned by the LN. Then, the LN updates the access rights of U 6 (the row corresponding to U 6 in Fig. 3 ) for FNs.
We can observe from the above operations that, when a user or file is added to/removed from the network of MoteSecAware, LN just sends a packet including the information about a user or file such as user entry or file entry to the FN. Thus, the overhead costs a FN only one packet. Moreover, when the operation of insertion or deletion is conducted for the access right matrix, our proposed protocol takes constant time. This strategy, thus, is efficient in not only communication but also computation.
IV. PAIRWISE TIMER SYNCHRONIZATION: EVALUATION
OF MAXIMUM COUNTER SYNCHRONIZATION ERROR (MCSE) In order to get a norm (i.e., MCSE) for judging whether pulse-delay attacks † † occur between the sender and receiver, we first carry out an empirical evaluation of the MCSE by measuring the non-malicious end-to-end delay, d, between pairs of nodes. Following the empirical observations found in [24] With the above information available, we then consider how MCSE is affected in the best case for the adversary. Following [26] , assuming that the adversary (mote-class adversary) can introduce a maximum pulse-delay factor = 12σ. Thus, the sender node can calculate the end-to-end delay in a malicious setting, ε, as:
Now, based on the above results, we derive and evaluate MCSE. When an adversary jams and replays a packet, the end-to-end delay will get increased at least by a complete packet transmission time at the physical layer. For example, a packet payload of 16 bytes will even take a few milliseconds to be transmitted at the physical layer while the radio speed of TelosB is 256 kbps. In order to account for the physical delay caused by the adversary, we denote the time of packet payload required to be transmitted at the physical layer as τ . Since d avg + 3σ is the maximum delay, which includes physical layer delay, propagation delay, and others between the sender and receiver, due to d will fall within the interval [d avg − 3σ d avg + 3σ] with 99.7% confidence, we have τ ≤ d avg +3σ. Under the condition of increasing the synchronized incremental counter by one per d avg , we can calculate the accumulated delay ϑ, involving ε (Eq. (1)) and τ , caused by an adversary as:
As described in Sec. III-B, MCSE is an experiment-based delay counter δ between any pair of nodes. A jamming attack can be detected at receiver if the packet transmission time is much longer than δ. Thus, according to Eq. (2), MCSE is defined to be the upper bound of ϑ as:
(3) † † The adversary jams and replays packets at a later time, thus delaying the receivers' reception [26] .
Therefore, the adversary needs to manipulate sufficiently fast and sophisticated hardware to carry out a pulse-delay attack that does not increase the delay by more than δ. If the time required for the packets transmitted in the air exceeds over δ, those packets will be treated to suffer pulse-delay attacks. For theoretical delay analysis, readers can also refer to [32] for details about end-to-end delay upper-bound. Now, we will verify the above derivations. We show that the non-malicious end-to-end delay d closely follows a Gaussian distribution via experiments, from which both d avg and σ can be obtained to compute δ according to Eq. (3). A popular solution for evaluating non-malicious end-to-end delay is to timestamp the packets operating below the Medium Access Control layer. The feasibility of Medium Access Control layer time-stamping has already been shown on typical sensor network platforms [24] [26] . Here, we perform the proposed PCS protocol with the counter being replaced with the timestamp in order to measure d on TelosB motes. The resultant technique is called Pairwise Timer Synchronization (PTS). Our objective is to gauge the distribution of the non-malicious end-to-end delay using timer synchronization, so that an appropriate value δ, which is required in the PCS protocol, could be calculated. The PTS protocol was conducted on a pair of motes, and the non-malicious end-to-end delay d was calculated for 100 independent runs while using the maximum radio transmission power (0 dBm). The above procedure was conducted for 10 different pairs of motes in order to remove any hardware specific bias. In the end, we had 1000 independent measurements of the non-malicious end-to-end delay. Fig. 4(a) shows the actual non-malicious end-to-end delay measured in every run, and Fig. 4(b) shows the distribution of the nonmalicious end-to-end delay. The statistics of the non-malicious end-to-end delay over a link shows that the delay falls within the range of [30. In our experimental environment, the pair-wise distance is different for each pair of nodes. Assuming that the nodes are located in positions wherein they can face at least one other node, the distribution of the non-malicious end-to-end delay is almost equal for all the pairs. This leads to a strong implication, i.e., there is no need to estimate the value of δ within the network during runtime. Instead, it can be calculated before the deployment of the actual network and the nodes can be pre-configured with this value, greatly reducing the overhead. We do note that the non-malicious end-to-end delay will be different for sensor network platforms that use different radios. Thus, δ will vary with different conditions.
V. ANALYSIS
In this section, the performance of the proposed MoteSecAware method is examined. Our analysis focuses on (A) replay and jamming detection, (B) resilience against node capture attack, (C) evaluation of the minimum time required to trigger PCS, (D) semantic security, (E) data access control, and (F) energy consumption.
A. Replay and Jamming Detection
Following Section IV and Eq. (4) with δ being set to 3, we will classify large delays (> 3) as being the consequence of a jamming attack. Nevertheless, it is worth noting that the false negative probability is as low as 0.003, which can be obtained as 100%− 99.7% = 0.3%, where the true delay is with 99.7% confidence.
Next, the receiver uses the buffer filter to check each packet with a tuple (SrcAddr, IV) for detecting replay attack. If (SrcAddr, IV) is, in fact, an entry of the buffer filter, the buffer filter returns FALSE and drops the packet; otherwise, the tuple (SrcAddr, IV) is added to the buffer filter. Recall that the data structure of buffer filter is an array. Therefore, checking any single element in an array takes O(1) time (average case). Moreover, the detection probability that can be achieved is 1.
B. Resilience Against Node Capture Attack
We consider the case where the adversary not only eavesdrops on the transmitted messages but also compromises n nodes to use the security information stored in them, trying to recover the coefficients of f (x, y, z, w). We can know that the adversary cannot break f (x, y, z, w) if only n ≤ d nodes are compromised [29] , where d denotes the degree of each variable in f (x, y, z, w). When the adversary has compromised n > d nodes, the complexity for it to obtain the coefficients of f (x, y, z, w) is Ω(q d+1 ), where q is a prime number. If readers are interested in the security analysis of CFA, you can refer to [28] for more details.
C. Evaluation of the Minimum Time Required to Trigger Pairwise Counter Synchronization
We analyze how often the pairwise counter synchronization protocol needs to be triggered. Assume that a reference node A with clock frequency f A sends two time beacons at time t 1 and t 2 . Each beacon contains the count C A (t) = f A * t observed at the reference clock at A. Node B with clock frequency f B can estimate its current frequency error relative to the reference node A's clock as [31] :
Let the counts start from zero, i.e., C A (t 1 ) = C B (t 1 ) = 0, and let L be the time duration between t 1 and t 2 . For notation simplification, let t 1 start from 0. Eq. (5) can be rewritten as:
Here, we propose the minimum resolution of the frequency error estimation calculated by taking the difference between two measurements separated by one count as
Let λ min be the minimum time required to trigger PCS. It must satisfy:
where the maximum time synchronization error ΔT is defined as 2 * (d avg + 3σ). Fig. 5 shows an evaluation of λ min with a broad range of parameters f A = 3 ∼ 85kHz and L = 10 ∼ 100s. We can observe that high-frequency clocks are beneficial to maintain time-synchronization between nodes. For example, for an f A = 32kHz clock frequency in TelosB, if the two beacons are L = 60s apart, then the frequency error resolution δ Q is 0.5ppm (0.000005%). The error over a day can be calculated as 86400 * 0, 000005% = 0.0432 seconds per day. Therefore, the minimum time required to trigger PCS is λ min ≥ 1.6 days.
D. IV Synchronization for Semantic Security
Achieving semantic security is a critical issue in secure communication, in particular, for the same plaintext that needs to produce different ciphertexts. Recall that IV is involved as an input in the encryption operation E Ku,v ,IV (·). We employ a non-repeating synchronized incremental counter as an IV. The counter is kept synchronized and is increased one per d avg (≈ 32ms). Since we do not append any IV into the packet, the communication overhead is lower than the prior methods, such as MiniSec, TinySec, and SPINS. We set an 8-byte counter as the IV. If the counter maintains the delay epoch that does not exceed δ between the sender and receiver, the IV would be processed over 2 42 days ¶ . Otherwise, we just launch VCM to synchronize the counter among the nodes.
E. Data Access Control
Following Section III-C1, if an adversary is able to access a file from a node's memory, he/she has the probability of 1/P R in robustly trying valid K i , L j , and r ij for an underlying file, where P R = m * n * |R| and |R| is the size of access right ¶ 2 64 (rounds) * 86400 −1 (day/sec) * 0.032(sec/round) ≈ 2 42 (days).
set . After selecting access rights, LN assigns these values to FNs for constructing access right matrices. Typically, when there is a large-scale network with hundreds of users and files, the successful blind access probability is small enough (< 10 −7 ) ‡ to guarantee security. This suffices for the majority of practical applications. On the other hand, the storage overhead for MDACP is O(mn) because it must record an access right matrix [r ij ] m * n for verifying each user's right.
F. Energy Consumption
In MoteSec-Aware, the energy consumed for the receiver in receiving a packet from the sender is denoted as E total and is derived as follows. Let δ denote the MCSE at which the node is able to decrypt the packet. Let P gar be the probability that a packet is garbled in transmission and let P r be the probability that the packet is received. As described in Section III-B, CCV denotes the current counter value that the receiver can read from VCM. Let {X(t), t ≥ 0 and CCV −δ +1 ≤ t ≤ CCV } be a counting process if X(t) represents the total number of decryptions that occur by the time t. It can be modeled as a Poisson process with the probability P (X(t) = k) that exactly k decryptions occur for the outcome of n runs being defined as:
Let the Poisson process have rate λ = nPr t . Eq. (8) can be rewritten as:
In fact, δ also indicates the maximum number of trial decryptions and denotes the fault tolerant capability. Then, the energy consumption per packet is denoted as E total in terms of milliampere second (mAs) and is defined as:
where X c denotes the number of decryptions and is set as 0 < X c ≤ δ, the cost of a cycle of authentication (for verifying
For example, if LN randomly selects access rights from the access right set {0, ..., 2 10 }, then |R| is equal to 1025.
‡ 1/P R = 1/(10 2 * 10 2 * (2 10 + 1)) < 10 −7 . DoS attack and integrity) and decryption by executing AES-OCFA is denoted as E AES−OCF A , and E V R is the energy consumed for verifying a replay attack.
Since X c ≤ δ and E V R << E AES−OCF A , E total can be rewritten as:
Note that Eq. (11) and our experimental result (shown in Fig.  6 ) indicates that E total is just a constant even under varying packet loss rates. Furthermore, the energy consumed for MDACP is spent when events happen. At the reception of an access request, two cases are possible for the receiver: (1) the receiver verifies the access request and permits authorized user to access its memory; (2) an unauthorized user is blocked from accessing the receiver's memory while the request verified by the receiver is not successful. Thus, the energy consumption of data access in MDACP that includes two code sections, the process of KLM and the course of memory access, is defined as: (12) where P UA stands for the probability that an unauthorized user wants to access data from a node, E KLM denotes energy consumption of using KLM to verify a request, and E MA is the energy consumption when reading or writing in a node's memory. The derived E DA will be later verified in Section VI-B1 via the TOSSIM simulator [18] .
VI. PERFORMANCE EVALUATION
We present a publicly available implementation of MoteSecAware for the TelosB platform [16] in Section VI-A and describe TOSSIM-based simulations in Section VI-B.
A. Experiments
The hardware module in MoteSec-Aware is as follows. TelosB is composed of an MSP430 micro controller and a 250kbps 2.4GHz IEEE 802.15.4 TI wireless transceiver. It fully supports TinyOS 1.X/2.X and implements a network stack. We implemented our system in nesC code, the programming language used for TinyOS. We have three major code sections: AES-OCFA (AES in OCB mode with CFA scheme), MDACP, and VCM. The ROM needed for our program code is 24756 bytes, and the RAM needed for our program code is 3315 bytes. In the experiments, three issues were examined as follows.
1) Impact of Packet Loss Rate on Energy Consumption:
We investigate the impact of the packet loss rate on energy consumption. Fig. 6 shows energy consumption in terms of mAs for TinySec, SPINS, MiniSec-U, and MoteSec-Aware under varying packet loss rates. As the packet loss rate increases, the energy consumption of SPINS presents an exponential rise. As MoteSec-Aware does not require appending an IV to each packet and has a synchronized incremental counter between the sender and receiver, its energy consumption is not affected by the loss of the communication channel. Fig. 6 reveals that MoteSec-Aware with CFA and MoteSec-Aware without CFA cost approximately 0.0023mAs and 0.0035mAs, respectively. In addition, MoteSec-Aware consumes a constant amount of energy and always outperforms other methods.
2) Communication Overhead: We discuss communication overhead in two aspects. First, we analyze the communication overhead of a single packet transmitted between the sender and receiver. Second, we evaluate the traffic overhead for packets transmitted in the network.
For the first problem, the results are shown in Table II . We can see that longer packets are highly costly because of the extra energy consumed by the radio. The results also reveal that MoteSec-Aware and TinyOS have no security overhead increase due to packet communication. In other words, the security overhead of MoteSec-Aware increases over TinyOS is zero; however, those of MiniSec, TinySec, and SPINS are 7.5%, 20%, and 12.5%, respectively. Moreover, both MoteSecAware and TinyOS have lower energy consumption than MiniSec, TinySec, and SPINS.
Second, we evaluate the traffic overhead while transmitting packets in the network and observe this packet once per 10 minutes. The traffic overhead generated by our processes (i.e., MoteSec-Aware (without PCS) and MoteSec-Aware (with PCS)) and the traffic overhead related to the accuracy of the counter values in SPINS, MiniSec, and TinySec are, respectively, examined in terms of energy consumption. TinyOS was used as the baseline for comparisons. In MoteSec-Aware (with PCS), we launched PCS once every 10 minutes and estimated the energy consumption, including the cost of transmitting regular data packets and PCS packets. The results are shown in Fig. 7 . We have the following observations: (i) The energy consumption of our methods is as low as that of TinyOS but is lower than those of others. (ii) Although SPINS does not need to append an IV to its packets, it consumes more energy in launching immediate counter synchronization. (iii) TinySec consumes most energy because it needs to append an 8-byte IV to its packets. (iv) Although MiniSec only appends a few bits of IV to its packets, it still consumes more energy than our methods because of the additional IV and computation of resynchronization.
3) Overhead of Access Control: The execution time for verifying nodes' rights is shown in Fig. 8 . Fig. 8(a) shows the time required to verify nodes' rights under variable number of files vs. variable number of sensors. We can observe that the verification time is independent of the number of files and the scale of a network. On the contrary, the verification time is only dependent on lock values and the maximum of access right, as previously described in Algorithm 5. Although the execution time may be prolonged by a large lock value, it is still limited to the maximum of access right. Fig. 8(b) shows the time required to verify nodes' rights under variable number of files vs. variable number of users. We can find that the verification time on TelosB is positively proportional to the number of users but is independent of the number of files.
We estimated the energy consumption of right verification via the formula defined as E = V * I * t [30] , where V is the voltage, I is the current, and t is the time duration. TelosB is equipped with two AA batteries, so V is approximately equal to 3 volts. As our result indicates, the execution time depends on the number of users that expect to query the data stored in the nodes' memories; thus, the energy consumption is approximately proportional to the number of users.
B. Simulations
The performance of our method was also simulated in the TinyOS environment with TOSSIM [17] [18] as the WSN simulator. TOSSIM is a discrete-event simulator especially designed for TinyOS operating system to evaluate the energy consumption and the large-scale sensor network operations of MoteSec-Aware.
1) Energy Consumption of AES-OCFA and MDACP:
The total simulation time was set to 100 seconds, and 100 nodes were distributed in a sensing field. Each node receives about 10000 packets, and one of the packets is a request to access the data stored in nodes' memories. We obtained the CPU and radio energy consumption associated with each node. The result of energy consumption obtained from our simulation using PowerTOSSIM [18] is that AES-OCFA (3513.5mJ) costs more energy consumption than MDACP (2272.8mJ).
2) Synchronization Time: We tested 100 pairs of nodes to obtain the completion time of counter synchronization. When FNs finish counter synchronization with a trust-based LN, FNs broadcast synchronization packets to their child SNs. For each pair of nodes, we ran 10 rounds of counter synchronization. After nodes finished the counter synchronization, the SNs sent a packet to LN. The trust-based LN calculates the time required to complete counter synchronization. Fig. 9 shows the distribution of completion time of counter synchronization for each individual node. We observe that all nodes have a completion time longer than 1s, but less than 5.5s. In addition, the average completion time for a node is roughly 0.055 second.
VII. CONCLUSIONS
Our method, MoteSec-Aware, is proposed and implemented for TinyOS on the TelosB platform. MoteSec-Aware is an efficient network layer security system and is the fullyimplemented security mechanism that provides protection for both inside memory data and outside network message. MoteSec-Aware is able to achieve the goals of much less energy consumption and higher security than previous works. This fact, apart from flexibly providing an important advantage to deployed systems, greatly facilitates researchers in porting their applications on lower cost and higher security platforms. For a large-scale network, strategies such as Bloom Filter [22] may be useful in reducing the storage overhead. This issue will be further studied in the future.
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