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Motivated by the rich physics of honeycomb magnetic materials, we obtain the phase diagram and analyze
magnetic properties of the spin-1/2 and spin-1 J1−J2−J3 Heisenberg model on the honeycomb lattice. Based
on the SU(2) and SU(3) symmetry representations of the Schwinger boson approach, which treats disordered
spin liquids and magnetically ordered phases on an equal footing, we obtain the complete phase diagrams in
the (J2, J3) plane. This is achieved using a fully unrestricted approach which does not assume any pre-defined
Ansa¨tze. For S = 1/2, we find a quantum spin liquid (QSL) stabilized between the Ne´el, spiral and collinear
antiferromagnetic phases in agreement with previous theoretical work. However, by increasing S from 1/2
to 1, the QSL is quickly destroyed due to the weakening of quantum fluctuations indicating that the model
already behaves as a quasi-classical system. The dynamical structure factors and temperature dependence of
the magnetic susceptibility are obtained in order to characterize all phases in the phase diagrams. Moreover,
motivated by the relevance of the single-ion anisotropy, D, to various S = 1 honeycomb compounds, we
have analyzed the destruction of magnetic order based on a SU(3) representation of the Schwinger bosons.
Our analysis provides a unified understanding of the magnetic properties of honeycomb materials realizing the
J1 − J2 − J3 Heisenberg model from the strong quantum spin regime at S = 1/2 to the S = 1 case. Neutron
scattering and magnetic susceptibility experiments can be used to test the destruction of the QSL phase when
replacing S = 1/2 by S = 1 localized moments in certain honeycomb compounds.
I. INTRODUCTION
Quantum magnetism on geometrically frustrated lattices is
a very active field of research due to the possibility of discov-
ering new states of matter with exotic properties1. In large
spin systems which can be considered as classical, frustra-
tion can lead to a large degeneracy of the ground state mani-
fold. In sufficiently low spin systems, the quantum mechan-
ical zero point motion can forbid long range magnetic order
and produce a quantum spin liquid state (QSL), a correlated
state that breaks no symmetry and possesses topological prop-
erties, possibly sustaining fractionalized excitations2–7. Al-
though the triangular lattice was first theoretically proposed
by Anderson2 as an ideal benchmark to search for the QSL,
it was soon found that the S = 1/2 antiferromagnetic (AF)
Heisenberg model on a triangular lattice is magnetically or-
dered with a 1200 arrangement of the spins. However, longer
range exchange couplings and/or multiple exchange processes
can destabilize the magnetic order of the isotropic triangu-
lar model leading to a QSL8–11. Despite the intense activ-
ity, only a small number of triangular materials have been
identified as possible candidates for QSL behavior such as
the layered organic materials12: κ-(BEDT-TTF)2Cu2(CN)3,
EtMe3Sb[(Pd(dmit)2]2 and the Kagome´ lattice13 material
Herbertsmithite, ZnCu3(OH)5Cl2. Hence, there is a need to
find evidence for QSL behavior in more compounds.
Honeycomb lattice materials have attracted lots of at-
tention in recent years due to their interesting and
poorly understood magnetic properties. Inorganic materi-
als such as Na2Co2TeO614, BaM2(XO4)2 (with X=As)15,
Bi3Mn4O12(NO3)16 and In3Cu2VO917 are examples of hon-
eycomb lattice antiferromagnets in which the magnitude of
the spin varies from S = 1/2 in BaM2(XO4)2 for M=Co
to S = 1 for M=Ni (with X=As) and to S = 3/2 in
Bi3Mn4O12(NO3). The rather low magnetic ordering tem-
perature of TN = 2 K in the S = 1/2 honeycomb antifer-
romagnet, In3Cu2VO9, and of only 5.35 K in BaCo2(AsO4)2
suggest the possible existence of QSLs in these compounds.
Recent inelastic neutron scattering experiments indicate the
presence of a QSL in α-RuCl318–20, a material that realizes
the Kitaev21 quantum spin model on the honeycomb lattice.
Single-ion anisotropy of strength D plays an important role
in S = 1 honeycomb magnets such as:22,23 Ba2NiTeO6, and
in Mo3S7(dmit)3 organometallic compounds in which a rela-
tively large D can be induced by spin-orbit coupling.24–27
It is important then to understand theoretically the mag-
netic properties of interacting localized moments on the frus-
trated honeycomb lattice as has been previously done on tri-
angular lattices. Although the numerical evidence for a QSL
in the half-filled Hubbard model on the honeycomb lattice28
has been questioned29, exact diagonalization studies on the
J1 − J2 Heisenberg model with S = 1/2 have found evi-
dence for short range spin gapped phases for J2 = 0.3− 0.35
suggesting the presence of a Resonance Valence Bond (RVB)
state.30 The possible existence of a magnetically disordered
phase in this parameter regime has been corroborated by more
recent numerical work31,32, including DMRG33 and series
expansions.34 Schwinger boson mean-field theory (SBMFT)35
is consistent with these predictions finding a magnetically dis-
ordered region between the Ne´el and spiral phases36. This dis-
ordered region consists of a gapped QSL and a valence bond
crystal (VBC) phase. In contrast to the S = 1/2 model, the
S = 1, J1−J2−J3 Heisenberg model on the honeycomb lat-
tice remains largely unexplored theoretically in spite of its rel-
evance to several materials as discussed above. DMRG stud-
ies suggest the existence of a spin disordered region37 arising
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2between the Ne´el and spiral phases even for this larger S = 1
case.
Motivated by recent successes of SBMFT in capturing im-
portant features of the spin-1/2, J1−J2 Heisenberg model on
the honeycomb lattice we apply SBMFT to the spin-1/2 and 1
J1− J2− J3 Heisenberg model in the full (J2, J3) parameter
range. The SBMFT approach is particularly useful since it can
describe ordered and disordered phases on equal footing; the
magnetically ordered phases resulting from the condensation
of the bosons at particular order wave vectors of the system.
We use the SU(2) formulation of the SBMFT in which the rel-
evant Heisenberg model with S = 1/2, 1 is expressed in terms
of antiferromagnetic and ferromagnetic bonds which are de-
scribed through variational parameters38,39. We also introduce
a SU(3) formulation40 to describe the S = 1 case which re-
quires three Schwinger bosons instead of the two of the SU(2)
formulation. The SU(3) representation is used to adequately
deal with the effect of single-ion anisotropy in the Heisen-
berg model. We have allowed for all possible point group and
translational symmetry breakings, keeping as many mean field
parameters which avoids biased guesses. Our completely un-
restricted solutions to the SBMFT equations has allowed us to
obtain a consistent description of the magnetic properties of
S = 1/2 and S = 1 Heisenberg models in the full (J2, J3)
parameter range.
After obtaining the phase diagram for both the S = 1/2 and
S = 1 models, we find that a QSL phase is stable over a broad
region of the (J2 − J3) phase diagram extending between the
Ne´el, spiral phase and collinear antiferromagnet (CAF) phases
consistent with previous numerical work. Our results agree
with previous SBMFT studies restricted to J3 = 041 and to
the J3 = J2 line42. Within SBMFT we find that the QSL re-
gion disappears in the S = 1 model where a direct transition
from the Ne´el to the spiral phase occurs. This indicates the
fragility of the QSL phase as quantum fluctuations are reduced
from S = 1/2 to S = 1, the latter behaving as cuasi-classical
system. We characterize the different phases by computing
the dynamical spin structure factor and the magnetic suscep-
tibility in the different phases. Having in mind the S = 1
materials we explore the effect of the single-ion anisotropy on
the Ne´el order. We find that the Ne´el is destabilized at a suffi-
ciently large D > Dc, where a transition to a trivial paramag-
net consisting on the tensor product of Sz = 0 states occurs.
The critical single-ion anisotropy strength, Dc, is found to be
rapidly suppressed by frustration suggesting a possible route
to induce a quantum paramagnetic phase in S = 1 compounds
such as Mo3S7(dmit)3.
In Sec. II we introduce the frustrated J1 − J2 − J3 Heisen-
berg model on the honeycomb lattice we have studied and the
SBMFT approach in the SU(2) representation we have used to
solve the model. In Sec. III we obtain the SBMFT phase dia-
grams of the S = 1/2 and S = 1 models comparing them in
detail. The temperature dependence of the magnetic suscepti-
bilty is obtained and discussed in Sec. IV whereas in Sec. V
we analyze the dynamic structure factor. In Sec. VI single-
ion anisotropy effects in the S = 1 model are analyzed using
the SU(3) slave boson representation. We end up with some
conclusions in Sec. VII.
II. MODEL AND METHODS
The J1 − J2 − J3 Heisenberg model is written:
H =
∑
i<j
JijSi · Sj
where Si is the spin operator at site i, Jij the coupling con-
stant which is non zero only for first (J1), second (J2) and
third (J3) neighbors, as summarized in Fig. 1, together with
the basic properties of the honeycomb lattice. In order to study
e1
e2
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FIG. 1: The honeycomb lattice is defined by the translation gen-
erator vectors (e1, e2) and two sublattices u and v. The spin-spin
exchange couplings up to third neighbors are depicted.
this Hamiltonian, we consider the Schwinger Boson mean
field theory that allows to treat on an equal footing disordered
phases such like quantum spin liquids (QSL) and magnetically
ordered phases. The idea behind the SBMFT is to express the
spin operators in terms of bosons that carry the spin. Usually,
a SU(2) representation is considered, namely two bosonic fla-
vors are introduced to describe the spins. This SU(2) repre-
sentation is not restricted to spins 1/2 though, and the value
of the spin S is controlled by a boson constraint that ensures
the commutation rule to be preserved under the transforma-
tion. Following [35,43,44], we introduce bosons that mimic
the behavior of the spin through the mapping:
Si =
1
2
b+i,ατα,βbi,β (1)
where τ are the Pauli matrices, b+iσ the boson creation opera-
tor of spin σ on site i. As said, in order to preserve the SU(2)
commutation rule, the following local constraint has to be ful-
filled on each site:
b+i↑bi↑ + b
+
i↓bi↓ = 2S. (2)
However, it is technically very hard to verify this constraint
exactly, thus it will be imposed on average on each site of the
lattice by introducing Lagrange multipliers µw, with w = u, v
the sublattice index. One can introduce two SU(2) invariant
quantities from which the Hamiltonian could be rewritten39:
Aˆij =
1
2
[
bi↑bj↓ − bi↓bj↑
]
, (3)
Bˆij =
1
2
[
b+i↑bj↑ + b
+
i↓bj↓
]
. (4)
3O12
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FIG. 2: The twelve independent mean field complex parametersOid
and their clockwise orientation conventions allowing point group
symmetry breaking on the lattice. The first subscript i refers to the
neighbors (first, second and third), while the second d refers to the
three directions. Note that for the second neighbors i = 2, connected
sites are on the same sublattices, we then introduce two sets of mean
field parameters labelled with the extra subscript Ow.
Aˆ+ij creates a singlet on the oriented bond (i, j) while Bˆij al-
lows for spinon hopping on the same bond. It is clear from
these two quantities that the first one is favored in a gapped
disordered phase where spins are paired together as singlets,
while the second needs an ordered background to allow the
spinon for hopping. It can be easily verified that:
Si · Sj = : Bˆ+ijBˆij : −Aˆ+ijAˆij
(5)
where : Oˆ : refers to the normal ordering. This allows for
a simple re-expression of the Hamiltonian, and after a mean
field decoupling on Aˆ and Bˆ operators:
Aˆ+ijAˆij → A∗ijAˆij + Aˆ+ijAij −A∗ijAij (6)
Bˆ+ijBˆij → B∗ijBˆij + Bˆ+ijBij −B∗ijBij (7)
the final effective Hamiltonian is only expressed as bilinears
of boson operators. In this expression, A and B are complex
mean field parameters to be calculated from:
Aij = 〈gs|Aˆij |gs〉 , Bij = 〈gs|Bˆij |gs〉. (8)
Note that the ground state wave function |gs〉 is the vacuum of
the boson spectrum in this language, namely a state without
any Bose condensation. On finite system a finite gap scaling
as ∼ 1/√nc is always present. This ensures us that the above
definitions of A and B are always verified.
Since only exchange couplings up to third neighbors are
considered, that we want to preserve the translational invari-
ance of the solutions by allowing for rotational symmetry
breaking, we are ending up with 24 inequivalent mean field
parameters called Oid, 12 for A and 12 for B. The first sub-
script i refers the neighbor (1, 2 or 3) while the second d to
one of the three possible neighbors at distance i. This is sum-
marized in Fig.2, as well as the bond orientation we have used.
The final SU(2) Hamiltonian, up to a constant, is expressed
as:
H =
∑
i<j
Jij
[
B∗ijBˆij +BijBˆ
+
ij −A∗ijAˆij −AijAˆ+ij
]
+
∑
i
µi
[∑
σ
b+iσbiσ − 2S
]
− 〈H〉. (9)
This mean field Hamiltonian can be block diagonalized by
rewriting it in the Fourier space. The unit cell of Fig.1 contains
two sites w = u, v and any site i of the lattice can be repaired
by the unit cell coordinate r and the sub lattice w. We then
define the Fourier transform of the boson operators as:
br,w =
1√
nc
∑
q
eiq·rbq,w (10)
with nc the number of unit cells in the lattice. The mean field
Hamiltonian then becomes:
H =
∑
q
Ψ+qMqΨq − (2S + 1)nc
∑
w
µw − 〈H〉 (11)
with Ψq = (buq↑, b
v
q↑, b
u+
−q↓, b
v+
−q↓)
T a four component Nambu
spinor, the 4×4 matrix Mq given by
Mq =
1
2
J2(B
u∗
2dφ2d +B
u
2dφ
∗
2d) + µu J1B1dφ
∗
1d + J3B3dφ
∗
3d J2A
u∗
2d (φ2d − φ∗2d) −J1A∗1dφ∗1d − J3A∗3dφ∗3d
J1B
∗
1dφ1d + J3B
∗
3dφ3d J2(B
v∗
2dφ2d +B
v
2dφ
∗
2d) + µv J1A
∗
1dφ1d + J3A
∗
3dφ3d J2A
v∗
2d(φ2d − φ∗2d)
J2A
u
2d(φ
∗
2d − φ2d) J1A1dφ∗1d + J3A3dφ∗3d J2(Bu∗2dφ∗2d +Bu2dφ2d) + µu J1B∗1dφ∗1d + J3B∗3dφ∗3d−J1A1dφ1d − J3A3dφ3d J2Av2d(φ∗2d − φ2d) J1B1dφ1d + J3B3dφ3d J2(Bv∗2dφ∗2d +Bv2dφ2d) + µv

where a summation over repeated indices is assumed, and φi,d(q) = eiq·δi,d the phase factor induced between two
4neighboring sites of distance δi,d from ith neighbors (1, 2 or
3) and in one of the three directions d as displayed in Fig.2.
Now, we perform a Bogolioubov transformation of the
matrix Mq which preserves the bosonic communication
relations44,45, by defining the new bosonic operators Γq =
(γuq↑, γ
v
q↑, γ
u+
−q↓, γ
v+
−q↓)
T in such a way that Ψq = TqΓq. The
mean field Hamiltonian then takes the diagonal form
H =
∑
q
Γ+qωqΓq − (2S + 1)nc
∑
w
µw − 〈H〉 (12)
and the matrix Tq verifies the following conditions:
T+q τ
4Tq = τ
4, (13)
T+q MqTq = ωq, (14)
where
τ4 =
[I2
−I2
]
, ωq =
[
+
−
]
(15)
with I2 the identity matrix of dimension 2, and − = −+ if
time reversal symmetry is preserved44.
The Bogolioubov transformation matrix Tq takes then the
specific block form
Tq =
[
Uq Xq
Vq Yq
]
. (16)
Note that an elegant way of finding the Bogolioubov matrix
Tq is to consider a Choleski decomposition as detailed in [46].
Now that the mean field Hamiltonian is diagonalized for any
q point, one can search for a fixed point in the mean field
parameter space by minimizing the free energy
FMF =
∑
q
∑
w
wq,↑ − (2S + 1)nc
∑
w
µw − 〈H〉, (17)
with respect to the mean field parameters and the chemical
potentials:
∂FMF
∂Oid = 0,
∂FMF
∂µw
= 0. (18)
This gives rise to a set of self-consistent equations that are
numerically solved. In the same spirit, it is also possible to
solve the self consistency by computing at each step the mean
field parameters in the gapped ground state as defined in Eq. 8.
As pointed out, since we are working on finite systems, an
artificial gap is always present even if the ground state at the
thermodynamic limit is gapless. This can be used in order to
simplify and evaluate Eq. 8.
The advantage of this procedure instead of minimizing the
free energy is that no numerical derivative is required. More-
over, the complexness of the mean field parameters is natu-
rally taken into account, which can be of importance if a flux
phase is the ground state. Finally, it allows for finding com-
pletely unrestricted solutions. However, it is worth emphasiz-
ing that using both procedures, we have always obtained same
solutions in the present phase diagrams.
The minimization procedure is as follow. First, we start
from a given ansa¨tz for the mean field parameters {O}. De-
pending the nature of the ground state, this ansa¨tz has to be
carefully chosen for helping to a good convergence of the
self consistency. This is particularly true in regions of non-
commensurate phases as described below.
Plugging the solutions obtained in the large S limit, classi-
cal solutions of the Hamiltonian described in the next section,
helps us to always find good solutions in any part of the phase
diagram.
Then, starting from high value of the chemical potentials
and decreasing it, we fulfill the boson constraint of Eq. 2.
Once a set of {µw} is obtained, we diagonalize the mean field
Hamiltonian and compute the new set of {O} by employing
one of the two approaches presented above (derivative of the
free energy or explicit computation of the mean field parame-
ters). Then we reconstruct the new Hamiltonian and continue
this algorithm until convergence up to an arbitrary tolerance.
In our case, the tolerance on the energy is at least ∼ 10−12
and on the mean field parameters at least ∼ 10−9.
III. PHASE DIAGRAM
We now obtain and analyze the phase diagrams of the
S = 1/2 and S = 1 J1 − J2 − J3 Heisenberg model on the
frustrated honeycomb lattice. Before discussing the model us-
ing the SBMFT approach we briefly revisit the classical phase
diagram.
A. Classical phase diagram
The classical phase diagram of the J1 − J2 − J3 antiferro-
magnetic Heisenberg model on a honeycomb lattice has been
discussed in the literature30 and we recall here the main re-
sults. The classical spin S, at unit cell r of sublattice w is
given by:
Srw ≡ S cos(Q · r+ φw)e1 + S sin(Q · r+ φw)e2 (19)
where Q denotes the magnetic ordering pattern.
We take φv = φ and φu = 0, so φ is the relative phase
between the two sublattices u and v. The classical energy per
unit cell reads:
5Eclass
S2nc
=
J1
2
[cos(φ) + cos(φ−Q1) + cos((Q1 −Q2) + φ)] + J2 [cos(Q1) + cos(Q2) + cos(Q2 −Q1)]
+
J3
2
[cos(φ+Q1) + cos(φ−Q1) + cos(φ+ (Q1 − 2Q2))] . (20)
The phase diagram, in the (J2, J3) plane (in unit of J1)
consists30,47 of a Ne´el ordered phase withQ = (0, 0) (φ = pi),
a collinear antiferromagnetic phase with Q = (0, pi) (φ =
pi) and a spiral phase with: Q = (Q1, Q1/2) where Q1 =
2 arccos(J1/2−J22J2−2J3 ) (φ = pi). The transition lines separating
these phases are: (i) J3/J1 = 14 (−1 + 6J2J1 ) between the Ne´el
and spiral phases. (ii) J2 = 0.5 between the Ne´el and the CAF
phase for J3/J1 > 0.5. (iii) J3/J1 = 14 (1 + 2
J2
J1
) between
Ne´el and spiral phases. They are displayed in Fig. 3 as thin
continuous lines to make comparison with the present study.
For J3 = 0, an infinitely degenerate collection of spiral states
arises30,48 in the parameter range J2/J1 ∈ [1/6, 1/2]. The
corresponding magnetic ordering vector Q∗, satisfies:
cos(Q∗1) + cos(Q
∗
2) + cos(Q
∗
1 −Q∗2) =
1
8(J2/J1)2
− 3
2
,
(21)
with the phase given by the equation:
tan(φ) =
sin(Q∗2) + sin(Q
∗
1 +Q
∗
2)
1 + cos(Q∗2) + cos(Q
∗
1 +Q
∗
2)
, (22)
andQ∗1 andQ
∗
2 obtained from Eq. (21). Linear order quantum
fluctuations are found to diverge for J2/J1 & 0.1 signaling
the destruction of Ne´el order with no spiral magnetic order.
The singular behavior of quantum fluctuations is due to the
infinite degeneracy of the planar states found in the classical
solution. Classically, only when, J2 → ∞, (J3 = 0) the
1200 magnetic order is stabilized since the honeycomb lattice
decouples into two isotropic triangular lattices in this limit.
However, we show below how quantum fluctuations actually
stabilize the 1200 order in a region of (J2, J3) in which it
is not expected classically. Nevertheless, the 1200 solution is
actually part of the spiral states with wave vectors at the corner
of the Brillouin zone.
B. Quantum fluctuation effects
We now discuss the effect of quantum fluctuations on the
classical phase diagram of the model using SU(2)-SBMFT.
The S = 1/2 case has been considered previously in the lit-
erature for J3 = 041 and J3 = J242. Here, we extend these
studies to the whole J3-J2 plane for both S = 1/2 and S = 1.
It is important to recall here that our mean field solutions are
completely unrestricted, in the sense that no particular sym-
metry is fixed a priori in order to find the most general ones.
In Fig. 3, the SU(2)-SBMFT phase diagrams in the (J2,J3)
plane for S = 1/2 and S = 1 are shown. In both cases, there
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FIG. 3: Phase diagram of the J1 − J2 − J3 Heisenberg model on
the honeycomb lattice. The J3 vs J2 phase diagram of the model
obtained from SU(2)-SBMFT for S = 1/2 is compared with the
S = 1 case. There are three types of magnetically ordered phases:
Ne´el antiferromagnet, spiral and collinear antiferromagnet (CAF).
The quantum spin liquid (QSL) previously found within SBMFT for
J3 = 0 and around J3 = J2/2 is found in a broad region close to
the boundary between the antiferromagnetic and spiral phases only
for S = 1/2. For S = 1 the QSL disappears and a direct transition
from the Ne´el to the spiral phase occurs. Within the spiral phase,
the Ne´el-1200 order is favored by a sufficiently large J3. The thin
black lines show the classical phase diagram for comparison. We
have taken J1 = 1 in the plot.
are regions of the phase diagram in which three different clas-
sical configurations discussed above are stabilized: the Ne´el,
the spiral and the collinear antiferromagnet. These results are
obtainedon clusters up to 36x36 sites.
We recall that the classical transition lines between these
phases are shown in Fig. 3 as a guide. As expected, the quan-
6tum fluctuations included in the SBMFT also lead to magnetic
ordering vectors,Q, which are different from the classical val-
ues and also select a particular configuration from a classi-
cally degenerate manifold, the order from disorder effect. For
instance, we find the Ne´el-1200 (or close to this order) in a
broad region of the phase diagram. Although this spiral or-
der wavevector has the classical form: Q = (Q1, Q1/2), the
magnitude,Q1, differs from the classical value in this (J2, J3)
region. i. e. Q1 6= 2 arccos(J1/2−J22J2−2J3 ). This can be under-
stood from the quantum fluctuations leading to a magnetically
ordered phase different from the classical one as discussed
previously.
The S = 1/2 case. For J3 = 0, quantum fluctuations are
found to stabilize the Ne´el phase above the classical critical
ratio J2/J1 ≈ 0.2, recovering previous findings.41 Spiral or-
der is found at larger ratios, J2/J1 > 0.4, and a gapped quan-
tum spin liquid occurs between the Ne´el and spiral order for
0.21 < J2/J1 < 0.37. Quantum fluctuations select a particu-
lar wavevector Q from the infinite classical manifold defined
by Eq. 21 as found previously using linear spin wave theory48.
Also a staggered valence bond crystal (SVBC) which breaks
the rotational C3 symmetry of the lattice occurs between the
QSL and the spiral phases in a quite narrow parameter range:
0.37 < J2/J1 < 0.4. We have recovered this phase41 but
due to its very tiny extension, it is almost not visible in our
phase diagram and we chose not to display it. The QSL found
with SBMFT is qualitatively consistent with DMRG stud-
ies in which a non-magnetically ordered phase occurs in the
range: 0.22 < J2/J1 < 0.25.33 Also a plaquette valence bond
crystal33,49 (PVBC) is found for 0.25 < J2/J1 < 0.35 be-
tween the Ne´el and a SVBC49 which differs from the gapped
Z2 QSL predicted by SU(2)-SBMFT. For non-zero J3, the
S = 1/2 SU(2)-SBMFT of Fig. 3 shows how the QSL for
J2 = 0 is robust in a broad region located between the Ne´el,
spiral, and CAF phases. This is in good agreement with the
QSL found by Cabra et. al.42 but only along the J3 = J2 line
when 0.41 < J/2/J1 < 0.6. Our SBMFT phase diagram is
also in very good agreement with a recent numerical analysis
using exact diagonalization (ED) (see Fig. 2 of Ref. [31] for
instance), with the phase diagram obtained by pseudo-fermion
functional renormalization group (pf-FRG) approach (see Fig.
1 of Ref. [32]) and with the coupled cluster method (see Fig.
2 of Ref. [50]). Series expansions34 also find a magnetically
disordered phase around J3 = J2 = 0.5J1 whereas it is in-
conclusive for other J3/J2 ratios.
The S = 1 case. The SU(2)-SBMFT (J2, J3) phase
diagram for S = 1 is shown in the lower panel of Fig.
3. The smaller effect of quantum fluctuations compared to
S = 1/2 is evident from the shift of the SBMFT lines to-
wards the classical transition lines, as well as the disappear-
ance of the QSL phase. DMRG studies37 of the S = 1
model with J3 = 0 do suggest the existence of a non mag-
netic disordered phase (possibly a PVBC) in the parameter
range 0.27 < J2/J1 < 0.32 between the Ne´el and a stripe AF
phase, and a magnetically disordered phase is found between
0.25 < J2/J1 < 0.34 for S = 1 using the coupled cluster
method.51 In our analysis, we just find a direct transition from
the Ne´el to the spiral phase with no intermediate magnetically
disordered phase. It is worth noticing that a careful analysis
of the energy of the PVBC solution has been performed, and
we have always found that, in the SU(2)-SBMFT description,
this solution was slightly above either the Ne´el and the spi-
ral solutions. Finally, one can see the natural tendency of the
boundary lines as S increases to become closer and closer to
the classical lines, at the exception of the 120o line as already
mentioned. As the system is reaching the classical limit, mag-
netic orders are strengthening until being ideal classical solu-
tions at very large S. Anticipating next sections, this explains
why the branches observed in the dynamical structure factors
for the S = 1/2 case are blurry in the quantum regime, due
to quantum fluctuations, where it should have been very sharp
from a linear spin wave theory for example.
IV. MAGNETIC SUSCEPTIBILITY
0 0.2 0.4 0.6 0.8 1
T
0
0.5
1
1.5
2
χ(T
)
S=1/2
J3=0
J2=0.35J1
T * (a)
0 0.4 0.8 1.2 1.6 2
T
0
0.5
1
1.5
2
χ(T
)
S=1
J3=0
T*
J2=0.2
(b)
0 0.4 0.8 1.2 1.6 2
T
0
0.5
1
1.5
2
χ(T
)
S=1
J3=0
J2=0.35
T* (c)
0 0.4 0.8 1.2 1.6 2
T
0
0.5
1
1.5
2
χ(T
)
S=1
J3=0.65
J2=0.7
T* (d)
FIG. 4: Temperature dependence of magnetic susceptibility for the
Heisenberg model on the honeycomb lattice. The temperature de-
pendence of χ(T ) is plotted for the different phases of the model of
Fig. 3 obtained at zero temperature T = 0. In (a) we show the QSL
case for J3 = 0 and J2 = 0.35J1 for S = 1/2, in (b) the Ne´el
ordered phase for J3 = 0, J2 = 0.2J1 for S = 1, and in (c) the
spiral ordered configuration for J2 = 0, J3 = 0.35J1 and for the
collinear antiferromagnetic phase: J2 = 0.6J1, J3 = 0.7J1. The
vertical arrow in (c) and (d) indicates the temperature at which the
relative spin orientation changes. We have taken J1 = 1 in the plot.
The magnetic susceptibility χ(T ) gives information about
the difficulty of polarizing the spins in the lattice. We have an-
alyzed the temperature dependence of the susceptibility using
SBMFT, by adding Bose-Einstein occupation functions in the
free energy of Eq. 17 as well as a weak magnetic field allow-
ing the spin polarization of the Schwinger bosons. All details
are provided in appendices A and B. We have explored the fi-
nite temperature effects on the different ground states (T = 0)
of the phase diagram of Fig. 3. Since we are dealing with
7a two-dimensional system with short range interactions, the
Mermin-Wagner theorem forbids long range magnetic order
at any finite temperature. Hence, if we raise the temperature
of a T = 0 magnetically ordered phase, we should expect
the opening of a spin gap and short range correlations. We
consider first the case in which the ground state of the sys-
tem is the disordered QSL phase in the S = 1/2 model. As
temperature is increased, χ(T ) increases indicating the grad-
ual destruction of the RVB spin correlations in the QSL. This
behavior occurs until the temperature T ∗ is reached; at this
temperature the system crosses over to a paramagnet. In the
high temperature regime, the magnetic susceptibility follows a
Curie law χ(T ) ∝ 1/T , as expected for free (non-interacting)
localized spins. This high temperature T > T ∗ is encoun-
tered in all the parameter ranges explored. If we increase the
temperature from T = 0 for the Ne´el ordered state, the sus-
ceptibility also raises until T ∗ is reached due to the gradual
reduction of the spatial extent of the spin correlations with T .
Above T ∗ again we find the Curie behavior as expected. In
the case of the spiral phase, we find that the ground state spi-
ral correlations give way to Ne´el correlations as temperature
is raised above T ≈ 0.4J1 < T ∗ ≈ 1.1J1. A similar behavior
is also found in the CAF phase. At T ≈ 0.75J1 a transition
from short CAF correlations to Ne´el correlations occur lead-
ing to a plateau in the temperature range 0.75J1 < T < 1.1J1
above which the Curie behavior occurs. These thermally in-
duced changes in the spin orientation indicate the proximity
of the system to a quantum phase transition to another ground
state with a different magnetic order.
We note that T ∗ depends strongly on S being enhanced
from T ∗ = 0.45J1 to T ∗ = 1.1J1 when S is increased from
S = 0.5 to S = 1 as expected from the simple mean-field
T ∗(S) ∝ S(S + 1) scaling relation. This leads to T ∗(S =
1) = 8/3T ∗(S = 0.5), consistent with our numerical results.
In spite of the similar T -dependence of χ(T ) for T < T ∗ there
are also crucial differences as T → 0 depending on whether
the ground state of the system is magnetically ordered or not.
When the ground state of the system is either the CAF, spiral
or Ne´el ordered phase, χ(T ), goes to a finite value as T → 0
as shown in Fig. 4 as expected52. On the other hand, the T -
dependence of the QSL is very different with the susceptibil-
ity dropping exponentially to zero52, χ(T ) ∝ e−∆E/kBT , due
to the spin-gap ∆E. Hence, the SBMFT approach is able to
describe the whole T -dependence53 in different ground state
configurations of the spins as shown in Fig. 3.
On the basis of our calculations we discuss some recent
magnetic susceptibility experiments on Na2Co2TeO6, which
features a honeycomb lattice of magnetic Co2+ ions with S =
1/2. A magnetic order transition from a high-temperature
Curie paramagnet to a stripe ordered AF (the CAF phase) is
observed14 at T = TN . Other features below TN presumably
related to a spin reorientation are observed. In order to capture
long range magnetic order, a three dimensional model consist-
ing of the J1−J2−J3 Heisenberg model describing the hon-
eycomb layers of Co2+ atoms coupled through an interlayer,
J4 has been considered. A classical Monte Carlo evaluation of
the model describes the ordering transition at TN but misses
the extra features observed in the magnetic susceptibility at
T < TN . Our present work shows that the temperature de-
pendence of χ(T ) for the J1 − J2 − J3 Heisenberg model
including quantum fluctuations (within SBMFT) can be more
complex than just the crossover from the Curie paramagnet
to the paramagnet with short correlations, containing a richer
structure associated with changes in the spin orientations in-
duced by temperature.
V. DYNAMIC STRUCTURE FACTOR
It is interesting to make connection with neutron experi-
ments and anticipate what would be the signatures of the var-
ious phases we have obtained in our model. To this purpose,
we have also computed the dynamic spin structure factor de-
fined as
Sα,β(k, ω) =
1
nc
∑
i,j
eik·(ri−rj)
∫ +∞
−∞
dte−iωt〈Sαi (t)Sβj 〉
(23)
for the S = 1/2 case only, because of the redundancy of the
phases in the phase diagrams first, but also because we wanted
to focus on the case with the more quantum fluctuations. The
expression in terms of the block elements of the Bogolioubov
matrix Tq is detailed in Eq. 30 of [44]. In our case, we have
derived and diagonalize a sublattice 2×2 matrix, the sum of its
eigenvalues being plotted in Fig. 5, together with the disper-
sion relation of the lowest band q↑. We have considered five
representative cases, deep in the domain of each phase, and for
a cluster of linear size of 48 unit cells, large enough to focus
on the thermodynamic limit properties. In the (J2, J3) plane
and for J1 = 1, the Ne´el phase is obtained at (0.1, 0), the
QSL at (0.3, 0), the CAF at (0.8, 0.8), the spiral at (0.7, 0.1)
and the 120o at (0.8, 0.5).
Several features appear in these plots. First, while the sig-
nature of the excitations in the Ne´el phase and the quantum
spin liquid (QSL) are quite similar because no symmetry is
broken, the three other phases present clear distinct features.
One has to be careful though, since we plot S(k, ω) along a
specific path connecting high symmetry points of the Brillouin
zone, the incommensurate phases has a Bose condensation of
magnons (zero mode in the energy) at some Q vectors that
are not necessarily on this path. As a result, we cannot see
the soft modes occurring at these Q points, but only the co-
herent excitations in the neighboring environment. This said,
we see that these coherent excitations are quite different for
all phases. The most rigid one, the 120 triangular phase, has
the broadest excitations in amplitude, while spectral weights
on the two others, the CAF and the Spiral phases, are much
smaller than the others. In the QSL, a small gap is observed
because of the choice of the parameters (0.3, 0.0) correspond-
ing to the very beginning of the gap opening36. Also, we see
a very high density of states above the excitation threshold,
as expected in a liquid state lacking of substrate for coherent
magnetic excitations.
When the gap closes, the system enters the antiferromag-
netic Ne´el state, and one can see a sharpening of the coherent
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FIG. 5: Dispersion relations and dynamic structure factors along the path Γ→M → K → Γ for the five phases of the S=1/2 model obtained
on a nc = 48× 48 cluster and discussed in the text. Apart the quantum spin liquid phase, all phases are ordered with a close gap at Q = 2qm
where qm is the minimum of the dispersion relation.
excitations with higher branches. It is worth noticing that a
strong continuous background remains present. This is due to
quantum fluctuations that lower the net momentum per spin
that one would expect for the classical solution.
VI. EFFECT OF SINGLE-ION ANISOTROPY
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FIG. 6: Quantum phase transition from the Ne´el to the large-D phase
in the J1 − J2 Heisenberg model on the honeycomb lattice with
single-ion anisotropy. The dependence of the gap, ∆E, with the
single-ion anisotropy, D, is shown for different frustration strength.
A gap opens up and the Ne´el order is suppressed around the criti-
cal, Dc, signalling a quantum phase transition to the large-D phase.
The plot shows how Dc is suppressed by the strength of geometrical
frustration, J2/J1. We have taken J1 = 1 in the plot.
In real materials, when spins are larger than 1/2, single-ion
anisotropy of strength D can play a crucial role on the na-
ture of the stabilized phases. In particular, when D is very
large, and positive D  Jij , a trivial paramagnetic phase
is expected, in competition with the ground state obtained at
zero D. It is then important, not only from a theoretical per-
spective, but also for making contact with real experiments, to
provide the behavior of all phases upon increasing D. Here,
we consider the effect of the single-ion anisotropy on the Ne´el
phase of the honeycomb lattice described by the spin-1 J1−J2
Heisenberg model on the honeycomb lattice. J3 = 0 already
includes the key ingredients between the effect ofD, magnetic
order and magnetic frustration.
Hence we consider the S = 1 model:
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj +D
∑
i
(Szi )
2. (24)
In order to properly describe the effect of D, the SU(2)
description of the SBMFT is no longer efficient, because the
SU(3) symmetries are not taken into account, neither the mag-
netic momenta 0,±1 expected for a spin one. An elegant way
of circumventing this problem is to introduce a SU(3) repre-
sentation of the spins54–56 to deal with this term, as detailed
in Appendix C. Hence, we will apply a SU(3)-SBMFT ap-
proach to analyze the effect of D on the magnetically ordered
phases. For simplicity we consider the above model (in which
J2, J3 = 0 ) which leads to a Ne´el phase when D/J1 = 0.
As said, in the limit of D/J1  1, the ground state is the
so-called large-D, a trivial paramagnet which consists on the
tensor product of Szi = 0 on all lattice sites. This can be mon-
itored in our mean field SU(3) approach by having a non-zero
Bose condensation of bosons carrying the zero magnetic flux.
In Fig. 6 we show the dependence of the gap with D
9for different J2. For J2 = 0, a spin gap opens around
Dc ≈ 3J1 signaling the transition from the Ne´el ordered
phase to the large-D phase which consists on the tensor prod-
uct of Szi = 0 at all sites. This value is smaller than the
Dc = 0.72(2z)J1 ≈ 4.3J1, where z = 3 is the coordination
of the honeycomb lattice previously obtained in the square
lattice.55 As seen from Fig. 6 as J2 is increased, the criti-
cal Dc is rapidly suppressed so that the quantum paramagnet
phase can be stabilized at very small D, in agreement with
previous analytical results.56 However, caution is in order here
since the mean-field treatment of the b†i,0 bosons representing
the Szi = 0 states at each lattice site: 〈b†i,0〉 = 〈bi,0〉 = s0
provides a reliable description of the large-D phase. Hence,
we expect a breakdown of the theory when D → 0. Never-
theless, our analysis does indicate that a large-D phase can
be induced at rather small D in the presence of geometrical
frustration. We conclude that in a S = 1 honeycomb ma-
terial with single-ion anisotropy a quantum phase transition
from the Ne´el ordered state to the quantum paramagnet large-
D phase is favored by effectively increasing the frustration of
the lattice. These results are relevant to the magnetic proper-
ties of the layers of Mo3S7(dmit)3 materials which realize a
S = 1 honeycomb lattice with single-ion anisotropy, D, in-
duced by the spin-orbit coupling24,26.
VII. CONCLUSIONS
In the present work we provide further evidence for the ex-
istence of a QSL in a broad region of the phase diagram of
the spin-1/2, J1 − J2 − J3 Heisenberg model on the honey-
comb lattice. This result is consistent with previous theoreti-
cal works which have used numerical approaches. Our result
is important since, at present, there is no exact method for
solving this model and different approximations can, in prin-
ciple, lead to different results. Also the SBMFT is a much
more simple and less computationally costly than the heavy
numerical approaches already used. We also find that when
the spin is enlarged to S = 1, the QSL region disappears and
the phase diagram closely resembles the classical phase di-
agram indicating the small effect of quantum fluctuations in
this case. Hence, our SBMFT analysis suggests that it is un-
likely that a QSL could exist in S = 1 honeycomb compounds
which are described by the S = 1 J1 − J2 − J3 Heisenberg
model.
We have characterized the different ground states by com-
puting the magnetic susceptibility and dynamic structure fac-
tor which can be directly compared with experimental obser-
vations. At large temperatures the Curie behavior expected
for non-interacting localized moments of spin-S is recovered
by SBMFT. As temperature is lowered below T ∗ a suppres-
sion of χ(T ) signaling the onset of short range spin corre-
lations occurs. While for the Z2 spin liquid phase found
with SBMFT, χ(T ) → 0, as expected in a spin-gapped state,
χ(T ) → const. in the magnetically ordered phases. When
temperature is increased in the CAF phase, we find a jump
in the magnetic susceptibility at T < T ∗ due to a change in
the spin orientations induced by temperature. The dynamic
structure factor typically displays a sharp magnon-like disper-
sion arising from the triplet combination of two spinons and
a weaker background associated with the particle-hole type
excitations in the spinon continuum.
The effect of the single-ion anisotropy term is known to be
relevant to S = 1 honeycomb compounds. For instance, in
Ba2NiTeO6 the stripe magnetic ordered structure can be de-
scribed based on a J1−J2−J3 honeycomb model with J3 .
0, J2/J1 ∼ 2, and a relatively large negative D = −1.4J1
contribution which is essential to stabilize the observed stripe
order. The presence of D is also crucial to understand the ro-
bustness of the stripe phase observed when Ni is changed by
Co to form Ba2CoTeO6 in spite of the large suppression of
the J2/J1 = 0.5 ratio estimated from first principles. The
effect of single-ion anisotropy is also relevant to the honey-
comb layers of the organometallic compound, Mo3S7(dmit)3.
A transition to the large-D phase can be induced for D > Dc,
where Dc is strongly suppressed by the frustration of the lat-
tice. Even if this large D-limit cannot be reached it would
be interesting to analyze the effect of quantum fluctuations
on magnetic properties, arising in ordered phases close to the
quantum disordered large-D phase.
As stated, our work adds further theoretical support in fa-
vor of the existence of a magnetically disordered region in
the phase diagram of the S = 1/2 J1 − J2 − J3 Heisenberg
model on the honeycomb lattice. However, the character of
such disordered phase is predicted to be different depending
on the method used. While the SBMFT used here predicts a
gapped Z2 quantum spin liquid, ED on small clusters as well
as variational Monte Carlo approaches57 find a PVBC. Hence,
more theoretical work is needed to unambiguously determine
the nature of the quantum paramagnetic phase. It is highly de-
sirable to extend the phase diagram to finite temperatures for
a complete comparison with experimental observations and to
check the validity of the model for real materials.
Experimental efforts on searching for a QSL should con-
centrate on S = 1/2 honeycomb compounds realizing the
J1−J2−J3 Heisenberg model with (J2, J3) in the disordered
region of Fig. 3. Typically most of quasi-two-dimensional
honeycomb materials display long range magnetic order of
the Ne´el, spiral and/or CAF type. Exceptions are the S = 3/2
Bi3Mn4O12(NO3) which displays no signs of magnetic order
down to 0.4 K, In3Cu2VO9 or possibly BaCo2(AsO4)2. The
S = 3/2 − 2 material, CaMn2Sb2, is a Ne´el magnet which,
however, displays coexistent short range magnetic order of
different types58. This unconventional behavior has been in-
terpreted in terms of the proximity of this compound to the
spiral phase59 of the J1 − J2 − J3 classical phase diagram
with J3 ≈ 0. Replacing Mn by a lower spin transition metal
ion such as Co should enhance quantum fluctuation effects
which could turn the Ne´el state into a QSL state.
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Appendix A: Finite temperature Schwinger bosons and Bose
condensation
In order to derive the self-consistent equations taking into
account Bose condensates and thermal fluctuations, one has to
write down the Free energy from the diagonalized mean-field
Hamiltonian.
The most general mean-field hamiltonian obtained after di-
agonalization:
H =
∑
q,w
wq↑
[
γ+q↑wγq↑w + γ
+
−q↓wγ−q↓w + 1
]
+ nsK({O} , {µ})
with K({O} a function depending on the mean field parame-
ters and the chemical potentials as in Eq. 9. The Bogolioubov
bosonic operators γ+aq↑ are of dimension 4, 2 for the sublat-
tice u or v, two for the spin flavor and ns is the number of unit
cells in the Bravais lattice.
The free energy is defined as:
F = − 1
β
ln Tre−βH (A1)
where the trace runs over the number of bosons of type nwq↑
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and nw−q↓. Hence, we have:
F = − 1
β
ln Tre−β[
∑
q,w 
w
q↑(n
w
q↑+n
w
−q↓+1)+nsK]
= nsK +
∑
q,w
wq↑
− 1
β
ln
[
Tre−β
∑
q,w ω
w
q↑(n
w
q↑+n
w
−q↓)
]
= nsK +
∑
q,w
wq↑ +
2
β
∑
q,w
ln
[
1− e−βwq↑
]
(A2)
From the free energy per unit-cell f = F/ns, one can
derive the self-consistent (SC) equations at finite tempera-
ture and dependent on the Bose-Einstein occupation function
nBE(q↑):
∂f
∂α
=
∂K
∂α
+
1
ns
∑
q,w
∂wq↑
∂α
+
2
nsβ
∑
q,w
∂ ln
[
1− e−βwq↑
]
∂α
= 0
(A3)
where α is one of the mean-field parameter {O} and {µ}. By
noticing that:
∂ ln
[
1− e−βwq↑
]
∂α
= β
∂wq↑
∂α
nBE(
w
q↑), (A4)
one obtain the following SC equations:
−∂K
∂α
=
1
ns
∑
q,w
∂wq↑
∂α
[
1 + 2nBE(
w
q↑)
]
(A5)
Due to Mermin-Wagner, there is no phase transition in 2D
systems at finite temperature, thus the dispersion relation is
always gapped and the ground state is disordered. At T = 0
however, bosons can condense and one has to properly take
into account Bose condensates in the SC equations. Bose con-
densates appear as soon as the dispersion relation presents soft
modes wξwn = 0 for any of the n
w
c q points ξwn . We have ex-
plicitely displayed the sublattice index because in the case of
several bands, only certains can have a zero mode energy.
Note that it is also possible to extract from these equations
the T = 0 expression of the SC equations taking into account
the presence of Bose condensates. Such condensates usually
relate to the fact that a symmetry breaking is obtained pre-
cisely at these ξwn . Thus, it is possible to obtain the T = 0
limit simply by imposing the following condition extracted
from the boson density constraint on a sublattice w:
νwB =
1
ns
∑
q
∂wq↑
∂µ
nBE(
w
q↑)
⇒ 1
ns
∂wq↑
∂µ
nBE(
w
q↑)→
νwB
nwc
nwc∑
n=1
δ(k − ξwn ) (A6)
and thus:
nBE(
w
q↑)→ νwB
ns
nwc
1
∂wq↑
∂µ
nwc∑
n=1
δ(q− ξwn ). (A7)
Plugging this expression in the general form of the SC
equation, we obtain finally:
−∂K
∂α
=
1
ns
∑
q,w
∂wq↑
∂α
+ 2
∑
w
νwB
nwc
nwc∑
n=1
∂wξwn
∂α
∂wξns
∂µ
. (A8)
Here, one has to be careful. Indeed, at each ξ point, there
are two branches in the dispersion relation that are ordered
from the lowest to the highest eigenenergy. Usually, the low-
est branch reaches the zero but not the highest, and thus only
one type of exists. However, it is not excluded that the two
branches reach zero at the same ξ points, hence both conden-
sates should exist. Note that it is unlikely, but it has to be
checked, that the two types of condensates appear at different
ξ points. Finally, in the case for which only one type of the
condensate appears, only this type has to be considered in the
previous equation.
Appendix B: Effect of a magnetic field
Here we show the extension of the finite temperature SU(2)
SBMFT formalism to include a magnetic field. The equations
described below are used to compute the T -dependence of the
magnetic susceptibility, χ(T ), discussed in the paper.
The SBMFT under a uniform magnetic field, B, along the
z-axis reads:
H(B) = H − µBB
2
∑
i
(
〈b†i↑bi↑〉 − 〈b†i↓bi↓〉
)
, (B1)
where H is the SBMFT hamiltonian without the magnetic
field introduced in Eq. (9). Since the magnetic field just
leads to a different chemical potential for the ↑ and ↓ bosons:
µσ = µ−2σµbB/2, where σ = ± 12 , we can just replace µ by
µσ leading to different spinon dispersions: wq↑ 6= wq↓ when
B 6= 0. Hence, the diagonalized hamiltonian in the presence
of the magnetic field, B, now reads:
H(B) =
∑
q,σ,w
wqσ
[
γ+qσwγqσw +
1
2
]
+ nsK({O} , {µ}).
Following the same analysis as in the previous section but us-
ing H(B) instead of H we arrive at the following SC equa-
tions:
−∂K
∂α
=
1
ns
∑
q,w
∂σwqσ
∂α
[
1
2
+ nBE(
w
qσ)
]
, (B2)
which recovers the SC equations (A5) whenB = 0. By evalu-
ating the uniform magnetization, mB(T ), induced by a small
12
field, B, and taking B → 0 we can obtain the temperature
dependence of the magnetic susceptibility:
χ(T ) = lim
B→0
∂mB(T )
∂B
, (B3)
where the uniform magnetization reads:
mB(T ) =
∑
q,w
σnBE(
w
qσ). (B4)
Appendix C: SU(3) formulation of the Heisenberg model
Following [54,55], in the SU(3) formulation of the J1 − J2
Heisenberg model (24) we introduce three Schwinger bosons:
|1〉 = b†i,+|0〉
|0〉 = b†i,0|0〉
| − 1〉 = b†i,−|0〉, (C1)
whIch represent the Sz = −1, 0,+1 projection of the S = 1
at each site. The Schwinger bosons at each site satisfy the
constraint:
b†i,+bi,+ + b
†
i,0bi,0 + b
†
i,−bi,− = 1. (C2)
The spin operators can be expressed in terms of the Schwinger
bosons as:
S+i =
√
2(b†i,0bi,− + b
†
i,+bi,0)
S−i =
√
2(b†i,−bi,0 + b
†
i,0bi,+)
Szi = b
†
i,+bi,+ − b†i,−bi,−. (C3)
Introducing these operators and assuming the condensation of
the 0-bosons: 〈b†i,0〉 = 〈bi,0〉 = s0, the hamiltonian reads:
H = J1s
2
0
∑
〈ij〉
{(b†i,−1bj,−1 + bi,−1b†j,−1)
+ (b†i,+1bj,+1 + bi,+1b
†
j,+1)
+ (b†i,+1b
†
j,−1 + b
†
i,−1b
†
j,+1)
+ (bi,+1bj,−1 + bi,−1bj,+1)}
+ J1
∑
〈ij〉
(b†i,+1bi,+1 − b†i,−1bi,−1)
× (b†j,+1bj,+1 − b†j,−1bj,−1)
+ J2s
2
0
∑
〈〈ij〉〉
{(b†i,−1bj,−1 + bi,−1b†j,−1)
+ (b†i,+1bj,+1 + bi,+1b
†
j,+1)
+ (b†i,+1b
†
j,−1 + b
†
i,−1b
†
j,+1)
+ (bi,+1bj,−1 + bi,−1bj,+1)}
+ J2
∑
〈〈ij〉〉
(b†i,+1bi,+1 − b†i,−1bi,−1)
× (b†j,+1bj,+1 − b†j,−1bj,−1)
+ D
∑
i
(b†i,+1bj,+1 + b
†
i,−1bi,−1)
2.
(C4)
We can treat the remaining quartic terms by using a further
mean-field decoupling so that:
(b†i,+1bi,+1 − b†i,−1bi,−1)(b†j,+1bj,+1 − b†j,−1bj,−1) =
1
2
(1− s20)(b†i,+1bi,+1 + b†j,+1bj,+1)
+
1
2
(1− s20)(b†i,−1bi,−1 + b†j,−1bj,−1)
−pδ(bi,+1bj,−1 + b†i,+1b†j,−1 + bi,−1bj,+1 + b†i,−1b†j,+1)
−1
2
(1− s20)2 + 2p2δ ,
(C5)
where the real mean-field parameter is: pδ = 〈b†i,−1b†j,+1〉 =
〈bi,−1bj,+1〉, with δ = 1, 2 for the nearest and next-nearest
neighbors, respectively.
Fourier transforming the bosons: br,w =
1√
nc
∑
q e
iqrbq,w, where nc is the number of cells (ns = 2nc)
the final mean-field Hamiltonian reads:
H =
∑
q
Ψ†qMqΨq −
∑
q
(M33q +M
44
q ) + C,
(C6)
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where:
Mq =
[
Aq Bq
Bq Aq
]
,
Aq =
[
µ˜ J1s
2
0γ1q
J1s
2
0γ
∗
1q µ˜
]
,
Bq =
[
J2(s
2
0 − p2)γ2q J1(s20 − p1)γ1q
J1(s
2
0 − p1)γ∗1q J2(s20 − p2)γ2q
]
, (C7)
and µ˜ = µ + 32 (1 − s20)(J1 + 2J2) + 2J2s20γ2q + D. The
dispersion relations read:
γ1q = 1 + e
i(k1−k2) + e−ik2 , (C8)
γ2q = cos(k1) + cos(k2) + cos(k1 − k2), (C9)
and finally:
C
nc
= 3J1
[
2p21 −
1
2
(1− s20)2
]
+ 6J2
[
2p22 −
1
2
(1− s20)2
]
+ 2µ(s20 − 1). (C10)
Diagonalization of σz ·Mq leads to the Bogoliubov quasi-
particle dispersions as described in the main text. The ground
state energy per site can then be expressed in terms of these
new Bogoliubov quasiparticles as:
e0 =
E0
2nc
=
1
2nc
[∑
q,ω
ωq↑ −
∑
q
(M33q +M
44
q ) + C
]
,
where ω = 1, 2 denotes the two quasiparticle dispersions. The
SC equations obtained from the minimization of the total en-
ergy are:
p1 = − 1
12J1nc
∑
q,ω
∂ωq↑
∂p1
p2 = − 1
24J2nc
∑
q,ω
∂ωq↑
∂p2
2− s20 =
1
2nc
∑
q,ω
∂ωq↑
∂µ
µ = −2J1 − 7
2
J2 +
3s20
2
J1 + 3s
2
0J2 −
1
2nc
∑
q,ω
∂ωq↑
∂s20
.
(C11)
