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Greedy Algorithm Compatibility and Heavy-set Structures 
VICTOR BRYANT AND PETER BROOKSBANK 
The Greedy Algorithm selects heaviest sets from a collection of subsets. Traditionally, it iz 
apphed to a weighting of the elements of a matroid, and then at each stage it chooses a heaviest 
independent set of its size: it is also capable of reaching any such heaviest set. The action of the 
algorithm has also been considered in the weaker setting of a greedoid, where in general it is 
less well behaved. This current paper characterises those collections of subsets for which the 
Greedy Algorithm works as neatly as in the matroid case. It shows that a study of the simple 
(0, I}-weightings is sufficient, and then goes on to consider the structures formed hy the 
collections of heaviest sets. 
1. INTRODUCTION TO STRONG GREEDOIDS 
For our purposes a set system (E, 8) consists of a finite non-empty set E and a 
collection 8 of subsets of E, known as the independent sets, the cardinality of the 
largest being the rank of %‘. The system is a matroid if it satisfies: 
(Ml) 0 E 8; 
(M2) if A E B and B E 8 then A E %; 
(M3) if X, Y E S? with IX]= \Y] + 1 then there exists x E X\Y with Y U (x} E %. 
One of the several equivalent definitions of a greedoid is that it is a set system satisfying 
(Ml), (M3) and the following reduced form of the hereditary property (M2): 
(G2) if A E 8 and A # 0 then there exists a E A with A\(a) E 8. 
Some of the properties of greedoids can be found in [3], and in other interesting papers 
by the same authors. Indeed, we shall relate part of our work to that in [3] (for bases) 
and [2] (for basic words). 
We now introduce the strong exchange property, which is a strengthened version of 
(M3): 
(M3)’ if X, Y E X with (XI = (Y( + 1. then there exists x E X\Y with Y U (x) E t. and 
X\{n} E %. 
A set system which satisfies (Ml), (G2) and (M3)’ is obviously a particular type of 
greedoid, which we shall call a strong greedoid. Not all greedoids are strong, as can be 
seen from the following (minimal) example. 
EXAMPLE 1. Let E = (a, b, c} and 8= (0, {a}, {b}, {a, b), {b, c}}. Then it is easy 
to check that (E, 8) is a greedoid but is not strong. 
Before proceeding we obtain an equivalent characterisation of the strong greedoids: 
although it is slightly technical it provides the key to our main results. 
THEOREM 1. For a greedoid (E, ‘Z), the following two properties are equivalent: 
(1) (E, ‘8) is a strong greedoid; 
(2) if B E 8 with B\(b) $ %’ and A is a maximal independent subset of B\{ 6) and 
A U {x} E 8, where x $ B, then (B\(b)) U {x} E 8. 
PROOF. (1) 1$ (2). Assume (1) and let A, B, b and x be as in (2). By the greedoid 
axioms it is possible to extend A to B by a sequence of independent sets obtained by 
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adjoining an element at a time. Since A is maximal in R\(h) it follows that this 
sequence is of the form 
AcAU{b}cAU{h,y,}cAU{b,v,,v,}c...cAU{h,y ,,... ,_v~)=H. 
Now apply (M3)’ to A U {x} and A U {b, y,). The only element of (A U {h, y,})\ 
(AU(x)) h‘h w IC can be deleted from A U {b, y,} to leave an independent set is y, , and 
so it follows that A U {x, y,} E 8’. Now apply (M3) ’ in a similar way to A U {x, y,} and 
A U {b, yl, y2}, to show that A U {x, y,, y?} E 8. Continuing in this way shows that 
(B\(b)) U {x> = A U {x, yj, . . , yr} E g’, 
and (2) follows. 
(2)$ (1). Assume (2). Then before deducing (1) we shall establish the following 
interim property: 
(*) if X, YE 8 with JXJ = IYI + 1, and x E X\Y has Y U {x} E Zi, then either X\{x} E 8 
or (X\{x}) U {y} c 8 for some y E Y\X. 
So let X, YE 8 with IX]= IYI -t 1 and let x E X\Y be such that Y U {x} E Z but 
X\{x} $ 8. To establish (*) we shall deduce that (X\(x)) U {y} E ZY for some y E Y\X. 
Let A be a maximal independent subset of X\{x}. Then IAl < ( Y(, and so by the 
usual greedoid axioms there exists y E Y\A with A U {y} E 8. But then property (2) 
applied to X, X\{x}, A and A U {y} shows that (X\{x}) U {y } E Z as required. Hence 
the property (*) holds. 
Now, to deduce (1) we must show that (E, 8’) satisfies (M3)‘. So assume that (M3)’ 
fails for some X and Y in %‘, with (X( = n, say, and with the X and Y chosen with 
(XII Y( maximal. Now there exists x E X\Y with Y U {x} E 8, and for any such x we 
have X\{x} $ 8 but (by (*)) (X\{x}) U {y} E 8 for some y E Y\X. Clearly, Y $ X (for 
otherwise (M3)’ would be trivial) and so IX fl YI d n - 2. 
Case I: (X rl YJ = n - 2. In this case we may assume that X\Y = {x,, x2} and 
Y\x = {y}, where 
YU{X*)E~, mx,> $ $7 and (X\{x,>) U {Y 1 E g. 
But then Y U {x2} = (X\{x,}) U {y} E ZZ and so (as (M3)’ fails for X and Y) it follows 
that X\{x,} $ 8 (and (X\{x,}) U {y} E ‘8). Al so, as neither X\{x,} nor X\{x?} is 
independent, it follows that X rl Y = X\{xr , x2} is not independent. 
Let A be a maximal independent subset of X tl Y (= Y\(y)). Then A is not 
maximal in X and so A U {x1} (say) is independent. We can now apply property (2) to 
Y, Y\{y}, A and A U {x,} to deduce that (Y\{y }) U {x,} E 8. But this set is precisely 
X\{x,} and so we have a contradiction. Hence Case I cannot occur. 
Case II: JX n Y( < rz - 2. By the choice of X, Y and x we have Y U {x} E 8, 
X\{X} $ $7, but with X’ = (X\{x}) U {y} E 8. Also IX’ n Y( > IX rl YJ, and so by the 
maximality of 1X n Yl it follows that (M3)’ holds for X’ and Y. Therefore there exists 
an x’ E X’\Y E X\Y with Y U {x’} E 8 and X’\{x’} E 8. 
Also (X n (X’\{x’})( = n - 2 > 1X rl YJ and so, again by the maximality, (M3)’ can 
be applied to X and X’\{x’} to give an X” E X\(X’\{x’}) (= {x, x’}) with (X’\{x’}) U 
X\{X’\{x’}){x”} E 8 and X\{x”} E 8. S ince Y U {x} E 8 and Y U {x’} E 8 and (M3)’ 
fails for X and Y it follows that X\{x} 4 8 and X\{x’} $ %‘. Hence x” cannot be either 
of x or x’, and we have a contradiction. Thus Case II cannot occur either. 
Hence if (2) holds it is impossible for (1) to fail, and the proof of the theorem is 
complete. 0 
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2. GREEDY ALGORITHM COMPATIBILITY 
A weighting (or linear objective function) of E is simply a function w: E --, R: the 
weight of any x E E is w(x) and the weight, w(X), of any set X E E is C (w(x): x E X). 
Then, in natural terminology, sets can be compared to see which is ‘heavier’, etc. 
Given a set system (E, ‘8) with 0 E 8 and a weighting of E, the Greedy Algorithm can 
be applied to search for heaviest independent sets. The algorithm starts with the empty 
set and adds one element of E at a time subject to these two constraints: 
(i) at each stage the set formed must be independent; 
(ii) the element chosen (if any) is the heaviest possible. 
It is well known (see [l] for example) that, if the Greedy Algorithm is applied to any 
weighting of a matroid of rank n, then the algorithm will choose a sequence of 
independent sets 
where each A, has cardinality r and is a heaviest independent set of that size. But 
matroids are not the only set systems in which the algorithm works so well, the most 
trivial example being as follows. 
EXAMPLE 2. Let E = {a, b, c} and 8 = {0, {a}, {a, b}, {a, b, c}}. Then (E, 8) is 
not a matroid, but clearly for any weighting the Greedy Algorithm will produce the 
sequence 
0 c {a} t {a, b} = {a, b, c 1 
where at each stage the set is trivially the heaviest independent set of its size. 
Our task is to characterise those set systems which are completely compatible with 
the Greedy Algorithm in this way, either for ail weightings or simply for the 
characteristic weightings (where the weights can only be 0 or 1). Accordingly, we make 
the following definitions. Let (E, %) be a set system of rank n (*O). We shall call the 
system Greedy Algorithm Compatible (GAC) if for all weightings of E the Greedy 
Algorithm always chooses a sequence of sets 
where each A, is a heaviest independent set of cardinality r. In the case in which a set 
system has this property for the characteristic weightings it is called (0, l)-Greedy 
Algorithm Compatible ((0, 1}-GAC). 
THEOREM 2. For a set system (E, %), the following three properties are equivalent: 
(I) (E, 8) is (0, l}-GAC; 
(2) (E, 72’) is a strong greedoid; 
(3) (E, 8) is GAC. 
PROOF. (I)$ (2). Let (E, ST) b e a set system which is (0, l}-GAC. Then to show 
that (E, 8) is a strong greedoid we shall deduce properties (G2), (Ml) and (M3) and 
the equivalent strong greedoid property (2) of Theorem 1. To establish property (G2) 
let A E 8 be non-empty and let w be the characteristic weighting of E’ determined by 
the set A (i.e. w(x) = 1 iff x E A). Then A is the unique heaviest set of its size and so 
the algorithm must lead to it. Then, if a is the last element chosen by the algorithm in 
order to complete A, it is immediate that. Q E A and that A\(a) E 8: hence (G2) is 
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satisfied. The fact that compatible systems are (by definition) of non-negative rank 
ensures that 8 # 0, and so clearly repeated applications of (G2) then show that 0 E P 
and (Ml) is satisfied. 
Next, to establish (M3) let X, YE %5 with (XI = (YJ + 1, and consider the characteris- 
tic weighting determined by X U Y. By (G2) there is certainly a route for the algorithm 
to lead to Y: it must then continue to a heaviest set of cardinality (Xl, which must be of 
the form Y U {x} for some x E X\Y, and (M3) is established. Thus (E, %) is a 
greedoid. 
Finally, to show that (E, 8) is a strong greedoid we shall establish the equivalent 
property (2) of Theorem 1. So let B E 8 with B\(b) $ 8, let A be a maximal 
independent subset of B\(b) and let x $ B be such that A U {x} E ‘8: we shall deduce 
that (B\(b)) U {x} E 8. Let w be the characteristic weighting determined by B\(b). 
Then there is a route for the Greedy Algorithm to reach A and, since the system is 
(0, l}-GAC and of rank greater than (Al, the algorithm must be able to continue to a 
heaviest independent set of cardinality (A[ + 1. By the maximality of A in B\(b) (the 
set of all elements of weight 1) it is impossible for the algorithm to choose an element 
of weight 1, and so an acceptable next step for it is to choose x. The algorithm can then 
proceed from A U {x} to eventually choose a heaviest independent set of cardinality 
(BJ: let this set be B’. Then 
w(B’) 2 w(B) = IBJ - 1 
and so B’ contains x and must contain all the (BI - 1 elements of weight 1 (i.e. B\(b)): 
it is clear that B’ = (B\(b)) U {x}, which is therefore independent as required. Hence 
property (2) of Theorem 1 follows and (E, 8) is indeed a strong greedoid. 
(2) 3 (3). Now assume that (E, 8) is a strong greedoid but that it is not GAC. Then 
let w be a weighting of E for which the algorithm can fail. The greedoid properties 
(G2) and (M3) ensure that the algorithm can continue to produce independent sets up 
to size equal to the rank of the system, so the algorithm must fail by being able to 
choose a non-heaviest independent set at some stage. Let 2 be the smallest set (of 
cardinality m, say) which the algorithm can reach but which is not a heaviest 
independent set of its size, and let Y be the set of cardinality m - 1 which the algorithm 
reaches just before Z: then, in particular, Y is a heaviest independent set of cardinality 
m - 1. Let X be a heaviest independent set of cardinality m. 
Now, since (E, 27) is a strong greedoid, property (M3)’ can be applied to X and Y to 
give an x E X\Y with Y U {x} E 8 and X\{x} E 8. Clearly, w(Y U {x}) 6 w(Z), for 
otherwise Y U {x} would be a heaviest set of cardinality m which the algorithm would 
have chosen instead of Z. Hence 
W(X\{X}) = W(X) - W(X) > W(Z) - W(X) 2 w(Y), 
which contradicts the fact that Y is a heaviest independent set of cardinality m - 1. 
This contradiction shows that (E, g) is GAC as required, and that (2) implies (3). 
(3) j (1). This is immediate since a system which is compatible with all weightings is 
clearly compatible with the characteristic weightings. Hence the proof of the theorem is 
complete. 0 
3. HEAVY-SET STRUCTURES 
In the case of matroids it is well known (as in [l], for example) that not only does the 
Greedy Algorithm always reach heaviest sets, but also that all heaviest sets of each size 
can in fact be reached. The equivalent result still holds for the strong greedoids, as we 
now see. 
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THEOREM 3. Let (E, 8) be a strong greedoid, let w be a weighting of E and let B be a 
heaviest independent set of its size. Then it is possible for the Greedy Algorithm to 
choose a sequence of sets which includes B. 
PROOF. Assume that the theorem fails for the (E, %) and w as stated, and let B be a 
heaviest independent set of its size which the algorithm cannot reach: assume that it is 
the smallest such. Then let A be a set of cardinality (BJ - 1 which the algorithm can 
reach. Then apply (M3)’ to A and B to give A U {x} E 25 for some x E B\A with 
B\(x) E %. It follows that B\(x) is not a heaviest set of its size (for it were it would be 
reachable, but then so would B) and that 
w(A) + w(x) = w(A U {x}) =Z w(B) = w(B\{x}) + w(x) < w(A) + w(x). 
This contradiction shows that the theorem never fails. n 
We are now able to consider one set system obtained from another by restricting 
attention to the heaviest independent sets of each size with respect to a particular 
weighting. Given a set system (E, ‘8’) and a weighting w of E, let a*(w) (or simply g* 
is there is no possibility of ambiguity) denote the collection of the heaviest members of 
8 of each size: we shall call 8*(w) the heavy-set structure of (E, 8) with respect to w. 
It is well known (see [l], for example) that all the heavy-set structures of a matroid are 
themselves matroids. In Theorem 4 we shall deduce the corresponding result for strong 
greedoids. In fact, we characterise the compatible systems in terms of some or all of 
their heavy-set structures. For completeness we also include in (4) of the theorem an 
exchange property used for bases by Korte and Lovasz in [3] (and for basic words by 
Goetschel in [2]), and the proof that (4) implies compatibility is essentially theirs. 
THEOREM 4. For a set system (E, %5) the following four properties are equivalent: 
(1) (E, 8) is a strong greedoid; 
(2) for each weighting of E the heavy-set structure is itself a strong greedoid; 
(3) for each characteristic weighting of E the heavy-set structure is a greedoid; 
(4) (E, ‘8) is a greedoid with the extra property that, if A c B are independent sets and 
A U {x} E V for some x $ B, then there exists y E BU with A U { y } E 8 and 
(B\{Y )) U {x> E g’. 
PROOF. (l)+ (2). Let (E, ‘8) b e a strong greedoid and let 8* be its heavy-set 
structure for some weighting of E. Then, clearly, 0 E 8* and (Ml) is satisfied. 
Furthermore, if A E 8* then, by Theorem 3, A can be reached by the algorithm. It 
follows that if A f 0 then immediately before reaching A the algorithm will choose a 
heaviest independent set of the form A\(a) for some a E A: hence (G2) is proved. 
To establish (M3)’ for 8* let X, YE %‘*, with 1x1 = JYJ + 1. Then by (M3)’ applied 
toXandYin~thereexistsxEX\YwithYU{x}E8andX\{x}E8.SinceX,YER* 
it follows that 
w(X\{x}) c w(Y) and w(Y U {x}) =% w(X), 
and hence that there is equality in both cases. Therefore Y U {x} and X\,{x} are both 
heaviest sets of their sizes and are in %‘*. It follows that the heavy-set structure 19* is a 
strong greedoid. 
(2) j (3). This is immediate, since (3) is saying less than (2) about a smaller class of 
weightings! 
(3)+(4). Assume (3). Then, in particular, ‘8 itself forms a greedoid because it 
consists of the heaviest members of 8 with respect to any constant weighting. 
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Now to establish the extra exchange property let A, B and x be as in (4). Let w be- 
the characteristic weighting of E determined by the set 
and let Z?* be the heavy-set structure of (E, 25) with respect to w. Then A and B are 
both clearly in 8*. Furthermore, the only elements which can be adjoined to A to give 
an independent set of cardinality one greater are all of zero weight. Hence 
A U {x} E %‘*. 
Now, by (3), (E, %*) is a greedoid and so, by repeated application of (G2) and (M3) 
to A U {x} and B, we have (B\(y)) U {x} E ‘%Y* for some y E BU. For this set to be a 
heaviest independent set we must have w(y) = 0 and so A U {y} E 8’. Hence (4) is 
established. 
(4)+ (1). Assume that (E, %) is a greedoid with the stated exchange property (4) 
but is not GAC. Then there exists some weighting w for which the Greedy Algorithm 
can reach an independent set which is not the heaviest of its size. Hence there exists a 
sequence of independent sets which can be chosen by the algorithm, 
~IcA~cA~c...cA,,c.. , 
but for which A,,, is a set of cardinahty m which is lighter than some heaviest 
independent set B of cardinality m. Let k 2 0 be such that A, c B and Ak+, $ B. 
Furthermore, assume without loss in generality that the B has been chosen from all 
heaviest independent sets of cardinality m to make that k as large as possible. We can 
now apply property (4) to A = Ak, B and the unique x l Akclblk to give B’ = 
(B\(Y)) U ix> E 8 f or some y E BM with A U {y} E 8. Since the algorithm chose 
Akcl = A U {x} rather than A U {y} it follows that w(x) b w(y). Hence w(B’) 2 w(B) 
and B’ is another heaviest independent set of cardinality m. But A,,, E B’, which 
contradicts the choice of B making k as large as possible. This contradiction shows that 
(E, ‘$?) is GAC. Hence, by Theorem 2, (E, 8) is a strong greedoid and (1) follows, thus 
completing the proof of the theorem. 0 
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