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a b s t r a c t
Due to its wide practical use, data envelopment analysis (DEA) has been adapted to many
fields to deal with problems that have occurred in practice. One adaptation has been in the
field of ranking decision-making units (DMUs). Most methods of ranking DMUs assume
that all input and output data are exactly known, but in real life the data cannot be precisely
measured. Thus this paperwill carry out some researches to DEA under fuzzy environment.
A fuzzy comparison of fuzzy variables is defined and the CCR model is extended to be
a fuzzy DEA model based on credibility measure. In order to rank all the DMUs, a full
ranking method will be given. Since the ranking method involves a fuzzy function, a fuzzy
simulation is designed and embedded into the genetic algorithm to establish a hybrid
intelligent algorithm. However, it is shown to be possible to avoid some of the need for
dealing with these nonlinear problems by identifying conditions under which they can be
replaced by linear problems. Finally we will provide a numerical example to illustrate the
fuzzy DEA model and the ranking method.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Data envelopment analysis (DEA)was initially proposed by Charnes et al. [1]. There existmanymodels formeasuring and
evaluating the relative efficiencies of a set of decision-making units (DMUs), such as [2–6]. Since these importantworks, DEA
has been extensively used for evaluating the performance of many activities. Examples include railway performance [7], R
& D project evaluation [8], productivity evaluation on research institutions [9], firm’s financial statement analysis [10], and
even evaluation for Olympic achievements [11]. For more DEA application examples, see [12].
The basic DEA results group the DMUs into two sets: one set is efficient DMUs and the other is inefficient DMUs. In
many cases, it is necessary to give a full ranking of the DMUs. For this purpose, different methods with different properties
to achieve full ranking of DMUs have been proposed. Sexton et al. [13] proposed the ranking of DMUs based on a cross-
efficiency. The benchmarking, initially developed by Torgersen [14], was employed to rank all the efficient DMUs. Andersen
& Petersen [15] first developed the most popular ranking method called super-efficiency.
Although DEA offers many advantages relative to many other statistical approaches, some limitations have to be
considered. One important problem involves its sensitivity to data, so we should have accurate measurement of inputs and
outputs in order to successfully apply DEA. However, in many situations, such as in a manufacturing system, a production
process or a service system, inputs and outputs are volatile and complex so that it is difficult to measure them in an
accurate way. Instead the data can be given as a fuzzy variable. Many fuzzy approaches have been introduced in the DEA
literature [16–19]. Recently, Guo and Tanaka [20] and Lertworasirikul et al. [21] applied possibility measure proposed by
Zadeh [22] to the fuzzy DEAmodel. Although possibilitymeasure has beenwidely used, it has no self-duality propertywhich
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is absolutely needed in both theory and practice. In order to define a self-dualmeasure, Liu and Liu [23] presented credibility
measure in 2002. This paper will extend the CCR model to a fuzzy DEA model based on credibility measure, and then give a
fuzzy ranking method to rank all the DMUs with fuzzy inputs and outputs.
This paper is organized as follows: Section 2will give some introduction to CCRmodel; In Section 3, somebasic definitions
and theory on credibility measure will be presented; The fuzzy DEA model and the fuzzy ranking method will be given
in Section 4; Section 5 will design a hybrid algorithm combined with a fuzzy simulation and genetic algorithm to solve
the fuzzy model; Section 6 will predigest the fuzzy model when the membership functions of all the inputs and outputs
are quasiconcave functions; Finally the fuzzy ranking method and the algorithm is illustrated by a numerical example in
Section 7.
2. CCR model
This section will give some basic introduction to CCR model, which is a linear programming based method proposed by
Charnes et al. [1]. Firstly let us review some symbols and variables:
DMUi: the ith DMU, i = 1, 2, . . . , n;
DMU0: the target DMU;
xi = (xi1, xi2, . . . , xip): the inputs vector of DMUi, i = 1, 2, . . . , n;
x0 = (x01, x02, . . . , x0p): the inputs vector of the target DMU0;
yi = (yi1, yi2, . . . , yiq): the outputs vector of DMUi, i = 1, 2, . . . , n;
y0 = (y01, y02, . . . , y0q): the outputs vector of the target DMU0.
In CCRmodel, the efficiency of entity evaluated is obtained as a ratio of theweighted output to theweighted input subject
to the condition that the ratio for every entity is not larger than 1. Mathematically, it is described as follows:
(CCR) max
u,v
θ = v
Ty0
uTx0
subject to:
vTyj ≤ uTxj, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(1)
which is equivalent to the linear programming as follows:
(CCR) max
v
θ = vTy0
subject to:
uTx0 = 1
vTyj ≤ uTxj, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0.
Since CCR’s original work, a number of variations of these linear programs have been developed and implemented in a
variety of contexts. For instance, the ratio can bemaximized either bymaximizing the outputs for a given value of the inputs,
or by minimizing the inputs for given values of the outputs. Each of these options yields a different linear program. But the
essence is the same, the detailed can consult [6].
Definition 1 (Efficiency). DMU0 is efficient if θ∗ = 1, where θ∗ is the optimal value of (1).
3. Credibility measure
In this section,wewill state some basic concepts and results on fuzzy variables. These results are crucial for the remainder
of this paper. For the up-to-date credibility theory, the interested reader can consult [24,25].
Let Θ be a nonempty set, and P (Θ) the power set of Θ . For any A ∈ P (Θ), Liu and Liu [23] presented a credibility
measure Cr{A} to express the chance that fuzzy event A occurs. Li and Liu [26] proved that a set function Cr{·} is a credibility
measure if and only if
(i) Cr{Θ} = 1;
(ii) Cr{A} ≤ Cr{B}, whenever A ⊂ B;
(iii) Cr is self-dual, i.e., Cr{A} + Cr{Ac} = 1, for any A ∈ P (Θ);
(iv) Cr {∪i Ai} = supi Cr{Ai} for any collection {Ai} in P (Θ)with supi Cr{Ai} < 0.5.
The triplet (Θ,P (Θ), Cr) is called a credibility space and fuzzy variable is defined as a function from this space to the set of
real numbers [27]. Furthermore, the credibility theory was developed by Liu [24] as a branch of mathematics for studying
the behavior of fuzzy phenomena.
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Suppose that ξ is a fuzzy variable defined on the credibility space (Θ,P (Θ), Cr). Then itsmembership function is derived
from the credibility measure by
µ(x) = (2Cr{ξ = x}) ∧ 1, x ∈ R. (2)
Conversely, let ξ be a fuzzy variable with membership function µ. Then for any set B of real numbers, we have
Cr{ξ ∈ B} = 1
2
(
sup
x∈B
µ(x)+ 1− sup
x∈Bc
µ(x)
)
. (3)
This formula is also called the credibility inversion theorem.
4. Fuzzy DEA model and ranking criterion
Based on the CCR model introduced in Section 2, we will give the fuzzy DEA model with the fuzzy inputs and outputs.
The new symbols are defined as follows:
x˜i = (x˜i1, x˜i2, . . . , x˜ip): the fuzzy inputs vector of DMUi;
y˜i = (y˜i1, y˜i2, . . . , y˜iq): the fuzzy outputs vector of DMUi.
Since the fuzzy constraints vT y˜j ≤ uT x˜j do not define a deterministic feasible set, we employ the idea of chance-
constrained programming (CCP), which was initialized by Charnes and Cooper [28]. We provide a confidence level α at
which it is desired that the fuzzy constraints hold. In other words, the constraints will be violated at most α. Thus we have
some chance constraints as follows:
Cr
{
vT y˜j ≤ uT x˜j
} ≥ α, j = 1, 2, . . . , n. (4)
As introduced in Section 2, the purpose of the CCR model is to maximize the ratio of v
T y
uT x
. The DMU is efficient when the
optimal value gets to 1, otherwise it is inefficient. That is, the set v
T y0
uT x0
< 1 is inefficient. In fuzzy environment, the event
vT y˜0
uT x˜0
< 1 is inefficient. Inspired by the idea of the inefficient event, the fuzzy DEA model can be formulated as follows:
max f
subject to:
Cr
{
vT y˜0
uT x˜0
≤ f
}
≤ α
Cr
{
vT y˜j ≤ uT x˜j
} ≥ α, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(5)
in which α ∈ [0.5, 1].
Definition 2. Let ξ and η be fuzzy variables.We say ξ > η if and only if, for some predetermined confidence levelα ∈ (0, 1],
we have
sup {r|Cr {ξ ≤ r} ≤ α} > sup {r|Cr {η ≤ r} ≤ α} . (6)
Ranking criterion: The greater the optimal objective is, the more efficient DMU0 is ranked.
If there exists at least one DMU with the optimal value f ∗ ≥ 1, we can give the following definition:
Definition 3. DMU0 is α-efficient if f ∗ ≥ 1, where f ∗ is the optimal value of (5).
5. Algorithm
In the fuzzy DEA model, there exist several fuzzy functions such as Cr
{
vT y˜0
uT x˜0
≤ f
}
≤ α and Cr{vT y˜j ≤ uT x˜j} ≥ α. To
estimate the fuzzy functions, we use fuzzy simulations to calculate them. In this section, we integrate the fuzzy simulations
and genetic algorithm to produce a hybrid intelligent algorithm for solving fuzzy DEA model (see [24]).
5.1. Fuzzy simulation
Fuzzy functions are defined as functions with fuzzy parameters. Due to the complexity, we design a fuzzy simulation to
estimate the fuzzy function. We write f (u, v, ξ) = vT y˜0uT x˜0 , in which ξ = (x˜0, y˜0) is the fuzzy vector. The fuzzy function is:
U : (u, v)→ max {f |Cr {f (u, v, ξ) ≤ f } ≤ α} . (7)
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In order to compute the fuzzy function (7), we randomly generate θk from Θ , write ν(k) = (2Cr{θk}) ∧ 1 and produce
ξ(θk), k = 1, 2, . . . ,N , respectively. Equivalently, we randomly generate ξ(θk) and write νk = µ(ξ(θk)) for k = 1, 2, . . . ,N ,
where µ is the membership function of ξ. For any number r , we set
L(r) = 1
2
(
max
1≤k≤N
{νk|f (u, v, ξ(θk)) ≤ r} + min
1≤k≤N
{1− νk|f (u, v, ξ(θk)) > r}
)
. (8)
It follows from monotonicity that we may employ bisection search to find the maximal value r such that L(r) ≤ α. This
value is an estimation of fuzzy function (7). We summarize this process as follows:
Step 1. Randomly generate θk from Θ ,write ν(k) = (2Cr{θk}) ∧ 1 and produce ξ(θk), k = 1, 2, . . . ,N , respectively.
Equivalently, we randomly generate ξ(θk) and write νk = µ(ξ(θk)) for k = 1, 2, . . . ,N , where µ is the membership
function of ξ.
Step 2. Find the maximal value r such that L(r) ≤ α holds.
Step 3. Return r .
5.2. Hybrid algorithm
This section will illustrate the hybrid algorithm combined with fuzzy simulations and genetic algorithm. We summarize
this algorithm as follows:
Step 1. Initialize pop_size chromosomes Vk = (uk, vk), k = 1, 2, . . . , pop_size.
Step 2. Calculate the objective values Uk for all chromosomes Vk, k = 1, 2, . . . , pop_size by fuzzy simulations respectively.
Step 3. Compute the fitness of all chromosomes Vk, k = 1, 2, . . . , pop_size.
Step 4. Select the chromosomes for a new population.
Step 5. Renew the chromosomes Vk, k = 1, 2, . . . , pop_size by crossover and mutation operations.
Step 6. Repeat the second to the fifth steps for a given number of cycles.
Step 7. Return the best value.
6. A special case
We have given the fuzzy DEA model, but the model is too complex to solve by traditional methods. This section aims
to make the model easy to compute when the membership function of the fuzzy inputs and outputs have some particular
characters.
Definition 4. A real-valued function f defined on a convex set X ∈ Rn is said to be quasiconcave if
f (λx+ (1− λ)y) ≥ min{f (x), f (y)}
for any x, y ∈ X and 0 < λ < 1.
Theorem 1. Suppose that ξ1, ξ2 are fuzzy variables defined on credibility space (Θ,P (Θ), Cr). If Cr{ξ1 = x} and Cr{ξ2 = x}
are quasiconcave, then for any given 0.5 ≤ α ≤ 1
Cr{ξ1 + ξ2 ≤ b} ≥ α if and only if (ξ1)U1−α + (ξ2)U1−α ≤ b,
Cr{ξ1 + ξ2 ≤ b} ≤ α if and only if (ξ1)U1−α + (ξ2)U1−α ≥ b.
Proof. If Cr{ξ1 + ξ2 ≤ b} ≥ α, 0.5 ≤ α ≤ 1, then we have
Cr{ξ1 + ξ2 ≤ b} = 1− sup
x1+x2>b
{Cr{ξ1 = x1} ∧ Cr{ξ2 = x2}}
≥ α.
Hence,
sup
x1+x2>b
{Cr{ξ1 = x1} ∧ Cr{ξ2 = x2}} ≤ 1− α.
Suppose that
(x∗1, x
∗
2) = arg sup
x1,x2∈R
{Cr{ξ1 = x1} ∧ Cr{ξ2 = x2}|{x1 + x2 > b} ≤ 1− α}. (9)
It follows that Cr{ξ1 = x∗1} ∧ Cr{ξ2 = x∗2} ≤ 1− α and x∗1 + x∗2 > b.
Since Cr{ξ1 = x∗1}∧Cr{ξ2 = x∗2} ≤ 1−α implies that Cr{ξ1 = x∗1} ≤ 1−α, Cr{ξ2 = x∗2} ≤ 1−α. From that the functions
Cr{ξ1 = x1} and Cr{ξ2 = x2} are quasiconcave, we have
x∗1 ≥ (ξ1)U1−α, x∗2 ≥ (ξ2)U1−α.
Then we get (ξ1)U1−α + (ξ2)U1−α ≤ b. Otherwise
(ξ1)
U
1−α + (ξ2)U2(1−α) > b, Cr{ξ1 = (ξ1)U1−α} ≥ Cr{ξ1 = x∗1}, Cr{ξ2 = (ξ2)U1−α} ≥ Cr{ξ2 = x∗2}
which is contradict with (7).
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Conversely, if (ξ1)U1−α + (ξ2)U1−α ≤ b, we get
Cr{ξ1 = a1} ≤ 1− α, Cr{ξ2 = a1} ≤ 1− α
since a1 > (ξ1)U1−α and a2 > (ξ2)
U
1−α . Consequently, supx1,x2∈R{Cr{ξ1 = x1} ∧ Cr{ξ2 = x2}|{x1 + x2 > b} ≤ 1− α}.
Then
Cr{ξ1 + ξ2 ≤ b} = 1− sup
x1+x2>b
{Cr{ξ1 = x1} ∧ Cr{ξ2 = x2}}
≥ α. 
Theorem 2. Let (ξ)Lα and (ξ)
U
α be the Lower and upper bounds of α-level set of ξ , respectively. Then we have
(a) if c ≥ 0, then (cξ)Uα = c(ξ)Uα and (cξ)Lα = c(ξ)Lα;
(b) if c ≤ 0, then (cξ)Uα = c(ξ)Lα and (cξ)Lα = c(ξ)Uα ;
Proof. (a) if c ≥ 0, then the part a is obviously valid. When c > 0, we have
(cξ)Uα = sup{x|µcξ (x) ≥ α}
= c sup
{ x
c
∣∣∣µξ ( xc ) ≥ α}
= c(ξ)Uα .
A similar way may prove that (cξ)Lα = c(ξ)Lα .
In order to prove the part (b), it suffices to verify that (−ξ)Uα = −(ξ)Lα and (−ξ)Lα = −(ξ)Uα . In fact, for any α ∈ (0, 1],
we have
(−ξ)Uα = sup{x|µ−ξ (x) ≥ α} = − inf{−x|µξ (−x) ≥ α}
= −(ξ)Lα.
Similarly, we may prove that (−ξ)Lα = −(ξ)Uα .
Following Theorems 1 and 2, the fuzzy DEA model (5) becomes
max f
subject to:
vT (y˜0)U2(1−α)
uT (x˜0)L2(1−α)
≥ f
vT (y˜j)U2(1−α) − uT (x˜j)L2(1−α) ≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(10)
in which α ∈ [0.5, 1]. The model is equivalent to the fractional model as follows:
max
vT (y˜0)U2(1−α)
uT (x˜0)L2(1−α)
subject to:
vT (y˜j)U2(1−α) − uT (x˜j)L2(1−α) ≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(11)
which is equivalent to the linear programming model:
max vT (y˜0)U2(1−α)
subject to:
uT (x˜0)L2(1−α) = 1
vT (y˜j)U2(1−α) − uT (x˜j)L2(1−α) ≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0.
(12)
The model (10) can be easily solved by many methods, i.e., a standard LP solver [29], simplex algorithm [30] and so on.
When all the inputs xi and outputs yj are trapezoidal fuzzy variables, denoted by xik = (xr1ik , xr2ik , xr3ik , xr4ik ) and yil =
(xr1il , x
r2
il , x
r3
il , x
r4
il ), i = 1, 2, . . . , n, k = 1, 2, . . . , p, l = 1, 2, . . . , q. Following Liu’s book [24], the model (5) becomes the
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Table 1
DMUs with two fuzzy inputs and two fuzzy outputs.
DMUi 1 2 3 4 5
Input 1 T (3.5, 4.0, 4.5) T (2.9, 2.9, 2.9) T (4.4, 4.9, 5.4) T (3.4, 4.1, 4.8) T (5.9, 6.5, 7.1)
Input 2 T (1.9, 2.1, 2.3) T (1.4, 1.5, 1.6) T (2.2, 2.6, 3.0) T (2.1, 2.3, 2.5) T (3.6, 4.1, 4.6)
Output 1 T (2.4, 2.6, 2.8) T (2.2, 2.2, 2.2) T (2.7, 3.2, 3.7) T (2.5, 2.9, 3.3) T (4.4, 5.1, 5.8)
Output 2 T (3.8, 4.1, 4.4) T (3.3, 3.5, 3.7) T (4.3, 5.1, 5.9) T (5.5, 5.7, 5.9) T (6.5, 7.4, 8.3)
Table 2
Evaluating results with α = 0.8.
DMUs (v1, v2, u1, u2) Efficiency value
DMU1 (0.2790, 0.0347, 0.0582, 0.3962) 0.9074
DMU2 (0.2938, 0.0977, 0.0000, 0.6944) 1.0000
DMU3 (0.2783, 0.0000, 0.0224, 0.3801) 0.9740
DMU4 (0.2588, 0.0322, 0.0540, 0.3670) 1.0000
DMU5 (0.1590, 0.0154, 0.1629, 0.0000) 1.0000
Table 3
Evaluating results with different α.
α DMU1 DMU2 DMU3 DMU4 DMU5
0.5 0.85 1 0.86 1 1
0.6 0.88 1 0.90 1 1
0.7 0.90 1 0.94 1 1
0.8 0.91 1 0.97 1 1
0.9 0.92 0.99 1 1 1
Table 4
Results of evaluating the DMUs with different α.
α DMU1 DMU2 DMU3 DMU4 DMU5
0.5 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.6 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.7 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.8 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.9 Inefficiency Inefficiency Efficiency Efficiency Efficiency
following linear programming:
max
u,v
(2α − 1)vTyr40 + 2(1− α)vTyr30
subject to:
(2α − 1)vTxr10 + 2(1− α)vTxr20 = 1
(2α − 1)(vTyr4j − uTxr1j )+ 2(1− α)(vTyr3j − uTxr2j ) ≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(13)
in which xrkj = (xrkj1, xrkj2, . . . , xrkjp) and yrkj = (yrkj1, yrkj2, . . . , yrkjp). 
7. A numerical example
This sectionwill give some illustration to the fuzzymodel and the rankingmethod by a numerical example,which is taken
from [20]. Table 1 shows the inputs and outputs information, in which T (a, b, c) denotes the triangular fuzzy variable.
Table 2 shows the evaluating results when we set the confidence level α = 0.8. According to the ranking criterion, the
DMUs can be ranked as follows: DMU2, DMU4, DMU5, DMU3, DMU1. Moreover, we can get that DMU2, DMU4, DMU5 are
efficient and DMU1, DMU3 are inefficient by definition Definition 3.
Table 3 gives the results of ranking DMUswith different confidence levels. The ranking results are affected by the value α.
When α = 0.9, the DMUs are ranked: DMU3, DMU4, DMU5, DMU2, DMU1. At other confidence levels, the DMUs are ranked
as DMU2, DMU4, DMU5, DMU3, DMU1. From Table 3 and Definition 3, we can get the evaluating results shown as Table 4.
From the comparison of Tables 4 and 5 comes from [20], we can see that the results of evaluating DMU1 and DMU5 are the
same at all levels. However, DMU2, DMU3 and DMU4 have the same results at some levels and have different results at other
levels. In general, the results in this paper are coincident with the results from [20].
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Table 5
Evaluating results with different h from [20].
h DMU1 DMU2 DMU3 DMU4 DMU5
0 Inefficiency Efficiency Efficiency Efficiency Efficiency
0.5 Inefficiency Efficiency Inefficiency Inefficiency Efficiency
0.75 Inefficiency Efficiency Inefficiency Inefficiency Efficiency
0.1 Inefficiency Efficiency Inefficiency Efficiency Efficiency
8. Conclusion
Due to its widely practical used background, DEA has become a pop area of research. To deal with imprecise data, fuzzy
set theory has become an effective method to quantify imprecise and vague data in DEA models. In this paper, a new fuzzy
DEA model is proposed based on credibility measure as well as a ranking method is given. Due to the character of the fuzzy
programming, we design a hybrid algorithm combined with fuzzy simulation and genetic algorithm to compute the fuzzy
DEA model. Moreover it is shown to be possible to avoid some of the need for dealing with these nonlinear problems by
identifying conditions under which they can be replaced by linear problems. When the membership function of the inputs
and outputs are quasiconcave functions (specially trapezoidal or triangular fuzzy variables), the model can transform to
linear programming. Finally, we use a numerical example to illustrate the fuzzy DEA model and the fuzzy ranking method.
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