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Abstract
We consider two classes of the second-order Hamiltonian systems with symmetry.
If the systems are asymptotically linear with resonance, we obtain inﬁnitely many
small-energy solutions by minimax technique. If the systems possess sign-changing
potential, we also establish an existence theorem of inﬁnitely many solutions by
Morse theory.
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1. Introduction
We consider the second-order Hamiltonian systems:
x¨ðtÞ þ W 0ðt; xÞ ¼ 0;
xð0Þ ¼ xðTÞ; ’xð0Þ ¼ ’xðTÞ;
(
ð1:1Þ
where WAC2ðR RN ;RÞ is T-periodic in t and has the form
W ðt; xÞ ¼ AðtÞx  x þ Hðt; xÞ;
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here AðÞ is a continuous T-periodic symmetric matrix. We denote by  and
j  j the usual inner product and norm in RN ; respectively.
In this paper we deal with the problem of existence of inﬁnitely many
T-periodic solutions of (1.1) under the assumption that Hðt; xÞ is even, i.e.,
Hðt;	xÞ ¼ Hðt; xÞ for any xARN : We will divide the problem into two
cases.
1.1. The resonant case
The gradient H 0ðt; xÞ of Hðt; xÞ is asymptotically linear at inﬁnity. We
study by minimax method the existence of inﬁnitely many small-energy
solutions of (1.1). From now on, for two functions a; b; we write aðxÞ$bðxÞ
(or aðxÞjbðxÞ) to indicate that aðxÞpbðxÞ (resp. aðxÞXbðxÞ) with strict
inequality holding on a set of positive measure. Letter c will be
indiscriminately used to denote various constants where the exact values
are irrelevant. We make the following assumptions:
ðAL0Þ 0Asð	d
2
dt
	 AðtÞÞ; where s denotes the spectrum with T-periodicity
condition.
ðAL1Þ jHðt; xÞjpcjxj for jxj small; lim inf jxj-02Hðt;xÞjxj2 ¼N uniformly for
tA½0; T :
ðAL2Þ limjxj-N jH 0ðt; xÞj ¼ 0 uniformly for tA½0; T :
ðAL3Þ lim supjxj-N
Hðt;xÞ
jxja :¼ gðtÞ$0 uniformly for tA½0; T ; where aAð0; 1Þ is
a constant.
We also consider the following conditions instead of ðAL2Þ and ðAL3Þ:
ðAL02Þ There exists M > 0 such that jH
0ðt; xÞjpM for xARN and tA½0; T :
ðAL03Þ lim inf jxj-N
Hðt;xÞ	1
2
H 0ðt;xÞx
jxj :¼ hðtÞj0 uniformly for tA½0; T :
Remark 1.1. In view of ðAL2Þ (or ðAL
0
2Þ), ðAL3Þ (resp. ðAL
0
3Þ) are
reasonable. Noting that gðtÞ and hðtÞ are allowed to be zero on a positive
measure subset of ½0; T ; then Hðt; xÞ and Hðt; xÞ 	 1
2
H 0ðt; xÞ  x may be sign-
changing. We omit the concrete examples.
Remark 1.2. Conditions ðAL0Þ and ðAL2Þ (or ðAL
0
2Þ) characterize system
(1.1) as a resonant problem (cf. [6]). There are many results on the existence
of nonconstant solutions for system (1.1) when W is superquadratic case
(nonresonant case) (see [5,8,12,19,21,22]). When resonance occurs, the
problem was studied in [17,18,23,27] by Morse theory without the evenness
assumption of W ; and obtained ﬁnitely many solutions. However, can we
obtain inﬁnitely many solutions if we assume an evenness condition on W
and if the potential is sign-chaning? This is an interesting problem which
very little is known. Finally, we mention that, for strongly resonant elliptic
W. Zou, S. Li / J. Differential Equations 186 (2002) 141–164142
systems, [26] obtained inﬁnitely many solutions, where the potential is not
sign-changing and some strong conditions were imposed.
Before stating the main results of the resonant case, we introduce the
space H :¼ H1T ð½0; T ;R
N Þ equipped with the usual norm
jjxjj ¼
Z T
0
ðj ’xj2 þ jxj2Þ dt
 1=2
:
We will seek the solutions of system (1.1) as the critical points of the
functional I associated with (1.1) deﬁned by
IðxÞ ¼
1
2
Z T
0
j ’xj2 dt 	
1
2
Z T
0
AðtÞx  x dt 	
Z T
0
Hðt; xÞ dt:
Our main results of this subsection read as
Theorem 1.1. Suppose that ðAL0Þ; ðAL1Þ; ðAL2Þ and ðAL3Þ hold and that
Hðt; xÞ is even in x: Then system (1.1) has infinitely many solutions fxng
N
n¼1
satisfying IðxnÞ-0	 as n-N:
Theorem 1.2. Suppose that ðAL0Þ; ðAL1Þ; ðAL
0
2Þ and ðAL
0
3Þ hold and that
Hðt; xÞ is even in x: Then system (1.1) has infinitely many solutions fxng
N
n¼1
satisfying IðxnÞ-0	 as n-N:
1.2. The sign-changing potential case
We consider that H is asymptotically superquadratic and sign-changing.
More precisely, we suppose that H has the form
Hðt; xÞ ¼ bðtÞV ðxÞ; V ð0Þ ¼ 0; ð1:2Þ
where bðÞ is a continuous T-periodic real function, which changes its sign;
VAC2ðRN ; RÞ possesses an asymptotically superquadratic behavior at
inﬁnity as explained below. We study the existence of inﬁnitely many
solutions by Morse theory. We assume that
Iþ :¼ ftA½0; T  : bðtÞ > 0g
and
I	 :¼ ftA½0; T  : bðtÞo0g
are two subsets of positive measures. Moreover,
%I
þ- %I 	 ¼ |;
Z T
0
bðtÞ dta0: ð1:3Þ
We need the following assumptions on V :
ðAS1Þ limjxj-N
jV 0ðxÞ	jxjp	2xj
jxj ¼ 0 for some ﬁxed constant p > 2:
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ðAS2Þ There exist C0 > 0 and R0 > 0 such that
jV 00ðxÞjpC0jxjp	2 for xARN with jxjXR0:
Remark 1.3. Assumption ðAS1Þ means that V is a perturbation of 1pjxj
p: But
we cannot expect that V satisﬁes the usual superquadraticity condition:
V 0ðxÞ  xXbV ðxÞ > 0 for all xARN with jxj large enough; b > 2: In case of
ðAS1Þ; V is permitted of sign-changing (see Remarks 1.6 and 1.7).
It is well known, when bðÞ is positive and AðÞ ¼ 0; that the existence
problem is completely solved (cf. [21]). In case that bðÞ is sign-changing
and AðÞ ¼ 0; some results were obtained in [9,15,16] under the assump-
tion that V is homogeneous. For the case of AðÞa0 and bðÞ > 0; there
are several existence results for periodic solutions. For example, [2]
studied the existence of periodic solutions and the minimality of the
periodic; [25] studied the existence of homoclinic solution. Under the
assumptions that bðÞ changes its sign and that AðÞ is a deﬁnite negative
matrix, [11] proved the existence for periodic and homoclinic solutions.
When AðÞ is not negative deﬁnite, one nontrivial solution was obtained
in [3].
In this paper, we study the existence of inﬁnitely many solutions by Morse
theory when AðÞa0 and bðÞ changes its sign.
First, inspired by Quyang [20] and Alama and Pino [1], we deﬁne
Ln ¼ inf jj ’xjj2L2 : jjxjjL2 ¼ 1;
Z T
0
bðtÞjxðtÞjp dt ¼ 0
 
:
Remark 1.4. Ln is determined by bðtÞ: For example, if we consider
bðtÞ ¼ bnðtÞ ¼
	1 if 0ptpT=n;
p0; continuous if T=nptp2T=n;
0 if 2T=nptp3T=n;
X0; continuous if 3T=nptp4T=n;
1 if 4T=nptpT ;
8>>><
>>>>:
then it is easy to compute that Ln-N as n-N:
Theorem 1.3. Assume that (1.3), ðAS1Þ and ðAS2Þ hold and that V ð	xÞ ¼
V ðxÞ for xARN : Moreover,
L :¼ max
tA½0; T 
lmaxðtÞA 	N;min
12p2
T2ð3þ 2p2Þ
; Ln
  
;
where lmaxðtÞ is the biggest eigenvalue of AðtÞ: Then system (1.1) has infinitely
many T-periodic solutions.
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Remark 1.5. In general, if LX4p
2
T2
; there does not exist T-periodic solution
for system (1.1) (see example in [2] in the case that AðÞ is positive deﬁnite;
see also Section 1 of [3]). We do not know whether the constant 12p
2
T2ð3þ2p2Þ can
be replaced by 4p
2
T2
:
Remark 1.6. In case that AðtÞ ¼ 0; bðtÞ has a suitable ‘‘symmetry’’, i.e.,
bðtÞ ¼ bðT 	 tÞ; for tA½0; T
2
 and that V is negative and homogeneous, [14]
obtained some existence results of inﬁnitely many solutions (see also [16]).
Their main tools were minimax methods.
Remark 1.7. In [4], a result of inﬁnitely many solutions was obtained.
Where it was assumed that bðtÞ ¼ bðT 	 tÞ; AðtÞ ¼ AðT 	 tÞ for tA½0; T
2
 and
that V is positive and superlinear (i.e., V 0ðxÞ  xXbV ðxÞ > 0 for all
xARN ; b > 2). Other very strong conditions were imposed, of course. Their
main tool is Ljusternik–Schnirelmam category theory.
Remark 1.8. The proof of Theorem 1.3 is based on the computation of Betti
number and Morse theory (cf. [10]). It seems a new try to obtain inﬁnitely
many solutions by using Morse theory.
The paper is organized as follows. In Section 2, we deal with the resonant
case. Theorems 1.1 and 1.2 are proved by using a new result of [13]. In
Section 3, we compute the critical groups at inﬁnity (cf. [7]) and prove
Theorem 1.3.
2. The resonant case
Let B be the linearized operator deﬁned by
BxðtÞ ¼ 	x¨ðtÞ 	 AðtÞxðtÞ
with T-periodicity condition. Then B has a sequence of eigenvalues
l	1pl	2p?pl	mo0ol1pl2p?plmp?
with lm-N as m-N: Let jj be the eigenvector of B corresponding to lj ;
j ¼ 	1;	2;y;	m; 1; 2;y; m;y: Setting
H0 ¼ Ker 	
d2
dt2
	 AðtÞ
 
;
H	 ¼ the negative eigenspace of 	
d2
dt2
	 AðtÞ
 
;
Hþ ¼ the positive eigenspace of 	
d2
dt2
	 AðtÞ
 
;
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then H ¼ H	"H0"Hþ: For mX1; setting
Hm ¼ spanfjj : j ¼ 	1;	2;y;	m; 1; 2;y; mg:
We have to establish some lemmas.
Lemma 2.1. Assume ðAL1Þ: Then there exist r ¼ rðmÞ > 0 and b ¼ bðmÞo0
such that IðxÞpbo0; for any xAHm-fxAH : jjxjj ¼ rg: Moreover,
limm-N rðmÞ ¼ 0:
Proof. For any xAHm; we write x ¼ xþ þ x	 with x7AH7: Since
dimHmoN; then
IðxÞ ¼
1
2
/Bx; xS	
Z T
0
Hðt; xÞ dt
p 1
2
cmjjxjj2 	
Z T
0
Hðt; xÞ dt
p 1
2
cm
Z T
0
jxj2 dt 	
Z T
0
Hðt; xÞ dt;
where cm denotes various positive constants depend on m: By ðAL1Þ; there
exists r ¼ rðmÞ > 0 such that
2Hðt; xÞ > cmjxj2 for jxjpr:
Since jxjN :¼ maxtA½0; T jxðtÞjpC0ðmÞjjxjj for any xAHm and for a constant
C0ðmÞ; we choose r ¼ rðmÞp rðmÞC0ðmÞþ2; then jxjpjxjNorðmÞ for jjxjjpr:
Consequently,
IðxÞp
Z T
0
1
2
cmjxj
2 	 Hðt; xÞ
 
dto0:
Noting that Hm-fxAH : jjxjj ¼ rg is compact, then there exists b ¼ bðmÞ >
0 such that IðxÞpbo0 for xAHm-fxAH : jjxjj ¼ rg: It is obvious that
limm-N rðmÞ ¼ 0: &
Lemma 2.2. Assume ðAL2Þ: Let JðxÞ ¼
R T
0 Hðt; xÞ dt: Then for any k > 0 and
for x0nAH0 with jjx
0
njj-N as n-N; we have that limn-N J
0ðx0n þ x
	 þ
xþÞ ¼ 0; uniformly for x7AH7 with jjxþ þ x	jjpk:
Proof. The ideas of the proof are essentially due to [6] (see also [13]). Let
%x0n ¼
x0n
jjx0n jj
; then there exist z0AH0; jjz0jj ¼ 1 and a subsequence of f %x0ng
(denoted by the same way) such that %x0n-z
0 as n-N: Since
measftA½0; T  : jz0ðtÞj ¼ 0g ¼ 0; it is easy to prove (cf. [6]) that
(i) for any e > 0; there exists dðeÞ > 0 such that
measO0ðeÞ :¼ meas ftA½0; T  : jz0ðtÞjodðeÞgoe;
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(ii) for any e > 0; d > 0; there exists n1 ¼ n1ðe; dÞ > 0 such that,
measO1ðe; dÞ :¼ measftA½0; T  : jz0ðtÞ 	 %x0nðtÞj > dgoe for nXn1:
Now we make the following claim.
Claim. For any e > 0; there exist dðeÞ > 0 and n0 > 0 such that for any nXn0;
we have that
measftA½0; T  : j %x0nðtÞjodðeÞgoe for any nXn0:
In fact, if the claim is false, then there exists e0 > 0 and for any k > 1; there
is nk > k such that
meas Ok :¼ meas tA½0; T : j %x0nk ðtÞjo
1
k
 
Xe0:
Choose e1 ¼ e04 ; then there are dðe1Þ > 0 and n2 ¼ n2
e0
2
; dðe1Þ
2
 
such that
measO0ðe1Þoe1 and meas O1
e0
2
;
dðe1Þ
2
 
oe0
2
for any nXn2: Therefore,
Ok- ½0; T \O1
e0
2
;
dðe1Þ
2
  
CO0ðe1Þ
for k large enough. Consequently,
1
4
e0XmeasO0ðe1Þ
Xmeas Ok- ½0; T \O1
e0
2
;
dðe1Þ
2
   
XmeasOk 	measO1
e0
2
;
dðe1Þ
2
 
X
e0
2
;
the contradiction implies that the above claim is true.
Since fxþ þ x	 : x7AH7; jjxþ þ x	jjpkg is compact in Lqð½0; T ;RN Þ for
qX1; then by using the same arguments as that in the proof of [6, Lemma
3.2], we have that
lim
n-N
Z T
0
jH 0ðt; x0n þ x
	 þ xþÞj dt ¼ 0 uniformly for jjxþ þ x	jjpk;
which implies the conclusion of this lemma. &
Lemma 2.3. Assume ðAL2Þ (or ðAL
0
2Þ). Then for any D1 > 0; there exists
D2 > 0 such that
/I 0ðxÞ; xSþ 1
2
jjI 0ðxÞjjjjxjjX0
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for xASðD1; D2Þ :¼ fx : x ¼ xþ þ x	 þ x0AH ¼ Hþ þ H	 þ H0; IðxÞX	
D1; jjxþ þ x	jjXD2g:
Proof. Evidently, ðAL2Þ and ðAL
0
2Þ implies that jjJ
0ðxÞjjpc and jJðxÞjpcjjxjj
for xAH: Noting that /Bðxþ þ x	Þ; xþ 	 x	SXcjjxþ þ x	jj2; therefore, for
xASðD1; D2Þ; we have that
/I 0ðxÞ; xSþ 1
2
jjI 0ðxÞjj jjxjj
¼ 2ðIðxÞ þ JðxÞ 	 1
2
/J 0ðxÞ; xSÞ þ 1
2
jjBðxþ þ x	Þ 	 J 0ðxÞjj jjxjj
X2ð	D1 	 cjjxjj 	 12jjxjjcÞ þ
1
2
jjBðxþ þ x	Þjj jjxjj 	 1
2
cjjxjj
X2jjxjj 1
4
jjBðxþ þ x	Þjj 	 c 	
D1
jjxjj
 
X2D2
cD2
4
	 c 	
D1
D2
 
X0
for an appropriate constant D2: &
Lemma 2.4. Suppose ðAL3Þ: Then
lim sup
jjxjj-N;xAH0
R T
0 Hðt; xÞ dt
jjxjja
o0:
Proof. Evidently, dim H0oN and H0 has the unique continuous property.
Using a similar arguments as that in [6], for any e > 0 there exists dðeÞAð0; 1Þ
such that
measð½0; T \S1ðx; eÞÞoe for any xAH0;
where S1ðx; eÞ :¼ ftA½0; T  : jxðtÞjXdðeÞjjxjjg: By ðAL3Þ; for any e1 > 0 there
exists Re1 > 0 such that
Hðt; xÞ
jxja
pgðtÞ þ e1 for tA½0; T  and jxjXRe1 :
Denoting S2ðx; e1Þ :¼ ftA½0; T  : jxðtÞjXRe1g; then for ﬁxed e and
e1; S1ðx; eÞCS2ðx; e1Þ as jjxjj-N; xAH0: Therefore, for jjxjj large enough,Z
S1ðx;eÞ
Hðt; xÞ
jjxjja
dtp
Z
S1ðx; eÞ
ðgðtÞ þ e1Þ
jxja
jjxjja
dt
p ðdðeÞÞa
Z
S1ðx;eÞ
gðtÞ dt þ ce1
and Z
½0; T \S1ðx;eÞ
Hðt; xÞ
jjxjja
dt
¼
Z
ð½0;T \S1ðx;eÞÞ-S2ðx; e2Þ
Hðt; xÞ
jjxjja
dt
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þ
Z
ð½0;T \S1ðx;eÞÞ-ð½0; T \S2ðx; e2ÞÞ
Hðt; xÞ
jjxjja
dt
pce1 þ
Z
ð½0;T \S1ðx; eÞÞ-S2ðx;e2Þ
Hðt; xÞ
jjxjja
dt
pce1 þ
Z
ð½0;T \S1ðx; eÞÞ-S2ðx;e2Þ
jgðtÞj
jxja
jjxjja
dt
pce1 þ ðdðeÞÞaec:
Combining the above estimates and noting that e; e1 are arbitrary, we get
that Z T
0
Hðt; xÞ
jjxjja
dt ¼
Z
S1ðx;eÞ
Hðt; xÞ
jjxjja
dt þ
Z
½0;T \S1ðx;eÞ
Hðt; xÞ
jjxjja
dt
p ðdðeÞÞa
Z
S1ðx; eÞ
gðtÞ dt þ ce1 þ ðdðeÞÞ
aec
p ðdðeÞÞa 1
2
Z T
0
gðtÞ dt þ ec
 
þ ce1
o 0
for jjxjj large enough. &
In order to prove Theorems 1.1 and 1.2, we need the following interesting
theorem due to [13]. Before stating it, we ﬁrst recall the deﬁnition of
condition (B): let H be a real Hilbert space with norm jj  jj and inner product
/; S: We say IAC1ðH;RÞ satisﬁes condition (B) in ðc1; c2ÞC½	N;N with
respect to B :¼ fxAH : jjxjjprg for some r > 0 if (i) any sequence fxngCB
such that IðxnÞ-cAðc1; c2Þ and that I 0ðxnÞ-0 is such that fxng possesses a
convergent subsequence; and (ii) for any cAðc1; c2Þ; there exist s ¼
sðcÞAð0;minfc 	 c1; c2 	 cgÞ and yo1 such that /I 0ðxÞ; xSþ
yjjI 0ðxÞjjjjxjjX0 for any xAI	1ð½c 	 s; c þ sÞ-fxAH : jjxjj ¼ rg:
Proposition 2.1. (Cf. Fei [13]). Suppose that IAC1ðH ;RÞ is even. Furthermore,
(i) there exist two closed subspaces H1 and H2 with codim H2oN; and
two constants r > 0; b > 	N such that
sup fIðxÞ : xAH1; jjxjj ¼ rgo0 and inf fIðxÞ : xAH2g > b;
(ii) I satisfies condition (B) in ðb; 0Þ with respect to B ¼
fxAH : jjxjjpr; r > rg:
Then if dim H1-codim H2 > 0; I has at least dim H1-codim H2 distinct pairs
of critical points, whose corresponding critical values belong to ðb; 0Þ:
Now we are prepared to prove the existence theorem of inﬁnitely many
solutions in case that H 0ðt; xÞ is odd in x:
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Proof of Theorem 1.1. For any eAð	1; 0Þ; there is ln ¼ lnðeÞX	 M20T=4e >
0; here ln is a eigenvalue of B and M0 :¼ suptA½0;T ;xARN jH
0ðt; xÞjoN because
of ðAL1Þ and ðAL2Þ: Let H2 ¼ spanfjn;jnþ1;yg; then codim H2oN: For
any xAH2; by conditions ðAL1Þ and ðAL2Þ; we have that
IðxÞ ¼
1
2
/Bx; xS	
Z T
0
Hðt; xÞ dt
X lnjjxjj2 	 M0
Z T
0
jxj dt
X min
tX0
ðlnt2 	 M0T1=2tÞ
¼ 	
M20T
4ln
X e;
that is, infxAH2IðxÞXe:
Now, in order to make use of Proposition 2.1, we have to prove that I
satisﬁes condition (B)(ii) in ðe; 0Þ with respect to B :¼ fxAH : jjxjjprg; where
r will be determined later.
Indeed, for any dAðe; 0Þ; we let s ¼ 1
4
minf	d; d 	 eg > 0; then Y :¼
½d 	 s; d þ sCðe; 0Þ:
If xAI	1ðYÞ; i.e., IðxÞXd 	 sX	 jej; by Lemma 2.3, there exists De > 0
such that /I 0ðxÞ; xSþ 1
2
jjI 0ðxÞjjjjxjjX0 for jjxþ þ x	jjXDe: When jjxþ þ
x	jjpDe; by Lemma 2.2, we have that limjjx0 jj-N J 0ðxÞ ¼ 0 uniformly for
jjxþ þ x	jjpDe: Hence, for any e1 > 0; there is D1 > 0 such that jJðxÞ 	
Jðx0Þjoe1 for jjx0jjXD1:
On the other hand, by Lemma 2.4, there exists D2 > 0 such that Jðx0Þoe1
for jjx0jjXD2: Therefore,
1
2
/Bx; xS ¼ IðxÞ þ JðxÞpd þ sþ 2e1o0
for xAI	1ðYÞ with jjxþ þ x	jjpDe and jjx0jjXD1 þ D2: Hence,
jjBðxþ þ x	ÞjjX	 2ðd þ sþ 2e1Þ=De > 0:
By Lemma 2.2, for xAI	1ðYÞ with jjxþ þ x	jjpDe and jjx0jjXD3cD1 þ
D2; we have that
/I 0ðxÞ; xSþ 1
2
jjI 0ðxÞjj jjxjj
¼ 2ðIðxÞ þ JðxÞ 	 1
2
/J 0ðxÞ; xSþ 1
4
jjBðxþ þ x	Þ 	 J 0ðxÞjj jjxjjÞ
X2jjxjj
1
4
jjBðxþ þ x	Þjj 	 jjJ 0ðxÞjj þ
JðxÞ þ IðxÞ
jjxjj
 
X2jjxjj
	ðd þ sþ 2e1Þ
2De
	 jjJ 0ðxÞjj 	
2e1 	 e
jjxjj
 
X0:
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Combining the above arguments, we know that I satisﬁes condition (B)(ii)
in ðe; 0Þ with respect to B ¼ fxAH : jjxjjpr; rXD3 þ De þ 1g: Hence, by
Proposition 2.1 (where H1 ¼ Hm) we deduce that the number of critical
points of I is more than or equal to dim H1 	 codim H2; and the
corresponding critical values are in ðe; 0Þ: Therefore, noting Lemma 2.1
and passing to the limit as m ¼ dim H1-N; we obtain inﬁnitely many
critical points of I ; the critical values of which belong to ðe; 0Þ: Finally, since
eAð	1; 0Þ is arbitrary, we obtain a critical point sequence fxng
N
n¼1 such that
IðxnÞ-0	 as n-N: This complete the proof. &
Before the proof of Theorem 1.2, we need the following auxiliary result.
Lemma 2.5. Assume ðAL03Þ: We write x ¼ x
0 þ xþ þ x	 with x0AH0;
x7A H7: Then for any D > 0;
lim inf
jjx0 jj-N
jjxþþx	jjpD
Z T
0
ðHðt; xÞ 	 1
2
H 0ðt; xÞ  xÞ
jjxjj
dt > 0:
Proof. Similar to the proof of [6, Lemma 3.2], for any e1 > 0 and e2 > 0;
there exist dðe1Þ > 0 and dðe2Þ > 0 such that
measftA½0; T  : jx0ðtÞjodðe1Þjjx0jjgoe1 for any x0AH0\f0g
and
meas ftA½0; T  : jxþðtÞ þ x	ðtÞj > dðe2Þjjxþ þ x	jjgoe2
for any xþ þ x	AHþ"H	:
Setting
O1ðx; e1Þ ¼ ftA½0; T  : jx0ðtÞjXdðe1Þjjx0jjg;
O2ðx; e2Þ ¼ ftA½0; T  : jxþðtÞ þ x	ðtÞjpdðe2Þjjxþ þ x	jjg;
then measð½0; T \O1ðx; e1ÞÞoe1; measð½0; T \O2ðx; e2ÞÞoe2; O1ðx; e1Þ-
O2ðx; e2Þa| andZ
O1ðx;e1Þ-O2ðx;e2Þ
hðtÞ dtX
1
2
Z T
0
hðtÞ dt > 0 ð2:1Þ
for all xAH and e1; e2 small enough.
For ﬁxed D and jjxþ þ x	jjpD; jjx0jj-N; then
jxðtÞj
jjxjj
Xdðe1Þ
jjx0jj
jjxjj
	 dðe2Þ
jjxþ þ x	jj
jjxjj
-dðe1Þ; ð2:2Þ
jxðtÞj
jjxjj
pcjjx
0jj
jjxjj
þ dðe2Þ
jjxþ þ x	jj
jjxjj
-c ð2:3Þ
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as tAO1ðx; e1Þ-O2ðx; e2Þ and
jxðtÞj
jjxjj
pdðe1Þ
jjx0jj
jjxjj
þ dðe2Þ
jjxþ þ x	jj
jjxjj
-dðe1Þ ð2:4Þ
as tAO2ðx; e2Þ\O1ðx; e1Þ:
By ðAL03Þ; for any e > 0; there exists Re > 0 such that
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jxj
XhðtÞ 	 e for tA½0; T  and jxjXRe: ð2:5Þ
Setting O3ðx; eÞ :¼ ftA½0; T  : jxðtÞjXReg; then by (2.2), O1ðx; e1Þ -
O2ðx; e2ÞC O3ðx; eÞ for jjx0jj-N: Hence, combining (2.1)–(2.5) and letting
jjx0jj large enough, we have thatZ
O1ðx; e1Þ-O2ðx; e2Þ
Hðt; xÞ 	 12H
0ðt; xÞ  x
jjxjj
dt
X
Z
O1ðx;e1Þ-O2ðx; e2Þ
ðhðtÞ 	 eÞ
jxj
jjxjj
dt
X
Z
O1ðx;e1Þ-O2ðx; e2Þ
hðtÞðdðe1Þ 	 eÞ dt 	 ce
X
1
2
ðdðe1Þ 	 eÞ
Z T
0
hðtÞ dt 	 ce
and Z
O2ðx; e2Þ\O1ðx; e1Þ
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt
¼
Z
ðO2ðx;e2Þ\O1ðx; e1ÞÞ-O3ðx; eÞ
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt
þ
Z
ðO2ðx;e2Þ\O1ðx; e1ÞÞ-ð½0; T \O3ðx; eÞÞ
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt
X	 eþ
Z
ðO2ðx;e2Þ\O1ðx; e1ÞÞ-O3ðx; eÞ
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt
X	 eþ
Z
ðO2ðx;e2Þ\O1ðx; e1ÞÞ-O3ðx; eÞ
ðhðtÞ 	 eÞ
jxj
jjxjj
dt
X	 ce	 c
Z
ðO2ðx;e2Þ\O1ðx; e1ÞÞ-O3ðx; eÞ
ðdðe1Þ þ eÞ dt
X	 ce	 cðdðe1Þ þ eÞe1:
Furthermore, it is easy to estimate thatZ
½0; T \O2ðx;e2Þ
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt

pce2:
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Combining the above arguments, we have thatZ T
0
Hðt; xÞ 	 1
2
H 0ðt; xÞ  x
jjxjj
dt
X
1
2
ðdðe1Þ 	 eÞ
Z T
0
hðtÞ dt 	 ce	 ce	 cðdðe1Þ þ eÞe1 	 ce2
> 0;
since e; e1 and e2 are arbitrary and
R T
0 hðtÞ dt > 0: &
Proof of Theorem 1.2. Take any eAð	1; 0Þ; similar to the proof of Theorem
1.1, there exist ln ¼ lnðeÞ large enough and a subspace H2 ¼
spanfjn;jnþ1;yg such that infxAH2IðxÞ > e:
Now we check that I satisﬁes condition (B)(ii) in ðe; 0Þ with respect to
B :¼ fxAH : jjxjjprg; r will be determined later. To this end, for any
e0Aðe; 0Þ; letting s ¼ 1
4
minfe0 	 e; je0jg; then Y :¼ ½e0 	 s; e0 þ sCðe; 0Þ: If
xAI	1ðYÞ; by Lemma 2.3, there exists De > 0; such that
/I 0ðxÞ; xSþ 1
2
jjI 0ðxÞjjjjxjjX0 for jjxþ þ x	jjXDe:
If jjxþ þ x	jjpDe; then by Lemma 2.5 we have that
lim inf
jjx0 jj-N
jjxþþx	jjpDe
I 0ðxÞ;
x
jjxjj
 
þ 1
2
jjI 0ðxÞjj
 
X lim inf
jjx0 jj-N
jjxþþx	jjpDe
2
jjxjj
IðxÞ þ JðxÞ 	
1
2
/J 0ðxÞ; xS
 
X lim inf
jjx0 jj-N
jjxþþx	jjpDe
2ðe0 	 sÞ
jjxjj
þ 2
Z T
0
ðHðt; xÞ 	 1
2
H 0ðt; xÞ  xÞ
jjxjj
dt
 
> 0:
Consequently, /I 0ðxÞ; xSþ 12jjI
0ðxÞjj jjxjjX0; for any xAI	1ðYÞ with jjxjj ¼
rcDe: That is, I satisﬁes condition (B)(ii) in ðe; 0Þ with respect to B :¼
fxAH : jjxjjprg: Since condition (B)(i) holds naturally, by Proposition 2.1
and Lemma 2.1, the number of the critical point of I is more than or equal
to dim H1 	 codim H2; where H1 ¼ Hm comes from Lemma 2.1. As earlier,
we obtain inﬁnitely many critical points fxng
N
n¼1 with IðxnÞ-0
	 as
n-N: &
3. The case of sign-changing potential
In order to prove Theorem 1.3, we will make use of Morse theory.
Our main ingredient is the computation of the critical groups at
inﬁnity CqðI ;NÞ; where CqðI ;NÞ :¼ HqðH; IaÞ for a small enough,
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Ia ¼ fxAH : IðxÞpag and Hqð; Þ denotes the qth singular homology groups
(cf. [10]). Therefore, let us ﬁrst prove the following lemma about (PS)
condition, i.e., the Palais–Smale condition. We have to prove that any (PS)-
sequence fxngCH (i.e., fIðxnÞg is bounded and I 0ðxnÞ-0 as n-N) has a
convergent subsequence. By standard argument, it sufﬁces to show that fxng
is bounded.
Lemma 3.1. Assume that the conditions of Theorem 1.3 hold. Then functional
I satisfies (PS) condition.
Proof. Let fxngCH be such that fIðxnÞg is bounded and that I 0ðxnÞ-0 as
n-N: We proceed by steps to prove that fxng is bounded.
Step 1: Let %xn ¼ 1T
R T
0
xnðtÞ dt; x˜n ¼ xn 	 %xn; then
R T
0
x˜n ¼ 0: We claim that
there are m1Að0; 6=T2Þ and m2 > 0 such that
Z T
0
j ’xnj
2 dtpm1
Z T
0
j %xnj
2 dt þ m2
for sufﬁciently large n:
In fact, since I 0ðxnÞ-0 as n-N; for any e > 0 there exists Ne > 0 such
that j/I 0ðxnÞ; xnSjoejjxnjj for nXNe: Consequently,
Z T
0
j ’xnj
2 dtX
Z T
0
AðtÞxn  xn dt þ
Z T
0
bðtÞV 0ðxnÞ  xn dt 	 ejjxnjj: ð3:1Þ
Setting bþðtÞ ¼ maxfbðtÞ; 0g; b	ðtÞ ¼ 	minfbðtÞ; 0g: By ðAS1Þ; it is easy to
check that
lim
jxj-N
pV ðxÞ 	 jxjp
jxj2
¼ 0; lim
jxj-N
pV ðxÞ 	 V 0ðxÞ  x
jxj2
¼ 0: ð3:2Þ
Therefore, by (3.2),
Z T
0
bðtÞV 0ðxnÞ  xn dt
¼
Z T
0
bþðtÞV 0ðxnÞ  xn dt 	
Z T
0
b	ðtÞV 0ðxnÞ  xn dt
X
Z T
0
ðpbþðtÞV ðxnÞ 	 pebþðtÞjxnj2 	 pCðeÞbþðtÞÞ dt
	
Z T
0
ðpb	ðtÞV ðxnÞ þ peb	ðtÞjxnj2 þ pCðeÞb	ðtÞÞ dt
X
Z T
0
pbðtÞV ðxnÞ dt 	 2pec
Z T
0
jxnj2 dt 	 CðeÞ;
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here and in the sequel, we use CðeÞ to denote the variant constants depend
on e; where the exact values are irrelevant. Hence by (3.1),
Z T
0
j ’xnj2 dtX
Z T
0
AðtÞxn  xn dt þ p
Z T
0
bðtÞV ðxnÞ dt
	 2pce
Z T
0
jxnj2 dt 	 CðeÞ 	 ejjxnjj:
On the other hand, the boundedness of IðxnÞ implies that
Z T
0
bðtÞV ðxnÞ dtX
1
2
Z T
0
j ’xnj
2 dt 	
L
2
Z T
0
jxnj
2 dt 	 c ð3:3Þ
and
Z T
0
AðtÞxn  xn dtX
Z T
0
j ’xnj2 dt 	 2
Z T
0
bðtÞV ðxnÞ dt 	 c: ð3:4Þ
Consequently, by (3.3) and (3.4) we have that
Z T
0
j ’xnj
2 dt
X
Z T
0
j ’xnj
2 dt 	 2
Z T
0
bðtÞV ðxnÞ dt þ p
Z T
0
bðtÞV ðxnÞ dt
	 2pce
Z T
0
jxnj
2 dt 	 ejjxnjj 	 CðeÞ 	 c
X
p
2
Z T
0
j ’xnj
2 dt 	
ðp 	 2ÞL
2
Z T
0
jxnj
2 dt 	 2pec
Z T
0
jxnj
2 dt
	 CðeÞ 	 c 	 ejjxnjj;
which implies that
p
2
	 1
 Z T
0
j ’xnj2 dt
p ðp 	 2ÞL
2
þ 2pce
 Z T
0
jxnj2 dt þ CðeÞ þ ejjxnjj:
Since
ejjxnjjp1þ
e2jjxnjj2
4
¼ 1þ
e2
4
Z T
0
j ’xnj
2 dt þ
e2
4
Z T
0
jxnj
2 dt;
Z T
0
jxnj2 dt ¼
Z T
0
j %xnj2 dt þ
Z T
0
jx˜nj2 dt;
W. Zou, S. Li / J. Differential Equations 186 (2002) 141–164 155
hence,
p
2
	 1	
e2
4
 Z T
0
j ’xnj
2 dt
p ðp 	 2ÞL
2
þ 2pceþ
e2
4
 Z T
0
jxnj2 dt þ CðeÞ
¼
ðp 	 2ÞL
2
þ 2pceþ
e2
4
 Z T
0
ðj %xnj2 þ jx˜nj2Þ dt þ CðeÞ:
If Lp0; by Wirtinger’s inequality (cf. [19]), we have that
p
2
	 1	
e2
4
	
T2
4p2
2pceþ
e2
4
  Z T
0
j ’xnj2 dt

p 2pceþ e
2
4
 Z T
0
j %xnj2 dt þ CðeÞ:
Since e is arbitrary and p > 2; we have m1 > 0 and m2 > 0 such that
Z T
0
j ’xnj2 dtpm1
Z T
0
j %xnj2 dt þ m2
for n large enough. In this case,
m1 ¼
2pceþ e
2
4
p
2 	 1	
e2
4 	
T2
4p2 2pceþ
e2
4
 o 6
T2
for appropriate e:
If L > 0; by Wirtinger’s inequality (cf. [19]), we have that
p
2
	 1	
e2
4
	
T2
4p2
ðp 	 2ÞL
2
þ 2pceþ
e2
4
  Z T
0
j ’xnj
2 dt
p ðp 	 2ÞL
2
þ 2pceþ
e2
4
 Z T
0
j %xnj2 dt þ CðeÞ:
Noting that Lo4p2
T2
and e is arbitrary, we also have m1 > 0 and m2 > 0 such
that Z T
0
j ’xnj2 dtpm1
Z T
0
j %xnj2 dt þ m2
for n large enough. In this case,
m1 ¼
ðp	2ÞL
2
þ 2pceþ e
2
4
p
2
	 1	 e
2
4
	 T
2
4p2
ðp	2ÞL
2
þ 2pceþ e
2
4
 :
Since e is arbitrary and Lo 12p2
T2ð3þ2p2Þ; we may choose m1Að0;
6
T2
Þ:
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Step 2: We prove that there exist m3 > 0 and m4 > 0 such that
min
tA½0;T 
jxnðtÞjXm3j %xnj 	 m4:
Indeed, by Sobolev inequality (cf. [19, p. 9]) and the conclusion of Step 1, we
have that
j %xnjp jxnj þ max
tA½0; T 
jx˜nðtÞj
p jxnj þ
T
12
 1
2
Z T
0
j ’xnðtÞj2
 1
2
p jxnj þ
T
12
 1
2
ðm1j %xnj
2T þ m2Þ
1
2;
hence,
1	
T
6
1
2
m
1
2
1
 !
j %xnjojxnj þ c:
By the choice of m1 in Step 1, we can ﬁnd m3 > 0 and m4 > 0 such that
m3j %xnj 	 m4pjxnj:
Step 3: We prove that f %xng is bounded. Otherwise, by Step 2 we may
assume, in the sense of subsequence, that mintA½0; T jxnðtÞj-N: Hence, by
ðAS1Þ;mintA½0; T jV 0ðxnðtÞÞj-N: Now, we deﬁne
cnðtÞ ¼
V 0ðxnðtÞÞ
jV 0ðxnðtÞÞj2
for tA½0; T  and large n:
Then limn-NjjcnðtÞjjL2 ¼ 0 and moreover (see [14]), it is easy to verify
j ’cnðtÞj
2p9jV
00ðxnðtÞÞj
2j ’xnðtÞj
2
jV 0ðxnðtÞÞj
4
; tA½0; T :
Combining ðAS1Þ and ðAS2Þ; it is easy to check that
j ’cnðtÞj
2pc j ’xnðtÞj
2
jxnðtÞj2p
:
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Hence, by Steps 1 and 2,Z T
0
’xn  ’cn dt

p
Z T
0
j ’xnj
2 dt
 1
2
Z T
0
j ’cnj
2 dt
 1
2
p c
mintA½0; T jxnðtÞjp
Z T
0
j ’xnj
2 dt
p 1
mintA½0; T jxnðtÞjp
c
Z T
0
j %xnj
2 dt þ c
 
p c
mintA½0; T jxnðtÞj
p min
tA½0; T 
jxnðtÞj2 þ 1
 
- 0 as n-N:
On the other hand, ðAS1Þ implies that
	
Z T
0
AðtÞxn  cn dt

 ¼
Z T
0
ðAðtÞxn 
V 0ðxnÞ
jV 0ðxnÞj
2
Þ dt


p c
Z T
0
jxnj
jV 0ðxnÞj
dt
p c
Z T
0
jxnj
jxnjp	2jxnj 	 ejxnj
dt
- 0 as n-N:
Therefore, recalling that I 0ðxnÞ-0 as n-N and (1.3), we have thatZ T
0
’xn  ’cn dt-
Z T
0
bðtÞ dta0;
which contradicts the preceding limit. Hence f %xng is bounded. Combining
Steps 1–3 and Wirtinger’s inequality, it follows that fxng is bounded in
H: &
Lemma 3.2. Assume that the conditions of Theorem 1.3 hold. Then there
exists K1 > 0 such that for any K > K1 and IðxÞp	 K ; we have thatZ T
0
bðtÞjxjp dt > 0 and
@
@t
IðtxÞjt¼1o0:
Proof. First, we suppose for any n > 0 that there exists xn such that
IðxnÞp	 n and that
R T
0 bðtÞjxnðtÞj
p dtp0: Inspired by Alama and Pino [1], we
will obtain a contradiction. In fact, for this case, ðAS1Þ and (3.2) imply that
1
2
Z T
0
AðtÞxn  xn dt
Xn 	
Z T
0
bðtÞV ðxnÞ dt
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Xn 	
Z T
0
bðtÞjxnjp
p
dt þ
Z T
0
bðtÞ
jxnjp
p
	 V ðxnÞ
 
dt
Xn 	 cjjxnjj22 	 c;
hence jjxnjj
2
2-N: Here and then jj  jj2 ¼ jj  jjL2 :
Letting yn ¼ xnjjxn jj2: Since the deﬁnition of L in Theorem 1.3 implies that
AðtÞx  xpLjxj2 for xARN ; then for any e > 0; combining ðAS1Þ and
IðxnÞp	 n;
R T
0 bðtÞjxnðtÞj
p dtp0; we have that
1
2
jj ’ynjj
2
2
p 1
2jjxnjj
2
2
Z T
0
AðtÞxn  xn dt þ
Z T
0
bðtÞV ðxnÞ
jjxnjj
2
2
dt
pL
2
þ
Z T
0
bðtÞV ðxnÞ
jxnj2
	
1
p
bðtÞjxnj
p	2
 
jxnj2
jjxnjj22
dt þ
Z T
0
bðtÞjxnjp
pjjxnjj22
dt
pL
2
þ 2e
for n large enough. Consequently, yn,y0 in H with jjy0jj2 ¼ 1 and jj ’y0jj
2
2pL
by the weak lower semicontinuity of jj  jj2:
Evidently, it is a contradiction if Lp0: If 0oLoLn; then for any e > 0
and sufﬁciently large n; by ðAS1Þ we have that
0X
1
p
Z T
0
bðtÞjxnjp
jjxnjj22
dt
¼
1
p
jjxnjj
p	2
2
Z T
0
bðtÞjynjp dt
X
Z T
0
bðtÞV ðxnÞ
jjxnjj
2
2
dt 	 2e
X
1
2
jj ’ynjj
2
2 	
1
2jjxnjj
2
2
Z T
0
AðtÞxn  xn dt 	 2e
X 	
L
2
	 2e:
Since p > 2 and jjxnjj-N; we must have that
R T
0 bðtÞjynj
p dt-0; as n-N:
Hence
R T
0
bðtÞjy0ðtÞj
p dt ¼ 0: It follows that Lnpjj ’y0jj22; a contradiction.
Second, assume for any n > 0 that there exists zn such that IðznÞp	 n and
that @@tIðtznÞjt¼1X0; it follows thatZ T
0
bðtÞjznjp dt > 0; ð3:5Þ
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12
jj’znjj
2
2 	
1
2
Z T
0
AðtÞzn  zn dt 	
Z T
0
bðtÞV ðznÞ dtp	 n; ð3:6Þ
Z T
0
j’znj
2 	
Z T
0
AðtÞzn  zn dt 	
Z T
0
bðtÞV 0ðznÞ  zn dtX0; ð3:7Þ
hence
1
2
	
1
p
 
ðjj’znjj
2
2 	 Ljjznjj
2
2Þp
Z T
0
bðtÞ V ðznÞ 	
ðV 0ðznÞ  znÞ
p
 
dt: ð3:8Þ
We claim that jjznjj2-N as n-N: Otherwise, if along a subsequence,
jjznjj2pc; we have that
1
2
	
1
p
 
ðjj’znjj22 	 Ljjznjj
2
2Þpc;
it follows that jjznjjoN: Hence zn,z0 in H: Consequently,
Iðz0Þplim infn-NIðznÞ ¼ 	N; a contradiction. Therefore, jjznjj2-N:
Setting vn ¼ znjjzn jj2; then (3.8) implies that
jj’vnjj
2
2 	 Ljjvnjj
2
2pc
Z T
0
bðtÞ
V ðznÞ 	 1pV
0ðznÞ  znÞ
jjznjj
2
 !
dt-0:
Since jjvnjj22 ¼ 1; then jj’vnjj
2
2pL: It follows that vn,v0AH and jj’v0jj22pLoLn:
On the other hand, by (3.2) and noting that jjznjj2-N; we have that
1
jjznjj
2
2
Z T
0
bðtÞ V ðznÞ 	
1
p
jznjp
 
dt þ
1
2
Z T
0
bðtÞðjznjp

	V 0ðznÞ  znÞ dt

-0;
that is
1
2
	
1
p
 Z T
0
bðtÞ
jznjp
jjznjj
2
2
dt 	
Z T
0
bðtÞ
1
2
V 0ðznÞ  zn 	 V ðznÞ
jjznjj
2
2
dt-0: ð3:9Þ
Since by (3.6) and (3.7) we have thatZ T
0
bðtÞ
1
2
V 0ðznÞ  zn 	 V ðznÞ
 
p	 no0;
it follows from (3.5) and (3.9) that
1
2
	
1
p
 Z T
0
bðtÞ
jznjp
jjznjj22
dt ¼
1
2
	
1
p
 
jjznjj
p	2
2
Z T
0
bðtÞjvnj
p dt-0:
Since vn-v0 in L
pð½0; T Þ and jjznjj2-N; we have
R T
0
bðtÞjv0j
p dt ¼ 0: Hence
by the deﬁnition of Ln; Lnpjj’v0jj22; a contradiction too! &
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Based on Lemma 3.2 and (1.3), we introduce the following notations:
I	K :¼ fxAH : IðxÞp	 Kg; KXK1;
Hb :¼ xAH :
Z T
0
bðtÞjxðtÞjp dt > 0
 
;
H˜ :¼ fxAH : xðtÞ ¼ 0 for tA½0; T \Iþ; xðtÞc0g:
Lemma 3.3. Suppose that the assumptions of Theorem 1.3 hold. Then I	K
is a strong retract of Hb: Furthermore, Hb and H˜ are homotopically
equivalent.
Proof. Let xAHb: By Lemma 3.2, there exists a unique T ¼ TðxÞ such that
IðTxÞ ¼ 	K : By applying the Implicit Function Theorem, TðxÞ is a
continuous function on Hb: Let T˜ðxÞ ¼ maxfTðxÞ; 1g and deﬁne Zðs; xÞ ¼
ð1þ sðT˜ðxÞ 	 1ÞÞx; then Z : ½0; 1  Hb-I	K is a strong deformation retrac-
tion (cf. [1,10,24]).
We claim that H˜ is a retract of Hb: To prove this claim, we follow the
ideas from Lemma 2.4 of [1]. By (1.3), there exists a function
tACNð½0; T ;RÞ such that tðtÞ ¼ 1 for all tA %Iþ; tðtÞ ¼ 0 for all tA %I	 and
tðtÞA½0; 1 for other t: We deﬁne
zðs; xðtÞÞ ¼
ð1	 2sÞxðtÞ þ 2stðtÞxðtÞ if 0psp1
2
;
2ð1	 sÞtðtÞxðtÞ þ 2ðs 	 1
2
ÞPðtðtÞxðtÞÞ if 1
2
psp1;
(
where P : H-H˜ is the projection operator. Then z is a retraction. In fact, we
ﬁrst note that zð0; xÞ ¼ x for xAHb and zðs; xÞ ¼ x for xAH˜ and for sA½0; 1:
Now for xAHb; we prove that zðs; xÞAHb for sA½0; 1: In fact, if sA½0; 12;
then since xAHb; we see thatZ T
0
bðtÞjzðs; xÞjp dt ¼
Z
Iþ
bðtÞjxjp dt þ
Z
I	
ð1	 2sÞpbðtÞjxjp dt
X
Z T
0
bðtÞjxjp dt
> 0;
that is, zðs; xÞAHb: If sAð12; 1; by our deﬁnitions, we have thatZ T
0
bðtÞjzðs; xÞjp dt ¼
Z
Iþ
j2ð1	 sÞtðtÞxðtÞ þ 2 s 	
1
2
 
PðtðtÞxðtÞÞjp dtX0:
Furthermore, the equality of the above inequality cannot hold. Other-
wise,
PxðtÞ ¼ 	
1	 s
s 	 1
2
xðtÞ on Iþ;
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which implies that Px ¼ 0: Hence xðtÞ ¼ 0 on Iþ; which contradicts the fact
that xAHb: Therefore,
R T
0 bðtÞjzðs; xÞj
p dt > 0; i.e., zðs; xÞAHb:
Evidently, zð1; xÞ ¼ PðcxÞAH˜: Therefore, combining the above argu-
ments, z is a retraction from Hb onto H˜:Hence, Hb and H˜ are homotopically
equivalent. &
Proof of Theorem 1.3. By Lemma 3.3, we know that I	K is homotopically
equivalent to an inﬁnite dimensional sphere SN for K large enough, then the
Betti numbers bq ¼ dim HqðH; I	K Þ :¼ dim CqðI ;NÞ ¼ dim HqðH ; S
NÞ ¼ 0;
for q ¼ 0; 1; 2;y :
Now we suppose that (1.1) has only ﬁnitely many solutions, that is, I has
only ﬁnitely many critical points, let us say
x0 ¼ 0; x1;	x1;y; xm;	xm:
Choose a large enough such that 	aoIð7xiÞoa; i ¼ 0; 1;y; m; then bq ¼
dim HqðH; I	aÞ ¼ 0; for q ¼ 0; 1; 2;y : On the other hand, the Morse-type
numbers (cf. [10, p. 35]) are
Mq ¼ Mqð	a;NÞ ¼ rank CqðI ; 0Þ þ
Xm
i¼1
ðrank CqðI ; xiÞ
þ rank CqðI ;	xiÞÞ;
q ¼ 0; 1;y : Therefore, if we choose r > 0 sufﬁciently small such that
Bð7xi; rÞ :¼ fxAH : jjx 	 ð7xiÞjjprg; i ¼ 0; 1;y; m;
are not intersecting each other, then combining Borsuk Theorem and Morse
Relation (cf. [10, p. 100]), we have
0 ¼
XN
q¼0
ð	1Þqbq
¼
XN
q¼0
ð	1ÞqMq
¼
XN
q¼0
ð	1Þqrank CqðI ; 0Þ þ
Xm
i¼1
XN
q¼0
ð	1ÞqrankCqðI ; xiÞ
þ
Xm
i¼1
XN
q¼0
ð	1Þqrank CqðI ;	xiÞ
¼ degðI 0; Bð0; rÞ,
[m
i¼1
ðBðxi; rÞ,Bð	xi; rÞÞ; 0Þ
¼ odd number;
which is a contradiction! &
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