In the context of non-equilibrium statistical physics, the entropy production rate is an important concept to describe how far a specific state of a system is from its equilibrium state. In this paper, we establish a central limit theorem and a moderate deviation principle for the entropy production rate of d-dimensional Ornstein-Uhlenbeck processes, by the techniques of functional inequalities such as Poincaré inequality and log-Sobolev inequality. As an application, we obtain a law of iterated logarithm for the entropy production rate.
Introduction
Entropy production rate (EPR) was first proposed in non-equilibrium statistical physics to describe how far a specific state of a system is from its equilibrium state ( [9, 10, 12, 13, 16] ), which plays a key role in thermodynamics of irreversible processes. EPR is usually defined by the relative entropy of the process with respect to its time reversal.
For stationary Markov processes, by ergodic theorem, the sample entropy production rate (see (2.6)) converges to the EPR almost surely. Furthermore, in many cases, the sample EPR has a large deviation property and the rate function has a symmetry of Gallavotti-Cohen type, see [8, 11, 12] and so on. Also see survey papers [7] and [17] for applications of large deviations in non-equilibrium systems.
However, there seem no other asymptotic results such as moderate deviation principle (MDP), central limit theorem (CLT) and law of iterated logarithm (LIL) for EPR. For the general high dimensional diffusion processes, it seems very hard to establish these asymptotics. The difficulties arise from the several points as follows. On the one hand, the sample EPR has a complicated form which includes the density function of the invariant probability measure (see (2.8) below). Usually the density function does not have an explicit expression or it is too complicated to use. On the other hand, due to the complicated form of sample EPR again, there are not known criteria directly applicable to prove MDP.
The aim of this paper is to partly fill in this gap by studying the above asymptotics for EPR of d-dimensional Ornstein-Uhlenbeck processes. Thanks to the nice form of the density function of invariant measure, we use the techniques of functional inequalities such as Poincaré inequality and log-Sobolev inequality, to establish a CLT and an MDP. As an application of MDP, we obtain an LIL for EPR. To show LIL, we first sample a Markov chain from the process and prove its LIL, then fill in the gap between the chain. Due to the lack of independence, we sample the Markov chain after a suitable long time to get some weak dependence when proving LIL.
The paper is organized as follows. In Section 2, we first introduce the EPR for Ornstein-Uhlenbeck process, and then give the main results of this paper. In Section 3, we recall a criterion of CLT and MDP for additive functionals of Markov process, and then prove the first main result. In the last section, we prove LIL by the technique of MDP.
Ornstein-Uhlenbeck Processes and Entropy Production Rate
We are concerned with the Ornstein-Uhlenbeck (OU) process ξ = {ξ t } t≥0 which is the solution of the following stochastic differential equation
with the initial value ξ 0 , where B = (b ij ) ∈ R d×d and Σ = (σ ij ) ∈ R d×d are both constant matrices, and {W t } t≥0 is a d-dimensional Brownian motion on a probability space (Ω, F , P) with a filtration {F t } t≥0 . We assume that (2.2) the diffusion coefficient Q := ΣΣ T is strictly positive definite.
It is well known that the Markov process ξ has an invariant probability µ if and only if (2. 3) all the eigenvalues of B have negative real parts, see [2, 14] , and in that case Notice that Γ is nonsingular under conditions (2.2) and (2.3). Let ρ(x) be the probability density function of µ with respect to the Lebesgue measure dx on R d . Then
We refer to [10] for more details.
In this paper, we always assume that (2.2) and (2.3) hold, and the initial measure of ξ is the invariant measure µ. Thus, ξ is stationary. Let P [s,t] and P − [s,t] be the distributions of {ξ u } s≤u≤t and {ξ t+s−u } s≤u≤t for any 0 ≤ s ≤ t. Recall that the process ξ = {ξ t } t≥0 is said to be reversible if P [s,t] = P − [s,t] for any 0 ≤ s ≤ t. It is shown that the stationary OU process ξ is reversible if and only if the coefficients B and Q satisfy the symmetry condition
T , see [2, 14] . Notice that when d = 1, B < 0, the OU process ξ is always reversible. Now we give the definition and properties of the EPR of ξ, see [10] for details. Definition 2.1. For the stationary diffusion process ξ, the sample entropy production rate is defined by
(ω), (2.6) and the entropy production rate is defined by
By the ergodic theorem of the stationary process, for P-almost every ω ∈ Ω, lim t→∞ e p (t)(ω) = e p .
By the well-known Cameron-Martin-Girsanov formula, one can prove that the two probability measures P [0,t] and P − [0,t] on (Ω, F t ) are equivalent. Moreover, for P-almost every ω ∈ Ω, the Radon-Nikodym derivative dP [0,t] dP
and
In this paper, we shall investigate deviations of e p (t) from the EPR e p , as t increases to +∞, that is, the asymptotic behavior of
where λ(t) is some deviation scale which strongly influences the above asymptotic behavior:
(1) if λ(t) = 1, we are in the domain of the central limit theorem (CLT); (2) the case λ(t) = √ t provides some large deviation principle (LDP) estimates; (3) to fill in the gap between the CLT scale and the large deviations scale, we shall study the so-called moderate deviation principle (MDP), see [5] , that is when the deviation scale satisfies
For any p > 1, l > 0, let [5] and [19] . Let X be a complete separable metric space, B(X ) the Borel σ-field of X , and {X t } t≥0 a family of stochastic processes valued in X . Definition 3.1. (1) {X t } t≥0 satisfies a large deviation principle (LDP) if there exist a family of positive numbers {h(t)} t≥0 which tends to +∞ and a function I(x) which maps X into [0, +∞] satisfying the following conditions:
(i) for each l < +∞, the level set {x :
here h(t) is called the speed function and I(x) is the rate function.
satisfies a large deviation principle, for a family of positive numbers λ(t) such that
Next, we recall a criterion of CLT and MDP for additive functionals of Markov process in [19] .
Let (Ω, F , (F t ) t≥0 , (X t ) t≥0 , (θ t ) t≥0 , (P x ) x∈X ) be a Markov process, and (P t ) t≥0 be associated semigroup of Markov kernels with P 0 (x, ·) = δ x . We further assume that (X t ) t≥0 is continuous and (P t ) t≥0 possesses an invariant measure µ. For simplicity, we write
(1) 1 is an isolated, simple and the only eigenvalue with modulus
Then the following limit exists
and as t → +∞,
∈ · satisfies an LDP with speed λ 2 (t) and rate function
where U p µ (l) is defined in (2.11) and λ(t) satisfies (2.10). 3.2. The proof for Theorem 2.2. To prove Theorem 2.2, it suffices to verify the conditions of Theorem 3.2 for the stationary OU semigroup (P t ) t≥0 and for the additive functional A t := t · e p (t), which is
These will be done in this section by the techniques of functional inequalities, such as Poincaré inequality and log-Sobolev inequality, see [1, 18] .
It is well-known that the centered Gaussian measure µ on R d with covariance matrix Γ satisfies Poincaré inequality
and log-Sobolev inequality
for every smooth function f :
The generator of OU semigroup (P t ) t≥0 is
For any given t 0 > 0, the time reversal ξ − = {ξ t 0 −t } 0≤t≤t 0 of the stationary diffusion ξ over the time interval [0, t 0 ] is also stationary. Its infinitesimal generator is
Using the formula of integration by parts, we obtain that
where λ min (Q) is the minimum eigenvalue of Q, λ max (Γ) is the maximum eigenvalue of Γ (see (2.5)).
Now we verify the conditions in Theorem 3.2.
3.2.1. Condition (1). Putting (3.3) and (3.5) together, we have
By [18, Section 1.1], this is equivalent to that: for every f :
which implies that condition (1) holds for any t > 0.
Condition (2).
For reversible Markov processes, by the celebrated Gross theory, the log-Sobolev inequality is equivalent to the hypercontractivity of the semigroup (P t ) t≥0 , which is stronger than hyperboundness in Condition 2 of Theorem 3.2, see [1, Section 5.2]. However, this equivalent relationship does not always hold in the nonreversible case. Fortunately, the d-dimensional OU semigroup (P t ) t≥0 also has the the following hypercontractivity by [6] .
3.2.3. Condition (3). In this step, we prove the following stronger result, which implies Condition (3).
Proposition 3.4. There exist δ > 0, c > 0 such that for any t > 0,
Proof. Let
Then the quadratic variation process of local martingale M t is
For any s ∈ [0, t], δ ∈ (0, 1), by Hölder's inequality, we have
Now, we assume that
ct , for some constant c ∈ (0, +∞). 
This inequality, together with inequality (3.7), implies the desired result (3.6).
Now, it remains to prove (3.8). Denotẽ
where λ max (Q) is the maximum eigenvalue ofQ. To prove (3.8), it is sufficient to prove that there exists c > 0, η > 0 such that
Next, we shall prove (3.9). For any µ-integrable function V : R d → R, consider the Feynman-Kac semigroup
where f ≥ 0 is Borel measurable. Define the norm
Taking f ≡ 1, by Cauchy-Schwartz inequality, we obtain that
Now, we prove (3.9), based on the following result from [20] . 
Combining (3.4) and (3.5), and applying Lemma 3.5 and (3.10) to V (x) = η|x| 2 for some positive number η (to be determined later), we have
The above integral is finite, once
Thus, the inequality (3.9) holds for all η satisfying (3.11). The proof is complete.
Proof of Theorem 2.3
For any t ≥ 0, we define the process S t = t · (e p (t) − e p ). (4.1)
As t → +∞, by the CLT in Theorem 2.2, S t / √ 2t log log t will go to 0 in probability with respect to P, but the convergence will not be almost sure. Before proving LIL, we shall establish some auxiliary lemmas below.
Auxiliary lemmas.
Recall that the unique solution of (2.1) can be expressed as
It is a Markov process on R d whose transition semigroup is given by
where {µ t ; t ≥ 0} is a family of centered Gaussian measures on R d with covariance matrix
Notice that Γ − Γ t is positive definite.
Recall that 
Proof. By the Markov property of ξ, it suffices to prove the lemma for s = 0. By (4.3), as ξ 0 = x, the law of ξ t is the Gaussian measure on R d with mean e tB x and covariance matrix Γ t . Then the next inequalities follow immediately from the properties of the multivariate Gaussian distribution,
, where λ 0 (B) = max{the real part of all eigenvalues of B} < 0 by (2.3), λ max (Γ) is the maximum principle eigenvalue of Γ. By the above inequalities and Hölder's inequality, there exists a constant c > 0 such that
Proof. By the Markov property of process ξ, we only need to prove this lemma for n = 0. For any p ≥ 2, t ∈ (0, 1), there exists a constant c p > 0 such that
Taking the supremum up to time 1 and the expectation, by Burkholder-Davis-Gundy's inequality [4, Theorem 5.2.4] and Hölder's inequality, we have
Since the p-moments of Gaussian random variables {ξ s } s∈ [0, 1] are uniformly finite, the most right hand side of above inequality is finite. Proof of Theorem 2.3. We shall only prove (2.12), and the proof of (2.13) is very similar, which is omitted here. The proof is divided into two steps: upper bound and lower bound. Both of steps are heavily based on the MDP results in Theorem 2.2.
Step 1. (Upper bound). First, we prove the upper bound lim sup t→+∞ t 2 log log t (e p (t) − e p ) ≤ σ, a.s.. (4.5)
Step 1.1. Upper bound of the sequence
for any given γ > 1, and prove the upper bound for this sequence in this step.
For any θ > 0, let E n,θ := S n ≥ θσ 2n log log n . (4.6) Applying Theorem 2.2 to λ(n) = log log n, we have that for any θ > 1, 0 < ε < θ − 1, for any k large enough,
Consequently, as log log n k ∼ log k, we have
By the Borel-Cantelli lemma and the arbitrariness of θ > 1, we obtain lim sup
Step 1.2. Comparison between the sequence {S n } n≥1 and the sequence {S n k } k≥1 . We need to estimate the probability P( n k+1 j=n k +1 E j,θγ ). For any integer j ∈ (n k , n k+1 ], define
Then, for any k large enough,
Now, let us estimate the probability P E c n k +1,θγ · · · E c j−1,θγ E j,θγ F j by the Markov property and the moderate deviations result in Theorem 2.2.
Let F ξ t := σ{ξ s ; 0 ≤ s ≤ t}. By the Markov property of Ornstein-Uhlenbeck process ξ, for any j ∈ (n k , n k+1 ], we have
When |ξ j | < j 
, by Chebychev's inequality and Lemma 4.1 again, P(F c j |ξ j ) = P S n k+1 − S j ≥ n k+1 log log kσ ξ j (4.13)
Next, we shall use the moderate deviations result to estimate the last term. For any |x| < j 1 8 , t = γ (k+1)/8 , the transition probability P (t; x, ·) is absolutely continuous with respect to the invariant measure µ, and the Radon-Nikodym derivative
For any |ξ j | < j 1 8 , applying the MDP in Theorem 2.2, we obtain that for any j ∈ [n k , n k+1 − γ k+1 8 ] large enough P S n k+1 − S j+γ (k+1)/8 ≥ n k+1 log log kσ/2 ξ j (4.14)
.
By (4.12)-(4.14), for any |ξ j | < j 1 8 and for any j large enough,
This, together with (4.11), implies that for any k large enough,
First taking sum of j over (n k + 1, n k+1 ], and then taking sum of k over N, by (4.10), we have
which is finite by (4.7) and the fact that the law of ξ n is identical to the invariant Gaussian measure µ. Consequently by the Borel-Cantelli lemma, we have
which is equivalent to that
By the arbitrariness of θ, γ ∈ (1, +∞), we have lim sup n→+∞ S n √ 2n log log n ≤ σ a.s..
Step 1.3. Comparison between the sequence {S t } t≥1,t∈R and the sequence {S n } n≥1,n∈N . For any ε > 0, n ∈ N, by Lemma 4.2 and Chebyshev's inequality, we have
Consequently, we have
By the Borel-Cantelli lemma, we obtain lim sup
Due to the arbitrariness of ε > 0, lim sup
2n log log n a.s., which implies the upper bound (4.5) holds.
Step 2. (Lower bound). In this step, we shall prove that: the sequence {S n k } k≥1 , where n k = ρ k for any given ρ > 4, satisfies that lim sup
By the arbitrariness of ρ > 4, we have lim sup n→+∞ S n √ 2n log log n ≥ σ a.s.
For any θ ∈ (0, 1), let
Recall E n,θ defined in (4.6). For any k ≥ 1, 1/ √ ρ < θ 2 ≤ θ 1 < 1 − 1/ρ, we have
Taking the union of the terms from k to ∞, we have
Now we estimate those probabilities.
Step 2.1. Estimate of P ∞ j=k G j,θ 1 . For any m > k, by the Markov property of ξ, we have
Since the law of stationary process ξ n is identical to the Gaussian measure µ defined in (2.4), there exist constants c 1 > 0, c 2 > 0 such that
Next, we shall use the moderate deviations result to estimate the last term in (4.17). For any |x| ≤ m, the transition probability P (m; x, ·) is absolutely continuous with respect to the invariant measure µ, and the Radon-Nikodym derivative f := dP (m; x, ·) dµ ∈ L 2 (µ) and f L 2 (µ) ≤ l for some l > 0.
For any |ξ n m−1 | ≤ m, applying the MDP in Theorem 2.2, we obtain that for any m large enough P G m,θ 1 ξ n m−1 =P S nm − S n m−1 +m ≥ θ 1 σ 2n m log log n m ξ n m−1 =E P ξ n m−1 +m S nm−n m−1 −m ≥ θ 1 σ 2n m log log n m ξ n m−1 ≥ exp − θ 1 n m log log n m n m − n m−1 − m .
For any m large enough, log log n m = log log ρ m ∼ log m, then the above inequality implies that P G Step 2.2. Estimate of P (H j,θ 2 ). Applying the MDP in Theorem 2.2 to λ(n) = log log n, for any given ε ∈ (0, θ 2 − 1/ρ), it holds that for any k large enough P (H k,θ 2 ) =P |S n k−1 +k | ≥ θ 2 σ 2n k log log n k ≤ exp − (θ 2 2 − ε)n k log log n k (n k−1 + k) ∼ exp −(θ 2 2 − ε)ρ log k for large k, where we have used the facts log log n k = log log ρ k ∼ log k and n k /(n k−1 + k) ∼ ρ for large k. Since (θ 2 − ε)ρ > 1, 
