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A parallel structured divide-and-conquer
algorithm for symmetric tridiagonal eigenvalue
problems
Xia Liao, Shengguo Li, Yutong Lu and Jose E. Roman
Abstract—In this paper, a parallel structured divide-and-conquer (PSDC) eigensolver is proposed for symmetric
tridiagonal matrices based on ScaLAPACK and a parallel structured matrix multiplication algorithm, called PSMMA.
Computing the eigenvectors via matrix-matrix multiplications is the most computationally expensive part of the divide-
and-conquer algorithm, and one of the matrices involved in such multiplications is a rank-structured Cauchy-like matrix.
By exploiting this particular property, PSMMA constructs the local matrices by using generators of Cauchy-like matrices
without any communication, and further reduces the computation costs by using a structured low-rank approximation
algorithm. Thus, both the communication and computation costs are reduced. Experimental results show that both
PSMMA and PSDC are highly scalable and scale to 4096 processes at least. PSDC has better scalability than PHDC
that was proposed in [J. Comput. Appl. Math. 344 (2018) 512–520] and only scaled to 300 processes for the same
matrices. Comparing with PDSTEDC in ScaLAPACK, PSDC is always faster and achieves 1.4x–1.6x speedup for some
matrices with few deflations. PSDC is also comparable with ELPA, with PSDC being faster than ELPA when using few
processes and a little slower when using many processes.
Index Terms—PSMMA, PUMMA Algorithm, ScaLAPACK, Divide-and-conquer, Rank-structured matrix, Cauchy-like
matrix
F
1 INTRODUCTION
Computing the eigendecomposition of a sym-
metric tridiagonal matrix is an important linear
algebra problem and is widely used in many
fields of science and engineering. It is usually
solved by divide-and-conquer (DC) [1], [2],
QR [3], MRRR [4], and some other methods.
The DC algorithm is now the default method
in LAPACK [5] and ScaLAPACK [6] when the
eigenvectors are required. DC is usually very
efficient in practice, requiring only O(n2.3) flops
for matrices with dimension n on average [7],
but its complexity can still be O(n3) for some
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matrices with few deflations. The performance
of an algorithm not only depends on the
number of floating point operations, but also
other ingredients such as communication and
data movements, etc. Some communication-
avoiding algorithms have been developed re-
cently [8], [9]. In this work, we aim to accelerate
the parallel DC algorithm on distributed mem-
ory machines by reducing both the computation
complexity and communication complexity. Our
algorithm can be much faster than the ScaLA-
PACK routine PDSTEDC for those difficult ma-
trices, and can scale to thousands of processes.
Experimental results are included in section 4.
It is known that some Cauchy-like matrices
with off-diagonally low-rank properties appear
in the DC algorithm [1], [2], which can be
approximated by hierarchically semiseparable
(HSS) matrices [10], [11]. Then, the worst case
complexity of DC can be reduced from O(n3)
to O(n2r), where r is a modest number and is
usually much smaller than a large n, see [12].
This technique was extended for the bidiago-
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nal and banded DC algorithms for the SVD
problem on a shared memory multicore plat-
form in [13], [14]. For distributed memory ma-
chines, a parallel DC algorithm is similarly pro-
posed in [15] by using STRUMPACK (STRUc-
tured Matrices PACKage) [16], which provides
some distributed parallel HSS algorithms. The
accelerated DC proposed in [15] was called
PHDC. However, numerical results show that
for the simple matrix-matrix multiplication op-
erations, STRUMPACK is not as scalable as
PDGEMM, and may become slower than PDGEMM
when using 300 or more processes on Tianhe-2
supercomputer. See [15] for details.
Instead of using HSS, this work exploits a
much simpler type of rank-structured matrix,
called BLR (Block low-rank format [17]). Com-
pared with HSS, BLR abandons the hierarchy
but compresses the off-diagonal blocks. It loses
the near-linear complexity of other hierarchical
matrices such as H-matrix [18], H2-matrix [19],
and HSS matrix. Because of its simple struc-
ture, BLR is easy to implement in parallel, and
often improves the scalability of corresponding
algorithms, see [17], [20] for more details.
In this paper, we propose a parallel struc-
tured matrix-matrix multiplication algorithm
for Cauchy-like matrices, which will be named
PSMMA. It exploits the off-diagonal low-rank
property of matrices like BLR, and it can fur-
ther reduce the communication cost by con-
structing local submatrices using the generators,
which will be explained in section 3. Our main
contributions include the following:
• We propose a parallel structured ma-
trix multiplication algorithm (PSMMA)
for structured matrices including Cauchy-
like, Toeplitz, Hankel, Vandermonde, etc.
PSMMA can reduce both the communica-
tion and computation costs by using low-
rank approximations. To the best of the
authors’ knowledge, none of the matrix
multiplication algorithms has been devel-
oped to reduce the communication cost by
exploiting the structure of matrices.
• PSMMA works for matrices both in the
block cyclic data distribution (BCDD) form
(like ScaLAPACK) and block data distribu-
tion (BDD) form (2D block partitioning). It
also works for general process grids.
• Combining PSMMA with the DC algo-
rithm in ScaLAPACK, we propose a paral-
lel structured DC algorithm (PSDC), which
can be much faster than PDSTEDC in
ScaLAPACK. PSDC is also competitive
with ELPA [21].
The process of PSMMA is similar to Can-
non [22] and Fox [23] algorithms. However,
PSMMA works for matrices in BCDD form
and works for any rectangular process grids.
From this perspective, PSMMA is more like
PUMMA [24], a generalized Fox algorithm.
PSMMA is more efficient than PUMMA for
structured matrices and details are shown in
section 3.1.2. It has three advantages compared
with PUMMA. One advantage is that PSMMA
constructs the required submatrix locally by
using the generators without communication
and thus requires less communication. Another
one is that PSMMA combines with low-rank
approximations and therefore the computation
complexity is also reduced. The third one is that
PSMMA requires less workspace and the size
of local matrix multiplications is also larger
than PUMMA. In this paper, SRRSC [13], [25] is
used to compute the low-rank approximations
of Cauchy-like matrices in PSMMA, which only
requires linear storage. Note that PDGEMM im-
plements an algorithm similar to SUMMA [26].
Compared with SUMMA [26], which is based
on the outer product form of matrix multipli-
cation, PSMMA can naturally exploit the off-
diagonal low-rank property of matrices.
By incorporating PSMMA into the DC algo-
rithm in ScaLAPACK [7], we obtain a highly
scalable DC algorithm, which has much bet-
ter scalability than the previous PHDC algo-
rithm [15]. To distinguish from PHDC, we call
the newly proposed algorithm parallel struc-
tured DC algorithm (PSDC). Numerical re-
sults show that PSDC is always faster than
PDSTEDC in ScaLAPACK, and scales to 4096
processes at least. That is because PSDC re-
quires both less computations and communi-
cations than PDSTEDC. The speedups of PSDC
over PDSTEDC can be up to 1.4x-1.6x for some
matrices with dimension 30, 000 on Tianhe-2
supercomputer. Note that PHDC in [15] can
only scale to 300 processes for the same ma-
trices.
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The remaining sections of this paper are
organized as follows. Section 2 introduces the
DC algorithm, the SRRSC algorithm for con-
structing low-rank approximations of Cauchy-
like matrices, and some classical parallel matrix
multiplication algorithms. Section 3 presents
the newly proposed parallel structured ma-
trix multiplication algorithm PSMMA, and de-
scribes the implementation details of PSDC,
which combines PSMMA with the parallel
tridiagonal DC algorithm in ScaLAPACK. All
the experimental results are reported in sec-
tion 4, and some future works are included in
section 4.2. Conclusions are drawn in section 5.
2 PRELIMINARIES
Assume T is a symmetric tridiagonal matrix,
T =

a1 b1
b2
. . . . . .
. . . an−1 bn−1
bn−1 an
 . (1)
We briefly introduce some formulae of Cup-
pen’s divide-and-conquer algorithm [1], [7].
The ScaLAPACK routine also implements this
version of DC algorithm [7] based on rank-one
update.
Firstly, T is decomposed into the sum of two
matrices,
T =
[
T1
T2
]
+ bkvv
T , (2)
where T1 ∈ Rk×k, bk is the off-diagonal element
at the kth row of T and v = [0, . . . , 1, 1, . . . , 0]T
with ones at the kth and (k + 1)th entries. If
T1 = Q1Λ1Q
T
1 and T2 = Q2Λ2QT2 , then T can be
written as
T =
[
Q1
Q2
]([
Λ1
Λ2
]
+ bkuu
T
)[
QT1
QT2
]
,
(3)
where u =
[
QT1
QT2
]
v =
[
last col. of QT1
first col. of QT2
]
.
Since Q1 and Q2 are orthogonal matrices, the
problem is reduced to computing the spectral
decomposition of a diagonal plus rank-one ma-
trix,
M ≡ D + bkuuT = Q̂ΛQ̂T , (4)
ALGORITHM 1: DC(T,Q,Λ) algorithm for
computing the eigendecomposition of a
symmetric tridiagonal matrix.
Input: T ∈ Rn×n
Output: eigenvalues Λ, eigenvectors Q
if the size of T is small enough then
apply the QR algorithm and compute
T = QΛQT ;
return Q and Λ;
else
form T =
[
T1
T2
]
+ bkvv
T ;
call DC(T1, Q1,Λ1);
call DC(T2, Q2,Λ2);
form M = D + bkuuT from Qi,Λi and v
(i = 1, 2), where D = diag(Λ1,Λ2);
find eigenvalues Λ and eigenvectors Q̂
of M ;
compute the eigenvectors of T as
Q =
[
Q1
Q2
]
Q̂;
return Q and Λ;
end
where D = diag(Λ1,Λ2) is a diagonal matrix, Λ
is a diagonal matrix whose diagonal elements
are the eigenvalues of matrix M , and Q̂ is the
eigenvector matrix of M . Then, the eigenvector
matrix of T is computed as[
Q1
Q2
]
Q̂. (5)
The eigenvalues λi of D + bkuuT are the roots
of the secular equation
f(λ) = 1 + bk
u2k
dk − λ = 0, (6)
where dk is the kth diagonal entry of D, uk is
the kth component of u. Then, the eigenvector
is computed as
qˆi = (D − λiI)−1u. (7)
The main observation of works [15], [12] is
that
Q̂ =
(
uivj
di − λj
)
i,j
, (8)
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where vj = 1/
√∑n
k=1
u2k
(dk−λj)2 , is a Cauchy-
like matrix, and the vectors u, v ∈ Rn and
d = (d1, · · · , dn)T , λ = (λ1, · · · , λn)T are called
generators.
The whole classical DC algorithm is shown
in Algorithm 1. The main computational task
of DC lies in computing the eigenvectors
via matrix-matrix multiplications (MMM) (5),
which costs O(n3) flops. Since Q̂ is a
Cauchy-like matrix and off-diagonally low-
rank, MMM (5) can be accelerated by us-
ing HSS matrix algorithms, and the computa-
tional complexity can be reduced significantly,
see [15], [12] for more details. The aim of this
work is not only to reduce the computation
cost of MMM (5) but also its communication
cost in the distributed memory environment.
For simplicity, we do not consider deflation
in (5). About the deflation process, we refer the
interested readers to [1], [27] and section 3.2.
2.1 SRRSC low-rank approximation
A novel low-rank approximation method for
Cauchy-like matrix is proposed in [13], [25],
which only requires linear storage. For com-
pleteness, this method is introduced briefly in
this section, which only works on the genera-
tors.
Assume that A is an n×n Cauchy-like matrix,
A = (
uivj
di−wj )i,j . The following factorization is
called the kth Schur complement factorization of
A,
A =
[
A11 A12
A21 A22
]
=
[
A11
A21 A
(k)
] [
I Z(k)
I
]
, (9)
where A11 ∈ Rk×k and A(k) is called the kth
Schur complement.
One good property of a Cauchy-like matrix
is that its kth Schur complement A(k) is also
Cauchy-like [28], [29], and its generators can
be computed recursively as follows.
Theorem 1: The kth Schur complement A(k)
satisfies
DkA
(k)−A(k)Wk = u(k)(k+1 : n)· v(k)T (k+1 : n),
with Dk+1 = diag(dk+1, · · · , dn) and Wk+1 =
diag(wk+1, . . . , wn). Then
u(k)(k + `) = u(k−1)(k + `)· dk+` − dk
dk+` − wk , (10)
v(k)(k + `) = v(k−1)(k + `)· wk+` − wk
wk+` − dk , (11)
with 1 ≤ ` ≤ n − k, k ≥ 1, A(0) = A, u(0) = u
and v(0) = v.
Corollary 1: For 1 ≤ ` ≤ n − k, k ≥ 1, the
generators of A(k) are
u(k)(k + `) =
k∏
j=1
dk+` − dj
dk+` − wj ·u
(0)(k + `), (12)
v(k)(k+ `) =
k∏
j=1
wk+` − wj
wk+` − dj · v
(0)(k+ `).  (13)
It is easy to prove that Z(k) is also Cauchy-
like, and its generators can also be computed
recursively.
Theorem 2: The generators of Z(k) satisfy the
displacement equation
W
(k)
1 Z
(k)−Z(k)W (k)2 = y(k)(1 : k)· v(k)(k+1 : n)T ,
where W (k)1 = diag(w1, . . . , wk) and W
(k)
2 =
diag(wk+1, . . . , wn), and
y(k)(i) =
∏
1≤j≤k,j 6=i
dj − wi
wj − wi ·
di − wi
v(0)(i)
, (14)
and v(k)(k+ 1 : n) are computed recursively by
equation (13). Furthermore,
y(k)(i) =
{
y(k−1)(i)· dk−wi
wk−wi , if 1 ≤ i ≤ k − 1,∏k−1
j=1
wk−dj
wk−wj ·
dk−wk
v(0)(k)
, if i = k. 
Since permutation does not destroy the struc-
ture of Cauchy-like matrices, we can permute
generators u(k), v(k), d and w to make the first
entry of A(k), A(k)(1, 1) = u
(k)(k+1)v(k)(k+1)
dk+1−wk+1 , large.
A complete pivoting strategy could be used.
Some efficient pivoting strategies have been
proposed in [29] and [30]. We used the pivoting
strategy proposed in [13].
If the entries of A(k) are negligible, and then
by ignoring A(k), we get a low-rank approxi-
mation to A,
AP ≈ A(1 : n,T ) [I Z(k)] , (15)
where T = {i1, i2, . . . , ik} ⊂ {1, 2, . . . , n} and
P is a permutation matrix which records the
column permutations during the pivotings. To
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be more specific, A(1 : n,T ) consists of a subset
of columns of A, and from Theorem 2,
Z
(k)
ij =
u(k)(k + i)y(k)(j)
w(i)− w(k + j) , (16)
where w is the array after permutation.
2.2 Parallel Matrix-Matrix multiplications
Matrix-matrix multiplication is a very impor-
tant computational kernel of many scientific
applications. In this subsection, we briefly in-
troduce some parallel matrix multiplication al-
gorithms, which compute C = A×B.
Cannon algorithm [22] was the first effi-
cient algorithm for parallel matrix multiplica-
tion providing theoretically optimal communi-
cation cost. However it requires the process
grid to be square, which limits its practical
usage. Fox algorithm proposed in [23] has the
same problem. The PUMMA algorithm [24] is
a generalized Fox algorithm, and it works for
a general P × Q processor grid. PUMMA was
designed for ScaLAPACK and used the BCDD
form.
The current version of ScaLAPACK imple-
ments SUMMA [26], which was proposed in
the mid-1990s and designed for a general
processor grid. It also uses the block-cyclic
data distribution form. It implements the outer
product form of matrix multiplication, and al-
lows to pipeline them. PUMMA implements
the inner product form, and requires the largest
possible matrices for computations and com-
munications. Some more efficient matrix mul-
tiplication algorithms have been proposed re-
cently, like 2.5D algorithm [31], CARMA [32],
CTF [33], and COSMA [34], and many others.
Since they are not quite related to this current
work, we do not attempt to give a complete
literature review.
PUMMA is more appropriate for the rank-
structured matrices than SUMMA, since the
large off-diagonal blocks can be compressed by
low-rank approximations. So are Cannon and
Fox algorithms. It is not obvious for SUMMA
to exploit the rank-structured property of the
input matrices.
In this paper, we propose a parallel struc-
tured matrix multiplication algorithm, which is
called PSMMA for short. We assume at least
one of the two matrices is a structured ma-
trix. By ’structured matrices’ we mean those
matrices which can be expressed using O(n)
parameters where n is the dimension of ma-
trix, e.g. Cauchy-like, Toeplitz, Hankel, and
Vandermonde matrices [35]. PSMMA can be
based on the BCDD structure like PUMMA and
ScaLAPACK, and it can also be based on the
BDD structure like Cannon or Fox algorithms.
As shown later, the second approach is more
efficient to exploit the off-diagonal low-rank
structure. Its drawback is that it requires to
redistribute the matrix from the BCDD form
to BDD form, since the matrices are initially
stored in BCDD form in ScaLAPACK routines.
The PSMMA in BCDD form fits well with
ScaLAPACK routines and does not need any
data redistribution.
By exploiting the special structure of matrix,
PSMMA can reduce both the computation and
communication costs. To the best of the au-
thors’ knowledge, this work is the first one
proposing a reduction of the communication
cost of matrix multiplication algorithms by ex-
ploiting the structures of matrices.
3 ALGORITHM PROPOSED
The main contributions of this paper consist of
two parts. First, we design a parallel structured
matrix multiplication algorithm for structured
matrices in section 3.1, which is called PSMMA
and can reduce both the computation and com-
munication costs.
Secondly, section 3.2 shows how to com-
bine PSMMA with the parallel tridiagonal DC
algorithm in ScaLAPACK. It illustrates how
to modify several routines in ScaLAPACK in
order to use PSMMA. The parallel structured
DC algorithm is called PSDC, and its whole
procedure is summarized in Algorithm 3. A
cartoon is included in Fig. 4 to show the whole
workflow of PSDC.
3.1 PSMMA for structured matrices
In this subsection, we introduce PSMMA to
compute C = A × B, where A ∈ Rm×k is a
general matrix, B ∈ Rk×n is a structured matrix,
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and its entries can be represented by O(n + k)
parameters. The case that A is a structured
matrix and B is a general matrix is similar.
When both A and B are structured matrices,
all operations can be performed locally without
any communication, which will be explained
later. In the following sections, we assume A is
stored in BCDD form and B is represented by
its generators.
Suppose the matrix A has M block rows and
K block columns, and the matrix B has K block
rows and N block columns. Block (I, J) of C is
then computed by
C(I, J) =
K−1∑
`=0
A(I, `)·B(`, J), (17)
where I = 0, 1, · · · ,M − 1, J = 0, 1, · · · , N − 1.
Cannon and Fox algorithms initially consid-
ered only the case of matrices in which each
processor contains a single row or a single
column of blocks [22], [23]. PUMMA consid-
ered the matrix multiplication algorithms with
BCDD form [26]. Fig. 1 shows a 6 × 6 block
matrix stored in a 2× 3 process grid. It is easy
to see that the matrix in the block cyclic form is
obtained from the original matrix by perform-
ing row and column block permutations.
Since the matrix B can be represented by its
generators, any submatrices of B can be formed
easily. This fact enables us to treat the submatri-
ces of A in each process as a whole continuous
block, and we only need to construct the proper
submatrices of B correctly. This is our main
observation. After discovering this fact, the
proposal of the PSMMA algorithm becomes
very natural and simple, just following the
equation (17). The whole procedure is shown
in Algorithm 2.
To illustrate the algorithm from the process
point of view, we show how the submatrices
of C stored at process P0 (located at position
(0, 0) of the process grid) are computed for the
matrix shown in Fig. 1(b). This consists of three
steps, and the process is depicted in Figure 2.
The column indexes of B are fixed, and its row
indexes are determined by the column indexes
of A. After each step, matrix A would be shifted
leftward, and the local matrix A on process P0
is updated by the matrix on process P1. As
(a) Matrix point-of-view.
(b) Process point-of-view.
Fig. 1. A matrix with 6 × 6 blocks is distributed
over a 2× 3 process grid.
shown in Fig. 1(b), the local matrix A of process
P0 at step 1 is updated by that of process P1,
which is located at the right of process P0. After
process P0 has received the matrix A from all
other processes, the algorithm stops.
Algorithm 2 works both for block cyclic data
distribution and block data distribution. It only
depends on the distribution of A to determine
the row indexes of local matrix B. In step
3(b) of Algorithm 2, we construct a low rank
approximation only when the local matrix B
is probably low rank. For the tridiagonal DC
algorithm in section 2, matrix B is a Cauchy-
like matrix and we can check whether the in-
tersection of CIndex and RIndex is empty or not.
If the intersection is empty, the B submatrix is
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ALGORITHM 2: PSMMA for a structured
matrix B.
Input: A ∈ Rm×k, B ∈ Rk×n, where A is
distributed over a p× q process
grid, B is a structured matrix and
all processes have a copy of its
generators;
Output: C = A×B.
1) Each process constructs the column
indexes (CIndex) of matrix B based on
its process column in the process grid;
2) Set C = 0.
3) do ` = 0, q − 1
(a) For each process (i, j), construct the
column indexes (RIndex) of matrix A
based on the process column
mod (j + `, q);
(b) Calculate the required B subblock
B(RIndex,CIndex), and construct its
low-rank approximation (if needed)
by using its generators, B ≈ UBVB;
(c) Multiply the copied A subblock with
the currently residing B subblock:
C = C + (A·UB)·VB;
(d) Shift matrix A leftward cyclically
along each process row;
end do
probably numerically low-rank. Otherwise, the
B submatrix is probably full rank. For Cauchy-
like matrices, we use SRRSC discussed in sec-
tion 2.1 to construct a low-rank approximation
to matrix B.
REMARK 1. The PSMMA algorithm intro-
duced in this section is also suitable for other
structured matrices, such as Toeplitz, Vander-
monde, and DFT (Discrete Fourier Transform)
matrices. Some results will be shown in our
future works.
REMARK 2. Only step 3(d) of Algorithm 2 re-
quires point-to-point communications. It can be
overlapped with other computations if imple-
mented carefully. During our numerical exper-
iments, we did not implement this technique.
Fig. 2. The process for computing the submatri-
ces of C located at process (0, 0).
3.1.1 Storage form affects the off-diagonally
low-rank property
For our problem, the eigenvector matrix Q̂
in equation (4) is a Cauchy-like matrix, see
equation (8). It is further off-diagonally low
rank, since {di}ni=1 and {λi}ni=1 are interlacing.
The storage form of matrix A affects the low-
rank property of matrix B in Fig. 2. We use the
following example to show the main points.
Example 0. Assume that matrix B is defined
as Bij =
uivj
di−wj , where ui and vj are random
numbers, di = i· b−an , wj = dj + b−a2∗n , a = 1.0, b =
9.0, for i, j = 1, 2, · · · , n. It is known that B is
a rank-structured Cauchy-like matrix, see [13].
Let n = 768 and assume B is distributed over
a 3 × 3 process grid. Suppose that NB = 128
(the parameter of block size for distribution),
we get the BCDD form of matrix B, as shown
in Fig. 3(a). By choosing NB = 256, we get the
BDD form of B in Fig. 3(b).
Fig. 3 shows the block partitions of matrix B
when choosing different NB. The numbers in
Fig. 3 are the ranks of the corresponding blocks.
Fig. 3(a) shows the ranks of blocks of B when
B is in the BCDD form. From it we can see the
off-diagonal ranks in Fig. 3(a) are larger than
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those when B is in the BDD form, which are
shown in Fig. 3(b). Many flops can be saved
when the ranks are small. When B is initially
stored in the BCDD form with small NB, we
can transform it to the BDD form by using
ScaLAPACK routine PDGEMR2D. We compare
these two cases in Example 1 in section 4.
(a) Block cyclic distribution of
matrix B when NB = 128.
(b) Block distribution of B
when NB = 256.
Fig. 3. The ranks of B blocks when B is in the
BCDD and BDD forms, respectively.
3.1.2 Comparison with other algorithms
Algorithm 2 works on the whole block of local
matrices, like the block partition based algo-
rithms such as Cannon and Fox algorithms.
The advantages of PSMMA over Cannon and
Fox algorithms are that Algorithm 2 also works
for matrices of BCDD form and also works for
any rectangular process grids.
Comparing with PUMMA, which works for
block cyclic data distribution and rectangu-
lar process grids, Algorithm 2 requires less
workspace and the size of local matrix multi-
plications is larger than that in PUMMA. Based
on the LCM concept, PUMMA needs extra
workspace to permute the block columns of A
and block rows of B together, which can be
multiplied simultaneously. Therefore, PUMMA
requires roughly as much extra workspace to
store another copy of the local matrices A and
B, which makes it impractical in real applica-
tions, see [24], [36]. Furthermore, only partial
block columns (rows) can be merged together
in PUMMA, while PSMMA always multiplies
the whole local matrix A with B and it does
not need to permute the block columns of A or
the block rows of B.
Comparing with SUMMA, which is based on
the outer product form of matrix multiplica-
tion, PSMMA can further exploit the low-rank
structure of matrix B. It is not easy for SUMMA
to exploit this property.
3.2 Parallel Structured DC Algorithm
The excellent performance of the DC algorithm
is partially due to deflation [37], [1], which
happens in two cases. If the entry zi of z is
negligible or zero, the corresponding (λi, qˆi) is
already an eigenpair of T . Similarly, if two
eigenvalues in D are identical then one entry
of z can be transformed to zero by applying
a sequence of plane rotations. All the deflated
eigenvalues are moved to the end of D by
a permutation matrix, and so are the corre-
sponding eigenvectors. Then, after deflation,
(3) reduces to
T = Q(GP )
(
D¯ + bkz¯z¯
T
D¯d
)
(GP )TQT , (18)
where G is the product of all rotations, P is
a permutation matrix, and D¯d are the deflated
eigenvalues.
According to (4), the eigenvectors of T are
computed as
U =
[(
Q1
Q2
)
GP
](
Q̂
Id
)
. (19)
To improve efficiency, Gu [38] suggested a
permutation strategy for reorganizing the data
structure of the orthogonal matrices, which has
been used in ScaLAPACK. The matrix in square
brackets is permuted as
(
Q11 Q12 0 Q14
0 Q22 Q23 Q24
)
,
where the first and third block columns contain
the eigenvectors that have not been affected
by deflation, the fourth block column contains
the deflated eigenvectors, and the second block
column contains the remaining columns. Then,
the computation of U can be done by two paral-
lel matrix-matrix products (calling PDGEMM) in-
volving parts of Q̂ and the matrices
(
Q11 Q12
)
,(
Q22 Q23
)
. Another factor that contributes to
the excellent performance of DC is that most
operations can take advantage of highly opti-
mized matrix-matrix products.
JOURNAL OF LATEX CLASS FILES, VOL. 11, NO. 4, DECEMBER 2012 9
When there are few deflations, the size of
matrix Q̂ in (19) will be large, and most of
the time spent by DC would correspond to
the matrix-matrix multiplication in (19). Fur-
thermore, it is well-known that matrix Q̂ de-
fined as in (4) is a Cauchy-like matrix with
off-diagonally low rank property, see [2], [12].
Therefore, we simply use the parallel struc-
tured matrix-matrix multiplication algorithm to
compute the eigenvector matrix U in (19). Since
PSMMA requires much fewer floating point
operations and communications than the plain
matrix-matrix multiplication, PDGEMM, this ap-
proach makes the DC algorithm in ScaLAPACK
much faster.
As mentioned before, the central idea is to
replace PDGEMM by PSMMA. The eigenvec-
tors are updated in the ScaLAPACK routine
PDLAED1, and therefore we modify it and call
PSMMA in it instead of PDGEMM. The whole
procedure of PSDC accelerated by PSMMA is
summarized in Algorithm 3. Comparing with
the classical DC algorithm (Algorithm 1), the
only difference is that PSMMA is used when
the size of matrix M is large. In Fig. 4 the stages
of PSDC are graphically represented.
Note that after applying permutations to Q
in (19), matrix Q̂ should also be permuted
accordingly. From the results in [2], [12], [13],
we know that Q̂ is a Cauchy-like matrix and
off-diagonally low-rank, the numerical rank is
usually around 50-100. When combining with
PSMMA, we would not use Gu’s idea [38] since
permutation may destroy the off-diagonally
low-rank structure of Q̂ in (19). We need to
modify the ScaLAPACK routine PDLAED2, and
only when the size of deflated matrix D¯ in (18)
is large enough, PSMMA would be used, oth-
erwise use Gu’s idea. In section 4, we denote
the size of D¯ by K, whose value depends on
the matrix as well as the architecture of the
particular parallel computer used, and may be
different for different computers. In Example 2,
PSMMA is used when K ≥ 20, 000.
REMARK 3. To keep the orthogonality of Q̂
(see equation (8)), di−λj must be computed by
di − λj =
{
(di − dj)− γj if i ≤ j
(di − dj+1) + µj if i > j
, (20)
Fig. 4. The stages of the PSDC method for
solving the symmetric tridiagonal eigenvalue
problem.
where γi = λi−di (the distance between λi and
di), and µi = di+1 − λi (the distance between λi
and di+1), which can be returned by calling the
LAPACK routine DLAED4. In our implementa-
tion, Q̂ is represented by using five generators,
{di}, {γi}, {µi}, {ui} and {vi}.
4 EXPERIMENTAL RESULTS
All the experimental results are obtained on
the Tianhe-2 supercomputer [39], [40], located
in Guangzhou, China. Each compute node is
equipped with two 12-cores Intel Xeon E5-
2692 v2 CPUs and our experiments only use
CPU cores. The details of the test platform and
environment of compute nodes are shown in
Table 1. For all these numerical experiments,
we only used plain MPI, run 24 MPI processes
per node in principle, and one process per core.
For example, we used 171 compute nodes for
testing 4096 processes.
Example 1. Assume that A ∈ Rn×n is a
random matrix and B is defined as Bij =
uivj
di−wj ,
where ui and vj are random numbers, di =
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ALGORITHM 3: PSDC(T,Q,Λ) algorithm
for computing the eigendecomposition of a
symmetric tridiagonal matrix.
Input: T ∈ Rn×n
Output: eigenvalues Λ, eigenvectors Q
if the size of T is small enough then
apply the QR algorithm and compute
T = QΛQT ;
return Q and Λ;
else
form T =
[
T1
T2
]
+ bkvv
T ;
call PSDC(T1, Q1,Λ1);
call PSDC(T2, Q2,Λ2);
form M = D¯ + bkz¯z¯T from
Q1, Q2,Λ1,Λ2, and v, D¯ = diag(Λ1,Λ2)
after deflations;
if the size of matrix M is small then
find eigenvalues Λ and eigenvectors
Q̂ of M ;
use Gu’s idea to calculate
Q =
[
Q1
Q2
]
Q̂;
else
find eigenvalues Λ and eigenvectors
Q̂ of M ;
use PSMMA (via SRRSC) to
calculate Q =
[
Q1
Q2
]
Q̂;
end
return Q and Λ;
end
TABLE 1
The test platform and environment of one node.
Items Values
2*CPU Intel Xeon CPU E5-2692 v2@2.2GHz
Memory size 64GB (DDR3)
Operating System Linux 3.10.0
Complier Intel ifort 2013 sp1.2.144
Optimization -O3 -mavx
i· b−a
n
, wj = dj + b−a2∗n , a = 1.0, b = 9.0, for i, j =
1, · · · , n. It is known that B is a rank-structured
Cauchy-like matrix, see [13], [12]. We compute
C = A × B. Let n = 8192, 16384 and 32768,
respectively, and choose different number of
processes, NP = 16, 64, 256, 1024 and 4096,
to compare PDGEMM with PSMMA. To avoid
performance variance during multiple execu-
tions, we evaluated the performance of PDGEMM
and PSMMA twice in the same program and
called that program three times, and chose the
best results among these six executions. Our
codes will be released on Github (available at
https://github.com/shengguolsg/).
It is well-known that the performance of
PDGEMM depends on the block size NB. We
tested the performances of PDGEMM by choos-
ing NB = 64, 128 and 256, and we found that
their differences are very small. But they are
better than choosing NB ≤ 32. Therefore, we
chose NB = 64 and n/
√
NP , which corresponds
to the BCDD form and BDD form, respectively.
Note that a large NB is better for PSMMA since
the ranks of off-diagonal blocks after permuta-
tions may be smaller, see Table 2.
As shown in section 3.1.1, we can redistribute
matrix A from BCDD to BDD to exploit the off-
diagonal low-rank property of matrix B. In this
example, we tested four versions of PSMMA,
which are
• PSMMA BCDD: NB = 64 and with low-
rank approximation;
• PSMMA BDD: NB = n/
√
NP and with
low-rank approximation;
• PSMMA WRedist: NB = 64 and with data
redistribution and low-rank approxima-
tion (matrix A is transformed from BCDD
to BDD with NB = n/
√
NP and then back);
• PSMMA NLowrank: NB = 64 and without
low-rank approximation;
The speedups of PSMMA over PDGEMM are
shown in Fig. 5(a), 5(b) and 5(c) with dimen-
sions n = 8192, 16384, 32768, respectively. From
the results, we can see that PSMMA BCDD is
always faster than PDGEMM except for NP = 16.
It is because the ranks of B blocks are very
large when using the BCDD form, and most
of the time is spent in computing the low-
rank approximations. Table 2 shows the ranks
of the off-diagonal blocks in the first block
column, see Fig. 3 for the structure of ma-
trix B. Without using low-rank approximation,
PSMMA can be faster than PDGEMM. It is inter-
esting to see that PSMMA NLowrank is always
faster than PDGEMM for these three matrices.
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Note that PSMMA NLowrank requires more
floating point operations than PDGEMM since
it needs to construct the local B submatrices.
However, PSMMA NLowrank requires fewer
communications than PDGEMM.
PSMMA WRedist is only slower than
PDGEMM when the size of the matrix is small
(n = 8192) and the number of processes is
large. From the last row of Table 2, we can
see that the ranks of off-diagonal submatrices
in BDD form are much smaller than the sizes
(4096) of submatrices. PSMMA WRedist is
generally faster than both PSMMA BCDD
and PSMMA NLowrank. The disadvantage of
PSMMA WRedist is that it requires to perform
data redistribution (communication). When
the number of processes is large, the data
redistribution represents a large portion of the
overall time. Fig. 6 shows the percentages of
transforming matrix A from BCDD to BDD
and transforming it back. It takes over 70% of
total time when n is small and NP is large.
PSMMA BDD is always the best and can be
more than ten times faster than PDGEMM. This
is because it assumes that matrix A is initially
stored in BDD form and the low-rank property
of matrix B is not destroyed either.
It is difficult to know exactly why
the speedups of PSMMA WRedist and
PSMMA BDD over PDGEMM firstly increase
and then decrease. It depends on the properties
of these two algorithms. Comparing with
PDGEMM, PSMMA BDD and PSMMA WRedist
save both computations and communications.
When the number of processes increases, these
two contributions make the speedups first
increase. As the number of processes increases,
the size of the local submatrix located on
each process decreases, and therefore the
percentage of floating point operations
saved from using low-rank approximations
decreases. Since PSMMA BDD does not save
many floating point operations compared to
PDGEMM, the speedups decrease when using
more processes. For PSMMA WRedist, the
cost of data redistribution also increases as the
number of processes increases. Meanwhile, as
the number of processes grows, the percentage
of saved communication by PSMMA BDD
and PSMMA WRedist increases. Therefore,
PSMMA BDD can be always faster than
PDGEMM since it not only reduces computations
but also communications. It is better
to use PSMMA NLowrank instead of
PSMMA WRedist when the number of
processes is very large.
REMARK 4. We can adaptively choose a par-
ticular PSMMA algorithm based on the size of
matrix and the number of processes. It is better
to use PSMMA WRedist when the number of
processes is small, and use PSMMA BCDD
or PSMMA NLowrank when the number of
processes is large and/or the size of matrix is
small. It is always best to use PSMMA BDD
when it is available and matrix B is off-
diagonally low rank.
TABLE 2
The ranks of off-diagonal blocks of B in the first
block column when stored on 4× 4 processes
in the BCDD form. Each block is a 4096× 4096
submatrix.
NB B(2, 1) B(3, 1) B(4, 1)
64 1260 892 1252
128 711 445 699
256 401 221 390
4096 34 11 9
Example 2. We use some ’difficult’ matri-
ces [41] for the DC algorithm, for which few or
no eigenvalues are deflated. Examples include
the Clement-type, Hermite-type and Toeplitz-
type matrices, which are defined as follows.
The Clement-type matrix [41] is given by
T = tridiag
( √
n
√
2(n− 1) √n· 1
0 0 . . . 0 0√
n
√
2(n− 1) √n· 1
)
,
where the off-diagonal entries are√
i(n+ 1− i), i = 1, . . . , n.
The Hermite-type matrix is given as [41],
T = tridiag
( √
1
√
2
√
n− 1
0 0 . . . 0 0√
1
√
2
√
n− 1
)
.
The Toeplitz-type matrix is defined as [41],
T = tridiag
(
1 1 1 1
2 2 . . . 2 2
1 1 1 1
)
.
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(a) Dimension n = 8192.
(b) Dimension n = 16384.
(c) Dimension n = 32768.
Fig. 5. The speedup of PSMMA over PDGEMM.
Fig. 6. The percentages of time required by data
redistribution.
For the results of strong scaling, we let the
dimension n be 30, 000, and use rank-structured
techniques only when the size of the secular
equation is larger than K = 20, 000. We used
PSMMA WRedist and chose NB = 64. The
results for strong scaling of PSDC are shown in
Fig. 7(a). The speedups of PSDC over ScaLA-
PACK are reported in Fig. 7(b). We can see
that PSDC is about 1.4x–1.6x times faster than
PDSTEDC in ScaLAPACK for all cases. Because
of deflations, the performances of these three
matrices can be different even though they
have the same dimensions.
The orthogonality of the eigenvectors com-
puted by PSDC is in the same order as those by
ScaLAPACK, as shown in Table 3. The orthog-
onality of matrix Q is defined as ‖I−QQT‖max,
where ‖ · ‖max is the maximum absolute value
of entries of (·). We confirm that the residuals
of eigenpairs computed by PSDC are in the
same order as those computed by ScaLAPACK
though the results are not included here.
Furthermore, we compare PSDC with PHDC
which was introduced in [15] and used
STRUMPACK to accelerate the matrix-matrix
multiplications. The results are shown in Fig. 8.
For these three matrices, PSDC is much faster
than PHDC when using many processes. It is
better to use STRUMPACK when using few
processes since HSS-based multiplications can
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(a) The strong scaling of PSDC.
(b) The speedup of PSDC over ScaLAPACK.
Fig. 7. The results for the matrices of Example
2.
TABLE 3
The orthogonality of the computed
eigenvectors by PSDC.
Matrix Number of Processes
64 256 1024 4096
Clement 3.02e-14 3.73e-14 3.80e-14 3.65e-14
Hermite 2.49e-14 2.75e-14 2.96e-14 3.01e-14
Toeplitz 2.88e-14 3.01e-14 3.03e-14 2.97e-14
save more floating point operations than BLR-
based multiplications.
Fig. 8. The speedup of PSDC over PHDC.
4.1 Results from real applications
In this subsection, we use three matrices that
come from real applications to test PSDC. One
comes from the spherical harmonic transform
(SHT) [42], which has been used in [15]. One
symmetric tridiagonal matrix is defined as fol-
lows, which will be denoted by SHT,
Ajk =

cm+2j−2, k = j − 1
dm+2j, k = j
cm+2j, k = j + 1
0, otherwise,
(21)
for j, k = 0, 1, . . . , n− 1, where ξl = l −m,
cl =
√
(ξl + 1)(ξl + 2)(l +m+ 1)(l +m+ 2)
(2l + 1)(2l + 3)2(2l + 5)
,
dl =
2l(l + 1)− 2m2 − 1
(2l − 1)(2l + 3) ,
for l = m,m + 1,m + 2, . . . . We assume the
dimension of this matrix is n = 30, 000 and
m = n.
The other two are sparse matrices obtained
from the SuiteSparse matrix collection [43],
called SiO and Si5H12. We first reduce each ma-
trix into its tridiagonal form by calling ScaLA-
PACK routines and then call PSDC to compute
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its eigendecomposition. It is also the general
process for computing the eigenvalue decom-
position of any symmetric (sparse) matrices.
These matrices are real and symmetric and
their dimensions are n = 33, 401 and 19, 896,
respectively.
Example 3. We use matrices SHT, SiO and
Si5H12 to compare PSDC with PDSTEDC. In
this example, we use the rank-structured tech-
niques, i.e. calling PSMMA, whenever the size
of the secular equation is larger than K =
15, 000, since the largest K for matrix Si5H12 is
15, 489 when NB = 64. The speedups of PSDC
over PDSTEDC are reported in Table 4. The
backward errors of the computed eigenpairs
are also included in the third column, which
are computed as
Residual =
‖A−QΛQ∗‖c
‖A‖2 , (22)
where Q ∈ Rn×n is orthogonal, Λ ∈ Rn×n is
diagonal with the eigenvalues as its diagonal
elements, ‖X‖c denotes the maximum Frobe-
nius norm of each column of X and ‖X‖2
denotes the 2-norm of X , its largest singular
value.
TABLE 4
The speedups of PSDC over PDSTEDC for
matrices from real applications.
Matrix K Residual Number of Processes
64 256 1024 4096
SHT 27, 136 1.10e-14 1.20 1.48 1.42 1.41
Si5H12 15, 489 3.54e-15 1.27 1.16 1.15 1.05
SiO 24, 981 1.55e-14 1.46 1.31 1.10 1.15
Example 4. It is known that ELPA (Eigen-
value soLver for Petascale Applications [21],
[44]) has better scalability and is faster than
the MKL version of ScaLAPACK. As opposed
to ScaLAPACK, ELPA routines do not rely
on BLACS and PBLAS, and it can overlap
the computations with communications, and
the computation is also optimized by using
OpenMP and even GPU. For the tridiagonal
eigensolver, ELPA rewrites the DC algorithm
and implements its own matrix-matrix multi-
plications and does not use the PBLAS routine
PDGEMM. In contrast, PSDC follows the main
procedure of PDSTEDC, and only uses PSMMA
to accelerate the expensive matrix-matrix mul-
tiplication part.
We compare PSDC with ELPA and find
that it competes with ELPA (with version
2018.11.001). We use the Clement matrix to
do experiments. Fig. 9 shows the execution
times of PSDC and ELPA when using different
processes. It shows that PSDC is faster than
ELPA when using few processes, but PSDC
becomes slower when using more than 1024
processes. It is because matrix multiplication
is no longer the dominant factor when using
many processes. It is shown in [15] that the
percentage of time dedicated to the matrix
multiplications can be less than 10% of the total
time. The gains of ELPA are obtained from
other optimization techniques.
Fig. 9. The comparison of PSDC with ELPA.
4.2 Future works
We discuss some bottlenecks of current im-
plementation and future works in this subsec-
tion. A restriction of our current codes is that
PSMMA was only used at the top level of the
DC tree. It should be used at any level as long
as the size of the matrix is large. This will
be modified in the near future. We did not
use OpenMP or vectorization to optimize our
routines. The routines for constructing the local
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submatrices from generators can be optimized
by using vectorization and OpenMP.
Following our current work, there are some
interesting research projects to do in the fu-
ture. First, PSMMA can be used to extend the
banded DC algorithms proposed in [14], [45]
to distributed memory platforms in a similar
manner. Secondly, the structured matrix-matrix
multiplication techniques can be used in het-
erogeneous architectures, which can reduce the
data movements from CPU to the accelerators
such as GPU1. We only need to transform
the generators to GPUs once instead of many
submatrices. Last but not least, PSMMA can
be adapted for Toeplitz, Hankel, DFT (Discrete
Fourier Transform) and other structured matri-
ces [46]. Some results will be included in our
future works.
5 CONCLUSIONS
The starting point of this paper is trying to
accelerate the tridiagonal DC algorithm imple-
mented in ScaLAPACK [7] for some difficult
matrices. It is known that the main task lies
in multiplying a general matrix with a rank-
structured Cauchy-like matrix, see [1], [2], [12].
The main contribution of this paper is that
a highly scalable parallel matrix multiplica-
tion algorithm is proposed for rank-structured
Cauchy-like matrices, which fits well for the
parallel tridiagonal DC algorithm.
The matrix multiplication problem is known
to be very compute intensive. However, as
HPC moves towards exascale computing,
the development of communication-avoiding
or communication-decreasing algorithms be-
comes more and more important. By taking ad-
vantage of the particular structures of Cauchy-
like matrices, we proposed a parallel struc-
tured matrix multiplication algorithm PSMMA,
which can reduce both computation and com-
munication costs. The workflow of PSMMA is
similar to PUMMA [26] and further exploits
the rank-structured property of input matrices.
Experimental results show that PSMMA can be
much faster than PDGEMM for rank-structured
1. The authors would like to thank the referee for pointing
out this research direction.
Cauchy-like matrices, and the speedups over
PDGEMM can be up to 12.96.
By combing PSMMA with the parallel tridi-
agonal DC algorithm, we propose a parallel
structured DC algorithm (PSDC). For these
difficult matrices for which DC deflates very
few eigenvalues, PSDC is always much faster
than the classical DC algorithm implemented in
ScaLAPACK. Unlike PHDC which is proposed
in [15], PSDC does not have scalability problem
and it can scale to 4096 processes at least.
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