Introduction
To compete in today's semiconductor industry, companies must continuously improve upon their manufacturing skills to maintain high product quality throughout the entire process. The ability to automatically perform early detection of equipment failures in a production line can lead to significant improvements in the overall capability and profitability of the process.
Recently, there has been tremendous growth in the use of Statistical Process Control (SPC) to generate alarms when the variation occurring on the manufacturing line is unusually large. There are, however, limitations of the effectiveness of traditional SPC techniques when applied to modern semiconductor fabrication lines. First, the data ordinarily used for SPC is often collected long after misprocessing has occurred, causing additional scrap to be needlessly produced from the time of the initial malfunction until its detection. Much earlier detection of equipment malfunctions which cause yield loss will improve the capability and uptime of critical process equipment. Second, much of the data available directly from equipment has statistical properties which violate the implicit assumptions used in traditional SPC. Therefore, new techniques are required to improve SPC on real-time data from semiconductor manufacturing equipment.
In a previous publication, we have shown that the real-time data available from sensors in modern manufacturing equipment can be used effectively to detect malfunctions within seconds after they occur [1] [2] . The signals of interest, related to the electrical and mechanical signals within the equipment, are automatically collected while the equipment is processing. In this paper we present a method which has improved detection characteristics and is also suitable for equipment diagnosis. This improved algorithm is based on a decomposition of the signals and a different time series modeling scheme. Further, the new algorithm has been implemented in RTSPC, a software package which includes automated model generation, data filtering, and a novel double T 2 graphical control chart for the display of alarm conditions. RTSPC interfaces with a workcell controller and can serve as a platform for future real-time process control. RTSPC: A Utility For Real-time SPC In this paper, an overview of the improved algorithms for real-time SPC is given in Section 2.0. RTSPC, the software platform for implementing these algorithms is next, followed by an example of model generation and fault detection in Section 4.0.
Real-Time Statistical Process Control
This section begins with an overview of the improved real-time SPC algorithm. Next, the realtime signals are described, followed by a description of the automatic time series model generator.
Finally, the use of the Hotelling's T 2 to combine the multivariate signals into the double T 2 chart is discussed.
Overview of RTSPC
This section presents the real-time SPC algorithm. Much of the background information about time series has been previously presented in [2] and will not be repeated here.
Baseline Modeling
The real-time SPC methodology utilizes time series models to analyze the real-time signals available from manufacturing equipment through the SECS-II (SEMI Equipment Communication Standard-II) interface. The objective is to use these automatically collected signals to establish the baseline behavior of a complex tool, and later detect deviations from this baseline. Before running RTSPC on production wafers, the following steps are taken to model the baseline condition of the process. The real-time signals from 10 to 15 baseline wafers are first decomposed into long-and short-term components. In single wafer processing equipment, these components represent the waferto-wafer averages and the within-wafer signal trends, respectively. Each component is then modeled with a time series model. The resulting model forecasts the in-control behavior of the machine. RTSPC: A Utility For Real-time SPC
Monitoring the Production Wafers
Once the baseline behavior has been established, production wafers can be run through the machine. As in the training case, the real-time signals from the production wafers are decomposed into the long-and short-term components. Each component is then filtered using the respective baseline time series model. The residuals (the difference between the actual and forecasted baseline values) for each component are then combined using the multivariate Hotelling's T 2 statistic into a single score which is graphically displayed in the resulting double T 2 control chart.
If no equipment faults are detected, normal operation of the machine continues. When a malfunction is detected, the diagnostic routine is triggered, and an alarm is generated to alert the operator 1 .
Diagnosis currently uses the long-term residuals (the difference between the actual real-time signal averages for that wafer and the time series model predictions for the signal averages) as a signature of the specific equipment malfunction [3] . An overview of the real-time SPC data analysis flow is shown in Figure 1 .
Real-time Signals
This section describes the properties of the real-time signals, followed by a discussion of the prefiltering and decomposition performed in the algorithm.
Properties of Real-time Signals
The data collected for fault detection are comprised of various electrical signals such as the radio 
where , the error , and w t are the differenced data (2) where (3) and , .
The assumption behind the univariate analysis is that a significant portion of a parameter's behavior can be explained by using past observations of the parameter. A more thorough explanation of time series models is given in [5] [6] [7] [8].
ARIMA(p, d, q) models can be derived from the collected data when the process is under statistical control; in this way the models describe the baseline behavior of the process. Once developed, the models are used with current readings to forecast each new value. The difference between the forecasted value and the actual value is the forecasting error, or residual. When the equipment is in statistical control, the residuals are by definition IIND variables. As shown in [2] , the residuals reflect the equipment state and can be combined in a multivariate control chart to generate alarms.
Pre-filtering of Real-time Data
RTSPC performs analysis on the main etch step for each wafer. The signals collected during the main etch step are concatenated and filtered as described below. If necessary, the algorithm can be
extended to include more than one etch step. The algorithm can also be extended to monitor the length of the etch step (as an additional "long-term" parameter of the wafer) and produce an alarm if the process step takes too long, for example if an etch step did not endpoint correctly.
Characteristics of the real-time signals caused by transient effects during processing must be accounted for before statistical analysis. At the beginning of processing for each wafer, for example when RF power is applied, a small transient occurs while power is stabilizing. For SPC purposes, the analysis is delayed by a few seconds until the power has stabilized. The delay time is based on the stabilization time for a normally processed wafer. If the RF power, or any other monitored signal does not stabilize in the specified time, an alarm will be generated. To simplify the time series model building process, the same number of data points, or step length, is used for each wafer. Finally, to compensate for the noise in the signals, local averaging is performed within each wafer. The number of samples used in local averaging, or group size, is used to adjust the sensitivity of alarm generation.
The delay, step length, and group size are illustrated in Figure 2 .
Signal Decomposition of Real-time Data
As mentioned in Section 2.2.1, time-series models of baseline equipment sensor data are used to filter the non-stationary and autocorrelated patterns in the data. The algorithm presented in [2] builds one seasonal ARIMA (SARIMA) model for each sensor variable 2 . A major disadvantage of this algorithm is that false alarms often occur at the start of a wafer. While these false alarms can be anticipated and ignored, the new algorithm solves this problem more formally.
First, SARIMA models are not appropriate to model the real-time data, because as described in The most significant change in the algorithm is the decomposition of the real-time signals from each sensor into long-term and short-term components before modeling. This decomposition is necessary because each component describes a different behavior of the process. An example of signal decomposition of the impedance signal for several wafers is shown in Figure 3 . The long-term component, comprised of the average value of the signal for each wafer, models the overall trend across a number of wafers. On the other hand, the smaller deviations within each wafer create the short-term component, which captures the short-term patterns during the processing of each wafer. Most importantly, the variation of the long-term component is much larger than that of the short-term component, illustrating the point that the short-term components are more sensitive to faster equipment fluctuations, while the long-term components reflect longer duration changes in overall equipment state.
Step Length Delay
Groups
Step Length Delay Notice that the short-term component for each wafer in Figure 3 roughly follows a downward trend. This trend, modeled by the integrative part of the ARIMA model, is captured for each wafer so that deviations from this trend will be detected. Deviations in each of the components reflect different changes in equipment state. For example, a shift in RF power that lasts the duration of the wafer etch will be seen as a shift in the long-term signal. A short spike in RF power, however, will be exhibited in the short-term signals. As another example, a dirty film on the wafer is seen by the short-term signals but not by the long-term signal. Because the decomposition allows us to model two different types of faults, the resulting algorithm is more robust than the original method, gives significantly fewer false alarms, and generates residuals that are much more suited for diagnosis.
Automatic Time Series Model Generation
Automatic time series model generation, a key module in the new RTSPC software package, makes the difficult and usually tedious process of generating models transparent to the user. In this section, the automatic time series model generation algorithm is described.
Automatic Model Generation
Time series models are typically generated interactively using sophisticated statistical analysis tools. The process can be time consuming and tedious, requiring specialized skills to choose statistically significant models. Because models are built for each component of each signal for every recipe, the model generation process can be labor intensive and time consuming. The automatic model generator developed makes this difficult modeling step transparent to the user of RTSPC, thus making the software practical for the factory floor. It is also very fast, typically taking less than one minute on a modern workstation to generate a complete set of models. RTSPC: A Utility For Real-time SPC Automatic model generation is achieved through several stages. First, if the series is non-stationary, the data is differenced until stationarity is achieved. Next, both the order and values for the autoregressive coefficients are found. Finally, the moving average order is calculated, and an optimizer is used to solve for the moving average coefficients. These steps are outlined below.
To determine whether the series is stationary and requires differencing, the autocorrelation function is calculated. If the first few absolute student-t values of the autocorrelation function drop slowly, differencing is required [5] . This procedure is repeated until the series becomes stationary.
Next, the modified Yule-Walker equations are used to determine both the order and the value of the autoregressive coefficients. As adapted from [9] , the modified Yule-Walker equations are derived starting from the ARMA model. In the following expressions it is assumed that w t is a real, causal sta- Multiplying both sides of Equation (1) by and taking the expectations, we obtain (5) where (6) Since the error is white noise and is uncorrelated with future values of , it follows that for m > 0. Therefore, in Equation (5), we set for l > q and obtain an explicit set of equations used directly to solve for both the autoregressive order and coefficients. To accomplish this an initial value is chosen for q. The only requirement at this stage is to choose a value equal to or greater than the actual number of moving average terms in the final model. Since the actual value of q is not known at this stage, it is safe to choose a fairly large initial value for q at this point.
For the case of , Equation (7) can be rewritten in matrix form. This system is known as the modified Yule-Walker equations.
A Utility For Real-time SPC (8) As shown in the above expression, the modified Yule-Walker equations relate the ARIMA parameters to the autocorrelation function of the series, regardless of the MA behavior of the process, as long as q in Equation (8) is chosen to be equal or larger than the actual q of the process. When the dimension of the matrix exceeds the number of autoregressive coefficients the matrix becomes singular and its determinant is zero. Therefore, one method often used to choose the autoregressive order of the model is to assume a large number for q so that Equation (8) holds. Then starting with a small number for p, p is increased until the determinant equals zero, or is sufficiently small. Once the autoregressive order has been found, the coefficients can be calculated by solving Equation (8) [9] . This method, however, is not robust in the presence of noise because it is difficult to choose a cut-off point for the determinant, so an alternative method was chosen. Equation (7) is used directly to obtain both the autoregressive order and coefficients. For a large initial guess for q (which must be greater than or equal to the actual value of q), a linear regression model using Equation (7) is fitted to the time series data. To determine the order of the model, the significance of the coefficients is calculated using the student-t test. The least significant coefficients are eliminated one at a time until all of the coefficients are statistically significant. This method has been found to be both robust and computationally efficient.
Once the autoregressive order and coefficients are determined, the moving average order can easily be calculated from Equation (7) using the proper autoregressive coefficients. This entails finding the largest integer k for which . The moving average coefficients are then solved using a non-linear optimizer. The algorithm used for optimization is the Han-Powell variable metric algorithm, which is fairly efficient for a small number of parameters (under 10) and can easily handle both equality as well as inequality constraints.
Applying the Short-Term and Long-Term Time Series Models
Usually, at least 10 to 15 baseline wafers are required for accurate baseline models. For each of the short-term components, the autocorrelation is calculated between adjacent points in each wafer, and then averaged across the wafers. The autocorrelations between adjacent wafers of the short-term components are ignored, which differs from the previously published algorithm [2] . The average autocorrelations across each wafer are then used in the modified Yule-Walker equations to build the models. The time series models of the long-term components are built from the average signal value sampled during the time it takes to process one wafer. The resulting time series model generation follows the steps outlined in the previous section.
If a new point is 3-sigma from the baseline forecasted point during the monitoring of production runs, an alarm is generated and the algorithm replaces the "bad" or faulty point with the forecasted point. Thus, consecutive faulty points are detected and the models retain their baseline behavior. This method is used for both the long-and short-term components.
Multivariate Analysis: Double T 2 Chart
In production, new observations are compared to the baseline time series model forecasts, creating IIND residuals that can be used in control charts. One set of residuals is generated for each of the long-and short-term components for every monitored real-time signal. Because some of the signals are cross-correlated, using individual SPC charts will show an exaggerated false alarm rate [10] .
Instead, the residuals for each component are combined into a multivariate statistical score using Hotelling's T 2 statistic, which takes into account the correlation among the variables used in SPC.
More detail on Hotelling's T 2 statistic in the context of this application can be found in [2] .
The resulting Hotelling's T 2 scores for each component are plotted in a one-sided SPC chart.
Data points corresponding to run-time faults have residuals which cause the Hotelling's T 2 statistic to be significantly different from zero. One set of scores, obtained from the short-term components, RTSPC: A Utility For Real-time SPC detects faults during the process time of each of the wafers, while the second set of scores, obtained from the long-term components, detects faults by looking at violations in trends across several wafers.
RTSPC: The Software Utility
RTSPC is a software application which interfaces with a workcell controller to perform statistical analysis on the real-time sensor data collected from the equipment. An overview of the RTSPC software system environment is shown in Figure 4 . RTSPC communicates with the workcell controller, which collects the real-time signals from the equipment over the SECS communication port. In the current implementation, the controller accumulates the real-time data from the processing of each wafer and then sends a file to RTSPC for analysis. This analysis is typically completed a few seconds after the wafer leaves the chamber. RTSPC is written for UNIX workstations in a combination of the C and tcl/tk programming languages. Tcl/tk is used for the graphical interface, while C is used for the data analysis. This section gives a brief look at the software structure, the graphical user interface, and the specific capabilities of RTSPC.
The Main Window
The main window of RTSPC is shown in Figure 5 . The window displays the current wafer number and the model set currently selected from the model library. This model set contains both the long-and short-term component time series models for a particular process and piece of equipment.
The window also displays the Delay, Step Length, Critical Step and Group Size. As explained in Sec- 
The Model Building Window
The panel displaying the model building window is shown in Figure 6 4. In the future, the software will have the ability to add good, production wafers to the baseline. This will make the models more robust, especially if more weight is given to the data from the more recent wafers. 
The Double T 2 Control Chart
The graphical display of the double T 2 chart in Figure 8 shows the control chart for the real-time SPC example discussed in Section 4.0. In the double T 2 control chart, the long-and short-term com- A malfunction during processing is signalled when either the long-or short-term component score exceeds the control limit. In the example shown in Figure 8 , three wafers caused a long-term component wafer alarm. The causes of the alarms are explained in Section 4.0.
Real-Time SPC Example
To demonstrate the capability of RTSPC, several experiments were conducted in the Berkeley Microfabrication Laboratory. The equipment chosen for the experiment was the Lam Rainbow 4400
Plasma Etcher, a single wafer processing tool. The real-time equipment data was collected from the etcher using Brookside Software's LamStation software [11] . LamStation runs on a PC connected to the SECS port of the Rainbow. The PC is NFS (Network File Server) mounted onto a UNIX workstation, allowing for very simple data transfer from the equipment controller to the UNIX data analysis platform.
Baseline Processing and Model Generation
To use RTSPC on a specific process, a set of baseline wafers must first be processed to build the time series models needed for data filtering. During the processing of these wafers, it is essential that the machine be operating in statistical process control. In this example 11 baseline wafers were first processed on the Rainbow using the given recipe. The real-time data from five signals (RF impedance, RF phase, endpoint, coil and tune vane position) were selected to generate a model set using the automatic model generation routine. RTSPC: A Utility For Real-time SPC
The results of the baseline model generation are shown in Figure 7 , which displays the double T 2 chart for the data used to generate the model. Note that the long-term signal is never out of control, although the short-term signals show some points close to the control limit. If the baseline contains alarms, the user may choose to eliminate the wafers showing alarms and rebuild the model. The user may also view the signals and residuals resulting from the baseline model.
Real-Time SPC During Processing
Once the time series models for the baseline of this process are created, the RTSPC software generates real-time alarms in the case of misprocessed wafers. To demonstrate the alarm generation capability of RTSPC, an additional 15 wafers were processed with the baseline recipe, along with 3 runs with intentional faults. The same sensor data used in the baseline models were collected and analyzed by RTSPC.
The results for the additional wafers are shown in Figure 8 . All but the sixth, twelfth, and eighteen wafers were processed when the equipment was in control, and no long-or short-term compo- The above example illustrates the important point that several faults map onto changes in each real-time signal. In the example, all three faults resulted in an positive shift in the mean of coil position. To distinguish the faults, other signals must be examined. Therefore, in addition to alarm generation and the display of individual signals, there is a need for a diagnosis module which can interpret the signatures of the faults to classify faults to specific equipment problems. Work on the diagnosis algorithms, including integration with the RTSPC software, will be the subject of future publications.
Conclusions and Future Work
In this paper, we have demonstrated an improved algorithm for use in real-time SPC applications.
This algorithm, based on time series modeling and multivariate statistical techniques, decomposes the real-time data from equipment sensors into two components and produces a novel double T 2 control chart for SPC. RTSPC, the software utility implementing this new fault detection algorithm, has been developed. Examples using RTSPC were shown for fault detection on data collected from Lam Rainbow Plasma Etchers. RTSPC is now being tested by manufacturing companies. RTSPC: A Utility For Real-time SPC 
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