Abstract. Roughly twenty five years ago Hofer asked: can the cylinder B 2 (1)×R 2(n−1) be symplectically embedded into B 2(n−1) (R)×R 2 for some
Introduction
A symplectic manifold is a pair (M, ω) consisting of a 2n-dimensional C ∞ -smooth manifold M and a symplectic form ω, that is, a non-degenerate closed differential 2-form on M . For instance, any open subset of R 2n equipped with the 2-form ω 0 = n i=1 dx i ∧ dy i , where (x 1 , y 1 , . . . , x n , y n ) denote the coordinates in R 2n , is a symplectic manifold. If U and V are open subsets of R 2n , a symplectic embedding f : U → V is a smooth embedding such that f * ω 0 = ω 0 . In particular, volume(U ) volume(V ).
Let B 2n (R) denote the open ball of radius R in R 2n , where R > 0, that is, the set of points (x 1 , y 1 . . . , x n , y n ) ∈ R 2n such that n i=1 (x i ) 2 + (y i ) 2 < R 2 . Gromov's Nonsqueezing 1 Theorem [9] states that there is no symplectic embedding of B 2n (1) into the cylinder B 2 (R) × R 2(n−1) for R < 1.
2
Coming from the variational theory of Hamiltonian dynamics, Ekeland and Hofer gave a proof of Gromov's Nonsqueezing Theorem by studying periodic solutions of Hamiltonian systems.
1.1. Embeddings. Hofer asked [12, page 17] : is there R > 0, such that the cylinder B 2 (1) × R 2(n−1) symplectically embeds into B 2(n−1) (R) × R 2 ?
1 Many contributions concerning symplectic embeddings followed Gromov's work, see e.g. Biran [1, 2, 3] , Ekeland-Hofer [5] , Floer-Hofer-Wyscoki [6] , Hofer [12] , Lalonde--Pinsonnault [16] , McDuff [18, 22] , McDuff-Polterovich [20] , McDuff-Schlenk [23] , and Traynor [26] . 2 It is considered one of the most fundamental results in symplectic topology. In particular, it may be used to derive the Eliashberg-Gromov Rigidity Theorem (the theorem says that the symplectomorphism group of a manifold is C 0 -closed in the diffeomorphism group).
Symplectic capacities
Symplectic capacities were invented in Ekeland and Hofer's influential paper [5, 12] . The first capacity, called the Gromov radius, was constructed by Gromov [9] (its existence follows from the Nonsqueezing Theorem). For the basic notions concerning symplectic capacities we refer to [4] . We follow the presentation therein here. Denote by E the category of ellipsoids in R 2n with symplectic embeddings induced by global symplectomorphisms of R 2n as morphisms, and by Symp 2n the category of all symplectic manifolds of dimension 2n, with symplectic embeddings as morphisms. A symplectic category is a subcategory C of Symp 2n such that (M, ω) ∈ C implies that (M, λω) ∈ C for all λ > 0. A generalized symplectic capacity on a symplectic category C is a functor c from C to the category ([0, ∞], ) satisfying the following two axioms:
(1) Monotonicity: c(M, ω) c(M , ω ) if there exists a morphism from (M, ω) to (M, ω ) (this is a reformulation of "functoriality"); (2) Conformality: c(M, λω) = λc(M, ω) for all λ > 0.
A symplectic capacity is a generalized symplectic capacity which, in addition to (1) and (2) , is required to satisfy nontriviality: c(B 2n (1)) > 0 and c(B 2 (1) × R 2n−2 ) < ∞, and the normalization property (that is c(B 2n (1)) = 1). Now let's consider a symplectic category C ⊂ Symp 2n which contains E and let 1 d n. A symplectic d-capacity on C is a generalized capacity satisfying:
A symplectic 1-capacity is the same as a symplectic capacity. Intermediate capacities were introduced by Hofer [12] in 1989, but no example has ever been constructed. Hofer conjectured that it is quite possible that they would not exist. 
The proof is analogous to the proof we give of Theorem 1.2.
Capacities and embeddings into
Let's now consider the following question. As before, let n 3.
Question 3.1 (Hind and Kerman [11, Question 3] ). What, if any, are the smallest 0 < R 1 R 2 such that B 2 (1) × B 2(n−1) (S) may be symplectically embedded into
Guth's work implies that, for any R √ 2 and S > 0 there is a symplectic embedding from B 2 (1) × B 2(n−1) (S) into B 2 (R 1 ) × B 2 (R 2 ) × R 2(n−2) ([11, Theorem 1.6]). Hind and Kerman proved that for any 0 < R < √ 2 there are no symplectic embeddings of
when S is sufficiently large. Their proof is based on a limiting argument as √ 2 + → √ 2 which may not be directly applied to the √ 2 case.
The answer to Question 3.2 is given by the following.
Idea of proof of Theorem 3.3.
(Step 1). We verify that the constructions of embeddings which Guth and Hind-Kerman carried out to answer Question 3.1, and which depends on parameters, vary smoothly with respect to these parameters. To do this, we follow these authors' constructions with some variations checking that at every step there is smooth dependance on the parameters involved. This is a priori unclear from the constructions, which involve choices of maps, curves, points, etc. We overcome this by supplying smooth formulas. Sometimes we use ideas of Polterovich to construct these formulas. (
Step 2). From the smooth family in Step 1, we construct a new family of smooth symplectic embeddings which has, as limit, a symplectic embedding i. We are not claiming that i is the "limit" of the original family (which may not exist). The original family is modified according to the upcoming Theorem 4.3.
Proof of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. If 1 d n − 1, Theorem 3.3 may be applied d − 1 times to get a symplectic embedding from B 2 (1) × R 2(n−1) into
The result follows from 2 + 2 2 . . . + 2 n−3 + 2 n−2 + 2 n−2 = 2 n−1 + 2 n−2 − 2.
Proof of Theorem 1.2. Let 1 < d < n. We have 
Families with singular limits and Hamiltonian dynamics
This section has been influenced by many fruitful discussions with Lev Buhovski, and we are very grateful to him.
Smooth families. We start with the following notion of smoothness. Definition 4.1. Let P, M, N be smooth manifolds. Let (B p ) p∈P be a family of submanifolds of N . For each p ∈ B p , let φ p : B p → M be an embedding. We say that (φ p ) p∈P is a smooth family of embeddings if the following properties hold :
(1) there is a smooth manifold B and a smooth map g :
is an immersion and B p = g(p, B), for every p ∈ P ; (2) the map Φ :
In this case we also say that (φ p : B p → M p ) p∈P is a smooth family of embeddings when M p is a submanifold of M containing φ p (B p ). If M and N are symplectic, then a smooth family of symplectic embeddings is a smooth family of embeddings (φ p ) p∈P such that each φ p : B p → M is symplectic. Definition 4.2. If in Definition 4.1, P is a subset of a smooth manifoldP , then we say that the family (φ p ) p∈P is smooth if there is an open neighborhood U of P such that the maps g : P × B → N and Φ : P × B → M may be smoothly extended to U × B.
Limits of smooth families. We present a construction to remove a singular limit of a smooth family, see Figure 1 for an illustration of the theorem. A related statement is [19 
be a smooth family of symplectic embeddings such that for any t, s > 0, the Figure 1 . The figure illustrates the hypothesis of Theorem 4.3. Here t 1 < t 2 < t 3 < t 4 . The theorem does not say that the family of embeddings (φ t : W t → M ) t∈(0, a) has a limit as t → 0. Actually, the images φ t (W t ) may overlap in complicated ways, be disjoint etc. An embedding on the union of all the W t can be constructed using Hamiltonian flows to modify the family, see the proof of the result. 
Key lemmas. We use two lemmas in order to prove Theorem 4.3.
Lemma 4.5. Let W t ⊂ N , t ∈ (0, a), be a family of simply connected open subsets of a symplectic manifold N . Let (φ t : W t → M ) t∈(0,a) be a smooth family of symplectic embeddings such that:
Then for any t < t < s there exists a smooth time-dependent Hamiltonian
Proof. We divide the proof into three steps.
Step
Therefore one can take the following derivative :
which defines a vector field on φ v (W s ). Because all φ v 's are symplectic, the time-dependent vector field X v is symplectic. Hence the pull-back (
We let
, which is a Hamiltonian function defined on φ v (W s ) for the vector field X v . This concludes Step 1.
Step 2. We'll construct a smooth family (τ v : M → R) v∈[t,t ] , with :
In order to do this, fix s ∈ (s , s), and let χ ∈ C ∞ (M ) be equal to 1 on W s and to 0 on M \ W s . We simply define (1) and (2) . It remains to see that
. Using the continuity of the family (φ v ) and the fact that
is smooth. Second, suppose that y 0 ∈ φ v 0 (W v 0 ). Therefore y 0 ∈ φ v 0 (W s ), and the latter being closed, there is a small neighborhood of (v 0 , y 0 ) in which all (v, y) satisfy y ∈ φ v (W s ). Hence y ∈ φ v (W s ), and both cases in the definition of τ v lead to τ v (x) = 0, which proves the smoothness.
Step 3. We may now define a smooth time dependent Hamiltonian G :
Let Y v be the Hamiltonian vector field associated to G v and let ψ(v, y) be the flow of Y v starting from time t :
The vector field Y v vanishes outside of the fixed set v∈[t,t ] φ v (W v ), which is relatively compact in M for any fixed t, t > 0 by assumption (ii). This implies that the flow ψ(v, y) can be integrated up to time t . Let
Then ϕ satisfies the Cauchy problem on W s :
Therefore, for all x ∈ W s , ϕ(v, x) = φ v (x). In particular, when v = t , we get, with Ψ(y) := ψ(t , y),
This concludes the proof.
. be a sequence of simply connected open subsets of a symplectic manifold N . Let i n : V n → M , n ∈ N * , be a sequence of symplectic embeddings into another symplectic manifold M such that for any n 2 there exists a symplectomorphism
Then there exists a symplectic embedding j :
This definition is independent of the choice of n > 2 for which x ∈ V n−1 . Then j is a local symplectomorphism which is injective (any two points x, y are contained in a common V n−1 ); thus it is a symplectic embedding.
Proof of Theorem 4.3. Consider the sequence of domains V n := W 1/n . For each n 3, consider the family
, and the values s = 
which is the assumption of Lemma 4.6. Since n 3 V n = t∈(0, a) W t , we get Theorem 4.3.
Guth's Lemma for families
The following statement is a smooth family version (see Definition 4.1) of the Main Lemma in Guth [10, Section 2]. As before, n 3.
Lemma 5.1. Let Σ be the symplectic torus T 2 = R 2 /Z 2 of area 1 minus the "origin" ( i.e. minus the lattice Z 2 , Σ = (R 2 \ Z 2 )/Z 2 ). There is a smooth family
In order to verify Lemma 5.1 we need to explain why the construction in [10] depends smoothly on the parameter R ∈ (1/3, ∞). Checking this amounts to checking that the "choices" therein made depend smoothly on R and . Guth's Lemma is valid for R = 1/3, however we shall see that the family is not smooth at this value (there is a square root singularity).
Proof. We may restrict to n = 3 with a smaller constant :
. Indeed, on the left hand-side we use the natural embedding
, and on the right hand-side we use the
To check smoothness with respect to R we need to write some explicit formulas for maps and domains which were not explicitly written in Guth's paper. Then the smoothness with respect to R as in Definition 4.1 becomes equivalent to the smoothness of the formulas. In terms of the notation in Definition 4.1, we let B = B 4 (1) ⊂ N = R 4 , P = (1/3, ∞), the map g is just a scaling : g(R, b) = R · b, R ∈ P , b ∈ B, and M = Σ × R 2 . Guth's proof has two steps. The first one, due to Polterovich, is to construct a linear symplectic
, when R 1/3. The second step is to modify this embedding by a nonlinear symplectomorphism in order to avoid a point in T 2 . Both steps depend on the radius R, therefore we have to check the smooth dependence.
Step 1. We want a plane V R ⊂ R 4 , depending smoothly on R, such that (3)
It turns out that one can give an easy formula for this plane. For t > 0, let W t := span{(1, 0, 0, 0), e t } with e t := (0, t, 1 − t, 0). Let ϕ t : R 2 → W t be the linear parameterization given by ϕ(u, v) := (u, tv, (1 − t)v, 0). We have that ϕ * t ω = tdv ∧ du. On the one hand,
which is the image of an ellipse of area πab, where
. Therefore
If R > 1/3, the equation
has two solutions, and one of them is a smooth positive function (1/3, ∞) t → R(t). Thus, we may let V t := W R(t) , and we satisfy (3). Now, let (f 1,R , f 2,R ) be an orthonormal basis of V R , and (f ⊥ 1,R , f ⊥ 2,R ) be a symplectic basis of the symplectic orthogonal complement V ⊥ R . These basis may be chosen to depend smoothly on R. Then the linear map
is a smooth family of linear symplectomorphisms that map planes parallel to V R to planes parallel to the (x 1 , y 1 )-plane, and maps disks parallel to V R to disks. Let P be an affine plane parallel to the (x 1 , y 1 )-plane and letP R = L −1 R (P ). Then B 4 (R) ∩P R is a ball of radius R parallel to B 4 (R) ∩ V R . Therefore, since ω is invariant by translation, we have that
(note that B 4 (R) ∩P R can be translated to be a subset of B 4 (R) ∩ V R .) We know that L R (B 4 (R) ∩P R ) must be a Euclidean disk B 2 (r) in the (x 1 , y 1 )-plane. Since L R is symplectic, we have that
and therefore B 2 (r) dx 1 dy 1 π 9 , and hence r 1/3. L R (B 4 (R)) is an ellipsoid (by this we mean the open set bounded by the ellipsoid) in R 4 whose half-axes are smooth, positive functions of R. Hence its projection onto the (x 2 , y 2 )-plane is an ellipse with the same properties. Therefore, there exists a smooth positive function µ(R) such that the projection onto the (
) is a disk, where R is the symplectomorphism
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restricted to the ellipsoid L R (B 4 (R)) is injective : indeed the "vertical" coordinates (x 2 , y 2 ) are preserved, and the intersection of L R (B 4 (R)) with a horizontal plane is a disk of radius
is an embedding. The desired embedding is Q • L R , which depends smoothly on R. Let π 2 : R 2 × R 2 → R 2 be the projection onto the second factor. It remains to estimate the size of π 2 (L R (B 4 (R))), which we know is an open disk. Let S be the radius of this disk, and let p = (x 2 , y 2 ) be a point in the concentric disk of radius S/2. Because of (3), the preimage π −1 2 (0, 0) is a disk of radius 1/3. Since the ellipsoid is convex, the preimage π −1 2 (p) (which is a disk) must have a radius at least 1/6. We can now get a lower bound for the volume v of L R (B 4 (R)) by integrating over the subset which projects onto
π 36 . Since L R is symplectic and hence volume preserving, v is also the volume of B 4 (R) :
Step 2. We want now to modify L R by a nonlinear symplectomorphism Ψ R , such that the imageΨ R • L R (B 4 (R)) avoids the integer lattice Z 2 × R 2 .
Then the required embedding will simply be Q •Ψ R • L R . We are not going to repeat Guth's argument, but simply to point out the smooth dependence on R. Let π 1 : R 2 × R 2 → R 2 be the projection onto the first factor. Let ρ(R)
1 be a smooth function such that the ellipse π 1 (L R (B 4 (R))) is contained in the disk of radius ρ(R). For instance one can take ρ(R) to be 1 plus the sum of the two half-axes of the ellipse. ThenΨ R = Ψ R ⊗ Id R , where Ψ R is a symplectomorphism of R 2 , obtained by lifting a diffeomorphism Φ R of the x 1 variable. We define Φ R (x 1 ) = x 1 + f R (x 1 ), where f R : R → R is a smooth function that satisfies the following properties :
(
is smooth. A function satisfying these requirements is depicted in Figure 3 . 
Embeddings into
We start with a particular case of the classical non-compact Moser theorem (see also [25, Theorem B.1, Appendix]): Lemma 6.1 (Greene and Shiohama, Theorem 1 in [7] ). If Σ is a connected oriented 2-manifold and if ω and τ are area forms on Σ which give the same finite area, then there is a symplectomorphism ϕ : (Σ, ω) → (Σ, τ ).
The Greene-Shiohama result remains valid when varying with respect to smooth parameters. Lemma 6.2. Let I ⊂ R be an interval. Let {M δ } δ∈I and {N δ } δ∈I be smooth families of connected 2-manifolds such that on each M δ , N δ there are area forms ω δ , τ δ , respectively, giving the same finite area for each δ ∈ I. Then there is a smooth family of symplectomorphisms (ϕ δ :
The following is a smooth family version of the main statement proven by Hind and Kerman in [11, Section 4.1] . It concerns ball embeddings constructed using Hamiltonian flows. As before, let Σ be the symplectic torus T 2 = R 2 /Z 2 of area 1 minus the "origin" (i.e. minus the lattice Z 2 ). 
Proof. We have organized the proof in several steps. As in the proof of Lemma 5.1, smoothness is the sense of Definition 4.1.
Step 1 (Definition of immersion i ). For sufficiently small fixed > 0 we may define a smooth immersion Step 2 (Modifying i to make it symplectic). By Moser's argument applied to (Σ(˜ ), ω Σ(˜ ) ) and (Σ(˜ ), i * ω 0 ) (Lemma 6.2), where ω 0 is the standard symplectic form on R 2 , the immersion (4) may be modified so as to obtain a symplectic immersion. For this to hold, we need that The right hand side of (6) is equal to˜ = 100 by definition of Σ(˜ ). Let's compute the left hand side of (6) . From Figure 5 , it is equal, for sufficiently small > 0, to the sum of the areas of five horizontal rectangles of area A , and four vertical rectangles of area π A−a , plus several corner squares whose area is a smooth function of of order 2 . Since a = 2 we obtain that, for sufficiently small > 0 :
Let p(A) = Σ(˜ ) i * ω 0 , so that (6) is equivalent to p(A) = 100 . We need to show that this equation has at least one solution which should be bounded from below by a positive constant independent of . This follows from the study of the second order equation q(A) = 0, where q(A) := A(p(A)/ − 100) = 5A 2 + (O( ) − 100)A + 4π, which has two positive solutions A 1 8 provided that we chose in Step 1 to be small enough. Hence by choosing A = A(˜ ) to be either solution we have a smoothly dependent function on˜ for which Moser's equation (6) holds. Therefore we may apply the non-compact Moser theorem (Lemma 6.2) to get a diffeomorphism ϕ : Σ(˜ ) → Σ(˜ ) such that ϕ * (i * ω 0 ) = ω Σ(˜ ) and therefore by composing i with ϕ we may assume that (4) is symplectic. This concludes Step 2.
Step 3 (Preparatory cut-off functions). Choose a smooth cut-off function χ : R → [0, 1] which is non decreasing on R − , non increasing on R + , taking values as follows :
and such that it satisfies the following bounds :
Such a function χ is depicted in Figure 6 . The C 0 estimate (11) (10) follows from the fact that the maximum slope of the graph in Figure 6 is 1 A − 100 and that, when < A,
This concludes Step 3. Figure 6 . The cut-off function χ . We have represented the x < 0 part; the function is symmetric with respect to x = 0.
Step 4 (The smooth map I ). On R 2 × R 2 we define the smooth family of Hamiltonian functions (H (x 1 , y 1 , x 2 , y 2 ) := −χ (x 1 )x 2 √ π) whose time-1 flows are given by the smooth family (Φ ) :
. Let S be the connected subset of Σ(˜ ) that is mapped to the horizontal strip S = (−A, A) × (− 2 , 2 ) by the immersion i (See Figure 5) . We define I :
Since 0 χ 1, the image of I lies in the set R 2 × R( √ π, 2 √ π). Moreover, I is smooth because the Hamiltonian flow Φ in (12) is the identity near x = ±A, y ∈ (− 2 , 2 ) (since χ = 0 there by (9)). For the same reason, I is a local diffeomorphism, since i is a local diffeomorphism and Φ is a diffeomorphism.
Step 5 (I is injective). Assume I (σ, b) = I (σ , b ). There are three cases.
(a) Suppose that σ ∈ S and σ ∈ S . Then 
In particular, |y 2 − y 2 | = χ (x 1 ) √ π. Since y 2 ∈ (0, √ π) and y 2 ∈ (0, √ π) we must have that χ (1) < 1. Hence |x 1 | > a, and we are outside of the vertical strip |x 1 | a. If x 1 < −a, the second to last equation in (14) , and the slope bound (10), imply
It follows from Figure 5 that (15) is not possible.
Similarly, if x 1 > a then χ 0, and we have that y 1 y 1 > y 1 − 1 A + π, which is, again by Figure 5 , impossible. This concludes Step 5.
Step 6 (Conclusion). We have so far shown that we have a smooth embedding
for sufficiently small values of > 0. From the formula (12) for the flow Φ we have that π 1 (I (Σ(˜ ) × Q( √ π))) ⊂ D , where D is depicted in Figure 7 , and π 1 : R 2 × R 2 → R 2 is the projection onto the first factor. So I gives an embedding
Let (ϕ : D → B 2 (r( ))) >0 be a smooth family of symplectic embeddings, where
Such family exists by Moser's argument (Lemma 6.2). By construction of D (Figure 7 ) there exists a constantc > 0 such that r( ) √ 2 +c , for sufficiently small > 0. Again by Moser's argument there are symplectomorphisms
We may combine the maps (17), (19) , and (20) to get a smooth family of symplectic embeddings (I˜ )˜ >0 , for˜ sufficiently small, defined as follows Figure 7 . The open set D is the envelope of the image of the immersion i in Figure 5 . Hence the total area of D is of order 2(
Next we prove that [11, Theorem 1.6] holds for smooth families.
Theorem 6.4. Let n 3. There exist constant C, C > 0 and a smooth family of symplectic embeddings
where (S, R) vary in the open set
Proof. Consider the symplectic embedding i T : B 2(n−1) (T ) → Σ × B 2(n−2) (10T 2 ), T > 1 3 given by Lemma 5.1, where Σ = (R 2 \ Z 2 )/Z 2 is equipped with the standard quotient symplectic form. For > 0, let τ √ : R 2(n−1) → R 2(n−1) be the dilation τ √ (x) = √ x. The corresponding quotient mapτ √ maps Σ × R 2(n−2) to Σ( ) × R 2(n−2) .
The mapτ √ •i T •(τ √ ) −1 is a symplectic embedding of τ √ (B 2(n−1) (T )) = B 2(n−1) ( √ T ) intō τ √ (Σ × B 2(n−2) (10T 2 )) = Σ( ) × B 2(n−2) (10 √ T 2 )).
Of course, as T > 1 3 and > 0 vary, the corresponding family of embeddings is smooth. By composing with the embeddings given by Theorem 6.3, we obtain a smooth family of symplectic embeddings :
T > 1/3, > 0.
The conclusion of the theorem is obtained by the smooth change of parameters (S, R) := ( √ T, √ 2 + c ), whose image is the domain given by (21), with C = 9c. This change gives the constant C = 10 √ c.
Proof of Theorem 3.3
Hind and Kerman proved [11, Theorem 1.5] that for any 0 < R 1 < √ 2 and any R 2 R 1 there are no symplectic embeddings of B 2 (1) × B 2(n−1) (S) into B 2 (R 1 ) × B 2 (R 2 ) × R 2(n−2) when S is sufficiently large. Therefore, in order to prove Theorem 3.3, it is sufficient to show that B 2 (1) × R 2(n−1) symplectically embeds into B 2 ( √ 2) × B 2 ( √ 2) × R 2(n−2) . By Theorem 6.4 there exist constants C, C > 0 and a smooth family of symplectic embeddings i S, R : B 2 (1) × B 2(n−1) (S) → B 2 (R) × B 2 ( √ 2) × B 2(n−2) (
), where (S, R) vary in the set A of points (S, R) ∈ R 2 such that S > 0 and √ 2 < R < √ 2 + C S 2 . Let j R,S be the symplectic rescaling :
given by x → √ 2/R i S,R (Rx/ √ 2). The family (j R,S ) (R,S)∈A is again a smooth family of symplectic embeddings.
Consider the smooth subfamily φ := j S,R , with S := 1 (1 − ) , R := √ 2 1 − .
A computation shows that (R, S) ∈ A as long as
which holds if < 0 and 0 < 1 is small enough; hence the family (22) is well defined, gives symplectic embeddings from B 2 (1 − ) × B 2(n−1) (1/ ) to B 2 ( √ 2) × B 2 ( √ 2(1 − )) × B 2(n−2) (ρ( )) with ρ( ) := 2 −1/4 C 5 (1 − ) .
Of course, such a function ρ : (0, 0 ) → (0, ∞) is continuous and
Thus, in view of Remark 4.4 we may apply Theorem 4.3 to the family of symplectic embeddings (22) with target manifold M = B 2 ( √ 2) × B 2 ( √ 2) × R 2(n−2) as in Definition 4.1. In this way we get a symplectic embedding j : B 2 (1) × R 2(n−1) → B 2 ( √ 2) × B 2 ( √ 2) × R 2(n−2) , as desired, thus proving Theorem 3.3. 
