ABSTRACT Fog computing is a technology that brings computing and storage resources near to the end user. Being in its infancy, fog computing lacks standardization in terms of architectures and simulation platforms. There are a number of fog simulators available today, among which a few are open-source, whereas rest are commercially available. The existing fog simulators mainly focus on a number of devices that can be simulated. Generally, the existing simulators are more inclined toward sensors' configurations, where sensors generate raw data and fog nodes are used to intelligently process the data before sending to back-end cloud or other nodes. Therefore, these simulators lack network properties and assume reliable and error-free delivery on every service request. Moreover, no simulator allows researchers to incorporate their own fog nodes management algorithms, such as scheduling. In existing work, device handover is also not supported. In this paper, we propose a new fog simulator called FogNetSim++ 1 that provides users with detailed configuration options to simulate a large fog network. It enables researchers to incorporate customized mobility models and fog node scheduling algorithms, and manage handover mechanisms. In our evaluation setup, a traffic management system is evaluated to demonstrate the scalability and effectiveness of proposed simulator in terms of CPU and memory usage. We have also benchmarked the network parameters, such as execution delay, packet error rate, handovers, and latency.
I. INTRODUCTION
Over the years, there is a tremendous paradigm shift in Information and Communication Technology from isolated and limited computing environments to pervasive computing. The advancement in telecommunication and manufacturing industry resulted in development of powerful smart-devices that can ubiquitously join available network at any time. Recent years have seen the evolution of 5G as a future technology. The inclusion of 5G technology not only supports the heterogeneous wireless network connectivity but also provides a wide spectrum to different applications that can take benefit from 5G to improve their performance in terms of e.g., latency, response time, and energy consumption. With advancement in technology, the devices can become a part of a grid and generate significant amount of data that is typically 1 available at https://fognetsimpp.com sent to cloud for processing. According to Gartner 2 (2017) report, around 8.4 billion devices will be connected to the Internet by the end of 2017. The raw data generated through various sensors require intelligent processing to reduce the bandwidth usage and improve the latency. Therefore, the need to bring resources close to the end user is rising. Fog is one of the emerging edge computing paradigms. The term fog was first introduced by Cisco [1] . As compared to cloud data centers, fog provides a virtualized computing environment deployed closer to the end user [2] . The fog resides between cloud and end-user devices. The cloud and fog provide similar services to end users but the fog is deployed to facilitate specific geographic region. Fog cannot exist standalone rather it augments the cloud computing. It is designed to support delay-sensitive applications, whereas cloud being far away from the user can exhibit higher latency. The fog provides services to IoT applications from the edge network as well as from the devices such as routers, access points, Road Side Units (RSUs) and other user devices. With the deployment of fog nodes, the reliability, fault tolerance, and scalability of the devices can easily be managed. Thus, it also reduces the bandwidth usage between fog node and backend cloud data centers. The fog is an emerging paradigm but there are several challenges it faces, such as heterogeneous device management, fog nodes architecture, security, device mobility, and privacy. Moreover, interoperability among heterogeneous devices is also a challenging task. Data coming from different devices need to be analyzed and forwarded to other devices for timely decision making. The typical fog paradigm consists of limited fog nodes that provide virtualized computing services. Therefore, to efficiently manage resources requires sophisticated scheduling algorithms. Fig 1 depicts a general scenario where the efficiency is achieved by implementing the fog layer in between the local network and cloud. Similarly, like a cloud, proper management of resources usage and billing is the mandatory requirement of fog paradigm. Fog provides a flexible environment to end devices, but is difficult to manage due to its decentralized paradigm. The fog nodes can be deployed at any place between the device and cloud infrastructure. As fog is designed to support latency-sensitive application, Smart Gateways (SG) are the best location to offer fog computing [3] . Fog computing is based on expensive devices and network equipment. It is important to perform pre-deployment testing of fog platform using simulation tools. However, no such standard simulation tool/framework is available at the moment for the fog computing that makes fog simulation an open research issue as well.
Moreover, the existing fog simulators lack basic features that we explain in the subsequent text. The existing simulators are mainly focused on homogeneous devices. The devices send the data to a centralized node where the data is processed before sending to the cloud. There exist Java-based simulators which do not consider the network properties and thus, only simulate the idealistic environment with no packet drop/error rate, network congestion, and channel collision. The simulators only provide limited or simple mobility models and lacking features like handover. The simulators are not open source or proprietary and do not support modification. Thus, researchers cannot incorporate their own resource management algorithms for testing and modification. Moreover, energy consumption and cost computation models are also not supported in existing simulators.
Contribution -In this paper, we have proposed a fog simulator named as FogNetSim++. In our proposed FogNetSim++, a user can simulate heterogeneous devices with varying features. It also supports the handover feature to track the source or requested device. Thus, after computation, results can be delivered through different fog nodes deployed at the distinct geographical region. The FogNetSim++ architecture is flexibly designed so that researchers can incorporate their own algorithms by extending the base classes. Previously no such simulators exist that facilitate in such a manner; thus, FogNetSim++ enables users to model, simulate, and evaluate the different realistic fog scenarios. It also provides a facility to create a network environment that allows the static and dynamic nodes in the network and use various fog protocols for communication, such as Message Queue Telemetry Transport (MQTT), Constrained Application Protocol (CoAP), and Advanced Message Queuing Protocol (AMQP). The FogNetSim++ includes a range of mobility models, such as StationaryMobility, StaticGridMobility, CircleMobility, LinearMobility, TractorMobility, RectangleMobility, and TractorMobility. The user can extend these models to fulfill their requirements. Moreover, energy module is also incorporated for mobile devices. All the fog nodes are managed through a central broker, thus various resource scheduling algorithms can also be incorporated in the proposed simulator.
The rest of the paper is organized as follows: Section 2 briefly describes the related work. In Section 3, FogNetSim++ system model and design is explained. The experimental setup and simulation details are presented in Section 4. Finally, we conclude this paper in Section 5 and discuss future research directions pertaining to the FogNetSim++ simulator.
II. LITERATURE REVIEW
This section covers details about some of the commonly used simulators, with comparison to the proposed FogNetSim++. Han et al. [4] proposed DPWSim, designed for IoT applications. It supports the service-oriented and event-driven model. Sotiriadis et al. [5] proposed SimIoT which is designed as an extension of SimIC simulation framework. It provides several communication mechanisms for IoT sensors and cloud data centers. Similarly, a simulation tool EdgeCloudSim is proposed to reduce the barriers in the conventional cloud simulators for simulating the edge computing scenarios. It is designed as an extension to CloudSim [6] .
Khan et al. [7] proposed a coordination technique to handle large number of IoT devices. The framework is implemented on CloudSim and supports home automation applications. Fiandrino et al. [9] proposed a CrowdSenSim, which is designed to simulate crowd source applications such as smart cities. To evaluate the proposed simulator, authors have simulated a street lighting scenario. However, the simulator can be used for other applications that require data gathering from various diverse sources. The CrowdSenSim is freely available for researchers and users.
SimpleIoTSimualtor [10] is commonly used tool to simulate IoT environment with sensors and devices. It also supports number of IoT specific protocols such as MQTT, CoA, etc. However, SimpleIoTSimulator requires 64-bit RedHat Linux environment for successful installation and execution of all the packages. Similarly, IBM offered PaaS enabled IoT simulator termed as IBM Bluemix [11] . It provides a web based interface for quick deployment of cloud applications that can gather data from various sensors and devices. It provides support for hardware devices of ARM, Intel, and Texas Instrument. The data is sent to cloud data center through MQTT protocol. A platform-as-a-service enabled simulatorParse [12] is launched by Facebook. It supports IoT devices. It provides easy application development environment and also supports various mobile devices. The Google Cloud framework includes Google's IoT solution that provides various Google services [13] . The proposed framework is highly scalable, and allows large number of devices, gathers data and provides a visualization platform. In particular, data from devices are received at Load Balancer and from here it is disseminated to the next layer i.e., AppEngine.
Gupta et al. [14] proposed an IoT and fog simulator called iFogSim. It is designed as an extension of CloudSim using Java technology. The authors presented the impact of resource management techniques in terms of latency, congestion, and cost. However, there are few drawbacks: (a) it is based on Java, therefore, core network parameters are not supported, (b) it is not compatible with different versions of java, moreover, the documentation is not extensive to support development. In our proposed simulator, a complete network toolbox is available to simulate delay, latency, congestion, packet drop, thus, it gives the flexibility to simulate diverse networks with variable characteristics.
A Cisco solution based IoT simulation testbed is proposed -called FIT IoT Lab [15] . It also supports open-source solutions. It allows the use of wireless nodes deployed across France. The sensors and gateways are accessed through the remote interface. However, the simulator does not conduct simulation in a controlled environment, therefore, the simulation cannot be repeated.
WSNet is simulator designed to simulate wireless networks [16] . It is a discrete event simulator. It can be used to simulate IoT network. It already includes modules such as mobility, energy, radio interfaces, and routing protocols. Moreover, it also supports simulation of disasters such as earthquake, and fire.
Conti et al. [23] proposed a scheme that help fog computing nodes with battery to store energy that can be used to execute compute intensive tasks. The power storage can help fog node during peak load time even with low power generation. The authors proposed reinforcement based learning technique to minimize the job loss.
Name et al. [24] discussed the resource allocation and user mobility. The authors proposed the algorithm to optimize the resource allocation and handle the handover for mobile users in fog environment.
Meng et al. [25] studied the delay-constraint model for computation offloading on Cloud or fog computing servers. The main goal is to minimize the energy consumption in terms of computation and communication keeping in consideration the delay constraint of every task. The proposed hybrid approach has reduced the overall energy consumption.
In fog computing, usually the resources are limited compared to cloud; therefore, typical cloud resource allocation algorithms cannot fulfill the rapid changing needs of the user. Ni et al. [26] proposed a resource allocation algorithm for fog environment using priced timed petri nets. Priced timed Petri net is the variant of Petri nets that define the system based on price and time. It is used to characterize the dynamic behavior of a system and also help in effectively analyzing the performance in terms of time and cost. The proposed scheme considers price and completion time of a task. Moreover, the algorithm that predicts the time required for a particular task is also proposed in this work.
Fog provides a middle-ware for the applications of IoT where sensors/devices generate significant amount of data [27] . Similarly, the energy management of edge devices is also very crucial. Xu et al. [28] proposed a dynamic energy management framework that learn on-the-fly and dynamically manage the workload offloading mechanism.
Ananthanarayanan et al. [29] proposed a geographical distributed framework for large-scale video analytics. To support real-time video analytics, gateway nodes are used to fulfill the computing requirement. Ren et al. [30] discussed a scalable framework for edge computing. The framework is designed to support smart home applications, the collected data from various sensors are sent to decision making nodes, the communication can be reduced with the installation of nearby computing nodes [31] .
A video transmission model is proposed by Xu et al. [32] where Mobile Edge Computing (MEC) server is used to control the video caching mechanism. Many well-known content providers, such as Youtube, NetFlix, etc., are caching contents at the edge, thus reducing the latency. Chen et al. [33] proposed a device-to-device crowd sourced framework for MEC using 5G technology. In 5G technology, a device can communicate with other devices. Therefore, a large number of devices can require computing resources at the edge location. Sonmez et al. [6] proposed a framework that defines the strategies for better resource sharing and task execution in collaborative and energy-efficient manner.
Tang et al. [34] proposed a distributed fog architecture for the integration of different infrastructures, services, and components for smart cities. The authors claimed that with the deployment of fog node, the response time has been reduced significantly. Li et al. [35] proposed a cooperative framework to enhance the data collection quality in fiber channel networks. The delay constraints are fulfilled through the concept of offloading at dynamic fog nodes. Meng et al. [25] proposed a hybrid offloading framework that can offload data and computation at fog nodes and cloud data centers. The main objective is to reduce the overall energy consumption for computation and communication.
Mukherjee et al. [36] discussed the security issues in IoT environment. Similarly, Hu et al. [37] discussed the security and privacy of face detection applications while computations are performed at the fog layer. The commonly used protocols for the fog paradigm are publish/subscription based. A content-based publish subscribe scheme is proposed to handle privacy issues [38] . Similarly, the fog architecture is also useful for vehicular applications that require quick computation for real-time decision making. A fog architecture for vehicular computing is proposed by Bonomi et al [2] .
Most of the simulators discussed above are not flexibly designed to facilitate researchers to incorporate their own algorithms. Moreover, the existing simulators are mainly focused on devices they can support; however, the network protocols and communication stack are not fully considered. To test and analyze the algorithms, there is a need for flexible, extensive, and rapidly deployable fog simulator. The detailed comparison is shown in Table 1 . In next section, the details of the proposed simulator are discussed to address the abovementioned issues.
III. FOGNETSIM++: TOOLKIT FOR MODELING AND SIMULATION

A. SYSTEM MODEL
The proposed system can support P mobile devices (d), M fog nodes and a broker node (B). The mobile devices can communicate with the broker node through the base station (BS). The mobile devices can be of different types, either they are sensing devices which only generate data for further processing at the fog node or they can offload task for computation. Therefore, the mobile device can execute an application which requests for computing capacity at the fog node. Here, we have implemented a traffic model as an M/M/1 queue on mobile device and M/M/c queue on fog nodes. Every mobile device can generate a service request to the fog node through its BS. If the cumulative request rate is less than the accepted rate of fog node, then all the requests will be accepted to process on fog node. Otherwise, the request is further subleased to the neighboring fog nodes. This entire process is managed by the broker node. The broker node continuously monitors the fog nodes, their queue length, and sizes of every request. Based on these parameters, it can sublease the tasks to other fog nodes. Moreover, here we have assumed that offloading task to the back-end cloud data center can further add the delay, however, the option is still available at the broker node which can be utilized in extreme cases where the request rate increases exponentially. Moreover, the requests generated from mobile devices (d i , i ∈ P) follows a Poisson process model, where (µ i ) is the average request arrival rate.
Every request generated from device (d i ) is computationally intensive, totally independent and can be scheduled on any fog node or cloud data center. Further, there are k homogeneous fog nodes that can be used to execute the received task. In every fog node location, there are q nodes available to provide services. The execution rate is represented as θ f . The maximum workload of the fog node is represented as φ f . The reason to define the max workload is to evade unnecessary queuing delay. The execution request from a d i is first received at the B. Thus, according to the Poisson process, VOLUME 6, 2018 we can write the total arrival rate is as follows:
Further, the request that every fog node can accept is stated as:
Therefore, using (1) and (2), we can compute the execution rate at fog nodes as:
Using Erlang's formula [39] and the queuing theory analysis, we can compute the average waiting time of each request at fog node is as follows.
The broker node is managing all the fog nodes and if the fog node cannot process any new request, the broker forwards the overloaded request to neighboring fog nodes which are underutilized. Moreover, in extreme case, the task can be transferred to the cloud data center (we are not considering this case here). Therefore, if no fog node is available which can accept the new task, the broker can hold the task in its own queue for time (t). After the expiry of time, it can forward the task to available fog node. Otherwise, after the expiry of time t, the broker can drop the task and request for re-transmission.
Energy Model -FogNetSim++ also provides the energy model. The energy of a given task can be computed using (5) . Where E t represents the energy consumption for task t. It is the combination of device energy and energy consumed at fog node. At device end, the energy is consumed in uploading the task t of size S(t) on data channel of bandwidth B with its transmission power P trans . Whereas, the power consumed in processing task t of size S(t) at fog node (FN ) with computing capacity γ fn . P idle represents the idle power. The state diagram of the current energy model is presented in the Fig. 2 . The (6) represents the total energy for Q tasks.
Pricing Model -FogNetSim++ also provides different pricing models. The central broker monitors the resource usage. The pricing model available in FogNetSim++ is listed in Table 2 . For the pricing model, the broker is responsible for managing the user SLA (service level agreement).
The proposed FogNetSim++ is an extensive simulator designed to support task execution inside the fog. Usually, the resources available at fog level are less compared to the cloud data center. Therefore, efficient utilization of fog resources is highly desirable. Moreover, the proposed framework is designed with a centralized task manager i.e., broker node. The broker is responsible for managing the entire fog resources. Initially, the device contacts broker with its computational requirements. On successful allocation of fog node, the device directly sends the task to the assigned node. Thus, this reduces the overhead at the broker node. Moreover, the proposed work also supports sensing devices, which can only generate data, and other devices can acquire that data through subscription. The rest of the technical details are discussed in the next subsection.
B. IMPLEMENTATION
The FogNetSim++ is developed as an extension of OMNeT++. The OMNet++ is commonly used open source tool that provides an extensive library to simulate network characteristics. It provides a number of built-in modules that act like realistic network devices. Fig. 3 shows the design of proposed FogNetSim++. In FogNetSim++, all the available modules of OMNeT++ can be easily integrated. The researchers can easily modify the modules of FogNetSim++ to simulate their scenarios. The main objective of the development of FogNetSim++ is that the existing frameworks are designed to support different sensors [10] , [11] . However, they have ignored the network characteristics such as error rate and data rate that can play a critical role in simulating latency-sensitive applications. Similarly, the existing work does not support mobility or provide simple mobility models [40] . The graphical interface of FogNetSim++ is shown in Fig. 4 . Our proposed FogNetSim++ present the complete simulation environment that includes sensors, fog nodes, a broker node and geographically distributed data centers. The broker is responsible for managing the fog nodes, it receives the service request and assigns fog nodes keeping in view the utilization of every fog node. It is a novel framework that supports both mobile and static nodes, devices, and gateways. The modular design of FogNetSim++ is shown in Fig 3. The FogNetSim++ comprises of two main modules i.e., end devices and broker. The core modules of FogNetSim++ are broker, fog node, and the end devices. The broker is the centralized resource manager that keeps track of all the fog nodes. The fog node provides a computation service. The end device is the actual node/sensor that can move during communication and generate requests for computing nodes. The broker node receives a request from devices to perform the requested computation. The broker node maintains a queue from where the requests are served on first come first serve basis. Thus, the broker is responsible for task scheduling, execution, and handover. The handover module is used in two cases, i). when the node is moving from one region to another and its requested task is being executed. In that case, broker dynamically transfers the unallocated task to its neighbor fog node; ii). the requested task is transferred to the neighboring node where fog node is available or lightly loaded. The latter is used when directly connected fog node is heavily loaded, and cannot fulfill the request due to large pending tasks, as shown in Fig 5. The broker nodes are also connected to a backbone network which further connects it with the cloud data center. The computed results/data can be sent to the data center for storing and to perform analysis at a later stage. Usually, there are limited fog nodes that provide computation. Every fog node provides services to a large number of devices. In a typical case, it is used to gather data from sensors, and the only meaningful information is sent to the data center. In proposed FogNetSim++, researchers can incorporate their own request scheduling algorithms at the broker node to support the execution of tasks at the fog node. Moreover, the sophisticated handover algorithm can also be incorporated very easily. This can introduce a new research direction in fog simulators. In all the previous simulators, no such scheduling algorithms are available that allow researcher to utilize fog nodes efficiently.
The network module in FogNetSim++ provides complete network physical/wireless link properties such as packet drop, retransmission, bit error rate, and link bandwidth. The FogNetSim++ provides flexibility in network configurations. The user can define network parameters according to their design requirements. Thus, the more realistic network can be simulated. The FogNetSim++ includes a number of communication protocols, that can be used to simulate diverse scenarios. At present, the available protocols are TCP, UDP, FTP, HTTP, MQTT, CoAP, and AMPQ. The HTTP, TCP, and UDP can also be used for communication with the data center. The FogNetSim++ supports heterogeneous devices and fog nodes with a variable number of applications that can execute over each node concurrently. Moreover, the applications can use different communication protocols. Further, it also supports IPv4 and IPv6; however, both cannot be used simultaneously. Moreover, the broker can be used to dispatch the data to the requested devices; therefore, publish, subscribe mechanism is implemented at the broker node. Any device can register with the broker either as a subscriber, publisher or both. Thus, the broker tracks the device location and share updates to all the subscriber devices. This mechanism is added to support the role of various sensors in IoT. For this purpose, MQTT is a publish/subscribe based lightweight messaging protocol 3 , which is implemented in FogNetSim++ for communication among devices and broker nodes.
1) BROKER MODULE
As discussed above, the broker node is responsible to provide resources on request. In FogNetSim++, we have categorized the nodes into three types i.e., static, mobility-based, and Wireless Access Based (WAB). The static nodes are the fog computing servers, placed at the gateway to provide computing on request. The mobility-based are the actual mobile nodes that can request computation from fog nodes. The WAB are the access points that can be used to serve the connected nodes. The internal modules of the broker node are shown in Fig 6. The WAB is designed on the inspiration of Cisco Edge 4 series routers which provide the facility of computing along with the routing. The other features of the broker node are to register/manage publishers, subscribers, schedule fog nodes for requested devices, resource management, optimal utilization of resources among the number of requested devices, manage handovers, provide communication link with data centers, and reliable data delivery. The execution of broker and fog node is listed in Algorithm 1 and Algorithm 2. The simulation parameters of broker node are listed in Table 3 .
2) END NODE DEVICES
Another core module of FogNetSim++ is mobile devices that can play an important role in fog computing. Here, we categorize devices as -sensor nodes and user nodes. A sensor nodes act as data generator, and send the generated data to broker or other devices after regular interval of time. Whereas, a user node can generate or receive data. A user 4 www.cisco.com node can also act as a sensor. Moreover, these nodes are further arranged into two types: (a) wired and (b) wireless nodes. Nodes can be static or mobile, both versions are supported in FogNetSim++. Devices can register to publish data. The data is pushed to a broker node. In the proposed simulator, all the devices are IP enabled, thus can acquire IP addresses through DHCP. The devices support MQTT protocol along with other application protocols such as HTTP, TCP, FTP, SMTP, SNMP, and UDP. Moreover, the selection of a protocol for communication is done at design time. Due to the flexible architecture of FogNetSim++, researchers can easily incorporate other protocols through well-defined classes. Msg req ← taskQueue pop
10:
Outcome ← ExecuteMsg req
11:
Send(Outcome, B) 12: end if 13: if timer expired then 14: Send(φ i , B) 15: timer ← reset 16: end if 17: end while Mobility Models -Mobility is another very important feature of end devices. In FogNetSim++ wireless and wired devices are supported. The mobility can play an important role, it can create new challenges for researchers in the form of optimum use of resources and resources' handover. Normally mobility models are classified into two categories i.e., entity and group model. In the entity model, the movement of each node is independent of other nodes. The most commonly used entity models are random waypoints, Gauss Markov, and City section. In the group model, the movement of one node is dependent on the movement of other nodes. The most commonly used group models are Column Mobility, Nomadic Community, and Reference Point Group. The FogNetSim++ supports only entity models. The already available models are a random waypoint, Mass mobility, Gauss Markov, Chaing mobility, CircleMobility, LinearMobility and vehicle mobility.
IV. TESTING AND PERFORMANCE EVALUATION
FogNetSim++ offers a comprehensive platform to simulate diverse fog applications. It also helps to understand the basic concept of fog computing. The FogNetSim++ provides a rich network configuration managed through a network module. It allows the simulation of a realistic network environment that opens new challenges for researchers such as resources utilization, data error rate, and handoffs. All the modules are configured through a configuration file with extension ini. A user can set values of different parameters, such as, number of brokers, fog nodes, end devices, data rate, channel noise, and mobility models for every individual or group of nodes.
Case Study -To give the basic understanding of the framework and to evaluate the performance of the simulator, a communication network scenario is simulated based on smart traffic management system. The smart traffic management is an ideal case for fog nodes, where a number of static sensors are deployed to gather traffic information. Moreover, pedestrians can also share the surrounding conditions through their smart devices. The pedestrians are mobile, can freely move in any direction. These sensors generate data at discrete points. The data is processed at the fog node for quick response, to identify any rules violation, such as over speeding, or any unusual situation. Moreover, there are law enforcement agencies which have subscribed to these sensors depending upon their geographical location. The fog nodes are used to identify the violations based on received data and disseminate the results to the subscribers. Apart from this, the law enforcement agencies can also generate a request for computing resources to perform their search or predictions. Here, we have analyzed the network based on the above mentioned scenario using a FogNetSim++. The simulated topology is shown in Fig. 7 . The sensor generates data after regular intervals of time. The broker node receives the data and forward to the fog node for processing and results are disseminated to the subscribed devices. Moreover, the devices can send the compute capacity request to the broker node. The broker assigns resources based on the scheduling policy and after execution, sends back the result to the requested device. During the task execution, the broker also tracks the requested or subscribed devices for hand-off operations. The scalability of proposed FogNetSim++ is measured in terms of memory and CPU usage. As the IoT comprises of a large number of devices, therefore, it is important to benchmark the proposed FogNetSim++ in terms of memory and CPU usage. Moreover, the other network parameters that are benchmarked here are the delay, latency, and error rate. The delay is also measured with respect to the execution task. The task is categorized as large (1500 MIPS), medium (900 MIPS), small (200 MIPS), and random (a random number between 200 and 1500 MIPS). Usually, different functionality requires a different amount of computing capacity. For example, in a traffic management system, identifying objects from a snapshot, or predict the movement of group can take a different amount of execution time. The system specifications are mentioned in Table 4 . The parameters used in a simulation are listed in Table 5 . The proposed FogNetSim++ is evaluated by varying the number of devices. The Fig. 8 shows that the CPU usage with respect to the total number of modules shows the increasing VOLUME 6, 2018 FIGURE 12. Handoff performed w.r.t task size. trend; however, for around 1320 nodes, the CPU usage is below 25%. The number of nodes mentioned in the figure includes both devices, fog nodes, and the broker node.
Similarly, with the increase in a number of nodes, the memory consumption also shows an increasing trend. However, for 1320 nodes around only 15% of memory is used (see Fig. 9 ). Thus, this clearly shows that the proposed simulator can easily support the execution of thousands of nodes on a typical computing machine. This is primarily due to the reason that each node maintains a very less node-specific data. In the simulator design, the common data is shared among all the nodes. The FogNetSim++ is designed on the top of OMNeT++, that provides a rich graphical user interface. Therefore, increasing the number of nodes usually requires a significant amount of time to populate the GUI. So, the delay in construction of GUI interface is also an important parameter to observe. Fig. 10 shows the delay in constructing the graphical user interface (GUI). At 1320 nodes the maximum delay is around 600 seconds. This is due to the rich GUI that allows users to inspect every module and parameters through GUI. However, the proposed simulator can also run in command line mode to avoid such delays.
The Fig. 11 shows the average task computation time for small, medium, large and random sized tasks. The dotted line represents the average time at every simulation interval. . 12 shows the percentage of hand-offs performed during the evaluation. However, it can be seen that with an increased task length, there are greater chances for a hand-off operation. Moreover, device location and mobility model also played an important role in hand-offs. Thus, the broker node maintains the location of the requested node, so that after the task completion, results can be dispatched accordingly.
The end-to-end delay increases with the increase in the number of user nodes as shown in Fig 13. Here we define endto-end delay as the time taken by a request from the device to the broker node. In a typical scenario of large number of devices generating requests at regular intervals, it results in more delay as depicted in the figure.
In the experimental setup, the results are gathered based on different task computation requirements. The tasks are categorized as small, medium, large and mix. Fig. 14 shows the average task completion delay in each of the task category. The figure clearly shows that the large task computation requirement takes a significant amount of time in completion. Therefore, small execution tasks can enhance the system performance and reduce the waiting time at fog nodes. However, Fig. 15 shows the average error rate reported during execution. The devices communicate using the wireless channel. However, the rate varies with device placement, congestion of the network, and the mobility model used for a node. The average latency at discrete points is shown in Fig. 16 . Here, the x-axis represents the simulation time and y-axis shows the latency. Fig. 17 shows the residual energy of three mobile users. The residual energy is defined as the remaining energy at a mobile node after communication with broker/fog node. The FogNetSim++ provides an extensive way to measure the energy of every mobile node that participated in the simulation. The node no longer becomes the part of the network when its residual energy reaches zero. Fig. 18 shows the energy consumption with respect to transmission power. In FogNetSim++, the mobile nodes can dynamically change their transmission power to communicate with broker/fog node. On the other hand, changing the transmission power can directly affect the life of battery operated devices. With large transmission power, the device can last for the shorter period of time.
V. CONCLUSIONS AND FUTURE DIRECTIONS
The inception of fog and edge computing provides new opportunities for delay-sensitive applications. The provision of computing at the network edge, closer to the end user, reduces the traditional network communication delays compared to the cloud-based execution model. In this paper, we have proposed a fog network simulator. In particular, FogNetSim++ provides a framework for researchers to investigate their own resource management techniques, perform resource handover, adopt new algorithms with the complete network stack. All the existing simulators do not completely provide the network characteristics, mobility features, and resource management modules. FogNetSim++ provides the diverse network features and supports a large number of mobility models. Thus, our objective is to facilitate researchers for the rapid development and testing of new resource management algorithms. In this paper, we have benchmarked the FogNetSim++ in terms of network usage and its behavior with respect to increase in traffic. The performance evaluations illustrate the effectiveness of the proposed framework. In future, we would like to extend the FogNetSim++ to include the VM migration among fog nodes. Moreover, interoperability among fog federations is another interesting area that need further exploration. VOLUME 6, 2018 
