This paper seeks to address the problem of the empirical identification of housing market segmentation, once we assume that submarkets exist. The typical difficulty in identifying housing submarkets when dealing with many locations is the vast number of potential solutions and, in such cases, the use of the Chow test for hedonic functions is not a practical solution. Here, we solve this problem by undertaking an identification process with a heuristic for spatially constrained clustering, the ''Housing Submarket Identifier'' (HouSI). The solution is applied to the housing market in the city of Barcelona (Spain), where we estimate a hedonic model for fifty thousand dwellings aggregated into ten groups. In order to determine the utility of the procedure we seek to verify whether the final solution provided by the heuristic is comparable with the division of the city into ten administrative districts.
Introduction
A housing market is the collection of alternative locations considered by households as location substitutes, with houses in different submarkets being imperfect substitutes within the same broader market.
1 Housing market segmentation is widely recognised in the literature, and several studies have stressed its importance. Goodman and Thibodeau (2007) propose a number of reasons as to why an understanding of how metropolitan areas are partitioned into housing submarkets is important: (a) it increases the accuracy of statistical models when estimating house prices (Goodman & Thibodeau, 2003) ; (b) it improves the modelling of spatial and temporal variations in house prices; (c) it improves the ability to price the risk associated with financing homeownership for lenders and investors; (d) it can reduce search costs for those demanding housing; and (e) it avoids inducing spatially correlated errors that bias the coefficients on variables correlated with the errors. Bourassa, Cantoni, and Hoesli (2007) further emphasise the importance of submarket differentiation in their study of house price prediction in a mass appraisal context. They report equally, or even more, accurate predictions when using a traditional hedonic model incorporating a series of dummy variables to define submarkets as when using more complicated models (such as lattice SAR and CAR or geostatistical models). Many techniques have been adopted in the detection of submarkets and housing segmentation: cluster analysis (Bourassa, Hamelink, Hoesli, & MacGregor, 1999) , GIS and ESDA analysis (Tu, Sun, & Yu, 2007) , cointegration analysis (Jones et al., 2003) , fuzzy clustering (Hwang & Thill, 2009 ), non-parametric smoothing and spline functions (Pavlov, 2000) , neural networks (Kauko, 2004) , classification regression trees (Fan, Ong, & Koh, 2006) , and household mobility patterns (Jones, Leishman, & Watkins, 2004; Royuela & Vargas, 2009 ). The most frequently applied technique by far has been the use of hedonic models for house prices. The basic assumption is that hedonic coefficients for housing characteristics, such as living space, capitalise neighbourhood amenities, such as public education. Separate models for global housing markets and for housing submarkets are computed and, then, F-tests for nested models are used. These tests tell us whether or not there is a significant reduction in the sum of squared residuals by splitting the subsample into submarkets. The usual result is that housing submarkets matter and this is what is to be expected, especially when using large datasets. In this study, we adopt this approach, considering as our crucial criterion the proximity between the vectors of hedonic price characteristics of each submarket.
The main problem faced by researchers is how best to combine a large number of spatial units into a smaller number of housing submarkets, considering that the number of different ways that N dwellings or areas can be grouped into M submarkets is particularly large (Cliff & Hagget, 1970; Cliff, Haggett, Ord, Bassett, & Davies, 1975; Keane, 1975) . 2 The literature has tackled this problem in two ways. On the one hand, different methods have been used to delineate submarkets (see above). On the other hand, the literature employs a small number of previously defined (in administrative terms, for instance) submarket regions, which might include districts or census tracks (as in Watkins, 2001 , 3 Adair, Berry, & McGreal, 1996; Goodman & Kawai, 1982; Schnare & Struyk, 1976) . Both approaches provide discrete submarkets, which has been criticised on the grounds that neighbourhoods (housing submarkets) are not easily defined a priori and, consequently, continuous solutions are deemed preferable (Redfearn, 2009; Sunding & Swoboda, 2010) . Our paper seeks to address the problem of the empirical identification of housing market segmentation, once we assume that submarkets exist. We undertake this identification process by implementing a heuristic for spatially constrained clusters, the ''Housing Submarket Identifier'' (HouSI). This heuristic combines two strategies: (a) the construction of initial feasible solutions based on the region-growing strategy (Taylor, 1973 and Openshaw, 1977) , and (b) the local improvement of a feasible solution based on the Tabu Search algorithm (Openshaw & Rao, 1995 and Duque, Anselin, & Rey, 2011) . A more formal definition of the problem of aggregating N areas into M regions, while optimising a predefined aggregation criterion, is available in Duque, Ramos, and Surinach (2007) and Duque, Church, and Middleton (2011) .
HouSI builds on the existing literature on modelling housing submarkets. It achieves this by using estimates of hedonic parameters and their standard errors, which are then incorporated into the objective function to assess the solution quality. Moreover, HouSI can improve the use of hierarchical linear modelling (Goodman & Thibodeau, 1998) as its results depend neither on the starting point nor on the order of adjacency.
It is our belief that the use of discrete housing submarkets rather than continuous delineations of housing submarket differences (built for instance with local weighted regressions) 4 affords the following advantages: (a) it helps policy makers to better define place-based policies; (b) it improves political decisions by targeting the right space to be controlled (Jenkins, 1978) and by ensuring that the specific public policy actions implemented in a region have a homogeneous impact throughout that region (Fischer, 1980) ; (c) it is easy to implement and understand; and (d) in mass appraisal contexts, the consumption of degrees of freedom is not a great problem. We examine housing market segmentation by conducting a case study in the city of Barcelona (Spain), where we build a small number of submarkets starting from 40 postal districts. As Hwang and Thill (2009) argue, the body of literature has leaned toward testing the distinctiveness of housing submarkets given a priori housing submarkets. Consequently, in order to determine the utility of the procedure we seek to verify whether the final solution provided by the heuristic is comparable with the division of the city into ten administrative districts (as in Adair et al., 1996; Goodman & Kawai, 1982; Schnare & Struyk, 1976) . Our results show that the final division of the city undertaken with HouSI is superior to that of the administrative districts identified in terms of housing prices by the Chow test, and that it is statistically significantly better than any random aggregation of housing submarkets.
For simplicity's sake, we do not undertake a review of the literature (for a survey of housing submarkets and related issues, see Watkins, 2001; Kauko, 2004; Goodman and Thibodeau, 2007; Páez, 2009; and Islam & Asami, 2009 ), but focus rather on presenting the heuristic (Section 2), the housing price hedonic models and case study (Section 3), the results (Section 4), and the main conclusions of our work (Section 5).
HouSI: Housing Submarket Identifier
We consider housing submarkets to be partitions of an entire housing market, namely, a city. Dwellings in different submarkets are poor substitutes. We proxy these submarket partitions by defining regions composed of spatially contiguous areas in which the houses are similar in terms of a given set of properties. This assumption of spatial contiguity in the defining of the regions is not arbitrary:
Government policies and private sector marketing strategies are usually geographically targeted. The use of homogeneous geographic regions to define the applicability and scope of a policy or marketing strategy will increase the probability of achieving the intended effects and of better predicting the unintended effects (Jenkins, 1978 ). Tobler's first law of geography 5 (Tobler, 1970) suggests that unobserved urban structures in the data, as well as unobservable human associations (ethnic, family ties, neighbourhood interactions, etc.), are likely to show geographic patterns that can be bounded by spatially contiguous regions.
The aggregation of a set of geographic areas into spatially contiguous regions while optimising an aggregation criterion has been referred to in the literature by various names: region-building (Byfuglien & Nordgard, 1973) , conditional clustering (Lefkovitch, 1980) , clustering with relational constraints (Ferligoj & Batagelj, 1982) , constrained clustering (Legendre, 1987) , contiguity constrained clustering (Murtagh, 1992) , regional clustering (Maravalle & Simeone, 1995) , contiguity constrained classification (Gordon, 1996 (Gordon, , 1999 , regionalization (Wise, Haining, & Ma, 1997) , or clustering under connectivity constraints (Hansen, Jaumard, Meyer, Simeone, & Doring, 2003) . 6 These contributions focus primarily on identifying efficient ways to control for spatial contiguity, formulating different aggregation criteria, and designing strategies for exploring the solution space in search of a near optimal solution. Spatially constrained clustering has been applied to a wide range of empirical problems including: electoral districting (Williams, 1995; Yamada, 2009) , school districting (Caro, Shirabe, Guignard, & Weintraub, 2004) , sales districting (Ríos-Mercado & Fernández, 2009; Zoltners & Sinha, 1983) , health care districting (Pezzella, Bonanno, & Nicoletti 1981) , electrical power districting (Bergey, Ragsdale, & Hoskote, 2003) , neighbourhood structure definition (Weeks, Hill, Stow, Getis, & Fugate, 2007) , Bayesian smoothing techniques (Li, 2007) , intra-urban inequality assessment (Weeks, Hill, Getis, & Stow, 2006) , unemployment space-time changes (Duque, Artis, & Ramos, 2006) , wildness (Comber et al., 2010) , among others. In this paper, we propose a Housing Submarket Identifier (Hou-SI) heuristic. To the best of our knowledge, this is the first time a heuristic of this type has been applied to the delimitation of hous-2 The number of feasible solutions when aggregating N areas into M spatially contiguous regions is a large number that depends not only on parameters N and M, but also on the spatial distribution of the areas to be aggregated. Keane (1975) estimated that the number of solutions of aggregating N = 10 areas into M = 5 regions is between 126 and 42,525. 3 Watkins proposes a list of complementary alternatives for building housing submarkets: spatial, structural, demander based submarkets. The criticisms that follow would obviously apply to the spatial dimension. 4 In local weighted regressions model parameters vary in space so as to reflect spatial heterogeneity and, consequently, parameter estimates are a function of the ''local'' data.
5 ''Everything is related to everything else, but near things are more related than distant things'' (Tobler, 1970, p. 236) 6 See Murtagh (1985) , Gordon (1996) and Duque et al. (2007) for a literature review of these methods.
ing submarkets. Below, we describe the overall strategy and the three main components of HouSI.
Overall strategy
Our starting point is a large set of dwellings (L), which are distributed over a set of areas (n = 1, ... , N). We need a large number of dwellings per area (L 1 , . . . , L N ) in order to estimate a hedonic model of housing prices for every area n, which generates a vector of parameters B n , and its respective variance-covariance matrix, V(B n ). Our aim is to merge the N areas into M (m = 1,. . . , M) analytical regions, so that each region m contains areas with similar characteristics in terms of hedonic housing prices (B m ) and variancecovariance matrices, V(B m ).
The construction of analytical regions requires the definition of an aggregation criterion that evaluates each feasible solution, which can be used to choose the best among all visited solutions. The solution space is explored in two phases: (1) by constructing a set of feasible solutions, where each solution is generated by growing regions from an initial set of M areas selected at random; (2) by applying a local search process that seeks to improve a given feasible solution by exploring its neighbouring feasible solutions while avoiding entrapment in a local optima. By adopting this approach we consider two available search operations to create new solutions in heuristics: (i) exploration, or diversification, in the construction phase, which enables the heuristic to find new zones in the solution space that may contain potentially better solutions; and (ii) exploitation, or intensification, in the local search phase, which generates new solutions by performing small changes in existing solutions. 
Objective function or aggregation criterion
The aggregation criterion is a critical component in each clustering process, varying from application to application, where its purpose is to evaluate the quality of a given candidate solution. Examples of aggregation criteria in the literature include: maximising the level of intraregional homogeneity in terms of a set of socioeconomic variables; minimising the difference in regional population levels between the regions; maximising the level of spatial compactness of the designed regions; maximising a measure of performance of an econometric model, among many others. In addition, various attempts have been made at quantifying concepts such as homogeneity, equality and compactness. Some authors have also proposed aggregation criteria that result from weighted combinations of two or more criteria.
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Based on the premise that breaking a housing market into submarkets makes sense as long as the resulting vectors of hedonic parameters are sufficiently different for each submarket (since this indicates that the hedonic characteristics differ depending on the submarket under evaluation), our aggregation criterion seeks to maximise the discrepancies between these submarket vectors of hedonic parameters. In order to find a proper metric to summarise these discrepancies we build a statistic which follows the form of a generalised Wald test (Satorra & Neudecker, 1997) :
where B M is the vector including the parameters of all final submarkets (with dimension M Á K Â 1, M being the number of submarkets and K the number of structural characteristics of the dwellings), Y À is the generalised inverse of the average variance-covariance matrix of all subsamples (with dimension K Â K), and H is a composite matrix (with dimension M Â M) which allows the T statistic to summarise the discrepancy between submarket parameters and the global average, taking into consideration the average variance of the estimates (included in Y À ). Thus, overall, the larger the T statistic, the higher the discrepancy between housing submarkets, and consequently, the solution with the highest T will be preferred. 9 This procedure is theoretically consistent with the definition of housing submarkets whereby dwellings in different submarkets are poor substitutes, and consequently higher discrepancies between submarkets are preferred. 10
Construction phase
This component of the heuristic seeks to generate a feasible solution; i.e., to aggregate N small areas into M spatially contiguous analytical regions, or housing submarkets, so that each area is assigned to one and only one submarket, and each submarket comprises at least one area. These solutions are then evaluated with the aggregation criterion to determine the quality of the solution.
Many options are available in the literature for constructing an initial feasible solution, where the choice should take into consideration the following aspects:
Shape of the regions: the shape of the regions depends on the context of application. For example, some solutions require regional compactness for minimising travel distance (in the case of school districting), or minimising the risk of gerrymandering 11 (in the case of electoral districting). Other solutions prefer to allow for irregularly shaped regions so that the resulting regions can capture a wide variety of spatial patterns of socioeconomic variables. As we are unable to make any assumptions regarding the shape of housing submarkets, the possibility of allowing the spatial pattern to dictate the shape of the regions is a key characteristic when deciding on the type of construction method. Capacity of generating a wide range of feasible solutions: The problem of aggregating N areas into M spatially contiguous regions is classified as being non-deterministic polynomialtime hard (or NP-hard) (Altman, 1997) . Here, it is essential that the heuristic is capable of undertaking a good exploration of the solution space so as to increase the possibility of finding a good initial feasible solution and of reducing the chance of premature convergence (Weise, 2009) . Speed: Having a fast algorithm for constructing an initial feasible solution allows us to generate, in a decent amount of time, a large number of feasible solutions from which the best solution can be retained for further improvement.
In keeping with these requirements, we chose to implement the construction phase using the ''seeded regions strategy'', in which each region starts its growth from an initial area (seed). Subsequently, neighbouring areas are attached to this seed area until all areas are assigned. Selecting the initial set of M seeds at random ensures that each time the construction phase is run, a different feasible solution is provided, which guarantees a good exploration of the solution space. This strategy is also computationally efficient and, unlike other strategies for constructing initial feasible solutions (for example, methods based on location-allocation models), 7 See Lin and Gen (2009) and Mashinchi, Orgun, and Pedrycz (2011) for more information on the trade-off between these two strategies.
8 See Johnston (1968) , Lankford (1969) , and Fischer (1980) for more discussion on the relevance of the aggregation criterion when identifying certain spatial patterns.
9 Appendix A shows various details of the generalised Wald test. 10 Royuela and Vargas (2009) apply a similar criterion for finding housing submarkets within a region. 11 Term used to describe the manipulation of the geographic boundaries of electoral districts in order to benefit a particular party.
V. Royuela, J.C. Duque / Computers, Environment and Urban Systems xxx (2012) xxx-xxxit is able to design regions of any shape (compact, elongated, concentric or irregular regions).
During the construction phase, a criterion needs to be defined for selecting the next candidate area to be added to a growing region. A candidate area is any unassigned area that shares a border with at least one growing region. In this case we apply an attribute-based dissimilarity function from each candidate area to the centroid of each growing region where the area can be assigned. The centroid of each growing region (C g ) is calculated as:
where A in is the value of attribute i (where i = 1, . . . , I, being I the total number of attributes) in area n, s n is the size (in terms of the number of dwellings) of area n, and S g is the size of the growing region g, measured as the sum of s n belonging to the growing region. Thus, the centroid of a given growing region is the size-weighted average of its area attributes. 12 Given the potentially significant size differences between areas (e.g. in terms of population), this weighted-centroid performs better than the simple average. With the regional centroids, the dissimilarity between a candidate area, i, and each of its candidate adjacent growing regions, j, is calculated with a statistic which follows the form of a Wald test of structural change in the vector of the hedonic price estimates for two subsamples, assuming the existence of different variances in every estimation i and j (Ohtani & Toyoda, 1985; Toyoda & Ohtani, 1986) , where B i and B j are the vector of parameters of the hedonic regression of region i and j respectively, and VAR(B i ) and VAR(B j ) are the variances of these estimates
This expression is of particular interest, as the statistic W ij is equal to W ji . This metric helps us to determine the best option for merging an area i with a growing housing submarket (region). The lower the statistic, the lower the discrepancy is between the vector estimates of the hedonic model.
14 This strategy should leave large areas isolated, as the greater the sample size, the smaller the estimation variance will be, and consequently, the W ij statistic can be expected to be higher.
Local search phase
Once the best initial feasible solution has been selected, the final step in the delineation of housing submarkets involves attempting to improve the initial feasible solution by moving areas between neighbouring regions while seeking to improve the aggregation criterion. This procedure, known as ''local search'', has been widely applied in spatial aggregation strategies and there exist many heuristics for undertaking it. Some of these are fast, though they can easily become trapped in a local optimal solution (e.g., greedy heuristic); others are computationally expensive, but incorporate strategies that allow them to escape from the local optimal solution. The two most widely recognised heuristics of this kind, within the context of spatial aggregation, are simulated annealing (Kirkpatrick, Gelatt, & Vecchi, 1983) and tabu search (Glover, 1977 (Glover, , 1989 (Glover, , 1990 . Recent computational experiments involving spatial aggregation models show that tabu search performs better than simulated annealing in over 95% of cases (Duque, Anselin, et al., 2011) . for I = 1,2,. . . , matrix do CONSTRUCTION PHASE 4: K u = K, set of unassigned areas 5: G = set of growing regions. It is initiated with M seeds selected at random 6:
: N = set of areas that share a border with one or more areas in G, and N # K u 9: B = area in N that minimises the function W ij (i.e., the distance between a given area i and the centroid of the growing region j, C g ), and where area i shares a border with growing region j 10:
B is assigned to a neighbouring growing region 11: 
Make the reverse move (i.e. return area i to its donor region) tabu, or forbidden, during the next l iterations (or moves) 28: elseif 29:
go to line 18 30: elseif 31:
if T(X) > T(A) 32: A = T(X) 33:
Make the reverse move (i.e. return area i to its donor region) tabu, or forbidden, during the next l iterations (or moves) 12 In our case it is applied to both the vector of parameters and the vector of the variance-covariance matrix. 13 Usually neighboring areas are merged if they pass the classical Chow F-test for nested models. In the housing submarkets literature the Chow test is used to detect whether two submarkets are differentiated, and when the number of observations for every submarket is high, the usual result confirms heterogeneity. In our case, we use the test to merge rather than to separate regions, regardless of the number of observations. 14 We can merge area 1 with two alternative areas, 2 and 3, and for that purpose we compute the Wald statistic W 12 and W 13 . If W 12 < W 13 we will merge area 1 with area 2 instead of with area 3.
36:
elseif 37:
Make the reverse move (i.e. return area i to its donor region) tabu, or forbidden, during the next literations (or moves) 40: return A See Nagel (1965) , Sammons (1978) and Horn (1995) for a review of the different means of generating neighbouring solutions within the context of spatial clustering.
The tabu search heuristic allows for a temporal worsening of the evaluation criterion in the hope of discovering a solution that is better than the ''best'' solution obtained so far (the aspirational criterion). The procedure begins with an initial feasible solution and then moves to the best neighbouring solution, even if this leads to a deterioration in the current aggregation criterion (the current solution).
15 To prevent cycles, the reverse move is forbidden (or is tabu)
for a predefined number of iterations (lengthTabu). A tabu move is allowed only if the move yields a better solution than that provided by the aspirational criterion. The heuristic stops when a total of 230 ffiffiffiffi ffi M p iterations have been performed without any improvement in the aspirational criterion. 16 According to the literature, the most critical parameter in this heuristic is the length of the tabu list, lengthTabu. Pseudocode 1 contains a more formal description of the HouSI heuristic.
The hedonic model
Wilkinson (1973) constructs a classification of housing characteristics that incorporates structural (house specific) and locational characteristics (neighbourhood specific). Cheshire and Sheppard (1995) use a hedonic model in which both types of variable are used. 17 In most studies it is assumed that housing prices capitalise location characteristics and, consequently, the use of house specific hedonic prices is sufficient to determine whether there are any housing submarkets, whatever the reason might be for their existence (structural, locational, and even demand characteristics, including income and race). When considering housing market segmentation based on pre-existing geographical units, not all studies include locational variables (e.g. Watkins, 2001 , merely includes the ''crow-fly'' distance to the city centre), as the use of dummies for every region captures the spatial specificities.
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The empirical model that we estimate here is a logarithmic function, where the log of the housing price depends on the log of the I structural characteristics of the dwellings:
Our study is undertaken in the second largest city in Spain, Barcelona, in the north-east of the country. In 2001, the base year for our study, it had a population of 1.5 million inhabitants. The city is divided into 40 postal districts, which are shown in Fig. 1 .
Municipal housing price data are drawn from the Spanish Ministry for Housing and refer to the period 2000-2004. The database contains 99,182 dwellings and takes into account the postal district in which the dwelling is located, along with a small number of structural characteristics, including age and size. 19 We do not have, however, the detailed location of every dwelling within every postal district. Had this been available, alternative procedures could have been adopted for building housing submarkets. 
Results
We estimated a log-log function for our hedonic model in which the structural characteristics (age and size) were combined with a list of time dummies. Subsequently, we incorporated dummies for the city's postal districts and the interactions with the structural variables of age and size. In order to identify the model's sources of explanatory power, we considered starting with a simple model of structural characteristics (Model 1), subsequently expanded to include time dummies (T t , in Model 2), local dummies (D i , in Model 3), and the interactions of these dummies with the structural characteristics (Model 4).
Model 2 : lnðpÞ
15 Note that at each iteration, the best neighboring solution does not necessarily lead to an improvement of the aggregation criterion (also known as the current solution); however, non-improving moves of this type are allowed for a limited number of consecutive iterations to give the algorithm the capacity to escape from local optimal solutions. 16 Although the Tabu Search algorithm has been widely applied within the context of spatially constrained clustering, there are only a few studies that evaluate the capacity of the algorithm to navigate the solution space for different parameter values (Blais, Lapierre, & Laporte, 2003; Bozkaya, Erkut, & Laporte, 2003; Ricca & Simeone, 2008) . Many papers, including those by Openshaw, do not even mention the number of iterations defined as stopping rule. In our case we decide to use the highest value for the stopping rule reported in the peer reviewed papers that apply this algorithm for spatial clustering. Bozkaya et al. (2003) use 115sqrt(m) and 230sqrt(m); Ricca and Simeone (2008) use 280; and Blais et al. (2003) use 100sqrt(m) ; where m is the number of regions. As pointed out by Bozkaya et al. (2003) , using sqrt(m) instead of m is a common practice that allows us to take into account the problem size in the parameter settings. Since the higher the parameter value for the stopping rule, the higher the possibility of getting a better solution, we chose to use the highest reported value for this parameter: 230sqrt(m). 17 This approach has been widely used to estimate the value of green areas (Gunn, 2007) , forests (Hand, Thacher, & McCollum, 2008) , improvements in transportation systems (Yiu & Wong, 2005) , public goods (Gravel, Michelangeli, & Trannoy, 2006) , among others. 18 When researchers have spatially disaggregated data, the use of locational variables for every dwelling can be a much more appropriate procedure. 19 The database employs statistics provided by appraisal firms, as the real prices of housing transactions are not published in Spain. We are aware that our procedure presents certain weaknesses, including problems of bias (Dietrich, Harris, & MullerIII, 2000) ; dispersion (Hansz and Diaz-III, 2003) ; and econometrics (see Bond & Hwang, 2007 , for a list of such problems associated with appraisals). However, our main concern is whether the appraisal firms use a territorially-biased method or procedure in their computations. Fortunately, we understand that this is not the case in Barcelona, where appraisal firms are large and officially accredited. Thus, we assume that price adjustments are not persistently inconsistent in space. This database was previously used in Royuela and Vargas (2009) . 20 We would have worked with a broader final database if we had had access to more structural characteristics. Regrettably, this was not the case.
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Model4 : Table 1 shows the basic results obtained with these models. The structural characteristics explain more than 50% of the model's total variance (model 1). We find that doubling the size of the dwelling involves more than doubling its price, while doubling a house's age results in a 5% fall in price. Adding time dummies (model 2) explains an additional 25% of the total variance, while incorporating spatial differentiation via the 40 postal districts (model 3) helps to explain an additional 10% of the total variance. As suggested by Bourassa et al. (2007) , all estimates were performed using simple OLS regressions.
21
Model 4 considers the spatial differentiation of the parameters (constant, age and size) for the 40 initial districts, resulting in a modest increase in adjustment compared to the previous specifications. If we examine the parameters for each district, important differences are noted (see Table 2 for a summary). Thus, the largest size parameter of a postal district is almost twice that of the smallest. The age parameter differs markedly between postal districts, with the highest being 13 times greater than the lowest. Finally, we computed Moran's I global spatial autocorrelation statistic. This was high and significant for the key parameters, indicating that these parameters present a spatial pattern. Appendix C shows the detailed results for each postal district in model 4, together with the maps of the key parameters (Figs. A3.1-A3.3) .
With the results we have so far, we could proceed, as elsewhere in the literature, and attempt to combine postal districts into a small number of submarkets using Chow tests. The usual method is to use a city's administrative units, such as districts, to test whether or not submarkets matter. However, it is important to bear in mind that administrative districts are not always suitable for delineating housing submarkets: as McMillen (2010, p.139) Note: Standard errors in parentheses. Models 3-4 consider the postal district (08030) with the most observations as their base category. As usual in estimates with large datasets, standard errors are small enough to make all parameters significant at 1%. 21 More complex regressions could result in more efficient estimates, but as we are interested in submarket differentiation we adopt the more parsimonious option from the literature. As mentioned by an anonymous referee, incorporating district dummies may account for spatial autocorrelation, and thus diminish the utilities of using AR or SAR models.
points out, regression models for administrative units ''face potential problems with omitted variables since spatial effects do not necessarily match district boundaries perfectly.'' If, for whatever reason, these units do not exist, then the researcher has to build them, and this is no easy task as there is an enormous amount of combinations that need to be tested. Moreover, if we were to follow a hierarchical alternative, the starting point would (as Goodman & Thibodeau, 1998, stress) condition all the results from the procedure. In this case, the HouSI heuristic appears as a methodological alternative to that of aggregating 40 postal districts into ten housing submarkets. This number allows us to compare the submarkets with the option of defining them according to the city's administrative districts. We consider as the input for the heuristic the results from model 4, where each postal district has three parameters: a constant, and the size and age parameters. The other parameters of the heuristic are set as follows: M = 10, maxitr = 5000, and l = 85. Fig. 2 shows the administrative subdivisions of the city, while Fig. 3 shows the housing submarkets resulting from HouSI, i.e. the analytical regions with the most homogeneous vectors of housing prices. A comparison of the two maps reveals that (a) analytical housing submarkets are more size-heterogeneous than the administrative districts; (b) some administrative districts can be divided in different submarkets, most notably those that lie to the east of the city (for example, district number 10); (c) large analytical housing submarkets, by contrast, can be found in the centre and to the north-west of the city. There are also major overlaps, as are to be expected of districts that have not just been built randomly in the city space. On the contrary, administrative (normative) regions are ''the expression of a political will; their limits are fixed according to the tasks allocated to the territorial communities, according to the sizes of population necessary to carry out these tasks efficiently and economically, and according to historical, cultural and other factors'' (Eurostat, 1999, p. 7) . Specific knowledge of the city helps explain these differences, which can be classified along two main lines: those of accessibility and city transformation.
The city's oldest district (number 1) expanded in the nineteenth century (district number 2) and merged vertically, from the coastal mountain chain (to the northwest) to the sea (in the southeast), with a number of small towns that surrounded Barcelona. The city's underground system was built to reflect this growth. As a result, the housing submarkets present a monocentric structure, with regions being differentiated by their distance from the centre (see, for instance, regions 7 and 8 in Fig. 3) , with property prices being highest in the city centre. This creates the two small regions for our analysis (regions 4 and 10 in Fig. 3) . Barcelona has undergone a major urban transformation over the last 35 years (the period of analysis), at times scheduling major global events as the justification for their undertaking. This was the case of the 1992 Olympic Games and the 2004 World Forum of Cultures. 22 Urban regeneration projects have dramatically transformed the city's seafront, which had previously been a deprived, industrial area. Today, this has been replaced by region number 6 in Fig. 3 , which occupies the area along the coast, and there is a marked differentiation with the area to the east of the city (administrative district number 10 in Fig. 2) , where urban regeneration has only had a partial effect.
To consider the quantitative differences between the solution provided by HouSI and the administrative division of the city, we ran a regression for each so that they could compete. We use model 4 specification (Eq. (8)), and consequently every spatial division, both the analytic submarkets derived from HouSI and the administrative units (postal districts), presents specific parameters. Table 3 shows the comparative statistics for both hedonic models: R 2 ; AIC statistic; and the sum of squared residuals (SSR). 23 Additionally, in order to show the goodness of our procedure, we ran 1000 random aggregations of the 40 postal districts into 10 regions in order to find the empirical distribution of each considered statistic. Table 3 shows each statistic and its empirical p-values in parenthesis, and Fig. 4a-c show the empirical distributions of each statistic. Both models (administrative units and analytical regions) performed better than a single model for the entire city, thereby confirming the superiority of the submarket option. Thus, our line of argument is not so much whether or not we need to consider housing submarkets, but rather how they are best configured. We conclude that the HouSI solution provides a better result (R 2 = 0.8282) than that provided by the administrative division of the city (R 2 = 0.8187). In evaluating this 1% improvement it should be recalled that: (1) in the first set of regressions adding multiplicative dummies to all variables and districts only improved the hedonic models by 0.6%; (2) the maximum adjustment we could expect is the detailed estimate for the 40 postal district (model 4 in Table  1 , R 2 = 0.8448); and (3) according to the empirical distributions of the statistics considered, HouSi provides a much better result than that afforded by the administrative regions. It might be argued that these differences are not great and that, therefore, the administrative districts could just as equally serve as housing submarkets. Indeed, our findings demonstrate that such districts are not spatially random entities, but rather they are close reflections of historical movements and their social and economic realities. As such, our procedure has shown itself capable of building homogeneous housing submarkets that, at the very least, reproduce similar levels of homogeneity as those presented by these politically and socially based areas. In short, our procedure enables researchers to build efficient and theoretically consistent housing submarkets.
Conclusions
This paper's prime aim has been to explore new alternatives for constructing housing submarkets when merging large numbers of spatial units into a small number of such submarkets. Housing submarkets are characterised by their wide range of hedonic function parameters and, thus, two neighbourhoods can be said to belong to the same housing submarket when their hedonic functions are similar. Here, we have proposed a spatially constrained clustering heuristic, HouSI, specifically designed for identifying housing submarkets. HouSI performs parameter comparisons between polygons using a metric built as a Wald test of structural change for two subsamples of different variance plus a generalised Wald test for comparing a list of parameter vectors.
The empirical evidence indicates that HouSI serves as a potentially good alternative to the massive use of Chow tests. Future research should be directed towards endogenizing the parameter M, so that the optimal number of submarkets can be defined by the heuristic.
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