Editorial: Executable Temporal Logics  by FISHER, M. et al.
J. Symbolic Computation (1996) 22, 469{473
Editorial: Executable Temporal Logics
M. FISHERy, S. KONOz AND M. A. ORGUN⁄
yDepartment of Computing, Manchester Metropolitan University, Manchester, U.K.
zDepartment of Information Engineering, Ryukyu University, Japan
⁄Department of Computing, Macquarie University, Sydney, NSW, Australia
Logical representations have been widely used in Computer Science and Artiflcial Intelli-
gence (AI). In recent years, particularly with the advent of languages such as Prolog, the
direct execution of such representations has been shown to be both feasible and useful.
Logic-based languages have been used, not only for applications such as the animation of
logical speciflcations, program veriflcation, the characterization of database queries and
knowledge representation, but also as high-level programming languages in their own
right. However, as the problems tackled have become more complex, the requirement for
more powerful logical representations has been growing. In particular, since the concept
of time is of central importance to an increasingly wide range of applications, including
the representation of time-dependent data, modeling reactive systems, and the specifl-
cation and veriflcation of concurrent and distributed systems, many logics incorporating
temporal notions are being developed and applied.
It is not surprising, therefore, that executable temporal logics have been proposed in or-
der to provide system developers with access to these, more powerful, logical techniques.
Just as the development of sophisticated, and relatively e–cient, theorem-proving tech-
niques for flrst-order logic led to executable forms, such as Prolog, so the development
of executable methods for temporal logics has often been based on temporal theorem-
proving techniques. However, each particular executable temporal logic combines not
only a logical perspective, but also an operational model, drawn from its intended ap-
plication areas. Thus a wide range of languages have appeared, exhibiting a variety of
characteristics and execution mechanisms. Consequently, such languages have a variety of
application areas, such as temporal databases, temporal planning, animation of temporal
speciflcations, hardware simulation, and distributed AI.
This issue of the Journal of Symbolic Computation is dedicated to topics in Executable
Temporal Logics (ETL). Although this area is relatively new, it has seen an increase in
both applications and systems in the last few years and now it can stand on its own
as an independent research area. The breadth and diversity of the papers published in
this special issue are an indication that the area is close to reaching maturity. We trust
that the papers presented in this special issue will foster further research spanning from
theoretical to practical issues in ETL and iron out their connection to related areas such
as constraint programming, deductive databases, temporal reasoning, theorem proving,
executable speciflcations and so on. In the near future, as the implemented systems
mature and more e–cient implementations emerge, we are going to see more and more
languages and systems applied to a broader range of applications with success.
The concept of time is especially important in reactive systems. Reactive systems
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interact continuously with their environment and their execution may be activated by
external stimuli and may proceed through bursts of activity. Typical examples of reactive
systems are automatic control systems such as nuclear reactors and °ight controllers,
electronic equipment such as digital watches, photocopiers and CD-ROM units, and signal
processing hardware. Reactive systems also include real-time systems which are subject
to hard timing constraints. It is only natural that since time plays such an important ro^le
in reactive systems, there are languages and systems based on ETL speciflcally designed
for specifying and executing reactive software. Two papers in this issue address such
languages and systems.
The paper by Saraswat, Jagadeesan and Gupta describes a programming language
which can be used to program reactive systems. They show that a concurrent constraint
programming language, Default cc can be extended into the Timed Default cc language,
thereby giving it the equivalent power of a language such as Esterel. Timed Default cc
has been used in construction of software components for controlling electro-mechanical
systems such as photocopiers.
The paper by Caleiro, Saake and Sernadas introduces a propositional temporal logic
and outlines its application to the speciflcation of reactive systems. G-automata are pro-
posed as an operational semantics for the logic designed to cope with fairness/liveness
properties. An algorithm is given, which takes a flnite speciflcation of a reactive system
in temporal logic as input, and builds up a canonical G-automaton satisfying the specifl-
cation. The direct execution of G-automata is then suggested as an alternative approach
to the execution of propositional temporal logic.
Several researchers have shown that temporal logic programming is closely related
to constraint logic programming (CLP). The paper by Fru˜hwirth further explores the
connection between ETL and CLP. It introduces a family of programming languages
for representing and reasoning about time. The family allows for difierent models of
time, based on the concept of temporal annotated logics. It is shown that the clausal
fragments of temporal annotated logics can be interpreted in constraint programming
languages using an appropriate temporal constraint theory.
Some of the ETL systems are based on the logic programming paradigm, in which
answers to queries are obtained by temporal extensions of the resolution method and
uniflcation. The paper by Ahmed and Venkatesh describes such a temporal logic pro-
gramming framework based on inflnite binary trees called omega trees. A subset of omega
trees called ordinal trees is then identifled as representing meaningful dense time models.
Finite representations of ordinary trees are used as a dense time domain. When the nodes
in an ordinary tree are labeled with Prolog clauses, an executable temporal logic pro-
gramming system is obtained. A temporal resolution method based on a process called
aligning which is the counterpart of the uniflcation process is proposed. The correctness
of temporal resolution and aligning is also shown.
The paper by Engelfriet and Treur is a step towards establishing a connection between
nonmonotonic reasoning and ETL. They view nonmonotonic reasoning as a special kind
of process. They outline a formal speciflcation language based on Reasoning Frames
which are used to specify reasoning processes. They show that flnite speciflcations of
the language are executable and hence nonmonotonic reasoning processes represented
by flnite speciflcations are also executable. The paper raises the question whether all
nonmonotonic reasoning processes can be adequately represented in terms of temporal
processes.
While the essential element of ETL is that temporal logic formulae are directly exe-
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cuted, it is often the case that operational aspects interfere with the declarative meaning
of a formula. The paper by Fisher considers a semantics for the Concurrent MetateM
language which takes account of operational aspects within the concurrent system. In
particular, as multiple communicating objects are allowed in Concurrent MetateM, each
executing its own temporal description, and as these objects may execute asynchronously,
the semantics of the whole system is not just given by conjoining the meaning of each
individual object’s formulae. Thus, a dense temporal logic is used to capture the asyn-
chronous nature of the Concurrent MetateM system, even though each object executes
discrete temporal formulae.
In many applications where executable temporal logics have been used, there is a sig-
niflcant problem which has not been addressed adequately: some events occur at irregular
intervals, and some actions take longer time than others. Therefore it seems unnatural to
force them all onto a prescribed notion of time. Doing so would in fact lead to semantic
mismatches. For instance, in distributed systems, the processes involved in a computation
have their own local times, and do not necessarily have a common time base. In temporal
databases, the relations are not necessarily deflned on the same time scale (e.g., days,
weeks, or months). The issue of granularity of time is directly dealt with in three papers
in this special issue.
The paper by Gagn¶e and Plaice introduces a temporal deductive database system based
on a non-standard model of time. The system consists of two complementary parts: a
non-standard extension of Datalog and a non-standard temporal relational algebra.
The non-standard algebra forms the basis of a query language. The model uses non-
standard real numbers and hence a dense set of instants, which allows for the use of any
granularity of time. The declarative semantics of the non-standard Datalog is deflned
using an adaptation of the perfect model semantics.
The paper by Mota, Robertson and Smaill describes a temporal logical reasoning
framework to deal with granularity of time. Granularity of time is specifled by means
of a hierarchy of modular sets and a mechanism for specifying processes working at
varying time granularity is provided. It is shown that the framework can be used as a
programming language to develop simulation models of ecological systems, in particular,
agroforestry models.
The paper by Liu and Orgun describes an extension of Chronolog, based on a
linear-time temporal logic with multiple granularity of time. In the proposed language,
granularity of time is specifled through programmable clock deflnitions and clock assign-
ments. This approach involves extending temporal logics with unsynchronized relations
deflned over clocks, subsequences of the assumed time line, and provide synchronization
using temporal operators. The paper also presents a clocked temporal resolution method
for executing programs. It then outlines a two-level declarative semantics for programs
of the language, one level for giving semantics to clock deflnitions, another for giving
semantics to the actual program.
The section on system descriptions includes invited papers outlining the main working
languages based upon ETL. Tempura is one of the earliest systems and it has greatly
in°uenced other systems including Tokio and MetateM. The execution of a program in
Tempura is a reduction or transformation process. Languages such as Chronolog and
Limette are more recent and they are based on the logic programming paradigm (resolu-
tion and uniflcation). Each system description includes a brief discussion of the language
features together with pointers where the reader can flnd details of implementations.
Research on ETL has been reported in many forums. For more detailed information
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on ETL and their applications, we would like to refer the reader to collections and books
by .Moszkowski (1986), .Galton (1987), .Fari~nas del Cerro and Penttonen (1992), .Gabbay
and Ohlbach (1994), .Fisher and Owens (1995), .Barringer et al. (1996), and .Orgun and
Ashcroft (1996). Surveys by .Fisher (1996) and .Orgun and Ma (1994) are also relevant.
There are also specialized international conferences in which papers on ETL can be
found. In particular, a workshop series on ETL was held in conjunction with IJCAI’93
and IJCAI’95. When this editorial was written, a proposal had recently been approved
to hold another workshop in conjunction with IJCAI’97. We would like to provide the
following information on upcoming conferences and workshops which frequently report
related work:
International Conference on Temporal Logic (ICTL’97)
URL: http://www.cs.man.ac.uk/fmethods/ictl97.html
International Workshop on Temporal Representation and Reasoning (TIME’97)
URL: http://www.cs.uregina.ca/»temporal/index.html
International Symposium on Languages for Intensional Programming (ISLIP’97)
URL: http://lucy.uvic.ca
IJCAI’97 Workshop on Programming in Temporal and Non-Classical Logics
URL: http://iseran.ira.uka.de/~brzoska/ijcai97tlp.html
This special issue would never have been completed without the contributions of many
individuals. First, we would like to thank Professors Bruno Buchberger and Bob Caviness
for their continuous support. We are also indebted to many authors who responded to
call for papers in late 1995. We received many high-quality papers by authors from 15
difierent countries all around the globe, but we could only accept nine papers due to time
and space limitations. Each paper was sent to three reviewers who are experts in ETL
and closely related areas. This special issue would not be possible without the energy and
dedication of the reviewers. They generously donated their time and expertise in reading
the submissions and providing detailed and constructive comments for the authors. We
would like to thank them all:
Seiki Akama (Teikyo University of Technology, Japan)
Edward A. Ashcroft (Arizona State University, USA)
Mantis Cheng (University of Victoria, Canada)
Jan Chomicki (Monmouth College, USA)
Edoardo Corsetti (CISE-Milan, Italy)
Clare Dixon (Manchester Metropolitan University, UK)
Weichang Du (University of New Brunswick, Canada)
Joeri Engelfriet (Vrije Universiteit, The Netherlands)
Marcelo Finger (Universidade de Sao Paulo, Brazil)
Michael Fisher (Manchester Metropolitan University, UK)
Dov Gabbay (Imperial College, UK)
Roderic Girle (University of Auckland, New Zealand)
David Israel (SRI International, USA)
Robert Johnson (Manchester Metropolitan University, UK)
Shinji Kono (Ryukyu University, Japan)
Jimmy H-M. Lee (The Chinese University of Hong Kong, Hong Kong)
Chuchang Liu (Macquarie University, Australia)
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Ben Moszkowski (Newcastle University, UK)
Mehmet A. Orgun (Macquarie University, Australia)
Lin Padgham (Royal Melbourne Institute of Technology, Australia)
Wanlin Pang (University of Regina, Canada)
Pavlos Peppas (Macquarie University, Australia)
Ilias Petrounias (Manchester Metropolitan University, UK)
John Plaice (Universit¶e Laval, Canada)
Mark Reynolds (Kings College, UK)
Liz Sonenberg (University of Melbourne, Australia)
Andr¶e Trudel (Acadia University, Canada)
Tu Van Le (University of Canberra, Australia)
G. Venkatesh (Indian Institute of Technology, India)
William W. Wadge (University of Victoria, Canada)
Michael Wooldridge (Mitsubishi Electric Digital Library Group, UK)
Hussein Zedan (De Montfort University, UK)
References
.|Fari~nas del Cerro, L., Penttonen, M., eds (1992). Intensional Logics for Programming. Oxford University
Press.
.|Barringer, H., Fisher, M., Gabbay, D., Owens, R., Reynolds, M., eds (1996). The Imperative Future|
Principles of Executable Temporal Logic. Chichester, UK, Research Studies Press.
.|Fisher, M., Owens, R., eds (1995). Executable Modal and Temporal Logics. Berlin Heidelberg, Springer-
Verlag.
.|Fisher, M. (1996). An Introduction to Executable Temporal Logics. In Knowledge Engineering Review,
6(1):43{56, Cambridge University Press.
.|Gabbay, D., Ohlbach, H., eds (1994). Proc. of ICTL’94: First International Conference on Temporal
Logic, volume 827 of LNAI. Springer-Verlag, Gustav Stresemann Institut, Bonn, Germany.
.|Galton, A., ed. (1987). Temporal Logics and Their Applications. Academic Press.
.|Moszkowski, B. (1986). Executing Temporal Logic Programs. Cambridge University Press.
.|Orgun, M., Ashcroft, E., eds (1996). Intensional Programming I. World-Scientiflc.
.|Orgun, M. A., Ma, W. (1994). An overview of temporal and modal logic programming. In Gabbay, D.,
Ohlbach, H., eds, Proc. of ICTL’94: First International Conference on Temporal Logic, volume 827
of LNAI, pp. 445{479, Gustav Stresemann Institut, Bonn, Germany. Springer-Verlag.
