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ABSTRACT	
	
Impediments to investment in renewable energy resources arise in five areas, namely, 
infrastructure access, technological and resource uncertainty, competition from established 
fossil fuel alternatives, asset financing and public policy. Together these can lead to large 
capital cost penalties and poor resource productivity that reduce the viability of projects. 
Presented here are system-wide analyses of two novel pathways to generate new investment 
in concentrated solar thermal and in geothermal energy resources. The pathways are designed 
to reduce the minimum capital outlay required for the development of renewable energy 
resources, by identifying synergies with established energy and non-energy infrastructure and 
technologies. 
 
The endothermic, thermochemical processing of fossil, waste and biomass using concentrated 
solar energy has been demonstrated, at experimental scales between 3-500 kWth, to upgrade 
the calorific value of syngas relative to the feedstock by ~30%, depending on the reactor 
technology employed and the fuel that is processed. However, no process modeling analysis 
has previously been presented of the impacts of diurnal, seasonal and cloud-induced solar 
resource availability on the operational limits of commercially available Fischer-Tropsch (FT) 
liquids syngas processing infrastructure. Presented here, are process modeling analyses of the 
relative performance of two solar gasification reactor systems and the operational impacts of 
their integration with a coal-to-liquids polygeneration facility. The reactor designs assessed 
were the batch process, indirectly irradiated solar packed bed gasifier that operates with solar 
input alone and a hybridised configuration of the solar vortex reactor that is assumed to 
integrate combustion to account for solar resource transience and thus enable a continuous 
non-zero syngas throughput. To address the impacts of solar resource transience, the process 
	 iv 
modeling analyses showed that the packed bed solar reactor requires syngas storage 
equivalent to >30 days of gas flow to maintain feasible operation of unit operations 
downstream of the gasifier. In comparison, the hybrid solar vortex reactor was shown to 
require only ~8 hours of syngas storage. A dynamic process modeling study of integrating a 
hybrid solar vortex coal gasifier with a FT liquids polygeneration system was shown to 
improve the overall energetic productivity by 24% and to reduce mine-to-tank CO2 emissions 
by 28%. This is the first comprehensive system analysis of a solar hybridised coal-to-liquids 
process that has assessed all the impacts of solar resource transience on the unit operations 
that comprise a FT liquids polygeneration system. 
 
Geothermal resources can face barriers to investment arising from their remoteness—in 
particular, distance from established electricity transmission lines—uncertainty in the cost of 
establishing well infrastructure and uncertainty in the scale of the recoverable resource. To 
address these challenges, presented here is a comprehensive system evaluation of the potential 
of high-value energy load data-centres to reduce the cost of developing geothermal resources. 
This potential arises from the data-centres’ modularity, their stable load for both electricity 
and refrigeration, and because their energy demand can be scaled commensurate to 
geothermal resource availability. Moreover, they can be connected to market by fibre optic 
network infrastructure, which is at least two orders of magnitude less expensive than 
electricity transmission. System analyses of this concept showed that a hybrid energy system 
that integrates low-temperature geothermal resources to meet data-centres’ refrigeration load, 
and natural gas to meet the electrical load, could generate expected returns of 25% and reduce 
the cost of developing geothermal resources by >30 times. 
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The systems modelled in this thesis have shown that, compared with stand-alone 
development, the hybridised development of renewable energy resources with fossil fuel 
energy technologies offers a lower cost pathway.  
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PREFACE	
	
This thesis is submitted as a portfolio of publications according to the “Specifications for 
Thesis 2013” of the University of Adelaide. The journals in which the papers were published 
or submitted are two of the most highly ranked journals in the research field of energy 
systems analyses. Data on the impact factors of the journals are listed below:  
 
Journal 
2013 Impact 
Factor 
2013 Energy Engineering & Power Technology 
Ranking* 
Applied Energy 5.261 2/420 
Energy & Fuels 2.733 14/420 
* Journal ranking in terms of 2013 Impact Factor in the field of Energy Engineering and Power 
Technology  
 
The main body of work contained in this thesis is within the following four journal papers 
(listed chronologically):  
1. Kaniyal AA, Nathan GJ, Pincus JJ. The potential role of data-centres in enabling 
investment in geothermal energy. Applied Energy. 2012: 98, 458-66. (1 citation) 
2. Kaniyal AA, van Eyk PJ, Nathan GJ, Ashman PJ, Pincus JJ. Polygeneration of liquid fuels 
and electricity by the atmospheric pressure hybrid gasification of coal. Energy & Fuels. 
2013: 27(6), 3538-55. 
3. Kaniyal AA, van Eyk PJ, Nathan GJ. Dynamic modeling of the coproduction of liquid 
fuels and electricity from a hybrid solar gasifier with various fuel blends. Energy & Fuels. 
2013: 27(6), 3556-69. 
	 ix 
4. Kaniyal AA, Jafarian M, van Eyk PJ, Nathan GJ. Solar gasification of coal in a batch 
process packed bed reactor – a 1D heat transfer, devolatilisation and gasification model. 
Manuscript Format 
5. Kaniyal AA, van Eyk PJ, Nathan GJ. Storage capacity assessment of liquid fuels 
production by solar gasification in a packed bed reactor with a dynamic process model. 
Applied Energy. (Resubmitted following request for revisions – Feb 2016). 
 
Some additional aspects of this work have been submitted for review and are expected to lead 
to the following journal articles.  
1. Saw WL, Kaniyal AA, van Eyk PJ, Nathan GJ, Ashman PJ. Solar hybridised coal-to-
liquids via gasification in Australia: techno-economic assessment. Energy Procedia. 2015: 
69, 1819-27.  
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1.0 Impediments to investment in renewable energy resources 
The key impediments to investment in renewable energy projects can be categorised into the four 
families of asset financing, infrastructure access, technical risks and competition from established 
fossil fuel alternatives [1-4]. The sub-headings below describe the individual risk factors that make up 
these families of project risk. 
 
1.1  Asset finance 
There are two key elements to the asset-financing barrier, first because renewable energy investments 
require large upfront capital expenditure to install the technology required to recover energy over the 
life of the asset and second because renewables face revenue uncertainty related to technological 
readiness and resource intermittency. Indeed, while renewable energy technologies do not have the 
large operational expenditure associated with fuel costs over the life of the asset, these future 
operating costs are discounted by the time value of money unlike current capital expenditure. Thus the 
viability of this large initial expenditure requires revenue certainty, which is hindered by the uncertain 
productivity of renewable resources, owing to technological uncertainty or climate variability [5-11]. 
This viability challenge is typically addressed by energy systems integrating renewables securing 
public subsidies, loan guarantees or long-term (25-30 year) purchasing agreements with public 
businesses or private power generators [2]. In the short term, the successful engagement of public and 
private sector institutions is critical to successful project implementation and viable long-term 
operation. In this respect, a project that demands a smaller capital outlay and thus has lower revenue 
demands is more likely to secure such an agreement than larger projects with capital outlays exceeding 
>$1 billion, such as some projects in Australia have demanded [2]. Inevitably, large capital 
requirements create significant portfolio risks for public and private financing institutions, which 
inevitably demand high costs of capital and in turn reduces project viability [2]. 
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1.2 Infrastructure access 
The most productive renewable energy resources are often in remote, sparsely populated regions [5, 
12, 13]. As a result, access to electricity, water, road transport and oil and gas utility networks is 
typically limited in these regions. This is evident for example through remote regions of central and 
northern Australia and the mid-western United States (relative to the eastern US) where solar 
resources are abundant but access to network utilities is limited [14]. This poses considerable 
challenges to the cost of construction, operating expenditure and the cost of delivering the recovered 
resource to energy commodity markets [5, 6, 11, 13, 15]. Indeed, the absence of adequate 
infrastructure often creates the need for considerable added capital expenditure, which in-turn has a 
negative impact on the likelihood of project receiving private debt financing as identified above [2].  
 
1.4  Technical reliability and resource intermittency 
Renewable energy systems face technical challenges based on two broad factors, first, the intrinsic 
risks associated with the technology development cycle and, second, fundamental resource limitations 
related to transience of the renewable energy resource [3-11]. The level of technology readiness is 
related to the risk of a particular technology failing and thus not being operationally reliable or a 
technology not operating at optimal efficiency, thus affecting capital productivity and consumer 
confidence in the capacity for renewable energy technologies to provide reliable supply [16]. 
Transience in renewable energy resources has led to considerable efforts being directed towards the 
development of energy storage technologies [17, 18]. However, there remain considerable technical 
challenges associated with the development of those storage technologies with large enough capacity 
to accommodate long periods of low renewable energy availability. Furthermore, the growing need for 
high cost energy storage [6, 11], places an additional capital expense penalty on the development of 
renewable energy systems.  
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1.5  Competition from fossil fuel alternatives  
Fossil fuel energy systems based on coal, natural gas and mineral crude oil do not face the same risks 
to investment as do renewable energy projects in financing, technical risk, resource transience or 
infrastructure access barriers [14]. The incremental development of fossil fuel energy technologies 
over the last 100 years has led to their high technical reliability, which in-turn has led to the 
establishment of network infrastructure that enables the efficient delivery of energy resources to 
market. In addition, conventional fossil fuel energy systems take advantage of low-cost energy storage 
systems to enable feasible operation. These include the use of pipelines to store gaseous and liquid 
fuels and in the use of stockpiles and un-mined reserves to store solid fuels [14].  
 
1.6  Options to address the barriers 
In the publicly available literature little information is currently available to quantify the potential 
benefit of the proposed approach in identifying specific new pathways by which to generate 
investment in renewable energy technologies. The impediments to investment in renewable energy 
systems outlined above can be addressed by: 
a) reducing the size of renewable energy projects and thus the minimum capital outlay required for a 
commercially viable investment, to reduce lender’s risk and improve the likelihood of successful 
project financing;  
b) identifying new opportunities to capitalise on synergies with established energy and/or non-energy 
infrastructure to avoid additional investment in new non-productive network infrastructure; 
c) identifying new opportunities to capitalise on complementarities with established fossil fuel energy 
technologies to improve the capital productivity issues associated with technical reliability and 
intermittency of renewable resources; 
d) identifying new opportunities for renewable energy resources to improve the productivity of 
established fossil fuel energy systems and thereby reduce the specific capital cost of investment in 
a given unit of capacity. 
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2.0 Investment in geothermal energy 
2.1 Geothermal resource categories 
There are two broad categories of geothermal resource, namely volcanically sourced hydrothermal 
systems, and enhanced geothermal resources (EGS) of which hot sedimentary aquifer resources are a 
sub-set [19]. This section outlines the energy generating potential of these resource categories and the 
main challenges to, and limitations of, each. 
2.1.1 Hydrothermal resources 
Hydrothermal resources offer a resource potential of between 2400 – 9600 EJ. However their 
development has only been viable in a limited number of locations worldwide. While, the installed 
electricity generating capacity from hydrothermal resources worldwide has increased from 1.3 GWe to 
10 GWe over the last 40 years [19],  approximately 20 geothermal generating sites producing at least 
100 MWe account for >90% of all hydrothermal electricity generating capacity [19, 20]. In 
comparison with EGS resources, convective hydrothermal systems are easier to exploit because 
temperatures of ~200°C are available at depths in the range 1.5 to 3 km instead of > 4 km. Resource 
availability at shallower depths also means that these reservoirs have natural permeability that is 3 to 4 
orders of magnitude higher than that of EGS reservoirs [21]. The combination of high thermal gradient 
and natural reservoir permeability allow for large steam and water recovery rates [20]. However these 
reservoirs are most productive for the first 10-15 years after the commencement of energy extraction. 
This initial period is followed by a natural decline in the rate of resource extraction, which typically 
must be compensated for by the drilling of additional wells [20]. The combination of fast resource 
depletion rates, the relatively low worldwide energy potential and limited accessibility leads to 
hydrothermal resources not being expected to offer significant electricity generating potential over the 
next 50 years [21]. In comparison, EGS resources are not expected to have the same rate of energy 
depletion because their resource potential is much higher. However their technical feasibility is yet to 
be proven in the field. There is a thus a need to identify new investment pathways to lower the barriers 
to developing the technical feasibility of recovering EGS resources. 
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2.1.2 Enhanced geothermal systems and hot sedimentary aquifers 
Enhanced geothermal systems (EGS) have the potential to provide 100 GWe of electricity generating 
capacity [21]. The development of EGS is based on recovering thermal energy from hot dry crystalline 
granite rocks where heat is generated by the radioactive decay of potassium, uranium and thorium 
[21]. The steps involved in establishing an EGS reservoir are, drilling an injection and production well 
to a access hot rock geothermal reservoirs at temperatures >200°C, hydraulically fracturing the rock to 
generate a network of fissures through which the geo-fluid (e.g. water) can flow, intercepting these 
fractures and extracting the geo-fluid through a production well before re-injecting the geo-fluid to 
form a closed loop after energy extraction for direct use or electricity generation [21]. In high-grade 
EGS resource regions, the thermal gradient of crystalline rock structures can exceed 50°C/km, 
whereas the thermal gradient of the insulating sedimentary continental crust is typically 25-30°C/km 
[20]. However, identifying the regions where high-grade EGS resources, Tres>200°C, are found is 
uncertain given the wide lateral variability in geological stratigraphy from one region to the next. 
Figure 1 qualitatively illustrates the impact of regional stratigraphy on the temperature distribution 
with depth for two geological regions. The isotherms drawn in this figure show that a region of lower 
thermal conductivity (and gradient) in sedimentary layers above depths of 4 km in region 2, relative to 
the granite basement rock, can trap heat within the upper part of the radiogenic granite basement. In 
comparison, the stratigraphy of region 1, leads to no insulation of the radiogenic granite layer from the 
continental crust, thus reducing the overall thermal gradient with depth as illustrated by the isotherms 
in Figure 1. The presence of this insulating layer is deduced to decrease the minimum well depth 
required to access EGS reservoir temperatures > 200°C [20] and, is explained by large lateral 
variations in thermal conductivity that are expected to vary by factors of as much as 100% from one 
location to another at depths of 2 to 4 km [21]. This means that the wells in region 1 would likely have 
to be drilled deeper than in region 2 to recover EGS resources at the same Tres. However, both the 
magnitude of thermal conductivity variations with depth and their impact on the identification of 
regions where Tres>200°C can be recovered at depths < 3-4 km has not be scientifically validated by 
observations. Importantly, reducing this uncertainty will enable the accurate siting of geothermal wells 
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to recover high temperature resources at relatively shallow depths. This requires the development of 
more EGS wells across regions where modeling studies have shown high-grade resources could be 
found [21]. However, no specific proposal outlining a financially sustainable pathway to developing 
sufficient EGS reservoirs, to collect statistically meaningful data across a wide network, has been 
presented to date.  
Both the natural permeability of geothermal reservoir and the depth to which geothermal wells have to 
be drilled have a significant impact on the cost of developing these resources (see Section 2.2.1). The 
natural permeability of geothermal reservoirs is negatively correlated with reservoir depth. For 
example from the continental surface (depth < 2.5 km) to a depth of 5 km, the permeable area in a 
reservoir decreases from 10-11 m2 to between 10-16 and 10-18 m2 [21]. To accurately evaluate resource 
recovery potential, there is a need to resolve this large range of uncertainty in the natural permeability 
of radiogenic granite reservoirs.  There is generally more uncertainty in reservoir permeability than 
there is in thermal conductivity. Here, the natural permeability of hot sedimentary aquifers (HSA), 
where natural hot water flows at temperatures of ~ 150°C are found at depths of 1.5 – 3 km, is 
typically three orders of magnitude greater than that of hot rock EGS resources (see Figure 1) [20, 21]. 
The successful development of HSA resources could offer a pathway to incrementally reduce the 
uncertainty in recovering deeper EGS resources [21]. The particular characteristics of HSA resources 
means that these systems are likely to offer much higher fluid flow rates than granite basement rock 
EGS resources, albeit at the expense of lower geo-fluid temperatures (i.e. < 150°C) [20]. The 
development of HSA resources offers a pathway to establish a network of energy producing wells in a 
geothermal resource region and by generating capital equity from energy producing geothermal assets, 
deeper and more uncertain granite basement rock EGS resources can incrementally be developed. 
However, no specific commercial pathway to developing lower-temperature hot sedimentary aquifer 
geothermal resources as a pathway to developing deeper EGS resources has been presented to date.  
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Figure 1: Cross-sectional view of geological layers and insulation of hot sedimentary aquifer and 
radiogenic granite – EGS geothermal mass distributions (not represented to scale) (adapted from [20]). 
	
2.2 Recovering energy from hot rock resources 
2.2.1 Uncertainty in drilling and reservoir stimulation costs  
Drilling and stimulating an EGS reservoir constitutes more than 60% of total capital expenditure and 
are the most uncertain cost component of a geothermal resource development [21]. Figure 2 presents a 
relationship between the cost of drilling with well-depth for investments in wells to recover 
hydrothermal, EGS and oil and gas resources [21]. This figure shows that the historical cost of drilling 
a 3 km deep geothermal well can vary by as much as US$6 M (2004) or 2.5 times at a depth of 3 km. 
In comparison, the historical cost of oil and gas wells follows a linear function, with variance no 
greater than 20-30%, relative to the mean cost, for well depths < 6 km. While fewer than 10 
geothermal wells of depth ~6 km have ever been drilled, less than 100 geothermal wells of depth <2.8 
km are drilled annually, whereas thousands of oil and gas wells are drilled annually [21]. This leads to 
the significantly greater observed uncertainty in the cost of geothermal wells than oil and gas wells 
[21]. Although sophisticated drilling cost models offer predictions that account for a range of well-
design parameters, very little data is available for model validation. This scarcity in cost data for 
geothermal wells leads to difficulties in developing statistically meaningful relationships. Future 
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reductions in the cost of developing geothermal wells is also influenced by  advances in the oil and gas 
industry to recover resources from increasingly difficult geologies [21], which are also difficult to 
predict. Together, these large uncertainties in resource recovery potential mean that securing project 
financing to develop geothermal wells is a big challenge [21]. There is thus a need to identify 
alternative pathways to the development of productive EGS reservoirs  that lower the risk. To address 
these challenges, there is a need to identify an opportunity to develop geothermal resources at a scale 
equivalent to the output of a single well doublet, enable a high level of resource utilisation such that 
the revenue generated from one well can create sufficient project equity to develop additional wells. 
No specific proposal that could enable these commercial outcomes has been presented in the literature 
to date.  
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Figure 2: Relationships between the cost (US$ 2004) of completed wells and well depth for EGS resources 
(red), hydrothermal wells (green) and oil and gas wells (blue) (reproduced from [21]).  
	
2.2.2 Energy conversion technologies 
Depending on the geothermal reservoir temperature, one of three power generation cycle options are 
currently commercially available, the organic Rankine cycle (ORC), a single flash cycle or a double 
flash cycle. From these options, for low-temperature geo-fluids < 200°C, the ORC yields the highest 
thermal efficiency for power cycles. Figure 3 shows the relationship between the geofluid temperature 
and the specific cost of a power generation plant ($/kWe (net)) on the primary axis and the specific 
power output (kWe) per unit geo-fluid flow extracted (kg/s) on the secondary axis for a 1 MWe organic 
Rankine cycle plant [21]. This figure shows that the cost of establishing a 1 MWe power generation 
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plant infrastructure is 1.5 times greater for a geo-fluid temperature ≤ 100°C, than for a geo-fluid 
temperature ≥175°C. Similarly, the specific power output per unit geo-fluid flow is at least 3.7 times 
larger for a geo-fluid temperature ≥175°C than it is for a temperature ≤100°C. For a geo-fluid 
temperature of 100°C, the thermal efficiency of an ORC is ~7%, and doubles to 14% for a geo-fluid 
temperature of 165°C [21]. Table 1 compares the cycle power outputs and specific costs for geo-fluid 
temperatures ≥ 200°C. This shows that for geo-fluid temperatures of 200°C, the organic Rankine cycle 
has the lowest cost per unit plant output and the highest specific power output per unit geo-fluid 
extraction rate of these cycles [21]. For geo-fluid temperatures ≥ 225°C and geo-fluid flow rates of 
1000 kg/s, the single and double flash cycles have a specific plant cost ≤$1500/kWe (net). However, 
because the maximum sustainable mass flow rate from EGS reservoirs to date has been between 20 
and 22 kg/s [21], these cycles are not expected to offer a lower cost alternative to the ORC. Hence, in 
the near-term the ORC is likely to offer the lowest cost route to power generation from enhanced 
geothermal systems and enable the most efficient conversion of a unit of geo-fluid flow to electricity. 
However, no analysis has been presented of a specific pathway to generating investment in EGS 
resources for electricity generation using an organic Rankine cycle process.  
 
 
Figure 3: Influence of the geofluid temperature on the specific cost (US$/kWe(net)) of developing a 1 MWe 
binary organic Rankine cycle energy conversion system and the specific power output per unit of geofluid 
flow (reproduced from [21]).  
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Table 1: Comparison of specific plant cost and cycle power output for the organic Rankine power cycle, 
single and double flash power cycles for geo-fluid temperatures ≥ 200°C [21].  
Power generation cycle (1 MWe) Specific plant cost 
($/kWe (net)) 
Specific power output 
(kWe/kg/s geo-fluid) 
Organic Rankine cycle (Tgeo-fluid = 
200°C) 
$1500 80 
Single Flash cycle (Tgeo-fluid = 200°C) $1880 53.9 
Double Flash cycle (Tgeo-fluid = 250°C) $1880 123.5 
 
Supercritical Rankine cycles 
Supercritical Rankine cycles present a new opportunity to increase the efficiency of generating 
electricity from geothermal resources from approximately 15 to 30% for geofluid temperatures 
recovered at temperatures >374°C and pressure >22 MPa. These systems take advantage of the non-
linear relationship between the specific enthalpy and the temperature and pressure of pure water, taken 
as the geothermal fluid (geofluid). (Another supercritical Rankine cycle that uses CO2 as the working 
fluid is also currently under development [22].) In this context, EGS reservoirs offer the potential to 
generate 10 MWe with geo-fluid flow rates of 15 kg/s [21]. As a point of comparison, a geofluid at 
these conditions has five times the power generating potential of current hydrothermal systems 
recovering liquid water at 250°C [21]. While, significant technical challenges have to be overcome to 
improve the effectiveness of heat exchange devices and the mechanical efficiency and robustness of 
pumps and turbines, much of this development is taking place in the context of clean coal technologies 
[23]. Hence, the energy conversion technologies that are likely to be integrated with geothermal 
resources are likely to be those that have already been commercially proven and implemented. 
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2.3 Induced seismicity  
Induced seismicity is minor earth tremors being triggered by the use of hydraulic fracturing techniques 
to increase the permeability of EGS and HSA reservoirs. The most prominent case of induced 
seismicity was at the site of the first commercial EGS project – the Deep Heat Mining project less than 
5 km from the city of Basel, Switzerland. In this case, close proximity to a regional population of 
700,000, a history of earthquakes and poor risk assessment procedures by the Geopower Basel 
consortium and regulatory stakeholders, led to the project eventually being put on hold following a 
magnitude-3.4 seismic event induced by the EGS development. Although the physical damage caused 
by this tremor to structures was superficial [24], public unpreparedness for the possibility of 
earthquakes caused significant damage to the perceived safety of this geothermal project [16]. Apart 
from the seismicity induced by the injection and production wells on a field-wide scale, much 
uncertainty remains with respect to the difference in seismic patterns induced by EGS operations 
relative to those from other industrial operations [24]. It is worth noting that induced seismicity is not 
limited to human activities to recover geothermal resources, the mining and oil and gas industry has 
dealt with this issue for a long time [24]. However, to ensure broad public acceptance of the 
development of geothermal resources, in the near term project sites are likely to be pushed towards 
areas that are well outside of major urban centres. Since sparsely populated areas are more likely to 
have limited connectivity to electricity transmission networks there is a need to identify alternative 
pathways to generating investment in geothermal resources that is not reliant on these networks or 
access to a proximate urban demand centre. No specific proposal that offers such an opportunity for 
geothermal resources has been presented in the publicly available literature to date. 
 
2.4 Delivering energy to market 
Access to oil and gas or electricity transmission networks is a critical driver of investment in 
geothermal resource capacity. Figure 4 highlights regions with high-grade EGS resources (Tres>200°C) 
potential overlaid on a map of the US electricity transmission networks [25]. High-grade EGS 
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resource regions are defined as locations where hot rock reservoirs with temperature >200°C can be 
found at depths of 3 to 5 km. Figure 4 shows that, while high-grade geothermal resources can be 
developed near established electricity transmission networks in the US and Europe [13], in Australia, 
geothermal resources are, at their nearest, 200 km from established electricity transmission networks. 
Supplying electricity over large distance typically requires a high voltage transmission line, which in 
turn requires generating capacity >100 MWe. This is currently not feasible, given significant 
uncertainty in the cost of developing EGS reservoirs and predicting their energy recovery potential 
[21]. Hence, there is a need to identify alternative pathways to reliably deliver energy from unproven 
geothermal resources to consumers. Established oil and gas pipeline networks offer one possible 
opportunity to address this challenge. Figure 5 highlights regions with high-grade EGS resource 
potential on a map of the US and Australian oil and gas pipeline networks. This figure shows that 
high-grade geothermal resources in both Australia and the US could take advantage of this network of 
energy pipelines to deliver geothermal resources to market. Dickinson et al. recently reported the 
potential for 50 MWe of EGS driven electricity generating capacity to electrolyse water to H2 and 
thereby synthetically produce methane via the CO2 consuming Sabatier process. This methane could 
then be transported through established natural gas pipeline networks connecting the Cooper Basin in 
SA to commercial gas markets in eastern and southern Australia [13]. However, at 50 MWe, the 
minimum scale of electricity generating capacity required for this proposal is unlikely to be 
commercial in the near-term. Given the current state of geothermal technology, incremental well 
development at a scale < 10 MWth is likely to offer a more attractive resource development pathway 
[21]. In this respect, geothermal resources can supplement complementary high-value energy demand 
that is currently not met by established electricity or gas transmission networks. No specific proposal 
as to how the geothermal industry could capitalise on synergies with established energy network 
infrastructure has been presented to date. 
The development of geothermal power generation systems currently face significant cost challenges, 
in addition to the cost of developing the reservoir. While a geo-fluid flow rate of 20 kg/s at 
temperature 200°C, can sustainably enable an ORC to deliver 1 MWe for a specific plant capital cost 
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of $1500/kWe [21], a micro-gas turbine of a similar size has a cost <$600/kWe [26]. There is thus a 
need to identify alternative applications where the hybridisation of geothermal resources with fossil 
fuel energy systems can improve productivity. Here, the direct use of geothermal energy within 
complementary renewable and fossil fuel power generation processes offers the potential to share 
above-ground infrastructure and reduce the capital expense of developing geothermal resources [21]. 
For example Bruhn described an application where a low-enthalpy geothermal resource improved the 
productivity of feedwater heating in a conventional power station and achieved a CO2 avoidance cost 
similar to that achieved by wind power. However, this system is only feasible in a limited number of 
locations [27]. Tempesti et al. also described a novel micro-combined heat and power energy system 
integrating low temperature geothermal heat with an ORC that is supplemented by solar parabolic 
trough collectors to meet the load of a high-density apartment complex [28]. While these systems have 
been found to be feasible in a limited number of locations, no analysis has been presented of a system 
where the viability of geothermal resources can be delivered by co-locating an energy consumer with 
the resource and connected to a market using established infrastructure. No specific proposal that 
offers geothermal resources greater geographical flexibility in achieving connection to economic 
markets, than the proposals identified, using non-energy network infrastructure has been presented to 
date.  
 
2.4.1 ICT infrastructure – Data-centres, telephone exchanges and supercomputers 
Data-centres, telephone exchanges and supercomputers have the characteristics of modularity and a 
stable load for electricity and refrigeration. This makes them well suited to be co-located with a 
geothermal resource and their load characteristics can enable the viable development of co-generation 
systems. A geothermal – ORC cogeneration system can achieve a thermal efficiency of 16%, which is 
up to twice that of an ORC generating electricity alone, assuming an inlet temperature of 100°C. Data-
centres and similar infrastructure are currently reliant on fossil fuel based trigeneration systems or 
retail electricity supplied through the grid to meet their large energy demands [29]. This presents a 
novel opportunity for geothermal resources to displace data-centres’ energy load and thus the retail 
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price of electricity, which is on average five times larger than the wholesale price of electricity [13, 
30]. Furthermore, the steady nature of data centres’ energy demand is likely to enable 25% greater 
resource utilisation for a geothermal resource than a residential load [31]. This means that data-centres 
will yield a larger revenue stream than an equivalent residential load assuming the temporal price 
distribution of energy is fixed. Additionally, data centres can also flexibly expand their server capacity 
to match the energy generating capacity of a geothermal well [32]. Thus, they can accommodate the 
inherent uncertainty in the energy generating capacity of a geothermal well over the range 1 – 5 MWe 
[30]. These energy load and scale characteristics make data-centres well suited for the energy output 
of geothermal systems. However, no systematic assessment of the potential opportunities offered by 
data-centres’ modularity and the increasing ubiquity of fibre-optic networks, to generate new 
investment in geothermal resources constrained by access to existing energy markets, has been 
presented in the literature to date.  
 
Figure 4: Regions of high grade geothermal resources (T>200°C at depth of 6.5 km for the US) overlaid on 
map of established US electricity networks [25]. 
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Figure 5: Regions of high grade geothermal resources (T>200°C at depth of 6.5 km for the US and >5 km 
for Australia) overlaid with established oil and gas pipeline networks for the US [15] and Australia [33]. 
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3.0 Synthesis of transportation fuels from solar energy and  
carbonaceous fuels 
3.1 Energy consumed by production of transportation fuels 
All forms of transportation fuel, worldwide, cumulatively account for 96 EJ (x 1018 J) of energy 
consumption and 23% of energy-related greenhouse gas emissions. Similarly, refined fuels produced 
from mineral crude oil accounts for 89.3% of transport fuel demand, with alternative fuels like 
alcohols (e.g. ethanol, methanol), biodiesel, coal and gas to liquids processes, natural gas and LPG 
accounting for 7.7%, and biofuels accounting for the remaining 3% of demand [34]. The potential for 
low cost liquid fuels produced by the Fischer-Tropsch (FT) process has received renewed interest in 
China over the last 10 years, given the cheap and abundant availability of coal [35-43]. In addition, the 
energy efficiency of delivering refined mineral crude oil from the well-to-tank is 80-90% depending 
on the oil quality and source [44]. In comparison, the well-to-tank energy efficiency of Fischer-
Tropsch derived liquid fuels from natural gas (gas-to-liquids – GTL) is 60%, while that for coal it is 
~45% [39, 44], which is approximately half that of refining and extracting mineral crude oil from the 
ground. While biomass blends with coal has been widely proposed as a pathway to reducing the CO2 
emissions impact of producing FT liquids from coal, this has significant economic impacts on plant 
viability (see Section 3.2.2 below) [41, 42]. In comparison, the deployment of CCS technology is 
inherently parasitic to plant efficiency. There is therefore a need to identify alternative pathways to 
simultaneously improve the energy productivity of the coal-to-liquids process while also reducing CO2 
emissions [39]. The use of concentrated solar thermal energy in the high temperature syngas 
production process has been experimentally shown to offer this potential. However, no comprehensive 
assessment of a pathway to employing solar energy to improve the productivity of the coal-to-liquids 
process and enable continuous operation over a full solar year has been presented.  
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3.2  Synthetic crude oil production by the Fischer-Tropsch process 
Syngas production by the autothermal gasification of coal is a highly endothermic, high temperature 
(>1400 K) process that takes place in an O2 rich environment with or without the presence of steam 
[45]. Figure 6 presents a schematic flow diagram of the indirect coal liquefaction process. Gasification 
is the most energy-intensive step in the production of liquid fuels by the FT process and the process 
heat necessary to drive the endothermic reactions is typically provided by the combustion of ~30% of 
the fuel input in O2. Oxygen is typically used instead of air in autothermal gasifiers integrated with the 
FT process, because the latter dilutes the syngas stream with N2 and presents a large capital cost 
penalty from sizing plant components downstream from the gasifier [37, 41]. All commercial 
autothermal gasifiers also operate at high-pressures between 20 and 80 bar to reduce the cost of 
gasification reactors as it enables a larger syngas throughput per unit reactor volume, facilitates the 
removal of acid gases, reduces the size and thus capital costs of off-gas processes and the parasitic 
operational expense of compressing syngas for unit operations downstream from the gasifier [46, 47]. 
While several gasification reactor designs have been proposed and developed over the last 100 years, 
the two reactor configurations that account for >95% of all gasified coal are the fixed bed Lurgi and 
the entrained flow reactors [37, 41]. The sub-sections below provide a brief description of the 
operational characteristics of these gasifiers, which is followed by a discussion of their relative merits 
in processing coals of varying quality and coal-biomass fuel blends.  
 
3.2.1 Autothermal coal gasifiers 
Fixed bed Lurgi gasifier  
The fixed-bed Lurgi gasifier is the dominant commercial gasification technology, with its most 
important application being the production of Fischer-Tropsch liquid transportation fuels from coal 
[47-49]. In this process, coal that is sized to a diameter of 5 - 50 mm is fed from a lock hopper at the 
top of the reactor and moves down under gravity, countercurrent to the rising, hot combustion gas 
stream [47, 49]. Oxygen is injected through the base of the reactor to oxidise coal and generate hot 
combustion gases. Excess steam is also injected to the fuel bed from below the grate to maintain the 
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combustion zone temperature below the ash fusion temperature. Indeed, only a small portion of the 
steam reacts with the coal, making CO2 char gasification the dominant syngas production mechanism 
[47, 49]. The heat transfer mechanism employed within these reactors lead to a large temperature 
gradient through the bed. For example the temperature near to the base of the reactor is typically 1400 
K, whereas it is typically 800 K at the top of the reactor, where coal is undergoing devolatilisation and 
drying and where there is very little O2. Depending on the moisture content of the coal, the gas 
temperature at the exit from the gasifier is 600-800 K [47, 49]. The dry or molten ash that remains 
after the coal is gasified is continually removed from the grate through another lock-hopper at the base 
of the reactor.  
 
Entrained flow gasifiers 
Entrained flow (EF) gasifiers typically operate at temperatures in excess of 1400°C and pressures 
between 20 and 80 bar. While fuel residence time in EF gasifiers is no more than a few seconds, small 
fuel particles (<100 μm), uniform reactor temperatures and a high degree of contact between solid-
liquid-gas reactive surfaces, facilitate fuel conversion rates >99% [43, 46]. An important feature of 
these reactors is their slagging behaviour, where high temperatures facilitate the formation of molten 
ash, which flows down the reactor walls and finally leaves the gasifier as liquid ash or slag. The 
slagging nature of these reactors reduces the adverse impacts from molten ash fouling the heat 
exchange equipment [43, 46]. The two most widely developed EF coal gasifiers are the coal water 
slurry feed GEE reactor and the dry coal feed Shell type reactor. While the GEE gasifier is best suited 
to gasifying high-rank anthracite and sub-bituminous coals, the Shell gasifier has been successfully 
used to gasify a range of coals from high-rank anthracite to brown coals. Furthermore, the excess 
water in the GEE slurry feed leads to its O2 requirement being 3% higher per kg of coal than the dry-
feed Shell gasifier, which requires 0.88 kg O2 per kg coal [41, 43]. This increased O2 demand is 
translated to the same increase in the parasitic electrical load of the air separation unit, which makes 
up 12.5% of the total plant parasitic load [41].  
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Discussion 
The primary difference between the fixed-bed Lurgi gasification process and entrained flow systems is 
that, in the former configuration the physical flow of solids is independent of the flow of gases. The 
main advantages of the Lurgi system over the EF gasifier are the need for minimal coal pre-treatment 
and a simple reactor design that has far fewer moving parts. At the same time, Lurgi gasifiers are 
unable to process the fines, which are  < 5 mm [47, 49]. The primary disadvantage of this reactor 
configuration relative to the EF gasifier is associated with the fouling impacts of tars (heavy 
hydrocarbons) that comprise up to 10% of the product gas, on equipment downstream from the 
gasifier [50]. Tars formed in the low-temperature upper, coal devolatilisation regions of the gasifier 
are neither cracked nor oxidised in this O2 limited section [47]. In comparison, EF gasifiers produce 
negligible amounts of tars because of more uniform temperatures in these reactors. This leads to tars 
being oxidised or cracked to form smaller hydrocarbons [51]. The co-gasification of biomass in fixed 
bed gasifiers exacerbates tar forming fractions [52], which means that EF gasifiers are better suited to 
biomass gasification than fixed bed systems [53]. Furthermore, because the Shell EF gasifier has been 
proven to gasify brown coals, and given the broad similarities between biomass and brown coals in 
terms of their H/C and O/C fuel ratios, this EF reactor will offer greater flexibility in processing a 
range of feedstock while maintaining a high rate of feedstock conversion [53]. There has been only 
one comprehensive process modeling system analysis of a FT liquids system employing a dry-feed 
Shell EF gasifier with coal and coal-biomass fuel blends [41, 42]. However, no process modeling 
system analysis comparing the performance of the Shell based autothermal coal-to-liquids process and 
a solar gasification integrated coal-to-liquids process has been presented in the literature to date.  
 
3.2.2 Upgrading syngas to Fischer-Tropsch fuels 
After syngas is produced by the gasification of coal, it has to be cleaned of impurities, and upgraded to 
a H2/CO ratio of 1.5 - 2.26, before it is directed to the Fischer Tropsch reactor. Figure 6 presents a 
process flow diagram of the coal-to-liquids polygeneration system. The coal-to-liquids process is 
comprised of a number of parasitic plant components that consume heat and electricity, including the 
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heat load of the gasifier, which cumulatively account for the loss of  ~42% of the equivalent heating 
value of the coal input through the process. The single largest source of parasitic electricity 
consumption is from the air separation unit, which is used to produce cryogenically extracted O2 (and 
pure nitrogen as a fuel carrier gas), and the O2 and N2 compression processes [41, 43]. These two plant 
operations consume approximately 0.18 kWh of electricity per kg coal gasified. This amounts to 
approximately 10% of the total heating value of the feedstock input to the coal-to-liquids process. 
Here, the use of concentrated solar thermal energy to displace the O2 required by the gasifier, offers a 
pathway to reducing the electrical load of the air separation unit and thus an improvement in the 
productivity of converting coal to Fischer-Tropsch liquids. However, no comprehensive process 
modeling analysis that quantifies the energetic value of integrating a transient solar resource on the 
operational productivity of an adapted, autothermal coal-to-liquids process has been presented. 
Before syngas is cleaned of impurities, it has to be cooled from ~1400°C, as it exits the EF gasifier, to 
230°C. There are three options to achieve this, a total direct quench, a radiant-convective boiler or a 
combination of these systems. In the direct quench option, hot syngas leaves the reactor base to a 
quench-section, where it is saturated with water and rapidly cooled to ~230°C [43, 46]. In the syngas 
cooler mode a radiant-convective heat exchanger is used to generate low, intermediate and high-
pressure steam, which is used to generate electricity and meet the process requirements of the gasifier, 
water-gas-shift reactor and coal drying plants [43, 46]. A recent comparative analysis of the cost 
implications of incorporating a syngas cooler instead of a direct quench system, showed that the latter 
yields a modest 2 to 4% point increase in efficiency at the expense of a 9 to 16% increase in the cost 
of energy for a system based on the GEE slurry-feed gasifier [38]. However, for a Shell EF gasifier, 
the excess steam that is generated serves a useful purpose in drying the coal and biomass fuel before it 
is fed into the gasifier [51, 53]. After syngas is cleaned of impurities, it is upgraded from a H2/CO 
molar ratio of 0.7 – 1.1, as it exits the autothermal gasifier, to between 1.5 – 2.26 [37, 41] according to 
reaction 1 – the water gas shift (WGS) process.  
H2O + CO ↔ H2 + CO2   ΔH298 K = -41 kJ/mol (1) 
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The WGS process leads to further losses in the thermal efficiency of the coal-to-liquids process as a 
result of the energy expended to recover and compress the CO2 by-product (for geological storage) 
and to a lesser extent from the heat lost by the mildly exothermic (forward) reaction [35]. The 
cumulative CO2 emissions impact of all the parasitic processes that the autothermal coal-to-liquids 
process is comprised, is evident in liquid transportation fuels from coal producing six times more CO2 
emissions than the extraction and production of refined fuels from the cleanest form of mineral crude 
oil, which (excluding combustion emissions at the point of end-use) leads to ~20 kg CO2-e/GJ [41, 
42]. Here, the solar gasification of coal offers the potential to reduce the CO2 emissions associated 
with the entire process, including the WGS reaction, given it upgrades the calorific value of the syngas 
relative to the feedstock by as much as 26%. However, no comprehensive assessment of the process 
wide CO2 emissions performance of a solar coal-to-liquids system over a full year of continuous 
operation has been presented.  
A process modeling study of a system co-producing FT liquid fuels and electricity recently presented 
the potential to combine syngas streams from natural gas steam reforming and that produced by coal 
gasification [35]. The value of this process arises from syngas production with a H2/CO ratio of ~ 3 
from the steam reforming of methane, which when blended with an appropriate amount of syngas 
derived from coal gasification, can yield the desired H2/CO ratio of 2 for the FT reactor without the 
need for WGS upgrade [35]. This study showed the potential to improve thermal efficiency by 7.5 
percentage points if natural gas contributed 30% of the heating value of the fuel input to the process, 
relative to a baseline based on syngas produced from coal alone [35]. It also showed that this concept 
could enable a reduction in the CO2 emissions sequestration rate of up to 70% relative to the baseline, 
to achieve zero net mine-to-wheel emissions per GJ output (FT liquids and electricity) [35]. This dual 
fuel FT liquids and electricity polygeneration system was also shown to achieve a net present value 
40% larger than the baseline system [35]. Hence, the concept was shown to enable a significant net 
positive impact on the plant’s economic viability, thermal efficiency and CO2 emissions. However, no 
process modeling study has evaluated the feasibility, energetic or CO2 emissions performance over a 
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full year of continuous operation, of integrating a solar reforming system within a solar gasifier as part 
of a polygeneration system producing FT liquid fuels.   
The co-gasification of biomass -coal fuel blends offers another pathway to reducing the CO2 emissions 
intensity of liquid fuels production by the Fischer-Tropsch process [37, 41, 42, 54-57]. However, to 
reduce the mine-to-tank CO2 emissions of the coal-to-liquids process to below that of mineral crude 
oil, a biomass fuel blend equivalent to >50% of the thermal input is required and only if CCS is also 
integrated with the process. Without CCS, a biomass blend fraction ≥70% (cal) is required [37], 
because biomass has a calorific value that is on average ~75% that of a sub-bituminous coal like 
Illinois #6 [41, 42]. Indeed, a recent techno-economic assessment of a biomass-to-liquids system 
reported a price for eucalyptus pellets that is 2.8 times the price of coal per GJ. Relative to the current 
Brent benchmark price of crude oil ~US$18/GJ, the cost of FT liquids is US$26/GJ if biomass fuel is 
used as the feedstock, compared with US$11 – 12/GJ if coal alone is used as a feedstock [41, 42]. 
Hence, displacing coal with biomass has a large parasitic impact on the economic performance of 
producing synthetic FT crude oil. There is thus a need to identify alternative pathways to reducing the 
fraction of biomass that has to be co-gasified with coal to reduce CO2 emissions below that of 
commercially available refined mineral crude oil. Here, solar gasification technology offers the 
potential to improve the productivity of converting biomass to liquid fuels. However, no complete 
process modeling assessment of a FT liquids system that integrates a solar co-gasification system over 
a full year of operation has been presented to date. 
 
3.2.3 Scale of a solar coal-to-liquids plant 
The scale of a solar coal-to-liquids plant is constrained by two factors, the maximum viable scale of 
the heliostat collection capacity and the minimum viable scale of the gas cleaning, upgrade and FT 
liquids unit operations downstream from the solar reactor. The size of a heliostat field is limited to a 
radius of 1 km from the central tower, because large atmospheric attenuation limit the efficiency of 
solar collection at distances greater than this radius. In energy terms, this corresponds to ~50 MWth 
limit to the peak annual solar thermal energy input to a solar reactor operating at temperatures 
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>1100°C [58]. In comparison, the calorific throughput of coal in autothermal EF gasifiers, as proposed 
in the literature, is on the order of 1 to 2 GWth [35, 37-42]. However, these plant have construction 
lead times of five years and capital requirements > $1 billion [35, 37-42]. This presents significant 
portfolio risks to financiers, which has led to many projects failing to receive investment approval e.g. 
Shell gas-to-liquids plant in the US Gulf. Here, the recent emergence of micro channel Fischer-
Tropsch reactors offers the potential to reduce the viable scale of FT liquids systems to coal 
throughput from 1 GWth to 162 MWth and an output of 1500 barrels per day [59, 60]. Using these 
technologies, a FT liquids polygeneration system could viably be developed for a capital outlay of 
$200 M and be operational within ~2 years. Reducing the minimum viable scale of a solar integrated 
FT liquids plant is likely to improve their commercial viability, given it reduces the capital 
requirement for the development and lenders’ portfolio risks [2]. However, these systems rely on 
continuous operation throughout the year, because the Fischer-Tropsch reactor takes up to four days to 
reach steady-state productivity once syngas flow is shut down [60]. Importantly, no previous analysis 
of a solar coal-to-liquids system has determined the conditions under which continuous operation over 
a full solar year can be achieved.  
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Figure 6: Simplified, annotated process scheme for a coal-to-liquids system that is based on a pressurised autothermal Shell gasification system with Illinois#6 coal 
as the feedstock. 
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3.3 Solar production of FT liquid fuels  
The solar gasification and reforming processes offer the potential to convert a greater portion of the 
fuel input to syngas and then to a FT liquid fuels end-product by displacing the carbonaceous fuel that 
is otherwise burnt in O2 to provide process heat [6, 61-73]. This enables the chemical storage of solar 
energy in the syngas product and a calorific upgrade of up to 26% relative to the calorific value of coal 
[66, 74]. While the stand-alone operational feasibility of these reactors has been demonstrated at a 
range of scales from 5 to 500 kWth, no comprehensive analysis of the downstream impacts on an FT 
liquids production facility from syngas production that fluctuates in response to solar transience over a 
full solar year from the solar vortex or an indirectly irradiated packed bed solar gasifier has been 
presented [35, 36, 39-41, 43, 75-77]. Furthermore, no process modeling has evaluated the feasibility of 
integrating either a solar coal gasifier, the solar co-gasification of coal-biomass fuel blends, a solar 
gasifier that integrates natural gas solar co-reforming, with an adapted autothermal coal-to-liquids 
system such that no plant component except the solar reactor requires further development to enable 
continuous operation over a full solar year. 
 
3.3.1 Reactor systems for the solar gasification and reforming of carbonaceous feedstock 
Solar reactor designs can be broadly classified in terms of whether the fuel input to the reactor is 
directly or indirectly irradiated and whether the fuel feed is continuous or in batches. While reactor 
configurations like the solar vortex and fluidised bed reactors enable direct transfer of concentrated 
solar energy to the reaction zone, their primary limitation is the challenge of preventing particle 
deposition on the transparent window through which solar energy enters the reactor cavity. This has 
meant that windowed reactors have to date only been demonstrated to a prototype scale of 5 kWth. In 
comparison, the packed bed and tubular reactor configurations, where the window is not directly 
exposed to fuel particles, have been demonstrated to scales of 150 kWth and 500 kWth respectively. 
These reactor configurations have been shown to be more operationally robust and been demonstrated 
to gasify a range of fuels from natural gas, coal, biomass, sewage sludge and scrap tyres [62, 63, 65, 
74]. No study that comprehensively evaluates the long-term performance of integrating solar reactor 
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systems with a FT liquids production system, over a full solar year, using hourly or daily solar data 
has been presented to date [76, 78-83]. Indeed, no process modeling analysis has specifically 
compared the unique implications associated with the integration of specific reactor types with 
downstream FT liquids production infrastructure. Hence, an analysis is needed to determine the 
downstream system integration issues that would arise from the transient syngas output from a solar 
reactor on unit operations downstream from the gasifier (see Figure 6). 
 
Directly irradiated solar vortex reactor 
The directly irradiated solar vortex reactor configuration, shown in Figure 8, comprises an insulated 
cylindrical cavity and a quartz glass window up-beam of a smaller aperture that enables the 
introduction of concentrated solar energy into the high temperature cavity reaction zone [68, 84-87]. 
The reactants are injected into the cavity through a tangential nozzle to create a helical, vortex flow 
stream towards the rear of the cavity [68, 84-87]. The introduction of concentrated solar energy into 
the reactor rapidly leads to the particle reactants reaching temperatures ~1600°C, thus driving the 
highly endothermic reactions to completion [68, 84-87]. The experimental feasibility of the solar 
vortex reactor has been demonstrated for the steam gasification of petroleum coke at a scale of 5 kWth 
[68, 84-87]. Like the autothermal entrained flow gasifier, this enables the fast and complete 
conversion of reactants to syngas, with particle residence of 1-2 seconds. Unlike the EF gasifier 
however, the directly irradiated vortex reactor enables and indirectly irradiated solar gasification 
systems, the reactor can only operate at, or near to, atmospheric pressure. This is because high reactor 
temperatures and pressures compromise the structural integrity of the quartz window. Conventional 
EF gasifiers operate above atmospheric pressure because it allows the reactor to capitalise on 
favourable volume to surface area ratios, thus decreasing the material cost of reactor construction. 
Given the solar vortex reactor can only operate at atmospheric pressure, a coal-to-liquids process 
incorporating this reactor requires off-gas compression systems to deliver syngas at the required 
pressure to cleaning processes and the FT reactor. However, no process modeling analysis of the 
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energetic or greenhouse gas emissions impact of integrating the atmospheric pressure solar vortex coal 
gasification reactor with a FT liquids polygeneration system has been presented previously. 
 
Indirectly irradiated packed bed reactor 
The indirectly irradiated packed bed reactor system, illustrated in Figure 7, is a geometrically simple 
and robust reactor configuration that has been shown to yield promising results for the gasification of 
a range of carbonaceous fuel and waste feedstock [62]. A recent experimental study of a scaled-up 150 
kWth reactor showed that over a single solar day the reactor enabled a fuel conversion rate of 56% and 
the syngas produced by the reactor had a calorific value 26% larger than the input feedstock [74]. 
Solar energy enters the reactor through a window at the top of the reactor and heats a SiC-coated 
emitter plate. The hot emitter plate then re-radiates the solar energy to heat the fuel batch, which is 
loaded into the reactor volume at the start of each solar day. However, the large thermal inertia 
associated with the cold reactor insulation and fuel mass, means that the reactor takes up to three hours 
to reach steady-state conditions. Furthermore, while the top of the fuel bed can reach temperatures of 
up to 1400 K at steady-state, the maximum temperature at the base is as low as 500 K [62, 74]. This 
large thermal gradient, primarily a result of coal and ash being poor conductors of heat, leads to 
heterogeneous fuel decomposition and gasification reactions taking place concurrently at different 
rates through the fuel bed [50, 88]. Ash accumulation at the top of the fuel bed further limits heat 
transfer through the bed over the solar day, because it blocks radiation from reaching the top of the 
fuel bed [72]. Although, Piatkowski recently presented an experimentally validated 1-D heat transfer 
and gasification model of the gasification of beech charcoal in the packed bed reactor, no rigorous 
model of this reactor has been presented for the gasification of coal (see Section 3.3.2 below for 
detailed discussion). Furthermore, all analyses of reactor performance have been limited to 
performance over a single solar day [62]. To present a comprehensive evaluation of the issues 
associated with integrating this reactor with a FT liquids polygeneration system, an accurate model for 
the gasification of coal is needed, as is a methodology to assess the dynamic performance of this 
	 30 
system over time-scales ranging from a single solar day to a full year. No such system-wide analysis 
has been presented to date. 
 
Solar methane reforming reactors 
The solar thermal reforming of methane has been shown to upgrade the calorific value of the syngas 
product (H2 + CO) by ~28% relative to that of the feedstock. The endothermic methane reforming 
reaction is a catalytic process that takes place at a temperature >700 K [89, 90]. There are two reaction 
pathways for the reforming of methane, which are the steam and dry reforming processes described by 
reactions 2 and 3. 
CH4 + H2O à CO + 3H2 ΔH298 K = 250 kJ/mol (2) 
CH4 + CO2 à 2CO + 2H2 ΔH298 K = 247 kJ/mol (3) 
While the steam reforming reaction enables the production of syngas with H2/CO ~ 3, that is 
favourable for the FT process when combined with syngas produced by coal gasification, the dry 
reforming process offers the potential to reduce the water demand of producing syngas. This is 
important because regions with high solar availability are generally arid, with scarce water 
availability. Furthermore, solar dry reformed syngas offers a potential sink for CO2 emissions captured 
by other industrial processes and sub-economic natural gas resources that are diluted with CO2 [91-
93]. There is thus a need to determine the specific rate of water consumption per unit of syngas 
produced for a system producing FT liquid fuels using coal and natural gas feedstock. No assessment 
has presented a comparative process modeling analysis of the impact of integrating either the solar 
steam or dry reforming processes with the solar gasification of coal to reduce the water demand of 
producing syngas.  
Both methane reforming processes have been experimentally demonstrated in tubular reformer 
reactors  and in a volumetric receiver-reactor at  scales of up to 480 and 300 kWth respectively [89, 
94]. The heat transfer in a tubular reactor proceeds via radiation to the outside of the walls, the catalyst 
bed inside the tube is then heated by conduction. A 480 kWth scale U-shaped tubular reformer reactor 
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was developed and tested at the Weizmann Institute of Science in Israel. This experiment showed that 
the reactor configuration could achieve methane conversion of up to 94% with a CO2:CH4 molar ratio 
of 1, chemical storage efficiency of 33-44%, pressure inside the tube of up to 20 bar using a Ni-rare 
earth supported catalyst at a temperature of ~1050 K [89, 95-97]. Another reactor configuration that 
has been proposed for the dry reforming of methane is the volumetric receiver, which has also been 
proven up to a scale of 300 kWth. While this system was shown to enable methane conversion of 88% 
and the chemical storage of 32-66% of the incident solar energy as syngas, the reactor can only 
operate at low pressures (1.2 – 3 bar) because of the poor structural integrity of the quartz window 
[91-93]. It is worth noting that the production of syngas at elevated pressures is advantageous, because 
the FT reactor, syngas cleaning, and upgrade processes downstream from the reformer operate at 
pressures >20 bar. Hence, the tubular reformer reactor is preferred over the volumetric receiver 
configuration [98, 99]. The integration of this pressurised tubular reforming system with an 
atmospheric pressure gasifier thus offers the potential to reduce the energetic and greenhouse gas 
emissions of the solar coal-to-liquids process. However, no energetic and CO2 emissions performance 
analysis has been presented previously of a solar co-gasification/tubular dry reforming system that is 
integrated with a FT liquids polygeneration system. 
 
  
Figure 7: Cross-section of a directly irradiated, packed bed batch-mode CST gasification reactor (based 
on 150 kWth scale experimental reactor configuration of [74]). 
 
Qrerad 
upper		
cavity	
lower		
cavity	
Window	
H2O	(g)	
Reactor	
insulation	
Product	gas	
output	
Coal	bed	
SiC	coated	graphite	
emitter	plate	
Qsol 
1.10	m	
0.8	m	
z 
	 32 
 
Figure 8: Cross-section of a directly irradiated, volumetric cavity solar vortex gasification reactor. 
	
3.3.2 Modeling carbonaceous fuel gasification and reforming processes 
The gasification of solid carbonaceous fuels can be described by the three processes of fuel drying, 
devolatilisation (pyrolysis) and char gasification. The devolatilisation and char gasification steps can 
be simplified to reaction 4, shown below. In this equation the individual terms x, y, u and v are taken 
from the ultimate analysis of the carbonaceous feedstock. However, the rate of this reaction and the 
individual processes that govern the devolatilisation and gasification reactions are far more complex 
[47, 50, 62, 88]. Devolatilisation typically occurs in the temperature range from 450-1000 K and 
involves the thermal decomposition of carbonaceous fuels to release volatiles and hydrogen rich 
gaseous compounds, leaving solid carbon or char [100]. At temperatures greater than 1100 K, highly 
endothermic char gasification reactions take place to produce CO and H2. The solid phase char 
gasification reactions are described by reactions 5, 6 and 7 [101, 102]. The final composition of syngas 
that exits from the gasifier is determined in large part by the reversible, temperature controlled 
forward water gas-shift (reaction 1) and methane-reforming reactions (reactions 2 and 3). The 
gasification process also generates long-chain hydrocarbons known as tars. In the high temperature 
gasification environment these tars can be cracked to smaller hydrocarbons like methane, which are 
then reformed to CO and H2 according to reactions 2 and 3.  
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CHxOySuNv + (1-y)H2O à [y + (1-2x)u]H2 + CO + uH2S + vN2 (4). 
C (s) + H2O à CO + H2  ΔH298 K = 172 kJ/mol (5). 
C (s) + CO2 à 2CO ΔH298 K =  230 kJ/mol (6). 
C (s) + 2H2 à CH4 ΔH298 K =  75 kJ/mol (7). 
 
Pseudo-dynamic Gibbs minimisation models for solar gasification and natural gas reforming 
The Gibbs minimisation approach has been applied extensively to model autothermal entrained flow 
(and fixed bed) gasifiers and methane reforming reactors [35, 36, 39-41, 43, 75-77]. This approach 
provides a realistic representation of syngas composition, given the high reactor temperatures achieved 
in these reactors, the short residence time, fast feedstock conversion rates and the constant fuel and 
reagent (O2, steam, CO2) throughput. The parameterization of a Gibbs model is based on the ultimate 
analyses of coal, biomass or natural gas carbonaceous fuel feedstock [35, 36, 39-41, 43, 75-77]. While 
several process models of solar gasification and natural gas reforming reactors based on a Gibbs free 
energy minimisation approach have been presented, these models do not account for the impacts of 
solar resource transience on syngas production rates and compositions [67, 68, 85, 87]. Here, the 
dynamic impacts of solar resource transience on the solar gasifier could be represented by a piece-wise 
steady state model. The validity of a piece-wise-steady-state model is dependent upon the time-scale 
of the variations in solar flux relative to the thermal response of the reactor. This means that such a 
model could account for fluctuations in solar flux that is one to two orders of magnitude longer, i.e. 
minutes, than the residence time of the solar vortex reactor, which is approximately one second. In 
practice some gradients are likely to be greater than these, for example under conditions when clouds 
move past rapidly. This means that the model will not account for possible reduced performance due 
to very rapid fluctuations. Nevertheless, it is likely to offer a reasonable assessment of the impact of 
solar resource transience on fluctuating syngas output from a gasifier up to a time-step of one hour 
[76, 78-83, 103, 104]. However, no piece-wise-steady-state or pseudo-dynamic process modeling 
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analysis of a solar gasification or reforming reactor that is based on the Gibbs minimisation approach 
has been presented previously. 
 
Dynamic Arrhenius kinetics models for fixed bed gasification reactors 
Arrhenius kinetics relationships have been used extensively to develop dynamic models of coal 
devolatilisation and gasification for solar and autothermal fixed bed gasifiers with large thermal 
gradients, variable fuel composition and residences of the order of several hours [47, 88, 105]. Unlike 
a modeling approach based on Gibbs free energy minimisation alone, kinetics relationships offer a 
more robust methodology to quantify overall reaction rates in terms of fuel temperature and the 
changing proximate and atomic composition of the fuel over its period of residence in the reactor [47, 
50, 88]. A reaction kinetics approach to gasification modeling was recently described by Piatkowski to 
predict syngas compositions for the gasification of beech charcoal in the indirectly irradiated solar 
packed bed coal gasifier [62]. This chemistry model was coupled with a detailed 1D heat transfer 
model that was used to predict wall temperatures and the temperature gradient through the fuel bed. 
Interestingly, the solar packed bed gasifier model used many of the same approaches described in the 
literature for fixed bed coal gasification systems [47], where the flow of solids is independent of the 
flow of gases [74]. However, the model used to describe devolatilisation and gasification chemistry 
was reduced to the overall gasification reaction described by equation 4 and Arrhenius kinetics 
derived from a thermogravimetric analysis. While this model predicted dynamic syngas production 
rates that achieved excellent agreement with experimentally observed results for the gasification of 
beech charcoal, predictions of syngas evolution over a full solar day were less accurate for more 
complex fuels like coal, which have significant volatile matter fractions [62]. A similar approach by 
Kruesi et al., to modelling the steam gasification of sugarcane bagasse in a solar-driven fixed bed-
reactor showed good agreement between the modeled results and the final experimentally observed 
average temperatures and average gas compositions [78]. However, their assessment did not provide a 
comparative analysis of the dynamic syngas production rate against the observed dynamically variant 
gas evolution rates. There is thus a need to develop a more comprehensive chemistry model to 
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represent the complex devolatilisation and gasification behaviour of complex volatile bearing fuels 
like coal. Importantly, no calibrated dynamic model of the solar packed bed reactor has been presented 
for the gasification of coal. Indeed, no process modeling assessment of integrating this reactor with a 
FT liquids polygeneration system, over any mutli-day period has been presented previously. 
 
3.4 Process modeling integrating dynamic variance in solar input 
A comprehensive process modeling analysis is crucial to an accurate evaluation of the energetic and 
greenhouse gas emissions performance of upgrading syngas produced from a solar gasification or 
reforming reactor to a higher value energy commodity like FT liquid fuels. Sudiro and Bertucco 
recently presented a process modeling analysis of a solar integrated coal gasification reactor based on 
a steady-state gasification model based on the Gibbs minimisation approach [76]. While this model 
accounted for diurnal transience in the solar resource, it did not account for seasonal or cloud-induced 
resource transience, because it assumed the availability of solar insolation 12 hours per day 
continuously throughout the year. Accounting for these impacts of solar transience is critical to an 
accurate quantification of the capacity factor of downstream syngas upgrade processes and a realistic 
estimation of energetic, greenhouse gas emissions and economic performance of the entire system. 
Indeed, the NETL baseline studies of autothermal coal gasification reactors that are integrated with a 
combined cycle (IGCC) power system showed that an increase in gasifier capacity factor from 60 to 
90% decreases the cost of energy by 30% [43]. However, no process modeling analysis of a solar 
integrated FT liquids polygeneration system has presented a complete assessment of the diurnal, 
seasonal and cloud-induced impacts of solar transience on system operation and performance over a 
full year of operation [76, 78-83]. 
  
3.4.1 Syngas storage  
The incorporation of an intermediate gas storage system when solar energy is not available offers the 
potential to improve the capacity factor of a solar energy process [75, 106]. Here, alternative forms of 
energy storage such as that offered by molten salt systems is unlikely to be suitable because they are 
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limited to temperatures of 600°C [107], whereas the high temperature endothermic gasification 
process operates at temperatures >1100°C [66]. Hence, there is a need for alternative energy storage 
options that can improve the economic viability of solar gasification system that is integrated with a 
FT liquids production process. Pressurised gas storage devices like tanks and variable pressure 
pipelines have, for decades, been used by a number of power generation, oil refining and 
petrochemical industries to store a range of energy fluids including, natural gas, H2 and CO [106, 108]. 
While petrochemical production facilities operate at steady state to maintain high capacity factors, 
other facilities like peaking open cycle gas turbines operate intermittently in response to short-term 
(<15 min) fluctuations in wholesale spot electricity prices. Apt and Newcomer recently presented a 
dynamic process model of an IGCC system assessing the potential for the pressurised storage of 
syngas to improve the viability of the power generation facility. This work showed that eight hours of 
storage capacity could improve the viability of the IGCC system by 10% [75, 106]. Given this 
potential, there is a need to evaluate the minimum gas storage capacity that would yield continuous 
operation of a solar integrated coal-to-liquids system over a full solar year. However, no dynamic 
process modeling assessment of the storage requirements of a solar vortex or packed bed gasifier has 
been presented to date.  
 
The hybridisation of the solar gasifier with an autothermal process, which can flexibly be turned-up or 
down in response to solar resource transience, offers the potential to ensure a continuous non-zero 
syngas output over a full solar year. A number of recent publications have noted the 
complementarities between fossil fuel combustion systems and concentrated solar reactors in the 
context of power generation processes [82, 83, 109]. Nathan et al. recently presented a techno-
economic analysis of a novel hybrid receiver-combustor (HRC) that circulated molten salt within a 
solar receiver and integrated combustion within the same reactor volume [82]. This system eliminated 
the need for a separate boiler and reduced the total heat-exchange area required to reduce the expected 
capital cost of the power generation infrastructure by 51% ($M/GWh/year) and the overall levelised 
cost of electricity by 24% relative to a conventional solar thermal power generating system that does 
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not incorporate the HRC [82]. Thus, a hybrid solar gasification system that incorporates both 
concentrated solar thermal energy input and autothermal coal combustion reduces the susceptibility of 
the coal-to-liquids process to solar resource transience [110]. A key limitation of the techno-economic 
analyses of the solar HRC power generation system was associated with an inadequate representation 
of solar resource transience over a full year. Their analysis assumed a single, annual average solar 
insolation figure to represent the process’ solar share and capacity factor [82]. Importantly, no 
dynamic process modeling study quantifying the magnitude of gas storage required for a system 
integrating a hybrid solar gasification process, with a FT liquids polygeneration system has been 
presented to date. 
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4.0 Thesis aims 
4.1.1 Chapter 2 
 
Polygeneration of liquid fuels and electricity by the atmospheric pressure hybrid solar 
gasification of coal.   
 
The overall aims of Chapter 2 are: 
• to identify the required adaptations to the conventional coal-to-liquids process that can enable the 
integration of an atmospheric pressure solar vortex entrained flow gasifier and maintain 
continuous operation over a full solar year;   
• to determine the energetic and greenhouse gas emissions performance of the solar coal-to-liquids 
system integrating an atmospheric pressure hybrid solar vortex coal gasification reactor, relative 
to a baseline CTL system integrating an autothermal pressurised Shell type entrained flow gasifier 
using Illinois #6 coal.  
 
4.1.2 Chapter 3 
 
Dynamic modeling of the co-production of liquid fuels and electricity from a hybrid solar 
gasifier with various fuel blends. 
 
The overall aims of Chapter 3 are:  
• to quantify the energetic and greenhouse gas emissions performance of the hybrid, atmospheric 
pressure, solar gasification of coal-biomass fuel blends and of integrating a solar steam or dry 
natural gas reformer within a hybrid solar gasifier for the production of Fischer Tropsch liquid 
fuels; 
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• to quantify the influence of the above process improvement strategies on capital utilisation of the 
hybrid solar gasifier and heliostat field relative to the benchmark solar coal-to-liquids process 
outlined in Chapter 2. 
 
Chapters 2 and 3 address the gap in understanding identified in Section 3 regarding the need to reduce  
• the susceptibility of a coal-to-liquids process integrating a hybrid atmospheric pressure solar 
vortex gasifier to that integrates autothermal reactions, to long periods of poor solar insolation and  
• the mine-to-tank emissions from a solar coal-to-liquids process to below that of conventional 
mineral crude oil.  
The aims of both chapters are met by employing, for the first time, a pseudo-dynamic (piece-wise 
steady state) process model of a solar coal-to-liquids system that accounts for the diurnal, seasonal and 
cloud-induced characteristics of solar resource transience over a full year of operation using an hourly 
solar insolation time-series.  
 
4.1.3 Chapter 4  
 
A one-dimensional heat transfer, devolatilisation and gasification model of a solar packed bed 
coal gasifier  
 
The overall aims of Chapter 4 are: 
• to develop a dynamic one-dimensional heat transfer, devolatilisation and gasification reaction 
kinetics model of indirectly irradiated solar packed bed reactor for the gasification of coal; 
• to assess the performance of this model relative to experimental observations with respect to 
reactor and fuel bed temperatures, the dynamic evolution of syngas species over a full solar day 
and the sensitivity of coal conversion productivity to the initial fuel batch mass and fuel 
composition;   
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This chapter addresses the gap presented in Section 3.3.2 by developing a rigorous model that employs 
rigorous devolatilisation and gasification chemistry reaction kinetics within a 1-D heat transfer model.  
 
4.1.4 Chapter 5 
 
Storage capacity assessment of liquid fuels production by solar gasification in a packed bed 
reactor using a dynamic process model 
 
The overall aims of this chapter are:  
• to quantify the minimum quantum of energy storage required to integrate a stand-alone, batch 
process solar packed bed gasifier with a FT liquids polygeneration system and enable continuous 
operation over a full solar year;  
• to assess the impact on the relationship between syngas storage and operational capacity factor of 
a FT reactor over a full solar year under: 
o two fuel loading strategies for the batch process, solar packed bed gasification reactor 
o three heliostat field area scenarios and the 
o solar reaion. 
 
This chapter addresses the gaps in understanding identified in Section 3, related to the technical 
feasibility of a solar coal-to-liquids process integrating a packed bed gasification reactor that is reliant 
on solar energy alone and is thus susceptible to extended periods of poor solar insolation over a full 
year of operation. Addressed therefore is the impact of these fluctuations on unit operations 
downstream from the storage system and gasifier over a range of scenarios, assuming constant syngas 
throughput to downstream plant.  
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4.1.5 Chapter 6 
 
Potential value of data-centres in enabling investment in stranded geothermal resources. 
 
The overall aims of this chapter are:  
• to determine a technically feasible pathway to generate commercially acceptable returns on 
investment in stranded geothermal resources using synergies with established energy and non-
energy network infrastructure; 
• to capitalise on data-centres’ modularity and stable energy load for refrigeration and electricity to 
ensure high capital productivity, for a range of energy delivery pathways incorporating 
geothermal resources; 
• to propose a pathway that incrementally reduces both the technical and project financing 
impediments to investment in geothermal energy resources. 
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Abstract 
A one-dimensional dynamic, heat transfer and chemistry model incorporating complete 
devolatilisation and gasification reaction kinetics was developed to evaluate the performance of coal 
gasification using the indirectly irradiated packed bed solar reactor of Steinfeld and co-workers. This 
model was verified using the published experimental results for a 150 kWth configuration of this 
reactor to gasify Indonesian low-rank coal. The model delivered reasonable qualitative and 
quantitative agreement with the published temperature profile data through the fuel bed, with the 
steady-state gasification temperature, the dynamic gas composition profiles and the final fuel 
conversion over a 10-hour full solar day. This dynamic model was used to evaluate the sensitivity of 
syngas composition, production and fuel conversion rates to changes in fuel composition and to the 
initial mass of the fuel batch at the start of a given solar day. The sum of H2 and CO was predicted to 
comprise 55% of the syngas fraction for Indonesian low-rank coal, and ~65% of the mole fraction of 
the Pittsburgh No. 8 and Illinois #6 coals. This result was found to be within 10% of experimental 
measurements for the solar gasification of Indonesian low-rank coal. The model also reproduced an 
experimental finding that the fuel conversion is very sensitive to the size of the initial batch mass. This 
was because carbon conversion was found to be dependent both on the rate of coal devolatilisation, 
which is a function of the average bed temperature, and on the maximum steady state bed surface 
temperature, which drives the endothermic solid phase char gasification reactions. The size of the 
initial batch mass has a significant influence on the average bed temperature and the temperature 
differential between the top of the fuel bed and the base. This confirmed that there is an optimal batch 
size to maximise the mass of fuel converted over a given solar day.  
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Nomenclature 
a – mean atomic weight (g/mol). H°– reference enthalpy relative to T = 273.15 
K. 
A – area (m2). F – radiation shape factor. 
af – ash free basis  kb,j – overall thermal conductivity of bed 
layer j (W/m-K). 
AR – as received basis. kg – devolatilisation or gasification reactions 
kinetics coefficient (see Table 1 and Table 
2). 
bd – bed density including void fractions (kg/m3). m – mass of fuel in a given layer of the 
discretised bed. 
C̃ - solar concentration ratio (suns) Mw – molecular weight of gas, g. 
c – concentration of gasification reagent g (mol/m3) 𝑁, 𝑛 or ?̇? – moles or molar flow rate. 
𝑦𝑔
𝑜 − initial functional group concentration of 
volatile gas g (af weight fraction).  
?̇?, 𝑄 or ?̇? – heat flux (kW/m2), heat (J) or 
heat flow (kW). 
cp – specific heat capacity (J/kg-K). R – Universal gas constant (J/mol-K – unless 
otherwise stated). 
d – true density  of daf material not including void 
fractions (kg/m3). 
R – reaction rate (mol/s) 
dz – depth of bed layer j (metres). T – temperature in Kelvins unless otherwise 
stated. 
daf – dry, ash free. t – time in seconds.  
g1 – Einstein specific heat function. vs – reaction stoichiometric coefficient  
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I – solar insolation  WGS – water-gas-shift reaction. 
H – enthalpy.  y – mass fraction of element u or volatile g in 
fuel bed layer j. 
ΔfH
° – enthalpy of formation.  
Subscripts  
0 – time period equal to zero p – emitter plate 
abs – absorption efficiency  r – reverse WGS reaction  
b – fuel bed s – particle surface area  
c – carbon  sol – solar 
C – char gasification – SG/DG or HG  SG – steam gasification of char  
f – final time period  t – total  
DG – dry gasification of char with CO2 u – elemental component of fuel (C, H, O, N 
or S) 
g – component of gas input or output stream (CO/ 
CO2/ H2/ CH4/ H2O/ H2S or HCN) 
w  – reactor wall insulation (see Figure 1) 
HG – hydrogen gasification of char  wdw - window 
i – coal, ash or water fraction of fuel bed total mass  x – cross-sectional  
j – reference to discretised bed layer (see Figure 2)  
Greek letters  
η – efficiency 𝜏 – window transmissivity.  
𝜖 - bed void volume (m3) σ – Stefan-Boltzmann constant 
ε – numerical model temperature error function.  μ – atomic weight of element u  
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𝛾 − coefficient for element u to determine true 
density of coal 
ζ – solid-to-gas heat transfer coefficient  
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1.0 Introduction 
The production of synthetic crude oil by the gasification of coal and subsequent Fischer-
Tropsch (FT) processing has received much interest in the literature over the last ten years [1-
9]. Coal gasification is the most energy-intensive step of the FT liquids production process 
[4,10,11] The introduction of concentrated solar energy to the gasification process offers one 
path to improving fuel productivity and reducing the greenhouse gas emissions associated 
with producing synthetic crude oil from the FT process relative to that of mineral crude oil. 
Kaniyal et al. recently presented an analysis outlining the energy and greenhouse gas 
emissions performance of a coal-to-liquids process incorporating solar energy relative to one 
that does not. Solar energy was introduced into this process to meet a portion of the gasifier’s 
endothermic demand, with the remainder being met by the oxygenated combustion of coal. 
Integrating a hybridised solar-autothermal coal gasification system with a FT liquids 
production train was predicted to improve operational productivity by 25% on an energy basis 
and reduce GHG emissions by 28% relative to the non-solar, conventional autothermal 
process [4,10,11]. This system analysis further outlined the feasibility of a modest, 5 hours of 
syngas storage enabling continuous operation over a full year for the solar coal-to-liquids 
system for the first time [4,10,11]. However, there has been no such system analysis for 
integrating a stand-alone solar coal gasification system, with a FT liquids production train. 
Such an analysis is important, given the stand-alone packed bed solar gasification reactor has 
been proven to the largest experimental scale of ~150 kWth [12, 13]. In comparison, the 
hybrid solar continuous flow gasifier proposed by Kaniyal’s earlier work is based on the solar 
vortex reactor, which has only been proven to a scale of 5 kWth. There has been no model of a 
standalone solar packed bed coal gasifier that can be used to estimate a time-series of syngas 
production and composition over a full solar year. Such a model is crucial to evaluating the 
feasibility of maintaining continuous productivity of a FT liquids production train over a full 
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year. The overall objective of the present work is to develop a tractable model of the solar 
packed bed coal gasification reactor for its integration within a process modeling analysis.  
The packed bed solar gasifier employs indirect heat transfer via solar energy that enters the 
reactor through a quartz window and irradiates a Si-C coated graphite emitter plate [12], to 
heat the packed fuel bed in the reactor cavity. The reactor is operated in batch mode, with one 
batch of reactants being processed each day and replenished overnight. This configuration 
achieves high reliability, robust performance with a wide range of fuels in addition to the 
feasibility to operate at elevated pressures [12, 13], relative to the solar vortex reactor. 
However, it also has disadvantages, including the need for at least 2-3 hours, that is required 
to heat the bed surface to a steady-state operating temperature of ~1300 K from a cold start. 
The long startup is caused by the reactor’s large thermal inertia owing to the reactor insulation 
mass and that of the fuel bed itself. The slow heating rate necessitates an alternative approach 
to determine fuel conversion rates and gas compositions than has been reported in previous 
models for this gasifier [12]. Hence, while a model has been developed for low volatile fuels 
[13-17], no model that adequately represents the gasification of complex, volatile bearing 
fuels such as coal in the solar packed bed gasifier has been reported previously [13-17]. 
Hence, the objective of the present paper is to develop such a model, to examine its sensitivity 
to feedstock composition and employ it to assess the implications of integrating this reactor 
with a downstream FT liquids production process. 
Importantly, the packed bed reactor has to date only been assessed for short-term operation. 
As the temperature of the bed rises, the fuel at the surface is dried and devolatilised. The 
residual, devolatilised char is then gasified in the presence of steam, provided both by 
injection through the base of the reactor and by the heating of the moisture-laden fuel lower in 
the bed [12, 13]. While temperatures ~1300 K are achieved at the bed surface, a large 
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temperature gradient through the bed is observed, because of the low conductivity of the coal, 
together with the high thermal inertia of the bed. The temperature differential between the top 
and bottom of the bed and the overall rate of fuel conversion also depend upon the mass of the 
initial batch [12, 13]. However, no model of coal devolatilisation and gasification in a packed 
bed solar reactor is available with which to assess the productivity impacts of varying the 
initial batch mass. Hence, this paper aims to develop such a one-dimensional heat transfer and 
chemistry model of a solar packed bed coal gasifier, calibrated with existing experimental 
data [12] to develop a simple, tractable relationship between fuel conversion rates and the 
initial batch mass. 
The SOLSYN numerical model was developed by calibrating modeling results to 
experimental measurements for a 5 kWth lab-scale prototype of the packed bed solar reactor 
[13]. The results from this model were found to give good qualitative and quantitative 
agreement with the experimental temperature profile and gas evolution rates for the 
gasification of beech charcoal and waste sludge [13-17]. Indeed, the kinetics relationships 
used to model the gasification of beech charcoal showed close agreement with experimental 
observations. However, the agreement of the predicted gas evolution rates was less accurate 
for sewage sludge, which is a more complex heterogeneous, high volatile matter fuel. This is 
because the modelling methodology combined the fuel devolatilisation and char gasification 
into a single overall pseudo-chemical reaction based on the ultimate analysis of the feedstock 
[15]. However, the rate of devolatilisation is dependent on heating rate, which varies through 
the bed [18-21]. Furthermore, solid and gas phase reactions occur at different rates through 
the bed [18-21]. A chemistry model for the gasification of coal, necessitates an alternative 
approach to account for the evolution of individual volatile gas species and the concurrent 
solid and gas phase reactions that occur through the different temperature regions within the 
reactor. This paper aims to address this need for a detailed chemistry model by combining 
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explicit reaction kinetics data to represent devolatilisation, char gasification and the water gas 
shift and steam reforming reactions with a simple 1-D heat transfer model of the packed bed 
reactor. Importantly, the current work does not seek to replicate the detailed 1D heat transfer 
model of Piatkowski developed earlier. This enables the development of a simplified heat 
transfer model that can tractably be used as part of a full year process modeling assessment. 
The paper thus aims to compare the modelled results to experimental measurements of the 
temperature distribution through the packed fuel bed and achieve reasonable agreement with 
the average syngas productivity and composition over a full solar day based on the 
gasification of Indonesian low-rank coal in the 150 kWth packed bed reactor reported by 
Wieckert et al [12]. 
The gasification of coal comprises the three sequential steps of drying, devolatilisation and 
char gasification [21, 22]. Drying leads to the evaporation of moisture from the fuel as steam. 
Devolatilisation involves the thermal decomposition of the fuel, typically between the 
temperatures of 500 and 1200 K, to release volatile gases comprising CO, CO2, H2, CH4, acid 
gases and tars [21, 22]. The residual char is gasified through reactions between the solid 
carbon and steam or CO2 to produce CO and H2. Accompanying these solid phase reactions 
are the reversible water-gas-shift (WGS) and steam methane reforming (SMR) reactions, 
which determine the final composition of gases leaving the reactor [18-21]. The production of 
volatile gases can be determined using a functional group kinetics model [23]. Hobbs et al. 
successfully applied this approach with a zero-dimensional heat transfer model and a two-
zone partial equilibrium model of an autothermal packed bed coal gasifier for a range of 
American coals [22]. This model assumes that devolatilisation gases are unreactive in the 
gasification zone and that the final gas composition can be represented by a Gibbs equilibrium 
model [22]. Although an equilibrium assumption may be reasonable for a gasification model 
of an autothermal reactor where temperatures in the combustion zone exceed 1500°C, this 
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assumption is less appropriate for a solar packed bed reactor that operates at much lower 
maximum temperatures [12, 21, 22]. Furthermore, the large temperature distribution through 
the bed means that devolatilisation and gasification rates will vary significantly through the 
length of the packed bed, as will overall char conversion rates [18, 21]. These performance 
parameters are closely linked with the magnitude of the initial batch mass and fuel 
composition, as reported in the experimental studies by Piatkowski [13] and Wieckert et al. 
[12]. However, no previous model of the packed bed solar reactor has examined the impact of 
these factors for high-volatile content fuels like sub-bituminous and brown coals. 
Significantly, no previous model has been reported that adapts the methodology used for coal 
devolatilisation and gasification in an autothermal reactor to a solar, packed bed coal gasifier.  
To evaluate the feasibility of integrating a stand-alone solar packed bed coal gasification 
reactor with a syngas upgrading facility (e.g. FT process), this paper is followed by a detailed 
process modeling study that quantifies the minimum syngas storage capacity that would be 
required to enable steady-state operation over a full solar year [27]. Such data are needed to 
reasonably represent the influence of seasonal, diurnal and cloud-induced variability in solar 
insolation on syngas production and composition. The modelling of a reactor through each 
time-step of a solar year requires the use of a simplified model of the gasification process if 
the model is to be computationally tractable. Hence there is a need for a model of the 
gasification process that is sufficiently accurate to represent the key influence of the operation 
on the rates of production and syngas composition, while also being sufficiently 
computationally inexpensive to allow dynamic process modeling of a number of full solar 
year time-series.  
For the reasons described above, the aims of the present paper are to develop a simple one-
dimensional heat transfer and chemistry model of coal devolatilisation and char gasification in 
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a packed bed coal gasifier, to assess the agreement of the numerically modelled results with 
experimental measurements of bed temperature profiles and syngas compositions, and to 
assess the sensitivity of the reactor model both to the initial mass of coal batches and to the 
coal composition over a full solar day of operation.  
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2.0 Methodology 
Figure 1 presents a schematic diagram of the packed bed reactor modelled here, based on the 
experimental investigation of Wieckert et al. [12]. The present investigation models the 
gasification of Indonesian low-rank coal using the same solar radiation and steam input time-
series (see Figure 7) as that reported in the experimental study by Wickert et al [12] with a 
150 kWth packed bed reactor.  
The packed bed reactor has an upper cavity comprising a window, through which 
concentrated solar radiation is incident on a SiC-coated graphite, emitter plate. While the 
window leads to a small reflective loss of ~7% it prevents much larger convective and IR-
radiative losses. The bulk of the incident radiation heats the emitter plate, which then re-
radiates the heat to the fuel bed in the lower cavity. The dimensions of the reactor are 1.1 m x 
1.1 m x 0.8 m [12]. 
The present model assumes one-dimensional flows of heat and mass because the main reagent 
and energy flows are vertical, in the z direction (z = 0 at the top of the fuel bed and maximum 
at the at the reactor base), as seen in Figures 1 and 2. The assumption of one-dimensionality 
was made here because the emitter plate temperature is sufficiently uniform for its radiation to 
the top of the fuel bed to also be uniform. The emitter plate is expected to have a uniform 
temperature distribution given the high thermal conductivity of the graphite and SiC materials 
of which it is comprised. This means that there the radial variation in temperature is likely to 
be small, with the exception of regions close to the wall which may have a lower temperature. 
The magnitude of these effects were assumed to be negligible given the present analysis aims 
to develop a model of the packed bed reactor such that it can be integrated within a process 
modelling study. Note that the assumption of one-dimensionality was also made in the 
SOLSYN packed bed reactor model development and validation study by Piatkowski and is a 
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common approach for packed bed reactors [13, 15]. The experimentally reported solar 
concentration ratios, radiation fluxes incident on the reactor window and countercurrent steam 
flow rate reported by Wieckert et al.  [12] are used as model inputs. Section 2.1 provides a 
detailed description of the energy, devolatilisation chemistry and gasification chemistry sub-
models. 
 
2.1 Reactor model 
2.1.1 Energy balance 
Figure 2 presents the energy flows to and from the three zones of the emitter plate, the bed 
surface and the discretised layers of the fuel bed. These zones are, in turn described by three 
sets of equations. The energy balance for the emitter plate and fuel bed is given by equation 2. 
Sequentially, the terms of this equation describe the heat gain from solar irradiation of the 
emitter plate and loss by re-radiation to the atmosphere and the second term the re-radiation 
of the fuel bed surface by the emitter plate. The re-radiation of solar thermal energy from the 
plate and out of the solar cavity reactor with rising plate temperature was calculated using the 
absorption efficiency (ηabs) given by equation 1. This equation assumes that the emitter plate, 
which is made from SiC coated graphite, has a high thermal conductivity. The high thermal 
conductivity further implies that the emitter plate can be assumed to have a uniform 
temperature distribution through its thickness. Equation 2 also incorporates a shape factor 
term to describe radiation transfer between the emitter plate, the insulated wall of the reactor 
and the top of the fuel bed (Fpwb). This shape factor was changed as the height of the fuel bed 
decreased as an increasing amount of coal being gasified. The value for this shape factor was 
derived from experimental work on an 8 kWth [13-17].  
 
 102 
 
Figure 1: Schematic diagram of the packed bed reactor, based on the experimental 
configuration reported by Wieckert et al [12]; z = L at the base of the reactor and z = 0 
at the top of the fuel bed. 
 
 
Figure 2: Simplified schematic diagram of the energy flows and fuel bed discretisation 
over layers j = 1 to m, in the one-dimensional model of the packed bed reactor. Labels 1 
to 3 denote the three sets of equations used to describe the energy balance for the emitter 
plate – zone 1, bed surface – zone 2 and the discretised layers of the bed – zone 3 [12]. 
 
 
upper  
cavity 
lower  
cavity 
Window 
H2O (g) 
Reactor  
insulation 
Product gas  
output 
Coal bed 
SiC coated graphite 
emitter plate 
Qre-rad Qsol 
1.10 m 
0.8 m 
z 
j = 1 Bed surface: 
2: Fuel bed 
Qrad,plate 
Qcond,bed 
Qr,enthalpy 
Qwall 
1: Emitter plate 
 3: Reactor base: j = m 
Qsol Qre-rad 
 103 
𝜂𝑎𝑏𝑠 = 1 − (
𝜎𝑇𝑝
4
𝐼?̃?
). (1). 
𝐴𝑥𝜂𝑎𝑏𝑠𝜏𝑤𝑑𝑤?̇?𝑠𝑜𝑙 + 𝐹𝑝𝑤𝑏𝐴𝑥𝜎(𝑇𝑏,𝑠
4 − 𝑇𝑝
4) = 0 (2). 
 
Equation 3 presents the partial differential equation that was solved simultaneously with 
equation 2 to determine the temperature of the emitter plate and the temperature distribution 
through the fuel bed. Equation 4 presents the dynamic change in the mass balance for the fuel 
bed, where the mass left in the bed at time t is equal to the mass at time t-1 minus the mass of 
moisture released or unreacted (injected) steam that exits the bed and syngas produced. 
Equation 5 presents the enthalpy of the devolatilisation and gasification reactions that is the 
last term on the left hand side of the energy balance equation (3). Equation 6 presents the 
boundary condition for the infinitesimally thin bed surface and equation 7, which presents the 
boundary condition for the base of the reactor, which assumes that no heat is lost through the 
base.  
 
−𝑘
𝜕𝑇2
𝜕𝑧2
+ ?̇?𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 + ?̇?𝑤 + ?̇?𝑟,𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 = 𝑚𝑐𝑝
𝜕𝑇
𝜕𝑡
 (3). 
?̇?𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = 𝐴𝑥𝜂𝑎𝑏𝑠𝜏𝑤𝑑𝑤?̇?𝑠𝑜𝑙  (3a) 
𝑚𝑏,𝑡 = 𝑚𝑏,𝑡−1 −  ?̇?𝑠𝑔 + ?̇?𝐻2𝑂|𝑎𝑡 𝑡𝑖𝑚𝑒=𝑡 (4). 
?̇?𝑟,𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 = ∑ ?̇?𝑔,𝑖𝑛 (ΔfH
° + (H(T𝑏,𝑗) − H
°))
𝑔,𝑖𝑛
− ∑ ?̇?𝑔,𝑜𝑢𝑡 (ΔfH
° + (H(T𝑏,𝑗) − H
°))
𝑔,𝑜𝑢𝑡
5
𝑜𝑢𝑡=1
5
𝑔=1   
 (5). 
 
Boundary conditions 
−𝑘
𝜕𝑇
𝜕𝑧
= ?̇?𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 + ?̇?𝑒𝑣𝑎𝑝| 𝑧 = 0 ∀ 𝑡   (6). 
−𝑘
𝜕𝑇
𝜕𝑧
= 0 | 𝑧 = 𝑙 𝑎𝑡 𝑅𝑒𝑎𝑐𝑡𝑜𝑟 𝑏𝑎𝑠𝑒 ∀ 𝑡  (7). 
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Equations 8, 9a and 9b describe the wall heat transfer model. In this equation ?̇?𝑤 represents 
the heat transfer between the wall and the bed, with Ab-w being the contact area in layer ‘j’, 
?̇?𝑤,𝑐𝑜𝑛𝑑. the conduction through the wall, and the last term describes the unsteady state heat 
accumulation term. The physical parameters used to represent the wall thickness, mass, 
specific heat and thermal conductivity can be found in Piatkowski et al [13].  
 
?̇?𝑤 + ?̇?𝑤,𝑐𝑜𝑛𝑑. = 𝑚𝑤,𝑗𝑐𝑝𝑤,𝑗
𝑑𝑇𝑤,𝑗
𝑑𝑡
; 1≤j≤m  (8). 
?̇?𝑤 =  𝑈𝐴𝑏−𝑤,𝑗. (𝑇𝑏,𝑗 − 𝑇𝑤,𝑗)  (9a). 
?̇?𝑤,𝑐𝑜𝑛𝑑 =
𝑘𝑤,𝑗𝐴𝑥
𝑑𝑧𝑏,𝑗
 (𝑇𝑤,𝑗+1 − 𝑇𝑤,𝑗)   (9b). 
 
Equations 10a and 10b were used to determine the height of each discretised layer of the bed 
and the actual bed density, including the pores. In equation 9b, 𝜌𝑐𝑜𝑎𝑙 = 700 kg/m
3; 𝜌𝑤𝑎𝑡𝑒𝑟 =
950 kg/m3 and 𝜌𝑎𝑠ℎ = 550 kg/m
3
. The physical properties of the discretised based change 
following each iteration of the model as do the thermal properties, namely the conductivity 
and specific heat capacity. These properties change until the model converges to an error less 
than 10-5 as summarised in Figure 3, which presents the numerical solution algorithm.  
 
Physical relationships 
𝑑𝑧𝑏,𝑗 = 𝑚𝑗/(𝑏𝑑𝑗𝐴𝑥)    (10a) 
𝑏𝑑𝑗 = (∑
1
𝜌𝑖
3
𝑖=1 (
𝑚𝑖
𝑚𝑗
))
−1
   𝑖 = 𝑐𝑜𝑎𝑙, 𝑤𝑎𝑡𝑒𝑟 𝑜𝑟 𝑎𝑠ℎ (10b) 
 
Equation 11a was used to determine the mass weighted average thermal conductivity of the 
fuel bed. Equations 11b – 11e describe the assumed thermal conductivity relationships for the 
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coal, water and ash components of the fuel bed [24]. The assumed true density (d) of the dry, 
ash free coal was estimated using equation 12c [24]. The assumed thermal conductivity 
relationships were adapted from the figures published in the literature to enable a 
quantitatively accurate representation of the heat transfer through the fuel bed.  
 
Fuel bed thermal conductivity 
𝑘𝑏,𝑗 =  
1
𝑚𝑗
∑ 𝑚𝑖,𝑗𝑘𝑖(𝑇𝑗)
3
𝑖=1 ; 𝑖 = 𝑐𝑜𝑎𝑙, 𝑤𝑎𝑡𝑒𝑟 𝑜𝑟 𝑎𝑠ℎ (
𝑊
𝑚.𝐾
) (11a). 
𝑘𝑐𝑜𝑎𝑙 = 2. (𝑑𝑏,𝑗/4511)
3.5
𝑇𝑏,𝑗
0.5    (
𝑊
𝑚.𝐾
)  (11b). 
(
1
𝑑
)
𝑏,𝑗
= ∑ (
𝛾𝑢𝑦𝑢
𝜇𝑢⁄ )𝑏,𝑗
5
𝑢=1 ; 𝑢 = 𝐶, 𝐻, 𝑂, 𝑁, 𝑆  (11c). 
𝑘𝑤𝑎𝑡𝑒𝑟 = 0.6 × 10
−4                 (
𝑊
𝑚.𝐾
)  (11d). 
𝑘𝑎𝑠ℎ = 6                                        (
𝑊
𝑚.𝐾
)  (11e). 
 
As above, equation 12a was used to determine the mass weighted average specific heat 
capacity of the fuel bed, with equations 12b – 12f being used to determine the heat capacity of 
the coal, water  [25] and ash [26] components of the fuel bed layer, j.  
 
Fuel bed specific heat capacity  
𝑐𝑝,𝑗 =
1
𝑚𝑗
∑ 𝑚𝑖,𝑗𝑐𝑝,𝑖(𝑇𝑏,𝑗) ; 𝑖 = 𝑐𝑜𝑎𝑙 (𝑐), 𝑤𝑎𝑡𝑒𝑟 (𝑤)𝑎𝑛𝑑 𝑎𝑠ℎ (𝑎)  (12a). 
𝑐𝑝,𝑐𝑜𝑎𝑙 = (
𝑅
𝑎
) [𝑔1 (
380
𝑇𝑏,𝑗
) + 2𝑔1 (
1800
𝑇𝑏,𝑗
)] (
𝐽
𝑘𝑔.𝐾
)  (12b). 
(
1
𝑎
)
𝑏,𝑗
= ∑ (
𝑦𝑢
𝜇𝑢⁄ )𝑏,𝑗
5
𝑢=1 ;  𝑢 = 𝐶, 𝐻, 𝑂, 𝑁, 𝑆   (12c). 
𝑔1(𝑧) =
exp (𝑧)
((exp(𝑧)−1)/𝑧)2
  (12d) 
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𝑐𝑝,𝑎𝑠ℎ = 0.91 + 0.00246. 𝑇 − 1.39 × 10
−6𝑇 (
𝐽
𝑘𝑔.𝐾
) T in °C (12e). 
𝑐𝑝,𝑤𝑎𝑡𝑒𝑟 =4187 (
𝐽
𝑘𝑔.𝐾
)  (12f). 
 
2.1.2 Coal drying and evaporation 
A simple coal-drying model based on the enthalpy of evaporation was used to estimate the 
rate at which water is released as steam. This calculation is described by equation 13.  
 
 ∆𝑦𝐻2𝑂,𝑗 =
∆𝑇𝑗𝑐𝑝,𝑗
(𝑀𝑤𝑔.∆𝐻𝑣𝑎𝑝)
𝑦𝐻2𝑂,𝑗
𝑜  (13). 
 
2.1.3 Coal devolatilisation 
The composition of volatile gases that are generated by the coal devolatilisation process were 
estimated using a functional group (FG) model [22]. Experimental studies with the packed 
bed reactor demonstrate that tars are only formed during the initial reactor start-up phase, 
when the emitter plate is heated to its maximum temperature. Following this initial period, 
long-chain hydrocarbons are cracked to short-chain hydrocarbons and CH4 as they are 
exposed to the hot emitter plate before exiting the reactor, see Figure 1 and 2. A specific tar 
model is thus not represented in the current assessment these compounds are cracked to CH4, 
before the off-gas exits the reactor, when during steady-state operation. During the reactor 
start-up phase however an electric tar cracker is used to break-up long-chain hydrocarbons to 
methane. 
Table 1 presents the initial moisture laden, ash free, volatile functional group weight fractions 
(𝑦𝑔
𝑜) for three coals, the Indonesian low-rank assessed by Wieckert et al. [12], the Illinois #6 
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and the Pittsburgh No. 8 coals [21-23]. Table 1 also presents a range of Arrhenius kinetic 
parameters for the volatile gases, H2, CO, CO2, CH4, HCN and H2S, selected based on 
whether the gases are tightly or loosely bound to the coal [21, 22].  The 𝑦𝑔
𝑜 values reported for 
the Illinois #6 and Pittsburgh No. 8 coals were adapted from those reported by Hobbs et al 
[22], to correct for the absence of oxygen in the solar reactor, and cross-referenced to the coal 
proximate and ultimate analyses. The same approach was followed to estimate the 𝑦𝑔
𝑜 
concentrations for the Indonesian LR coal [12]. The assumed initial volatile functional group 
concentrations for the Wieckert et al. coal are corroborated by the model verification 
assessment in Section 3.1. 
Equation 14 was used to calculate the mass concentration of a given volatile component, 𝑦𝑔,𝑗 
remaining in a given bed layer j at any point in time. The mass flow rate of volatiles from 
layer j was calculated as a function of the change in this concentration with the temperature of 
each layer of the discretised bed. The mole flow rate of volatile component, g released from 
layer j, at time t, was determined using equation 15.  
 
𝑦𝑔,𝑗[𝑇𝑗] = 𝑦𝑔
𝑜 . 𝑒𝑥𝑝(−𝑘𝑖) (14). 
?̇?𝑔,𝑗|𝑡 > 1 =  ∆𝑦𝑔,𝑗 . 𝑑𝑀𝑗 (𝑎𝑓) | 𝑡>1/𝑀𝑤𝑔 (15). 
 
2.1.4 Coal gasification 
Table 2 presents a summary of the stoichiometry, kinetics and rate equations for the three 
solid phase char gasification and two gas phase (water gas-shift and methane reforming) 
reactions that were used to calculate the final composition of gases that leave the fuel bed and 
exit the reactor. Char gasification reactions can be described through three resistances, namely 
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the surface reaction, molecular diffusion through the gaseous film and ash layer diffusion 
[21]. Surface reaction kinetics are assumed to be the rate determining step of char 
gasification. It is assumed that diffusion effects through both the gaseous film, the ash layer 
and the internal porous structure of the particles are negligible because of the slow fuel 
heating rate and low fuel bed temperatures for gasification [12]. This assumption was 
assessed by calculating the impact of the molecular diffusion kinetics resistance on the char 
gasification rate following the methodology outlined by Hobbs et al. [21]. It was determined 
that under these reaction conditions the rate of diffusion to the particle surface was fast 
enough to be considered instantaneous compared with the chemical reaction rate. Moreover, 
as noted by Laurendeau [28], diffusion kinetics are only noted to play a significant role when 
T>2000 K for char particles larger than 200 microns. This is applicable here because a new 
batch of as-received, coal is loaded into the reactor at the start of each solar day. 
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Table 1: Devolatilisation reaction kinetics and functional group volatile compositions for 
Indonesian low-rank coal, Illinois No. 6 and Pittsburgh No. 8 coals adapted from literature 
estimates for autothermal coal gasifiers. The initial functional group concentrations were 
estimated while matching the modelled coal ultimate and proximate analyses to the reported 
analyses of the three coals assessed [12, 22]. 
Volatile 
functional groups  
Kinetic parameters  
(g = CO, CO2, CH4, H2, H2S, HCN) 
Ash free (af) mass basis of coal type 
Indonesian LR  Illinois No. 6  Pittsburgh No. 
8 
𝒌𝒈
𝒐  𝑬𝒈/𝑹 (K) ±𝝈𝒈/𝑹 (K) 𝒚𝒈
𝒐  𝒚𝒈
𝒐  𝒚𝒈
𝒐  
CO2 (extra loose) 0.81 x 1013 22500 1500 0.064 0.035 0 
CO2 (loose) 0.65 x 1017 33850 1500 0.065 0.035 0.007 
CO2 (tight) 0.11 x 1016 38315 2000 0 0 0.005 
H2O (moisture) - - - 0.33 0.075 0.052 
CO (ether loose) 0.14 x 1019 40000 6000 0.068 0.09 0.0325 
CO (ether tight) 0.15 x 1016 40500 1500 0.07 0.09 0.0325 
HCN (loose) 0.17 x 1014 30000 1500 0.008 0.01 0.009 
HCN (tight) 0.69 x 1013 42500 4750 0 0.016 0.023 
NH3 0.12 x 1013 27300 3000 0 0 0 
CHx (aliphatic)A 0.84 x 1015 30000 1500 0 0.08 0.19 
CH4 (extra loose) 0.84 x 1015 30000 1500 0 0.023 0 
CH4 (loose) 0.75 x 1014 30000 2000 0.025 0.02 0 
CH4 (tight) 0.34 x 1012 30000 2000 0.025 0.024 0.04 
H (aromatic)B 0.10 x 1015 40500 6000 0.02 0.01 0.005 
CO (extra tight) 0.20 x 1014 45500 1500 0 0 0.04 
C (non-volatile) 0 NA NA 0.3200 0.46 0.54 
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S (organic)C     0.0054 0.032 0.024 
Total ∑ 𝒚𝒊
𝒐    1.000 1.000 1.000 
Coal ultimate analysis (daf) ModelD ActualD Model Actual Model Actual 
Carbon 0.46 0.46 0.73 0.71 0.817 0.846 
Hydrogen 0.07 0.07 0.054 0.06 0.069 0.058 
Oxygen 0.47 0.46 0.17 0.19 0.072 0.053 
Nitrogen 0.00 0.00 0.015 0.01 0.017 0.017 
Sulfur 0.01 0.01 0.033 0.03 0.024 0.024 
Coal proximate analysis (AR wt %)  Model Actual Model Actual Model Actual 
Moisture 0.33 0.35 0.083 0.102 0.056 0.046 
Ash 0.042 0.042 0.091 0.091 0.077 0.077 
Volatile matter 0.328 0.321 0.326 0.352 0.327 0.374 
Fixed carbon 0.30 0.287 0.50 0.46 0.54 0.503 
A Aliphatic CHx released as CH4; B Aromatic hydrogen released as H2; C All sulfur released as H2S with the same kinetic 
rates as HCN (loose); D Ash free basis;  
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Table 2: Solid-phase char gasification and gas phase methane reforming and equilibrium (eq - forward and reverse) water gas-shift bulk 
reaction kinetics. 
Reaction (r) A (ms-1) Ea/R (K) Units Rate equation (all units in mol/s) Source 
Steam gasification (SG): C(s) + H2O(g)  CO + H2 6.84.𝑇𝑏,𝑗 15600 m.s
-1 
𝑅𝐺 =
𝑐𝑔,𝑗+1𝐴𝑠𝜈𝑆
1
𝜁𝑘𝑟
; 
{𝑔: 𝐻2𝑂 (𝑆𝐺), 𝐶𝑂2 (𝐷𝐺) 𝑜𝑟 𝐻2 (𝐻𝐺)} 
[21] Dry gasification (DG): C(s) + CO2  CO + H2 
Hydrogen gasification (HG): C(s) + 2H2  CH4 0.00684.𝑇𝑏,𝑗  
Water gas-shift (WGS): CO + H2  CO2 + H2 𝑘𝑊𝐺𝑆 = 0.1 × 10
8. exp (−1.256 × 10
4
𝑇𝑏,𝑗
⁄ ) m
3.kmol-1.h-1 
𝑅𝑊𝐺𝑆−𝑒𝑞 = 𝑘𝑊𝐺𝑆 {𝑐𝐶𝑂𝑐𝐻2𝑂 −
1
𝐾𝑒𝑞
𝑐𝐶𝑂2𝑐𝐻2}
𝑗+1
. 𝜖 [18] 
Steam methane reforming 
(SMR): 
CH4 + H2O  CO + 3H2 𝑘𝑆𝑀𝑅 = 312. exp (
−3 × 104
𝑅𝑇𝑏,𝑗
⁄ ) A s
-1 𝑅𝑆𝑀𝑅 = 𝑘𝐶𝐻4{𝑐𝐶𝐻4,𝑗+1}. 𝜖 [19] 
Notes: A R = 1.9872041 cal.K-1.mol-1 
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2.2 Solution algorithm 
Figure 3 presents a flow diagram of the solution algorithm for the packed bed reactor model. 
This algorithm comprises the following sub-models, which were solved simultaneously: 
1. energy balance sub-model (see Section 2.1.1) 
2. coal drying and devolatilisation sub-models (see Sections 2.1.2 and 2.1.3); and 
3. char gasification sub-model (see Section 2.1.4) [18, 19, 21, 22]. 
The simultaneous solving of these sub-models is necessary because the energy balance and 
the composition of each discretized layer of the bed are inextricably linked through the 
temperature dependence of the devolatilisation and gasification reactions. Following each 
iteration, the proximate, ash, moisture and coal fractions of each layer of the bed are updated, 
together with the residual molar fractions of C, H, O, N and S to determine the new thermal 
conductivities, heat capacities and densities of each discretised layer in the bed. All sub-
models were solved with the Gauss-Seidel numerical algorithm, until the temperatures of the 
bed, wall and plate satisfy the convergence criteria. The time-step used in the present analysis 
was one second, the convergence criteria is further specified in Figure 3. Grid-independence 
was achieved by assuming the number of layers at t = 0, to be 40. For an initial bed depth of 
20 cm this would mean that each layer of the fuel bed would have an effective thickness of 
0.5 cm. Increasing the number of layers above 40 led to very little change in model accuracy. 
 
2.3 Performance parameters 
Equations 16 was used to calculate the carbon conversion at every time step t. Equations 16 – 
20 define the solar upgrade factor assuming LHVC = 33 MJ/kg. Equation 21 describes the 
solar share of the packed bed gasification process.   
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𝑋𝑐,𝑡 =  1 − (
𝑁𝑐,0
𝑁𝑐,𝑓
)
𝑡
  (16). 
𝑈 =  
𝑄𝑠𝑦𝑛𝑔𝑎𝑠
𝑄𝐶,𝑐𝑜𝑛𝑣.
  (17). 
𝑄𝑠𝑦𝑛𝑔𝑎𝑠 = ∑ ?̇?𝑖𝐿𝐻𝑉𝑖
3
𝑖=1 ; 𝑖 = 𝐶𝑂, 𝐻2 𝑎𝑛𝑑 𝐶𝐻4 (18). 
𝑄𝐶,𝑐𝑜𝑛𝑣. = 𝑋𝑐𝑁𝑐,𝑡𝐿𝐻𝑉𝑐 (19). 
𝑋𝑠𝑜𝑙 =
𝑄𝑠𝑜𝑙
𝑄𝑠𝑜𝑙+𝑄𝐶,𝑐𝑜𝑛𝑣.
  (20). 
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Figure 3: Solution algorithm for the Gauss-Seidel numerical algorithm of the one-
dimensional solar packed bed reactor energy balance, devolatilisation and gasification 
sub-functions.  
  
NO 
Initial input for: 
1. Bed temperature (Tb = 300 K); 
2. Mass balance (?̇? = 0 𝑘𝑔/𝑠). 
Energy balance   
new bed temperature profile  
?̇?𝒔𝒐𝒍 
?̇?𝒓𝒆−𝒓𝒂𝒅 
Packed bed mass balance: 
1. Coal drying (Tb < 500 K);  
2. Coal devolatilisation (500 ≤Tb<1200 K); 
3. Char gasification (Tb≥1000 K).  
Final bed properties at 
time ‘t’:  
1. Bed temperature (K); 
2. Bed physical profile; 
3. Composition of residual 
coal/ash. 
steam 
Reaction enthalpy: 
?̇?𝑟,𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 −  𝑠𝑒𝑒 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 5 
Convergence criteria (ε): Δ𝜀𝑇𝑏/𝑝/𝑤𝑎𝑙𝑙
𝑖𝑡𝑒𝑟 < 1 × 10−5 
YES 
t = t + 1 s 
Final product gas 
properties at time ‘t’:  
1. Syngas temperature; 
2. Syngas molar flow rate 
and composition. 
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3.0 Results 
3.1 Comparison of modelled and experimental data 
Figures 4 and 5 compare the experimentally measured temperature and syngas molar flow 
rates with the numerically modelled values for the solar packed bed gasification of Indonesian 
low-rank coal. Figure 4 presents this comparison of the temperatures at the fuel bed surface 
(Tbs), and at heights of ~5 cm (T5 cm), 10 cm (T10 cm) and 15 cm (T15 cm) from the base of the 
reactor. Figure 5 presents the same comparison for the molar flow rates of CO, H2, CO2 and 
CH4. Both figures demonstrate reasonable qualitative and quantitative agreement between the 
model and the reported experimental data.  
Figure 4 shows that the model reproduces the rate of increase in the bed-surface temperature 
quite well, even though there is an offset in the time, so that the temperature rise is predicted 
to start approximately half an hour earlier than the measurement. The simplifying assumption 
made, by excluding the upper cavity from the heat transfer model, led to the over prediction 
of the emitter plate and thus fuel bed surface temperature at the start of the solar day, as the 
model does not account for radiative heat losses from the emitter plate to the cold surfaces of 
the reactor’s upper cavity. This was because the heat that is trapped in the reactor’s upper 
cavity by radiation between hot surfaces was not taken into account. Nevertheless, the 
simplification led to only an 8% under prediction in the steady state bed surface temperature. 
Consistent with these discrepancies in fuel bed temperature predictions, the release of CO 
begins earlier in the model than the experimental data and rises to a peak value that is 15% 
higher than the measurement, while the agreement with the H2 release is good (Figure 5). The 
predicted evolution of CO2 exhibits a double hump that is not found in the experimental data. 
This is attributable to the earlier increase in the predicted Tbs at the start of the day, which 
leads to the forward and reverse WGS reactions being in equilibrium and results in the 
 116 
predicted decrease in the CO2 molar flow rate between t = 1.5 – 3 hours and an inflection 
point in the H2 molar flow rate at t = 1.5 hours (Figure 5). Following this initial period, the 
maximum CO molar flow rate is predicted to correspond to t ~ 3 hours, when the Tbs reaches 
a steady-state condition.  
It is also apparent from Figure 4 that the model underestimates the rate of conduction through 
the bed somewhat, so that T5cm is under-predicted, even though the temperature at 10 cm, 
T10cm, is well predicted. This discrepancy is attributed to a simplified wall heat transfer model, 
which does not represent the contribution of the reactor’s thermal mass to the fuel bed-heating 
rate. This also explains the faster than observed decrease in bed temperature towards the end 
of the day when Qsol decreases to zero. Consistent with the earlier reduction in temperature for 
the model is an earlier drop in the release of CO and H2 for the last hour of the day from t = 9 
to 10 hours (Figure 5). Nevertheless, the overall devolatilisation rate is in reasonable 
agreement with the measured data, as shown by the steady flow of CH4 throughout the day, 
which is within 10% of the measured values (Figure 5).  
Table 3 presents a comparison of the predicted and measured char conversion rates (Xc), 
average gas compositions and syngas upgrade factor (U) for the Indonesian low-rank coal. 
This comparison shows that the bulk carbon conversion rate, average temperature and syngas 
upgrade factor are quantitatively accurate, notwithstanding the differences during the heating 
and cooling of reactor, noted above. Furthermore, the discrepancies in the relative mole 
fractions of CO, H2 and CO2 are influenced by the unknown extent to which the measured 
gases were cooled between the reactor and the sampling point, which, as noted above, will 
lead to higher values of the measured H2/CO (mol/mol) ratios over the modelled values due to 
the role of the forward WGS reaction. 
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Hence, in summary the level of agreement between the model and the experimental data both 
qualitatively and quantitatively, is comparable with the overall experimental uncertainty of 
the data, when accounting for the extent to which the boundary conditions are defined. 
 
Figure 4: Comparison of experimentally measured and numerically modelled 
temperature for the bed surface (bs) and heights of 5, 10 and 15 cm from the reactor 
base, for a shrinking bed of Indonesian low-rank coal undergoing steam gasification, 
assuming an initial fuel batch mass, m0 = 180 kg, zL = 20 cm 12. 
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Figure 5: Comparison of experimentally measured and numerically modelled 
devolatilisation and gasification product flow rates for a shrinking bed of Indonesian 
low-rank coal undergoing steam gasification, based on an initial fuel batch mass, m0 = 
180 kg 12. 
 
Table 3: Comparison of experimentally reported and numerically modelled average 
temperature parameters and average gas composition results for the gasification of 
Indonesian low-rank coal [12].  
Parameter  Model  Experiment Difference 
Xc 52.2% 57% -8.4% 
Average maximum temperature  (K) 1193 1301 -8.3% 
H2/CO (mol/mol) 1.53 2.27 -33% 
CO/CO2 (mol/mol)  2.99 2.0 50% 
Syngas upgrade factor (U) 1.26 1.26 0% 
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3.2 Fuel sensitivity analyses 
Figure 6 presents the numerically modelled temperature profiles for the steam gasification of 
Pittsburgh No. 8, Illinois #6 and Indonesian low-rank coals, at the fuel bed surface, and at 
three depths through the bed. Figure 7 presents the corresponding mole flow rates for the 
main gas species for the same conditions for all three coals. In comparison with the 
Indonesian LR coal, which has an ultimate carbon fraction of 46%, the Pittsburgh 8 and 
Illinois 6 coals have ultimate carbon fractions of 85% and 73% respectively. These high 
carbon weight fractions are calculated to exhibit a lower rate of heat transfer through the bed, 
which can be attributed to the combination of their lower moisture content and higher ash 
content, leading to a lower thermal conductivity. The lower heat dissipation leads to a higher 
initial peak temperature than is predicted for the Indonesian coal (1400 K cf 1200 K), and a 
higher steady-state surface temperature (1200 K cf 1150 K). Both high rank coals exhibit 
similar temperature profile (Figure 7a). Importantly, the predicted temperature distribution, 
together with the differences in the coal composition, has a significant influence on the 
calculated CH4 mole fraction (which also represents tars in the model). That is, the high rank 
fuels exhibit a much higher initial release of CH4 (and tars), together with a much lower initial 
release of both CO and H2 than does the low-rank Indonesian coal. This can be explained as 
follows: the lower initial conductivity of the high rank coals is deduced to be responsible for 
the high initial bed temperature. However, the conductivity of the bed increases as the coal is 
gasified and the ash layer builds at the top of the bed.  
For t>2.5 h, the rate of CH4 (and tars) production peaks and decreases, giving way to a 
significant increase in the rate of gasification and an inflection in the CO and H2 mole flow 
rate curves that correspond to the steam injection through the reactor base. This leads to the 
T15cm plateauing during the period 2<t<4 h as the heat in the layers above is removed 
predominantly by the endothermic gasification reactions. (Little heat is conducted through the 
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bed). As T15cm rises again, when t>4 h, the heating rate of the rest of the bed increases also. 
This is represented by a steeper gradient in the T10cm curve in both Figure 6a and 7a and the 
recovery of CH4 production to a steady rate for the rest of the modelled period. It is contended 
that the conversion of the volatile CH4 to CO and H2 by steam reforming is limited by the low 
maximum temperature predicted for the solar packed bed reactor, in comparison with the 
directly irradiated vortex reactor. This also contrasts an autothermal reactor, where volatiles 
would be burnt off to facilitate faster gasification. 
Figure 8 presents the dependence on time through the solar day of the fuel bed depth (dzt) 
normalised by the initial fuel bed depth (dz0), for the gasification of Indonesian low-rank coal, 
Pittsburgh No. 8 and Illinois #6 coals. This shows that, for all three coals, the bed shrinks 
approximately linearly with time. For the Illinois #6 and Pittsburgh No. 8 coals, there is only 
a relatively small change in the bed volume because the low moisture content of these coals. 
It should also be noted that the bed depth ceases to change significantly for t > 8 hours. This is 
caused by the reaction rate dropping to nearly zero as Tbs falls below 1000 K, not accounting 
for the ash that remains in the bed. Importantly, the figure also shows that the unconverted 
mass fraction of carbon at the end of the solar day is 30% for the Indonesian low-rank coal 
and over 60% for the higher carbon fraction Illinois #6 and Pittsburgh No. 8 coals, 
respectively. This is significant because the incomplete conversion of carbon is likely to 
represent a significant economic penalty.   
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Figure 6: Evolution of 15 min rolling averaged temperature profiles for the bed surface (bs) and 5, 10 
and 15 cm from the reactor base (clockwise from left) for the steam gasification of Pittsburgh No. 8, 
Illinois #6 and Indonesian low-rank coals, assuming an initial batch mass, m0 = 180 kg and an initial 
fuel bed height, z0 = 20 cm [21, 22]. 
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Figure 7: Evolution of 15 min rolling averaged syngas mole flow profiles for the gas species 
CO, H2, CO2 and CH4 (clockwise from left) for the steam gasification of Pittsburgh No. 8, 
Illinois #6 and Indonesian low-rank coals, assuming an initial batch mass, m0 = 180 kg and 
an initial fuel bed height, zL = 20 cm [21, 22]. 
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Figure 8: Evolution of normalised fuel bed depths with time, for the steam gasification 
of the three coals. In all cases, the initial batch mass and fuel bed height are constant at 
m0 = 180 kg and zL for the Pittsburgh No. 8, Illionis #6 and Indonesian low-rank coals 
being 19.8 cm, 20 cm and 18.5 cm respectively. 
 
3.3 Sensitivity to initial mass 
3.3.1 Carbon conversion 
Figure 9 presents the dependence on m0/m0 Nc,t (max) – the  initial batch mass (m0) normalised 
to the batch mass that maximises the moles of carbon converted (Nc,t) to Xc the fraction of 
carbon converted relative to the initial number of moles of carbon in the fuel bed (Nc,0). The 
trends shown in Figure 9 are corroborated by experimental results published by Piatkowski 
[13] for the steam gasification of beech charcoal for varying bed depths. Figure 10 presents 
the predicted dependence of the number of moles of carbon converted to syngas with (average 
composition presented in Figure 11) (Nc,t) on m0/m0 Nc,t (max) for the gasification of the three 
coals.  
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Figure 10 shows that the total amount of carbon converted, Nc,t, is less sensitive to m0<m0 (Nc,t 
max) than  m0 > m0 (Nc,t max). For the Illinois #6 coal, decreasing m0 (Nc,t max) by 40% reduces Nc,t 
to 80% of the maximum yield over the range studied, but increasing m0 (Nc,t max) by 40%  
reduces Nc,t to only 88% of that yield. For the Indonesian low-rank coal increasing m0 (Nc,t max) 
by 50% reduces Nc,t by 8% relative to Nc,t (max) but reducing  it  by the same fraction reduces 
total output by 34%, even though total carbon conversion (Xc) is 81% higher. While Figure 9 
shows that Xc increases with decreasing m0, Figure 10 shows that the value of m0 Nc,t (max) is 
significantly greater. This constitutes trade-off, in that it is not possible to maximise both Nc,t 
and Xc. Hence, to maximise the production rate in light of uncertainty in reliably predicting 
the exact solar insolation ahead of each day, it is better to over-fill the reactor than to under-
fill it 
The predicted greater sensitivity of the carbon conversion rate, Nc,t, to m0<m0 (Nc,t max) than to 
m0>m0 (Nc,t max) follows from the dependence of the gasification rate on the steady-state fuel 
bed surface temperature (Tbs) (see Figures 4-7). For m0<m0 (Nc,t max), the rate of conduction 
through the bed is faster, thus lowering Tbs. This has a large impact on carbon conversion 
because of the exponential relationship between char gasification reaction rates and 
temperature. In contrast, m0>m0 (Nc,t max) leads to a lower rate of conduction through the bed 
and a higher Tbs . A comparison of the three curves in Figure 10shows that the Illinois #6 and 
Pittsburgh No. 8 coals are more sensitive to m0>m0 (Nc,t max) than the Indonesian low rank coal.  
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Figure 9: Modelled relationship between the carbon conversion percentage relative to 
the moles of carbon present at the start of the day (Xc) to m0/m0 Nc,t (max) – the initial 
batch mass normalised to the batch mass that maximises the moles of carbon converted, 
for the gasification of Indonesian low-rank, Pittsburgh No. 8 and Illinois #6 coals. 
 
Figure 10: Modelled relationship between the moles of carbon (Nc,t) converted to, m0/m0 
Nc,t (max) – the  initial batch mass normalised to the batch mass that maximises the moles 
of carbon converted, for the gasification of Indonesian low-rank, Pittsburgh No. 8 and 
Illinois #6 coals. 
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The three panels of Figure 11 present the predicted relative mole fractions of CO, H2, CH4 
and CO2 in the final syngas product for a range of initial batch masses (m0/m0 Nc,t (max)) for the 
three coals. It can be seen that decreasing initial batch mass is predicted to result in a slight 
increase in the molar fraction of CO2 by 1 – 2 percentage points and the H2/CO ratio in the 
syngas produced from all three coals. This is a result of the forward WGS reaction being 
favoured by a lower steady-state Tbs. It can further be seen from Figure 11b and c that 15% of 
the syngas produced by the gasification of Pittsburgh No. 8 coal, and 9% of the Illinois 6 
syngas is represented by CH4 volatiles. In comparison CH4 volatiles comprise only 1% of the 
syngas produced from the Indonesian low-rank coal. Water vapour makes up the balance of 
the mole fractions shown in Figure 11. Given that it will be necessary to vary the initial mass 
of fuel in response to the diurnal and cloud-related variability in solar insolation, these data 
reveal that significant changes in day-to-day composition of the syngas are inevitable, which 
must be accommodated by downstream processing for FT fuels production.  
Figure 12 compares the relative contribution of CO, H2 and CH4 to the calorific value of 
syngas from the solar gasification of the three coals for a range of m0/m0 Nc,t (max) scenarios. 
This reveals the large contribution of CH4 to the calorific value for the Pittsburgh No. 8 and 
Illinois 6 coals, complementing the mole-fraction data (Figures 6, 7 and 11). It can be seen 
that, for the Pittsburgh No. 8 and Illinois #6 coals, the energy content in the volatile gases 
(mainly CH4 but also CO and H2 are products of devolatilisation) is comparable with that of 
the CO and H2. Hence, for these fuels, it is unlikely to be either viable or acceptable to simply 
flare these gases, so that additional processing plant will be required to utilize them. 
Furthermore, this plant must be responsive to large swings in the composition of these gases 
(Figure 7). 
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Figure 13 presents the dependence of the predicted syngas calorific upgrade factor for the 
same three coals on m0/m0,ref. By comparing, Figure 13 and Figure 12 it can be seen that a 
larger CH4 fraction in the syngas is predicted to lead to a larger calorific upgrade. The average 
calorific upgrade of the Pittsburgh No. 8 coal is 8% greater than the Illinois 6 coal, which in-
turn is 11% larger than that predicted for the Indonesian low-rank coal. It is also apparent that 
the syngas upgrade factor is not particularly sensitive to m0.  
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     (a)   (b) 
  
(c)  
 
 
Figure 11: Modelled relationship between m0/m0 (Nc,t max) and syngas molar composition H2, CO, 
CH4 (and CO2) for the gasification of (a) Indonesian low-rank coal, (b) Illinois #6 and (c) 
Pittsburgh No. 8 coals. 
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   (a)   (b) 
  
   (c)  
 
 
Figure 12: Modelled relationship between m0/m0 (Nc,t max) and the relative calorific (cal %) 
contributions of H2, CO and CH4 to the syngas heating value , for the gasification of (a) Indonesian 
low-rank, (b) Illinois #6, and (c) Pittsburgh No. 8 coals.  
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Figure 13: Modelled relationship between the reference-normalised initial fuel batch 
mass (m0,ref = 180 kg) and the syngas upgrade factor (see equation 17) for the gasification 
of Indonesian low-rank, Pittsburgh No. 8 and Illinois #6 coals. Also presented are the 
cold gas efficiencies predicted from measured effluent compositions for the autothermal 
gasification of Illinois #6 (0.61) and Pittsburgh No. 8 (0.57) coals in a Lurgi gasifier [22].  
 
3.4 Residual fuel composition  
Figure 14 presents the distribution of the coal, moisture and ash matter fractions of the fuel 
that remains in the bed at the end of the solar day as a function of distance from the floor of 
the reactor. The step-change in the distribution at z = 0.059 m, represents the top of the fuel 
bed. It can be seen that the final composition of fuel in the bed is highly non-uniform, with 
significant differences in the residual composition for z < 0.059 m by the end of the solar day. 
This is because of the highly non-uniform nature of the temperature-controlled reactions that 
take place through the fuel bed. Indeed, this figure shows that the fuel that is present at the 
end of the solar day has a vastly different composition to that charged into the reactor bed at 
the start of the solar day. This has implications on the re-use or disposal options for the 
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residual material, since it neither is pure char, nor pure ash. The lack of homogeneity would 
need to be considered in any plans for the process. 
 
 
Figure 14: Modelled residual mass distribution (Mt) of Indonesian low-rank coal 
through the fuel bed and the proximate fractions of coal (CF), moisture (MF) and ash 
(AF) with distance from the reactor bottom that remain at the end of the solar day. 
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4.0 Discussion 
The present model has shown that the composition and rate of syngas produced from this 
reactor are dependent upon both the composition and the mass of fuel charged into the bed at 
the start of each solar day. These two factors determine the rate of conduction through the fuel 
bed and the thermal gradient from the bed surface to the base, and thus also the temperature-
dependent devolatilisation and gasification reactions within various layers of the fuel bed. As 
shown above in Figure 10, there is an optimum initial batch mass to maximise fuel conversion 
to syngas. Not only does this highlight the need to predict reliably the initial mass of the fuel 
bed to maximise productivity, it also generates the challenge as to how to utilise the 
unconverted residual fuel that remains in the bed at the end of the solar day, which has a 
markedly different composition of char, moisture and volatiles than the original fuel. That is, 
day-to-day variation in the extent of conversion of the residual fuel, will further augment the 
variability in the daily syngas production rate and composition. This, in turn, will add to the 
cost of the downstream syngas upgrading plant. Finally, the present results provide insight 
into the potential impact of cloud-based variability in solar insolation. As apparent from the 
rapid fall in the predicted (and measured) bed temperature at the end of the day, any cloud 
induced variability in solar insolation can be expected to have a significant adverse impact 
both on the rate of syngas evolution from this reactor and the extent of conversion. 
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5.0 Conclusions 
A simplified one-dimensional heat transfer and detailed chemistry model of a solar packed 
bed gasifier has been developed by a methodology, that for the first time, integrates, semi-
empirical functional group devolatilisation with gasification reaction kinetics adapted from 
models of autothermal gasifiers. The model was found to provide reasonable qualitative and 
quantitative agreement with the experimental results to an accuracy that is comparable with 
that of the overall uncertainty in the experimental data for the solar gasification of Indonesian 
low-rank coal. The average steady-state bed-surface temperature and the carbon conversion 
rate are within 8% and 10%, respectively of the measured values. Similarly, the overall gas 
evolution rates agree well. While, the agreement in the relative compositions of CO, H2 and 
CO2 are within 50% of the measured data, the differences are consistent with knowledge that 
the measured composition of syngas was recorded after the gases had been cooled, which was 
not accounted for because the extent of cooling was not reported. This cooling favours the 
forward WGS reaction, which provides a plausible explanation for the discrepancy. However, 
there is insufficient experimental data to conclusively corroborate these assertions. The wide 
variability in syngas composition through the solar day and its strong sensitivity to fuel type 
has significant implications on the design and control of the downstream processing plant, 
especially for a FT process. The present model was found to be sufficiently robust to provide 
tractable and accurate inputs to a process modeling analysis. The simplicity of this model has 
allowed the limitations and design constraints that a solar packed bed reactor would impose 
on a chemical process such as FT production, to be identified with reasonable computational 
expense whilst accommodating the variability of the solar resource over a full solar year [27].  
The modelling results showed that the final syngas composition is strongly sensitive both to 
the rank of the fuel and to time through the solar day. In particular, the mole fraction of tars 
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(modelled as CH4) in the product gas is found to be much larger for the high rank fuels, 
comprising 13-16% and 8-9% for the Pittsbsurgh No. 8 and the Illinois #6 coals, respectively, 
in contrast to the 1% for the Indonesian low-rank coal. Similarly, the sum of H2 and CO 
comprises 55% of the syngas fraction for Indonesian low-rank coal, and ~65% of the mole 
fraction of the Pittsburgh No. 8 and Illinois #6 coals. The large CH4 fractions produced from 
the high rank coals can be explained by the low temperatures at the top of the bed, which do 
not enable fast reforming of methane and given the absence of any air or O2 fed to the reactor. 
The syngas upgrade factor is also sensitive to the fraction of CH4 (and tars), being 1.55 for the 
Pittsburgh No. 8 coal, which is 8% larger than that for the Illinois #6 coal and 19% larger than 
that for the Indonesian low-rank coal.  
Both the carbon conversion efficiency and the syngas production rate were found to be 
strongly dependent on both the initial fuel batch mass and on the fuel composition. However, 
the optimum initial mass required to maximise production rate is significantly different from 
that required to maximise conversion efficiency, making it impossible to maximize both 
simultaneously. This is a significant challenge, especially because the fraction of incomplete 
conversion is large, with around half of the initial fuel remaining in-situ. These sensitivities 
arise from carbon conversion being dependent on both the rate of coal devolatilisation and 
char gasification. The model predictions showed that, syngas production falls by a smaller 
fraction for a super-optimal initial batch mass relative to a sub-optimal initial batch mass. 
This is because syngas production is driven by char gasification rather than coal 
devolatilisation. Coal devolatilisation, because it occurs at lower temperatures, is generally a 
function of the average bed temperature, which is higher for reduced initial batch mass. In 
comparison, char gasification, which occurs at temperatures in excess of 1000°C occurs near 
the top of the bed and is a function of the maximum steady state temperature at the bed 
surface and is higher for larger initial batch mass. Hence, if there is uncertainty in the amount 
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of solar insolation over a given day, the model predictions show that the risk to reduced 
syngas production is lower for an over-filled reactor.  
Finally, the slow rate of heat transfer through the fuel bed means that the composition of the 
bed changes at varying rates through its depth as the day progresses. The composition of the 
residual fuel at the end of the solar day was found to exhibit not only considerable variability 
through the bed but also to differ greatly from the proximate composition of the initial fuel. 
This has significant implications on the operation of the reactor. It is likely to be preferable to 
either direct the residual fuel to an alternative application or blend/homogenise the residual 
fuel to reduce day-to-day fluctuations in residual fuel composition. This, in-turn will further 
impact on the cost of the syngas upgrading facility downstream from the gasifier. 
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Abstract 
The first multi-day performance analysis of the feasibility of integrating a packed bed, 
indirectly irradiated solar gasification reactor with a downstream FT liquids production 
facility is reported. Two fuel-loading scenarios were assessed. In one, the residual 
unconverted fuel at the end of a day is reused, while in the second, the residual fuel is 
discarded. To estimate a full year time-series of operation, a simplified statistical model was 
developed from short-period simulations of the 1-D heat transfer, devolatilisation and 
gasification chemistry model of a 150 kWth packed bed reactor (based on the authors’ earlier 
work). The short time-series cover a variety of solar conditions to represent seasonal, diurnal 
and cloud-induced solar transience. Also assessed was the influence of increasing the solar 
flux incident at the emitter plate of the packed bed reactor on syngas production. The 
combination of the annual time-series and daily model of syngas production was found to 
represent reasonably the seasonal transience in syngas production. It was then used to 
estimate the minimum syngas storage volume required to maintain a stable flow-rate and 
composition of syngas to a FT reactor over a full year of operation. This found that, for an 
assumed heliostat field collection area of 1000 m2, at least 64 days of storage is required, 
under both the residual fuel re-use and discard scenarios. This figure was not sensitive to the 
two solar sites assessed, Farmington, New Mexico or Tonopah Airport, Nevada. Increasing 
the heliostat field collection area from 1000 to 1500 m2, led to an increase in the calculated 
daily rate of syngas throughput that could be maintained over a full year by 74%, to 5.9 
kmol/day. Importantly, a larger heliostat field collection area was calculated to reduce the 
required storage capacity to approximately halve 35 days, which in absolute terms 
corresponds to 3.0 tons of syngas. Nevertheless, a requirement for this capacity of storage 
suggests that the use of the packed bed solar gasification reactor for FT liquids production is 
unlikely to be viable without substantial changes to the design and operation of the reactor 
and/or downstream processing plant. 
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1 Introduction 
Energy storage is essential to the high capacity factor operation of electricity generation or 
fuel production systems integrated with concentrated solar thermal (CST) power systems. 
Numerous studies have investigated the key drivers of the amount of energy storage required 
to integrate CST collectors with power generation [1-7] and fuel production cycles [8, 9]. 
These analyses have largely been based on hybrid energy systems, where CST power is 
indirectly introduced through a secondary thermal loop [1-6] or the combustion of fossil fuels 
is either supplemented through the direct introduction of CST power into a thermochemical 
reactor [8], directly into a boiler volume to drive a power cycle [7]. These analyses further 
evaluate the sensitivity of the required storage volume to over capacity in the size of the 
heliostat field, the solar region and the capacity factor of the energy conversion (power) block 
[1-4]. It is well established that hybridizing conventional power systems to receive direct or 
indirect solar thermal input [1-7] requires a lower amount of energy storage but this is 
inevitably at the expense of reduced solar share. While there have been fewer assessments of 
standalone solar energy systems, Kueh et al recently presented the storage requirements for a 
stand-alone solar thermal power generation cycle to have no unscheduled shut downs [10]. 
However, there has been no study assessing the storage requirements of standalone CST 
systems designed to provide input to a chemical reactor. Indeed, no study has presented an 
evaluation of the minimum quantity of syngas storage required to enable the integration of a 
standalone solar thermochemical reactor with a downstream upgrading system such that it has 
no shut-downs over a full solar year. The present assessment aims to meet this gap.  
A recent full-year process modelling analysis of a system integrating an atmospheric pressure 
hybrid solar gasifier with a FT liquids production system, using an hourly averaged solar 
dataset, showed that as little as eight hours of syngas storage was required to enable steady 
state operation of the downstream syngas upgrading reactor over a full solar year [8]. This 
analysis proposed a hybrid, continuously operational solar, entrained flow gasifier based on 
the experimentally proven solar vortex reactor [11, 12], assuming that CST power drives 
gasification in the reactor volume when it is available and autothermal reactions in pure O2 
drive gasification, within the same volume, when solar energy is not available [8]. Although 
this system required a modest quantum of syngas storage, it was estimated to contribute as 
much as 15% of the plant’s total capital cost and between 10-15% of the levelised cost of fuel 
[13]. While the proposed hybrid solar vortex reactor enables a constant non-zero syngas 
output, there are several notable challenges to scaling this reactor to the same capacity as a 
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pressurised, autothermal entrained flow gasifier [8, 11, 12]. These challenges include 
maintaining a clean window through which CST energy is introduced to the reactor volume, 
and because the window prevents the reactor from being operated above 1 bar-a [11, 12]. In 
comparison, with this reactor concept, the indirectly irradiated packed bed reactor, has been 
proven to be operationally robust at a scale of 150 kWth. However, solar heat is transferred to 
the fuel bed via a SiC emitter plate [14-19], which makes it less efficient than the solar vortex 
reactor where coal particles are directly irradiated [11, 12]. Furthermore, because the packed 
bed reactor relies on solar energy alone to drive thermochemical reactions, it is far more 
susceptible to solar intermittency. Thus, it may require a much larger amount of storage than 
that estimated for the hybrid solar gasification reactor [10]. The present study thus aims to 
assess the feasibility of integrating sufficient storage, so as to enable the steady state of 
operation of a downstream syngas upgrading process  
The indirectly irradiated, packed bed solar gasifier has been proven, at a scale of 150 kWth, to 
be operationally robust [14-19]. Concentrated solar thermal radiation is introduced into this 
reactor through a compound parabolic concentrator (CPC) at the top to irradiate a SiC-coated 
metal emitter plate (see Figure 1). This emitter plate then re-radiates the thermal energy to the 
fuel bed that is batched into the reactor before the start of each solar day. The emitter plate 
reaches temperatures of up to 1400 K after only one hour from the start of the solar day. 
However, the top of the fuel bed can take 2 – 3 hours to reach steady-state temperatures [14, 
19]. As the temperature at the top of the bed rises, the fuel is dried, undergoes thermal 
decomposition (devolatilisation) to release volatile gases and is then slowly gasified at 
temperatures above 1000 K in the presence of steam. The reacting layer then descends 
through the bed, causing the bed to shrink at a rate that is approximately linear with time. 
Although, this leads to acceleration in the rate of heat conduction through the bed [14, 20], the 
accumulation of ash on top of the fuel bed insulates the more active char layers underneath. In 
practice, this has meant that the bed surface temperature has been more than 500 K hotter than 
the base by the end of a solar day, on a day with consistent solar irradiation [14, 19]. This 
temperature gradient through the fuel bed leads to a large variance in the rate at which 
devolatilisation and gasification reactions proceed through the bed. It has also meant that only 
50-60% of the fuel that is batched into the reactor at the start of a solar day is converted to 
syngas and the average composition of the residual fuel at the end of the day is vastly 
different to that of the original feedstock [20]. Building on previous work [14-19], Kaniyal et 
al. [20] developed a simplified model of the packed bed gasification reactor using one-
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dimensional heat transfer, functional group devolatilisation and gasification reaction kinetics 
to compare syngas production and composition for a range of fuels with varying volatile 
content [21, 22]. While the Kaniyal et al. model broadly represented the fuel conversion rate 
that the packed bed reactor was measured to achieve experimentally, no study has presented a 
multi-day analysis of the packed bed reactor’s gasification performance. Hence, to assess the 
impact of the potential operational impacts of variations in solar energy over a full year, on 
syngas production and composition, the present assessment aims to estimate these 
performance parameters for two scenarios, one where residual fuel that is left ungasified from 
each day is reused and a scenario, and second where fuel at the end of each solar day is 
discarded. 
 
Figure 1: Schematic diagram of the solar packed bed gasifier, based on the experimental 
configuration reported by Wieckert et al [19]. 
Two options to upgrade the syngas produced with the packed bed solar gasifier are electricity 
generation (typically in a combined cycle gas turbine system) [23-25] and/or the production 
of synthetic crude oil by a FT process [23, 26-30] (see Figure 2). Typically the FT option is 
likely to be more desirable due to the higher value of liquid fuels over electricity [13, 31]. 
However, a prerequisite to FT liquids production with currently available FT reactors is the 
need to propose a method with which to achieve a steady-state output in both the flow-rate 
and composition of the upgraded syngas over a full solar year despite variable output from the 
packed bed gasifier. The preferred type of FT reactor for solar thermal operations is likely to 
be a micro-channel reactor, since these can reduce by an order of magnitude the throughput 
needed to achieve viability over a conventional fixed bed FT reactor [32, 33]. However, it is 
necessary to maintain a precise temperature of 210 ± 2°C within a microchannel FT reactor to 
achieve high syngas conversion rates of ~70-75% and enable >90% C5+ (i.e. CnH2n+2 
hydrocarbons where n≥5) for high value products [32, 33]. This tight control of reactor 
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temperatures in turn requires the steady throughput and composition of both CO and H2. It 
also requires the continuous cooling of the reactor with a cold organic heat transfer fluid to 
meet the load from the highly exothermic nature of reaction 1 which has an enthalpy, ΔH = -
165 kJ/mol of CO. 
nCO + (2n+1)H2 à CnH2n+2 + nH2O (1) 
Given the sensitivity of the micro-channel FT reactor to even slight variations in temperature, 
it takes at least four days to reach steady-state operation after a complete shut-down [32]. 
Hence, to maintain high productivity these reactors require continuous and steady syngas flow 
[32]. Thus the present assessment aims to evaluate the relationship between syngas storage 
capacity and the rate of syngas flow that can be maintained to a downstream FT liquids plant 
over a full solar year.  
In summary, the primary aim of this paper is to evaluate the minimum quantum of syngas 
storage required to integrate a packed bed solar gasifier with a FT liquids production system, 
such that it enables continuous operation over a full solar year, using a time-series of syngas 
production that accounts for diurnal, seasonal and cloud-induced transience in solar energy. A 
subsequent aim is to quantify the impact of increasing the heliostat field collection area and 
thus the solar flux at the inlet of the packed bed reactor emitter plate on the relationship 
between the amount of storage required and the capacity factor of the FT liquids production 
system. A further aim is to assess the operational impact of two fuel management strategies 
on the performance of the packed bed reactor, namely to re-use the residual, unconverted fuel 
from one day to the next or to discard the residual fuel that remains unconverted at the end of 
each solar day. An additional aim is to determine the minimum gas storage capacity required 
under the fuel-reuse or fuel dump operational strategies. The final aim is to evaluate the 
constraints that the required amount of storage may present to the feasibility of integrating a 
solar packed bed gasifier with a downstream FT liquids production system. 
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Figure 2: Schematic flow diagram of solar packed bed gasifier system integrated with 
pressurised gas storage and a Fischer-Tropsch reactor and power generation island. 
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2 Methodology 
Figure 2 presents a schematic process flow diagram of a packed bed gasification reactor that is 
integrated with a pressurised syngas storage system and the downstream unit operations for 
upgrading and cleaning the raw syngas to achieve a H2/CO ratio of 1.5 – 2, before directing it 
to the FT reactor	[32]. The target for the modeling study is to identify storage capacity and 
SGFTR that enable syngas flow with constant composition to the FT over a full year of 
operation. 
 
2.1 Multi-day simulation of packed bed reactor operation  
To estimate a semi-empirical relationship between cumulative daily solar thermal power and 
syngas production/composition, the one-dimensional, devolatilisation and gasification 
chemistry model developed by Kaniyal et al. was used [20]. This model was simulated on a 1-
second time-step for two separate fuel loading operating strategies, Residual Fuel Re-Use and 
Residual Fuel Discard. 
For the Residual Fuel Re-Use scenario, model simulations are used to predict the relationship 
between syngas production and cumulative daily solar insolation, assuming that the ash that 
accumulates at the top of the reactor is replaced by new as-received (AR) fuel at the end of 
each solar day. That is, new fuel is assumed to be loaded over the unconverted fuel remaining 
from the previous day. This scenario is likely to apply where the value of the residual fuel 
(whose quantity is ~50% that of the original fuel [19]) is sufficient high, to warrant its re-use.  
For the Residual Fuel Discard scenario, model simulations predict the relationship between 
syngas production and cumulative daily solar insolation, assuming that any fuel that remains 
ungasified at the end of each solar day is discarded. This means that the batch of fuel loaded 
into the reactor from one day to the next is assumed to have the same composition. This 
scenario is likely to apply where the cost of using new fuel is lower than the alternative option 
of extracting all of the solids from the reactor at the end of the solar day, separating the ash 
from the unconverted fuel and then blending and/or layering the residual fuel over the new as-
received (AR) fuel. 
The relationship between syngas production/composition and solar input under the Fuel Re-
use scenario was estimated following a simulation of the 1-D reactor model over twelve solar 
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days. These twelve solar days were designed to represent solar insolation conditions 
representative of summer, spring, autumn and winter. This scenario also assessed inter-day 
variance in syngas composition from the reuse of partly gasified fuel. The Fuel Discard 
scenario used five days of simulation data from the 1-D packed bed reactor model because no 
evaluation of the impacts of composition variability in residual fuel feedstock on syngas 
production and composition was assessed. 
Both scenarios are based on the gasification of Indonesian low-rank coal, the same fuel as that 
assessed by Wieckert et al. in the 150 kWth prototype of the solar packed bed reactor	[19]. The 
modeling methodology applied herein was not optimised to yield the maximal syngas 
production rate over each day of the year but rather to accurately calculate a time series of 
daily syngas production and composition that is representative of seasonal, diurnal and 
stochastic variations in solar insolation. 
Subsections 2.1.1 and 2.1.2 present the relationship between syngas production and the 
cumulative daily solar thermal power input to the reactor normalised to the annual maximum 
for the two reactor operational scenarios described.  
2.1.1 Residual Fuel Re-use Model – Key Observations 
For this assessment, the solar insolation time-series used to represent the seasonal influence of 
solar input to the reactor were artificially varied in a systematic way from the insolation 
profile corresponding to the experimental conditions reported by Wieckert et al. [19]. 
Assessments were performed for a representative: 
i. summer period – with consistent solar radiation over five days varied with the peak solar 
flux varied by ±20%, m0 = 180 kg; 
ii. spring/autumn period: solar insolation profile consistently interrupted at the same periods 
over five-days by short-periods (< 0.5 h) of cloud induced transience, m0 = 80 kg; 
iii. winter period: with solar radiation absent over long periods over two days, m0 = 80 kg. 
On the basis that low cumulative daily solar insolation would lead to reduced total fuel 
conversion, different values of m0 were used for the different simulation periods to 
approximate optimal reactor operation.   
Figure 3 present the time-series of calculated production of syngas for each of the three short-
term time-series of data across three seasons summer, spring/autumn and winter, using the 1-
D model of Kaniyal et al. [20]. Over all 12 days simulated, the average H2:CO ratio was ~1.46 
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± 0.22. Principally, Figure 3 shows the significant variance in syngas productivity that can be 
expected over different seasonal events through a solar year. These representative time-series, 
based on a time-step of 1 second, were used to estimate a relationship between normalised 
daily solar insolation, syngas production and composition from this reactor over a full year of 
operation. 
Figure 3 also presents the corresponding performance impacts of cloud-induced transience 
when the solar input is approximately zero. The duration of these cloudy periods is sufficient 
for the calculated average rate of syngas production to fall steadily to zero. It can also be seen 
that the time-lag between when production was estimated to return to steady-state conditions 
was ~30 min from when the solar input to the reactor returns to its maximal level. Figure 3 
presents the equivalent response during the selected short-term winter period, during which 
the cumulative daily solar flux input is 65% lower than that through the summer period and 
30% lower than that through the spring period. This leads to an average syngas production 
rate of 65% of that through spring and 77% lower than that through summer. These results 
consistently show that the CH4 fraction in the syngas tends to be high when solar availability 
is low, which is an expected trend given that devolatilisation occurs at much lower 
temperatures than char gasification.   
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Residual Fuel Re-use Scenario – Summer 
 
Spring/Autumn 
 
Winter 
 
 
 
Figure 3: Residual fuel reuse scenario: dynamic one-second time-series of predicted syngas flow for syngas 
species, H2, CO, CO2 and CH4 from the gasification of Indonesian LR coal assuming operation of 150 kWth 
packed bed gasifier over representative summer, spring/autumn and winter periods. Full list of time series 
and corresponding discussion can be found in the Supplementary Material (online).  
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Figure 4 presents the relationship between the cumulative daily solar input to the reactor, 
normalised by the maximum cumulative daily solar insolation over a full solar year, and the 
outputs of CO and H2 from the reactor for each day in the three time series calculated above, 
(see steps 1 and 2 in Section 2.1.2). It can be seen that despite some scatter, H2 and CO 
production are well correlated with cumulative daily solar insolation when described by a 
fitted quadratic relationships of Equations 1 and 2, respectively. The error bars correspond to 
the RMS of the scatter in daily-calculated production relative to the mean values.  
𝑆𝐺!" 𝑥 = 2690𝑥!.!";  𝑅! = 0.97   | 𝑥 = 𝑄′!"#      (2). 
𝑆𝐺!! 𝑥 = 3597𝑥
!.!!;  𝑅! = 0.98   | 𝑥 = 𝑄′!"#      (3). 
𝑆𝐺!"! 𝑥 = 384.8𝑥
! − 208.4𝑥;  𝑅! = 0.77                       | 𝑥 = 𝑄′!"#   (4). 
𝑆𝐺!"! 𝑥 = 160.9𝑥
! − 33.156𝑥 + 7.34;  𝑅! = 0.66       | 𝑥 = 𝑄′!"#   (5). 
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 𝑄!"#/!"# 𝑄!"#,!"".(!"#)!"#  (𝑄′!!",!) 
Figure 4: Residual fuel re-use scenario: predicted power-law trends between H2 and CO production and 
the cumulative daily solar input to the packed bed gasifier normalised to the peak over all of the days 
modeled. 
Figure 5 presents the relationship between 𝑄′!!",! and the mass conversion ratio, where m0 and 
mT denote conditions at the start and end of the solar day. Although there is somewhat more 
scatter than in Figure 4, this relationship is nevertheless reasonably well described by a 
logarithmic function that is calculated to terminate to zero at 𝑄′!"#,! ~ 0.2 (R2>0.66).  
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Normalised cumulative daily solar input 
𝑄!"#/!"# 𝑄!"#,!"".(!"#)!"#  (𝑄′!"#,!) 
Figure 5: Residual fuel re-use scenario: calculated relationship between (ash, free) fuel mass conversion 
rate relative to initial batch mass (m0) and the cumulative daily solar input to the packed bed gasifier 
normalised to the maximum over all of the days modeled. 
Table 1 shows the deviation of the average and RMS of the (CO + H2) production rate 
calculated for the annual time-series relative to that calculated using the 1-D model of 
Kaniyal et al. [20] for each of the scenarios presented in Figure 3. It shows that the average 
magnitude and variability of the annual time-series predicted using the quadratic statistical 
model is within 8% of that calculated using the 1-D model of Kaniyal et al [20], which is 
sufficiently accurate for the annual time-series calculations. This statistical model thus 
presents a robust reflection of the output of the syngas production time series predicted using 
the dynamic 1D packed bed reactor gasification model. 	
	
Table 1: Residual fuel re-use scenario: difference in the average and RMS of the daily syngas output 
(CO+H2) predicted for the annual time-series relative to that predicted for each period simulated with the 
1-D reactor model of Kaniyal et al. to represent summer, winter and spring/autumn conditions [20]. 
Solar site  CO + H2 
Average RMS 
Farmington, NM 8% 7.5% 
Tonopah, NV 0.1% 2.2% 
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2.1.2 Residual Fuel Discard Scenario – Key Observations 
The five non-contiguous days that were selected correspond to solar insolation conditions 
representative of summer, spring, autumn and winter. The same initial batch mass (m0) 
assumptions were made under this scenario as that described in Section 2.1.1.  
This scenario was also used to evaluate the impact of the heliostat field collection area ratio 
(𝐴!"##) on the productivity of the packed bed solar reactor over a full solar year. Assuming 
ηoptical = 60% [8] and solar insolation profiles over five non-contiguous days, three values for 
𝐴!"##  = 1000, 1300 and 1500 m2 were assessed. Here too, Qsol (kW/m2) to the reactor emitter 
plate was calculated as a multiple of solar insolation (I), ηoptical and 𝐴!"##. 
Figure 6 presents the calculated relationship between H2 and CO production (kmol/day) as a 
function of the cumulative daily solar input to the packed bed reactor normalised by the 
maximum cumulative daily solar input to the reactor over a full solar year. This figure shows 
that, while the H2, and CO production rates for 𝐴!"## = 1000 m2 are reasonably described by a 
linear relationship, those for 𝐴!"## = 1500 m2 are better described by a logarithmic function. 
Figure 6 also shows that increasing the solar input to the reactor by 1.5 times leads to an 
increase in syngas (CO + H2) production of between 30 and 100%. That is, increasing the 
heliostat field collection area has a greater impact on improving reactor productivity during 
periods of poor solar insolation than when solar insolation is diurnally consistent, e.g. in 
summer. Similar relationships are presented for CO2 and CH4 in the online Supplementary 
Material. 
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Normalised cumulative daily solar input 
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Figure 6: Residual fuel discard scenario: calculated relationship between the normalised cumulative daily 
solar input to the packed bed reactor and the production of CO, H2, CO2 and CH4. Trend lines were 
calculated from the explicitly modelled time-series shown in the supplementary material. 
2.2 Estimating a time series of syngas production and composition over a full solar 
year 
A full-year time-series for syngas production and composition was estimated for the residual 
fuel reuse and fuel discard scenarios using the relationships presented in Figure 4 and Figure 6, 
respectively. A simplified model was assumed to provide sufficiently robust time-series of 
syngas production and composition over a full solar year because of the limited experimental 
data that was available with which to verify the predictions from the one-dimensional model 
over different solar insolation conditions.  
It was also assumed to be appropriate because a syngas production time-series based on a 
one-second time-step would present a level of precision that would not add value to a process 
modelling analysis which would represent storage requirements on the order of hours or days. 
The pedagogy for estimating the annual time series of syngas production and composition for 
the fuel reuse and fuel discard scenarios is summarised below:  
1) normalise a 365 day time-series of daily cumulative solar insolation (𝑄!!"#,! see equation 6) 
by the maximum for that year; 
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  (6) 
2) estimate a 365 day time-series of daily H2, CO, CH4 and CO2 gas production rates (see 
Equations 1-4) using the normalised cumulative daily time-series, 𝑄′!"#,! evaluated in step 
1, as the independent variable for the: 
a. Fuel Re-Use scenario: for two solar sites – Farmington, New Mexico and Tonopah 
Airport, Nevada [34] (using the relationship in Figure 4 see Figure 8 for estimated 
annual, daily syngas production time-series); 
b. Fuel Discard scenario: for 𝐴!"## = 1000 and 1500 m2 for the Tonopah Airport site (using 
the relationship in Figure 6 and see Figure 11 for calculated annual daily production 
time-series). 
This procedure enables the development of a 365 point time-series of daily syngas production 
and gas composition that accounts for diurnal variation in solar insolation through the year, 
the cloud-induced variation in solar insolation over any one particular day and the influence 
of seasonal variation in syngas production. 
2.3 Storage system model 
A storage system model was used to estimate the minimum syngas storage volume required to 
achieve a constant flow of syngas from the storage tank (SGFTR) to downstream unit 
operations (see Figure 2 and Figure 7).  
The system model is run for each of the following scenarios with the specified value of the 
independent variable, SGFTR from the storage tank that is systematically varied over the range 
identified below in steps of 100 kmol/day for the Fuel Reuse and Fuel Discard scenarios:  
Fuel Re-Use scenario: 1800 < SGFTR < 3200 kmol/day 
Fuel Discard scenario: 5400 < SGFTR < 6400 kmol/day for 𝐴!"## = 1500 m2 
 6100 < SGFTR < 5300 kmol/day for 𝐴!"## = 1300 m2 
 3700 < SGFTR < 3000 kmol/day for 𝐴!"## = 1000 m2 
SGFTR was varied over the range specified above under each scenario to determine, the flow 
rate that minimises the storage capacity required (Ct.max mols) and maximises SGFTR,des – the 
maximum, constant flow rate that can be maintained over a full solar year – under the 
condition that  downstream facilities are not shut down. It is assumed that downstream 
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facilities would be shut down if the storage volume on any day (Ct mols) over a full solar year 
falls below 15% of its capacity.  
 
 
Figure 7: Logic diagram used to calculate the size of downstream processing components in the solar to 
liquids system from a time series of solar direct normal insolation data.  
1-D	packed	bed	gasifier	
model	(Δt	=	1	s)	
Gas	storage	
system	(Ct)	
𝑄′!"#,! 	(∆𝑡 = 1 𝑑𝑎𝑦,	T	=	365	days)		
{Tonopah	NV/Farmington	NM}	
	
Develop	annual	SG	production	
time-series	(see	Figures	7,	10)		
SGprod,dry			
{CO,	H2,	CO2,	CH4}	
	
If	Ct>0.15Cmax	
	
SGFTR	flow	scenarios:		
{6.5	à	2.0;	Δ	=	0.1	kmol/day}	
	
Downstream	
syngas	upgrading	
Downstream	
𝑄!"# 	(∆𝑡 = 1 sec,	T	=	1	day)		
(see	Figure	2	and		
supplementary	material)	
SGFTR	=	0,	from	storage	tank	
=>	unscheduled	shut	down	
Ct	is	the	capacity	of	the	storage	
tank	on	day	‘t’,	Cmax	is	the	
capacity	of	the	storage	tank		
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3 Process Modelling Results 
3.1 Residual fuel re-use scenario  
For the Fuel Reuse scenario, Figure 8 presents the modeled annual time-series of the three-
day rolling average dry syngas flow from the packed bed gasifier to the gas storage tank for 
the Farmington, New Mexico solar site [34]. Also shown is the corresponding solar insolation 
time-series, normalised by the maximal cumulative daily solar insolation value for the year. 
Importantly, the periodicity in the time-series shown in Figure 8 is evident in both the 
normalised solar insolation dataset and the syngas production time-series. This is a result of 
the rolling time-series averaging procedure that was applied to smooth, the cumulative daily 
solar insolation time-series. 
The correlation between the predicted annual time-series and the normalised insolation data is 
0.98 for the Farmington NM solar site and 0.99 for the Tonopah Airport site. For the 
Farmington site, the average output through autumn is 52% of that through summer, 50% for 
winter and 77% for spring. For the Tonopah Airport site, the seasonal average syngas output 
(moles/day) calculated for the winter time-series is approximately 45% of that calculated for 
summer, while the corresponding values for autumn and spring, are 60% and 70%, 
respectively.  
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Figure 8: Residual fuel re-use scenario: predicted three-day rolling average time-series of CO, H2, CO2 
(kmol/day) production (primary axis) and normalised solar insolation (secondary axis) over a full solar 
year for the Farmington, New Mexico site.  
Figure 9 presents the relationship beween the independently varied rate of syngas flow to the 
downstream plant (SGFTR), syngas storage tank capacity in days and the number of days in a 
year when SGFTR = 0, i.e. where the stored level of syngas falls below 15% of tank capacity. 
The abscissa of Figure 9 presents the syngas flow scenarios, SGFTR normalised by the design 
flow, SGFTR,des (required to yield continuous operation over a full solar year).  
Figure 9 shows that the syngas storage tank capacity required to maintain continuous 
operation over a full year is not sensitive to the two solar sites presented. For the Tonopah 
Airport and Farmington sites respectively, SGFTR,des was estimated to be 2.9 and 2.6 kmol/day. 
Furthermore, the required level of syngas storage to achieve this design condition was 
estimated to be 66 days for the Tonopah Airport site and 63 days for the Farmington site. 
Figure 9 also shows that increasing SGFTR, relative to SGFTR,des by 10% leads to about 26 days 
of zero flow to downstream unit operations for both sites.  
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Figure 9: Residual fuel reuse scenario: dependence on the systematically varied syngas flow out of the 
storage system, (normalised by the (ideal) design flow rate (SGFTR,des) for the Farmington (F) and Tonopah 
(T) site) of the number of days through the calendar year when the downstream plant is shut-down 
because SGFTR = 0 (LH axis); and the gas storage capacity (RH axis) required to achieve the calculated 
number of plant shut-down days, assuming Acoll = 1000 m2 
 
Table 2: Residual fuel reuse scenario: predicted utilisation of the downstream plant and syngas storage 
facility for the scenario that yields continuous operation over a full solar year with the minimum gas 
storage capacity. 
Solar site Utilisation factor 
Storage 
facility 
Downstream 
plant 
Farmington, NM 56% 97% 
Tonopah, NV 51% 98% 
 
Figure 10 presents the predicted molar composition of the stored, dry syngas components, H2, 
CO, CO2 and CH4 as a function time over the full solar year on the primary axis and the 
quantity of stored dry syngas in tons on the secondary axis for both the Farmington and 
Tonopah Airport sites. This calculation was performed for a storage tank capacity of 165 
kmol (2.64 tons) for the Farmington site and 193 kmol (3.06 tons) for the Tonopah site. The 
corresponding values of SGFTR are 2.9 kmol/day and 2.6 kmol/day for the Tonopah Airport 
and Farmington sites respectively. Table 2 reports the key outputs from the model, at the 
same conditions as that for Figure 10. It can be seen from Figure 10 that the raw syngas 
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composition in the storage tank is fairly stable over the full solar year at both sites. This is a 
reasonable outcome, given the storage model assumes that the tank is well-mixed. Thus daily 
variations in syngas output from the gasifier have a low impact on overall composition as the 
stored gas volume increases.  
The daily averaged H2:CO ratio was estimated to vary marginally over the full year from 1.40 
over the first 100 days of operation before increasing to 1.42 at day 270 and then falling back 
to 1.41 by the end of the year. Figure 10 also shows the fluctuation in the stored quantity of 
syngas over a full year of operation on the secondary axis in metric tons. A comparison of the 
two graphs reveals that the Tonopah airport site requires 16% more gas storage but also yields 
11% greater syngas throughput from the storage system to downstream plant. Consistent with 
this finding, it can be seen in Table 2 that the utilisation factor of 54% for the syngas storage 
tank is approximately the same for both solar sites. Also presented in Table 2 are two syngas 
flow and composition stability parameters to downstream plant, which shows that the day-to-
day variance is small. 
 
Figure 10: Residual Fuel Re-Use scenario: predicted variation in the dry mole fraction of syngas in the 
storage tank (that is assumed to be perfectly mixed), with a capacity of 63 days storage for the Farmington 
site and 66 days storage for Tonopah Airport. Predicted results correspond to the minimum syngas 
storage mass that yields continuous, constant flow of syngas to downstream unit operations over a full 
solar year assuming Acoll = 1000 m2.		
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3.2 Residual fuel discard scenario – influence of heliostat field collection area (𝑨𝒄𝒐𝒍𝒍) 
Using the production functions for syngas species (Figure 6) and a normalised cumulative 
daily solar insolation time-series (see equation 5), the annual syngas production time-series 
for the Fuel Discard scenario was calculated. Figure 11 presents this time-series of daily 
syngas production for 𝐴!"## = 1000 and 1500 m2.  
Over a full year, increasing 𝐴!"## by 50%, led to an 85% increase in the annual average daily 
(CO + H2) production rate. Figure 11 also shows that increasing 𝐴!"## to 1500 m2 leads to a 
reduction in the seasonal dip in the annual syngas production time-series calculated for 𝐴!"## 
of 1000 m2. On average, increasing Acoll by 50%, leads to an increase in syngas production of 
100% over autumn/spring, 127% over winter and an increase of 58% over summer.  
 
Figure 11: Scenario B: annual 3-day rolling average time-series of daily syngas production (kmol/day) 
predicted using the normalised Tonopah Airport time-series using the trend relationships presented in  
Figure 12 presents the impact of increasing Acoll on the syngas storage capacity that is 
required to deliver continuous operation of systems downstream from the packed bed solar 
gasifier. It can be seen that increasing 𝐴!"## from 1000 to 1300 m2 leads to a 67% 
improvement in the syngas design flow-rate (SGFTR, des) that can be maintained to downstream 
plant without any unscheduled plant shut downs. Increasing 𝐴!"## from 1300 to 1500 m2 
yields only a 7% increase in SGFTR,des.  
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For both Acoll = 1300 and 1500 m2 the amount of storage required was calculated to be about 
35 days (3.1 tons) while for 𝐴!"## = 1000 m2, the quantum of storage required was estimated 
to be on the order of 65 days of daily averaged syngas flow or 3.7 tons. The potential impact 
of this large storage requirement on the economic viability of a FT liquids polygeneration 
system integrating a packed bed solar reactor is discussed in Section 4.  
 
Figure 12: Scenario B: dependence on the systematically varied syngas flow out of the storage system 
(normalised by the ideal design flow rate SGFTR,des for Acoll = 1000 m2) of the number of days through the 
calendar year when the downstream plant is shut-down because SGFTR = 0 (LH axis); and the gas storage 
capacity (RH axis) required to achieve the calculated number of plant shut-down days. Calculations based 
on Tonopah Airport site. 
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4 Discussion 
Although, increasing Acoll by 50% is estimated to have the required syngas storage capacity, 
the rate of capital utilisation of the storage facility is estimated to be only ~64%. Given both 
the low capital utilisation and the large capacity required for the storage system, relative to the 
throughput of the FT liquids process, together with the high cost of syngas storage the capital 
cost of such a system may be prohibitive for this process. For example, while the hybrid solar 
coal-to-liquids system described by Kaniyal et al. [8], requires <6 hours of syngas storage, it 
accounts for >30% of the total depreciated plant capital expenditure [13], assuming a capital 
cost for storage of $1000/kg [13]. Increasing the storage capacity to the order of one day 
would already cause this to dominate the capital cost of the entire facility and increasing it by 
a further 30 times may thus be prohibitive. Hence there is strong incentive to find alternative 
approaches.  
While one of the potential alternative approaches is to increase the capacity of the heliostat 
array and thereby the solar input to the reactor during periods of low insolation, this scenario 
would result in spillage of solar radiation, as evidenced by the impact on syngas production in 
Figure 6 during periods of high solar insolation. This, in turn, would decrease the economic 
utilisation of the heliostat field and increase costs. Given the amount of storage required 
without solar spillage, over-sizing the array would not be sufficient to solve the problem of 
high cost. In addition, it would not address the limitation of the packed bed reactor, 
specifically that associated with the build-up of ash on the bed surface.  
An alternative approach is to introduce autothermal reactions into the bed by the addition of 
pure O2. This could be done either with the existing batch process or with a further extension 
to a continuous (or semi-continuous) reactor. The introduction of an autothermal process 
would allow the heat input to the bed to be maintained independent from the solar resource, 
but would have the trade-off of decreasing the solar share and introduce the associated 
disadvantages of requiring a supply of O2 from an air separation unit [8, 9]. In addition, it 
would introduce new challenges to the control of the process, since the heat from an 
autothermal process generated throughout the bed, while that from the solar process is 
introduced through the top of the bed. Hence, the temperature profile with the bed would 
differ for the autothermal process relative to that from the purely solar thermal process.  
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A further extension of the process toward a continuously operating system could be achieved 
by drawing on the experience of the commercially proven gravity-fed Lurgi gasifier, which 
also facilitates continuous ash removal by way of a lock-hopper at the bottom of the reactor 
[21, 22]. Configuring the packed bed to achieve continuous operation with a moving bed 
would allow the bed height to be optimised throughout the day, such that average bed 
temperature that facilitates devolatilization throughout the bed and a high temperature at the 
top of the bed >1200°C will lead to fast char gasification. Such a configuration, incorporating 
continuous ash removal would also address the productivity impacts of ash accumulation on 
the bed surface in the current configuration [14, 19]. In summary, whilst options do exist to 
modify the packed bed reactor to reduce the size of storage, any of these approaches would 
require significant further research before their effectiveness can be adequately evaluated.   
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5 Conclusions 
Presented for the first time is a novel approach to estimating an annual syngas production 
from a long-term time-series of DNI with a packed bed solar gasification reactor in a way that 
accounts for the diurnal, cloud-induced and seasonal variance in solar insolation over a full 
year. With this approach, it was found that the capacity of a syngas storage vessel required to 
achieve a sufficiently stable supply of syngas for continuous operation of a FT liquids 
polygeneration system is about 64 days assuming a Acoll = 1000 m2 at the reactor emitter plate. 
While this figure was not found to be sensitive to the two solar sites assessed namely, 
Farmington NM and Tonopah Airport NV, it was found that the required storage capacity 
decreased from 65 to 35 days when the Acoll was increased by 50%. It was further found that: 
1. the reuse of residual fuel that remains unconverted from one-day to the next does not 
appreciably influence the composition of syngas that is stored in the vessel or the 
required syngas storage capacity to ensure feasible operation over a full solar year; 
2. the calculated difference in syngas throughput achieved over a full year of stable 
operation for the Farmington sites relative to the Tonopah Airport was a modest ~11%, 
with 87% of syngas being calculated to be composed of H2 and CO;  
3. increasing Acoll to 130% of the reference case leads to an increase in annual net syngas 
throughput to unit operations downstream from the gasifier of 67% and decreases the 
absolute syngas storage capacity required from 3.7 to 3.2 tons; 
4. a further increase in Acoll to 150% of the reference case leads only to a modest further 
increase in the annual average syngas throughput to unit operations downstream by 74% 
and decreases the absolute syngas storage capacity required to 3.1 tons from 3.7 tons.  
The large storage capacity required for the packed bed reactor is controlled primarily by the 
much lower output from the gasifier during the winter months relative to summer, rather than 
by the need to smooth out variations in syngas composition from one day to the next. That is, 
the storage capacity required to damp fluctuations in composition is significantly less than 
those to accommodate low outputs during winter. For the cases assessed here, the assumption 
that the composition of the tank is well-mixed is expected to be reasonable and steady state 
output in composition was achieved after only some three days of operation. As a point of 
comparison, the hybrid solar vortex reactor that integrates autothermal combustion was found 
to require only 3 to 5 hours of storage to maintain productive operation over a full solar year. 
The storage requirement of the packed bed solar reactor for the cases evaluated here is more 
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than 200 times larger. Finally, the finding that even the best case scenario requires storage 
capacities of about 36 days has significant implications for the viability of the present 
configuration of the solar packed bed reactor together with current generation FTL reactors 
and syngas storage technologies, since the current expectation is that such costs would be 
prohibitive. 
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Supplementary Material 
Residual Fuel Re-Use Scenario 
Figures 13-15 show the significant variance in syngas productivity that can be expected over 
different seasonal events through a solar year. These representative time-series, based on a 
time-step of 1 second, also provide a solid basis for evaluating the annual performance of 
syngas production from this reactor over a full year of operation. 
In Figure 13 the peak and cumulative solar input through Day 2 are 17% and 13% lower, 
respectively, than that through Day 1, while those for Day 3 are 7% and 8% lower, 
respectively than for Day 1. These changes were predicted to reduce syngas productivity over 
Day 2 and Day 3, by 36% and 28% respectively relative to the output predicted for Day 1, 
showing that relatively small changes in the magnitude of flux result in a larger change in 
output. It also suggests that the productivity depends more strongly on the magnitude of the 
peak solar flux for the day than on the cumulative value, although it should be noted that the 
output from each day also depends on the mass and composition of the residual fuel from the 
previous day. Over Days 4 and 5 the composition of the syngas produced is calculated to 
correspond more closely to that predicted for Day 1 than for Days 2 and 3. However, the 
syngas molar flow rate is ~75% of that predicted for Day 1 over Days 4 and 5 even though the 
peak flux is almost the same over both days. This is a result of the higher char fraction in the 
combined AR/residual fuel that makes up the fuel bed. The influence of the residual fuel is 
further evident in the concentration of CH4 in the syngas, which increases over days 1 to 3 
from 2.5 to 5% (mol) and then decreases over days 4 and 5 to 2.5%. During the same period, 
the predicted H2:CO molar ratio produced during day 1 is 1.53, closely matches that for day 4 
of 1.52, but is different from the ratio produced during days 2 and 3, of ~1.22 and on day 5 of 
1.37. This corresponds to a standard deviation of ~10% over the mean value of 1.37. Over all 
twelve days that were explicitly modeled the average H2:CO ratio was ~1.46 ± 0.22. 
Figure 14 presents the corresponding performance during the spring/autumn season when the 
solar days are on average 1.8 hours shorter than that through the assessed summer period. The 
time-series also includes two periods of cloud-induced transience when the solar input is 
approximately zero. The duration of these cloudy periods is sufficient for the calculated 
average rate of syngas production to fall steadily to zero. It can also be seen that the time-lag 
between when production was estimated to return to steady-state conditions was ~30 min 
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from when the solar input to the reactor returns to its maximal level. In the spring/autumn 
period, the calculated CH4 fraction decreases from 6.5%(mol) on Day 1, to 3.2% on Days 2 
and 3 and then increases again to 4.5% on Days 4 and 5. On average, the calculated CH4 
fraction through this period is 30% greater than through the summer period presented in 
Figure 13. The absolute syngas output is ~35% of that the summer period in Figure 13. These 
results consistently show that the CH4 fraction in the syngas is high when solar availability is 
low, which is an expected trend given that devolatilisation occurs at much lower temperatures 
than char gasification.  
Figure 15 presents the equivalent response during the selected short-term winter period, 
during which the cumulative daily solar flux was 65% lower than that through the 
representative summer period and 30% lower than that through the representative spring 
period. This leads to an average syngas production rate equal to 65% of that estimated for 
spring and 77% lower than that through summer.  
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Fuel Re-Use: Summer period 
 
 
Figure 13: Fuel Re-use scenario: dynamic one-second time-series of predicted syngas flow for syngas species, H2, CO, CO2 and CH4 from the gasification of Indonesian LR 
coal. The 150 kWth packed bed gasifier was simulated for five consecutive days to represent a period in summer – when solar insolation is diurnally consistent through each 
day, but whose magnitude is variable (assumed to be decreased by 16% from days 1 to 2 and by a further 6% each day from days 2 to 4 and then increased by 8% from 
Day 4 to 5).   
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Fuel Re-Use: Spring/Autumn 
 
 
Figure 14: Fuel Re-use scenario: dynamic one-second time-series of predicted syngas flow for syngas species, H2, CO, CO2 and CH4 from the gasification of Indonesian LR 
coal. The 150 kWth packed bed gasifier was simulated for five consecutive days in a period representative of Spring/Autumn – when solar insolation is interrupted each day 
by clouds. The magnitude of the flux profile is increased by 12% from day 2 to 3, and then decreased by 5% from day 4 to 5. 
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Fuel Re-Use: Winter 
 
 
Figure 15: Fuel Re-use scenario: dynamic one-second time-series of predicted syngas flow for syngas 
species, H2, CO, CO2 and CH4 from the gasification of Indonesian LR coal with the 150 kWth packed bed 
gasifier over two consecutive days through a period representative of Winter – when solar insolation is 
assumed to be absent for three days in a week and is intermittent on the two days when it is available. 
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Residual Fuel Discard scenario 
Figures 16 and 17 present a comparison of the syngas production time-series for heliostat 
collection areas (𝐴!"##) of 1000 and 1500 m2 respectively for the same five non-contiguous 
solar days through the 2004/05 calendar year from the Tonopah Airport site, also calculated 
using the 1-D model of Kaniyal et al (based on a 1-second time-step). The time-series for 
Days 1 and 2 in Figure 16 shows that the rate of syngas production falls sharply at t = 8 hours. 
This is caused by ash accumulation on the top of the fuel bed, which inhibits heat transfer 
through the bed and hence decreases the rate of char gasification in the layers below.  
The increase in 𝐴!"## (Figure 17) by 1.5 times is calculated to cause this reduction to occur 
earlier in the day, when t ~ 6.5 hours. This reduction in output has the potential to cause a 
serious loss in capital productivity from the plant. On the other hand, the higher flux is also 
calculated to increase H2 production rates by ~1.5 times relative to that calculated for a similar 
stage in the time-series in Figure 16 for days 1 and 2. For Days 3 and 4, with the lower heat 
flux (Figures 6 and 7) the increase in 𝐴!"##  yields a commensurate increase in syngas 
production, with little loss in productivity from ash accumulation at the top of the bed. 
Furthermore, it is also evident that the calculated syngas CH4 mol fraction decreases with the 
increase in 𝐴!"## from 5% and 6%, respectively for days 3 and 4 in Figure 16 to 2.5% and 3%, 
respectively, as shown in Figure 17. 
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Residual Fuel Discard: 𝑨𝒄𝒐𝒍𝒍 = 𝟏𝟎𝟎𝟎 𝒎𝟐 
 
 
Figure 16: Residual Fuel Discard scenario: calculated daily syngas production and composition time series estimated by simulation of the 1-D packed bed gasifier model for 
five non-contiguous solar days representing periods in summer, winter, spring/autumn. All scenarios based on Indonesian low-rank coal as the fuel and 𝑨𝒄𝒐𝒍𝒍 = 1000 m2.  
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Residual Fuel Discard: 𝑨𝒄𝒐𝒍𝒍 = 𝟏𝟓𝟎𝟎 𝒎𝟐 
 
 
Figure 17: Residual Fuel Discard scenario: calculated daily syngas production and composition time series estimated by simulation of the 1-D packed bed gasifier model for 
five non-contiguous solar days representing periods in summer, winter, spring/autumn. All scenarios based on Indonesian low-rank coal as the fuel and 𝑨𝒄𝒐𝒍𝒍 = 1500 m2. 
Qsol	 H2	 CO	 CO2	 CH4	
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Figure 18 presents the calculated variation of H2, CO, CO2 and CH4 production (kmol/day) as 
a function of the cumulative daily solar input to the packed bed reactor normalised by the 
maximum cumulative daily solar input to the reactor over the days shown in Figures 6 and 7. 
This shows that, while the H2, CO and CO2 production rates for 𝐴!"##  = 1000 m2 are 
reasonably described by a linear relationship, those for 𝐴!"## = 1500 m2 are better described 
by a logarithmic function. Consistently, Figures 13 and 14 also show that increasing the solar 
input to the reactor by 1.5 times leads to an increase in syngas (CO + H2) production of 
between 30 and 100%. In terms of moles of carbon converted the effect of increasing the solar 
input to the reactor is predicted to be between 24 and 89%.  
 
          Normalised cumulative daily solar input      
         𝑄!"#/!"# 𝑄!"#,!"".(!"#)!"#  
Figure 18: Calculated relationship between the normalised cumulative (cum.) daily solar input to the 
packed bed reactor and the production of CO, H2, CO2 and CH4. Trend lines were calculated from the 
explicitly modelled time-series shown in Figures 4 and 5.  
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CONCLUSIONS 		  
	 193 
This thesis presents conceptual designs, feasible operating regimes and comprehensive 
performance assessments of two hybrid energy systems. These analyses showed that: 
1. the targeted integration of concentrated solar energy to the autothermal coal gasification 
process for the production of FT liquid fuels, can improve energy productivity by 21%, 
yield continuous operation over a full solar year and reduce the minimum required 
production scale to 1500 barrels per day – a tenth of that previously proposed in the 
literature; 
2. the targeted development of geothermal resources to meet the stable refrigeration load of 
modular data-centres, using natural gas to generate electricity, offers the potential to 
reduce the minimum capital requirement of a geothermal resource development by at least 
30 times, displace the retail instead of the wholesale price of electricity and thus generate 
returns >24%. 
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1 System analysis of converting solar gasified/reformed syngas to 
Fischer-Tropsch liquids 
It was shown for the first time that, the conventional coal-to-liquids process can be adapted to 
integrate concentrated solar thermal input, achieve continuous production over a full year of 
operation and enable a significant improvement in energy productivity together with a 
reduction in greenhouse gas emissions. For the particular case chosen here, using Illinois #6 
coal due to the widely studied nature of this fuel and the site of Farmington (New Mexico) 
because of its good solar availability, a predicted increase in net energy productivity of 21% 
and reduction in greenhouse gas emissions of 28% was reported. Significantly, it was also 
shown that the solar coal-to-liquids system could be developed with commercially available 
plant components such that no unit operation with the exception of the solar hybrid vortex 
flow gasifier requires further development. Of the two solar reactor concepts that were 
assessed, the hybrid solar vortex reactor, which enables a continuous non-zero flow of syngas 
to downstream unit operations was shown to require only eight hours of syngas storage, 
whereas the stand-alone solar packed bed gasifier requires between 59 - 62 days of gas 
storage to enable continuous operation over a full solar year. If the heliostat field area were 
increased by 50%, it was shown that the quantity of storage required decreased from 62 days 
to 34 days. However, a significant limitation of the hybrid solar vortex flow gasifier is 
associated with the need to oversize the heliostat field to achieve a peak output that is between 
1.44 and 2.39 times the hybrid gasifier’s total endothermic demand. This oversizing of the 
heliostat collection capacity results in a modest improvement to energetic productivity of 
between 20 and 22%, respectively, relative to the baseline, but also reduces the utilization of 
the heliostat field from 100% to between 92% and 67% respectively. Given the required 
syngas storage capacity for the solar coal-to-liquids process integrating the packed bed reactor 
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is at least three orders of magnitude larger than that calculated for the hybrid vortex reactor, 
integrating autothermal reactions within a solar gasification reactor has clear benefits.  
The integration of a natural gas co-reformer with the coal gasification was calculated to 
improve the utilisation of the heliostat field from 67% to 76% and to reduce emissions by a 
further 15 kg CO2-e/GJ. However, for the case of a coal-natural gas calorific blend of 70-30, 
the predicted emissions were still 42 kg CO2-e/GJ greater than the lowest-emission form of 
mineral crude oil. To reduce mine-to-tank CO2 emissions of the solar coal-to-liquids process 
below all forms of conventional mineral crude oil, a biomass-coal blend fraction of 55-45% 
was calculated to be required in the solar hybrid co-gasifier. This biomass blend fraction was 
shown to be 16% smaller, by weight than that required by the autothermal co-gasification 
process. Indeed, a solar (100%) biomass-to-liquids system was found to improve overall 
energetic productivity relative to the autothermal coal-to-liquids system by 4%. This is 
significant because the autothermal biomass-to-liquids system yields 72% of the energetic 
output of the conventional coal-to-liquids process and because biomass is typically three to 
four times more expensive than coal. Importantly, the present process modeling assessment of 
a solar coal-to-liquids system provides the first unambiguous benchmark relative to which 
system performance can be evaluated for alternative processes and fuels.  
A significant limitation of the packed bed solar reactor was identified to be that almost half of 
the initial fuel mass batch at the start of a solar day remains largely unconverted at the end of 
the solar day. For the experimentally calibrated reactor modeling scenario, which assumed 
Indonesian low-rank coal as the feedstock, it was found that reducing the optimal batch mass 
by 50%, led to an absolute reduction in the amount of carbon converted by 45%, whereas 
increasing the optimal batch mass by 50% only reduced the absolute carbon conversion rate 
by 10%. While a sub-optimal initial batch mass favours faster coal devolatilisation, a super-
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optimal batch mass favours faster char gasification. As the fixed carbon fraction in the dry, 
ash free coal is increased from 46% to 75% the optimal initial batch mass was estimated to 
decrease by 17%. Thus given the sensitivity of the optimal batch mass to fuel composition, 
and uncertainty in both fuel composition and solar insolation from one day to the next, 
maximising reactor productivity over a full solar year will be a significant optimisation 
challenge. While the present analysis has not sought to address this challenge, it was shown 
that at least 34 days of gas storage would be required to maintain continuous system operation 
over a full solar year. The requirement for this amount of gas storage places a significant 
barrier to the development of the packed bed reactor technology with a FT liquids 
polygeneration facility. Nevertheless, the analysis presented provides the first comprehensive 
benchmark of the designs constraints that have to be satisfied to enable productive operation 
of the downstream FT liquids polygeneration system.  
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2  Addressing impediments to investment in geothermal energy 
It was found that the stable energy load of data-centres, the ubiquitous availability of fibre 
optic network infrastructure and established oil and gas pipelines, offer an opportunity to 
generate returns >24%, from an investment in geothermal energy resources. All of the 
scenarios that generated these returns were based on the use of low-temperature geothermal 
heat from hot sedimentary aquifers (HSA) to meet the refrigeration load of data-centres and 
the use of co-located natural gas resources to meet their electrical load. Relative to electricity 
transmission infrastructure, fibre optic networks also offer greater geographical flexibility 
with respect to where resources are developed and the scale of development. Importantly, 
capitalising on synergies with established natural gas resources offers the potential to reduce 
the minimum well depth required to establish a viable geothermal resource development from 
at least 3.5 km to less than 1.5 km. Reducing the minimum well-depth thus reduces the 
minimum capital outlay required to develop a given geothermal resource and also the 
uncertainty in the energy recovery potential of a geothermal reservoir, assuming a negative 
log-linear relationship between reservoir permeability and depth. Thus, presented was the first 
comprehensive analysis of a business case for investment in geothermal resources that is not 
reliant on proximate access to residential or industrial energy consumer, but the generally 
ubiquitous access to fibre optic network infrastructure and the modularity of data-centres. 
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3 Conceptual parallels  
Both the proposed solar coal-to-liquids and the geothermal-data centre proposal offer the 
potential to reduce the minimum viable scale of development, capitalise on access to 
common-use network infrastructure and offer an opportunity to displace a high value energy 
commodity. For the solar coal-to-liquids concept these characteristics are evident in the recent 
emergence of micro-channel FT reactor technology, which enable a reduction in the minimum 
viable production scale of a FT liquids plant to 1500 bbl/day from an output >>15,000 
bbl/day for conventional fixed-bed FT reactors. This corresponds to a predicted reduction in 
the minimum capital outlay from >US$1.6 b to ~US$200 M. Reducing the minimum viable 
scale of a plant also reduces the project construction lead time from five to two years, the 
revenue foregone through this phase and the large portfolio risks associated with significant 
debt positions. Furthermore, just as the retail price of electricity offers a geothermal resource 
an opportunity to displace a high value energy commodity that is five times larger than the 
wholesale price of electricity, the use of solar energy to produce synthetic crude oil offers the 
potential to generate ~1.5 times more revenue per GJ of output than wholesale electricity. The 
solar coal-to-liquids process also offers the potential to capitalise on established mineral 
resource value chains and oil and gas pipeline infrastructure as an energy storage medium, 
just as the geothermal concept capitalises on established natural gas infrastructure. These 
broad parallels  
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4 Future work 
The system analyses of the solar coal-to-liquids processes presented offer a benchmark 
relative to which optimisation studies that reduce energy storage requirements, improve 
overall capital productivity, and energetic and GHG emissions performance could be carried 
out. The present assessments provide this benchmark for two solar thermochemical process 
gasification reactors integrated with a FT liquids production facility. Future work could be 
directed towards improving the productivity of the solar packed bed reactor and identifying 
opportunities to optimise performance by incorporating autothermal reactions within the 
packed bed reactor to enable a continuous non-zero flow of syngas irrespective of solar 
resource availability. The development of this reactor concept could capitalise on the 
successful commercialization of the Lurgi solid fuel gasification system over many decades.  
The commercial relevance of the hybrid geothermal energy system proposed here, is evident 
in the CSIRO’s recent development of a conceptually identical process that proposes the use 
of natural gas fired electricity and geothermal driven absorption cooling to meet the energy 
load of the Pawsey Centre Supercomputer. Indeed the present assessment of the economic 
performance of this concept over a wide-range of technical, commercial and financial 
scenarios, offers a benchmark relative to which future developments of geothermal energy 
systems can be compared. 
	
