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GALOISIAN APPROACH TO COMPLEX OSCILLATION
THEORY OF SOME HILL EQUATIONS
YIK-MAN CHIANG AND GUO-FU YU
Abstract. We apply Kovacic’s algorithm from differential Galois theory to
show that all complex non-oscillatory solutions (finite exponential of conver-
gence of zeros) of certain Hill equations considered by Bank and Laine using
Nevanlinna theory must be Liouvillian solutions. That are solutions obtainable
by suitable differential field extensions construction. In particular, we have es-
tablished a full correspondence between solutions of non-oscillatory type and
Liouvillian solutions for a particular Hill equation. Explicit closed-form solu-
tions are obtained via both methods for this Hill equation whose potential is a
combination of four exponential functions in the Bank-Laine theory. The dif-
ferential equation is a periodic form of biconfluent Heun equation. We further
show that these Liouvillian solutions exhibit novel single and double orthog-
onality and a Fredholm integral equation over suitable integration regions in
C that mimic single/double orthogonality for the corresponding Liouvillian
solutions of the Lame´ and Whittaker-Hill equations, discovered by Whittaker
and Ince almost a century ago.
1. Introduction
Differential Galois theory ([1], [2], [33], [34], [35]) has been demonstrated a pow-
erful tool to study, amongst various research areas, monodromy of linear differ-
ential equations. In particular, it can be used to identify Liouvillian solutions of
the differential equations. These solutions correspond to the associated differential
Galois group of the differential equations being solvable are closely related to find-
ing closed-form solutions of the differential equations. A well-known theorem of
Kimura [25], [33] stated that Gauss hypergeometric equation that admits algebraic
solutions or else Jacobi polynomials are amongst the Liouvillian solutions of the
equation. The classification given by Kimura contains the celebrated Schwarz’s list
of when the monodromy group of the hypergeometric equation is finite. The study
of Liouvillian solutions has been extended to the classical Lame´ equation
(1.1) w′′(z) + [h− n(n+ 1) k2sn2z]w(z) = 0,
where the sn z is a Jacobi elliptic function. The classical Lame´ polynomials are
amongst the Liouvillian solutions. One can find a detailed account of the Lame´
theory in [33, Chap. 2]. Let n(r, f) be the number of zeros of an entire function
f in D(0, r) := {z : |z| < r}. In this paper, we study the interplay between the
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Liouvillian solutions to the Hill equation
(1.2) f ′′(z) +
(− e4z +K3 e3z +K2 e2z +K1 ez +K0)f(z) = 0,
where Kj ∈ C, j = 0, 1, 2, 3 and its non-oscillatory solutions, i.e., those solutions
with λ(f) = lim supr→∞ logn(r, f)/log r < ∞ or finite exponent of convergence
of zeros of Bank-Laine’s complex oscillation theory that studies solutions of linear
second order differential equations with transcendental entire coefficients under the
framework of Nevanlinna’s value distribution theory [20], [28], [43].
Bank and Laine [6], [7] showed that when the Hill equation
(1.3) f ′′(z) +A(z)f(z) = 0,
where A(z) = B(ez),
(1.4) B(ζ) = Ks/ζ
s + · · ·+K0 + · · ·+Kℓζℓ,
and Kj (k = s, · · · , ℓ) are complex constants, admits a non-trivial entire solution
f with λ(f) < +∞ (i.e., zero as a Borel exceptional value), then
(1.5) f(z) = ψ(ez/h) exp
(
dz + P (ez/h)
)
where h = 2 if ℓ is odd and h = 1 otherwise, ψ(ζ) is a polynomial, P (ζ) is a Laurent
polynomial and d is a constant. Obviously, both the polynomial ψ and P depend
on the coefficient B(ζ). See also [39] for higher order differential equations.
Let x = ez/h. Then the equation (1.3) can be transformed to the equation in x:
(1.6) x2Ψ′′(x) + xΨ′(x) + h2
( ℓ∑
j=s
Kjx
jh
)
Ψ(x) = 0.
The main purpose of this paper is to show the solutions Ψ(x) = f(x) to (1.6)
must be Liouvillian solutions in the sense of Picard-Vessiot theory of Kolchin [26]
when the solutions f(z) of (1.3) with zero as the Borel exceptional value. That
is, f can be represented in the form (1.5). In the special case of the equation
(1.2), which is labelled PBHE, we further show that the converse of the above
statement also holds, namely, that each Liouvillian solution Ψ(x) to the differential
equation (1.6) must correspond to a solution f(z) = Ψ(x) of the (1.2) that assume
the form (1.5), that is, λ(f) < +∞. Indeed, the equivalence problem has been
solved for the equation f ′′(z) + (ez −K0)f(z) = 0 and the Morse equation in [8],
[11] and [7] and their differential Galois theory counterparts are dealt with, for
examples, in [1, p. 275], [2, p. 351] and [2, p. 355] respectively. We next show
that if K3, K2 are real and K0 < 0, then these Liouvillian solutions possess new
single and double orthogonality for the non-oscillatory solutions, as well as a novel
Fredholm integral equation that resemble the single and double orthogonality for
the Lame´ polynomials (already recorded in [21, §95, §98]) and Fredholm integral
equation for the Lame´ equation discovered by Whittaker [42]. We also mention
that the orthogonal eigenfunction over (−∞, ∞) satisfy the Sturm-Liouville type
boundary condition
(1.7) lim
z→±∞
f(z) = 0.
In [9] the authors applied differential Galois theory to study Sturm-Liouville prob-
lems of Schro¨dinger equations in connection with the boundary condition (1.7).
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Our argument is heavily based on the celebrated algorithm due to Kovacic [27]
specifically to differential equations written in the normalised form
(1.8) y′′ = ry,
where r ∈ C(x), where C(x) denotes the field of rational functions. The algorithm
is based on a key theorem of Kovacic which is tailored from Kolchin’s theory [26].
Theorem 1.1 ((Kovacic, 1986)). There are four cases to distinguish.
(1) The differential equation (1.8) has a solution of the form exp
( ∫
ω
)
, where
ω(x) ∈ C(x);
(2) The differential equation (1.8) has a solution of the form exp
( ∫
ω
)
, where
ω(x) is algebraic over C(x) and case (1) does not hold;
(3) All solutions of the differential equation (1.8) are algebraic over C(x) and
cases (1) and (2) do not hold;
(4) The differential equation (1.8) has no Liouvillian solution.
We state our first result for the general Hill equation (1.3).
Theorem 1.2. Let f be an entire function solution to the Hill equation (1.3) with
finite exponential of convergence of zero, i.e., λ(f) < +∞. Then the equation (1.6)
where h = 2, if both ℓ ≥ s ≥ 0 are odd and h = 1, if both ℓ ≥ s are even (see
e.g., [10]), admits a Liouvillian solution Ψ(x) = f(z) to (1.6), where x = ez/h, that
belongs to the case (1) of Theorem 1.1.
Acosta-Huma´nez and Bla´zquez-Sanz applied differential Galois theory in [1] to
conclude that both the Mathieu equation
f ′′(z) + (A+B cos 2z)f(z) = 0
and the extended Mathieu equation
f ′′(z) + (A+B cos 2z + C sin 2z)f(z) = 0
have no Liouvillian solutions.
In addition to the Lame´ equation (see §9) and the Mathieu equation, Whittaker
appears to be the first one to derive a Fredholm type integral equation of the
second type for the Whittaker-Hill equation [41] (see also [30]), namely that periodic
solutions of the equation
(1.9) f ′′(z) +
[
A− (n+ 1)ℓ cos 2z + 1
8
ℓ2 cos2 4z
]
f(z) = 0,
are eigen-solutions to the
(1.10) f(z) = λ
∫ 2π
0
cosn(z − t) e 12 ℓ(sin2 z+sin2 t) f(t) dt ,
with symmetric kernel. We shall extend Ince’s method from [23] to derive an analo-
gous Fredholm type integral equation of the second type for the Liouvillian solutions
for the PBHE (1.2) with symmetric kernel written in terms of a confluent hyperge-
ometric function. These integral equations possess rich monodromy information of
the eigen-solutions concerned that are awaiting for serious study, despite their long
history.
This paper is organised as follows. We shall briefly review the Picard-Vessiot
theory, the meaning of Liouvillian solutions and Kovacic’s algorithm in section §2
before we can state the main results about the equivalence between non-oscillatory
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solutions of (1.2) and Liovuiliian solutions of (1.6) in §3. The proofs of Theorems
3.1 and 1.2 are given in §3 and §4 respectively. We introduce main results about
orthogonality in §6 and their proofs are given in §7 and §8. Finally we discuss a
new Fredholm type integral equation for the Liouvillian solutions from Theorem
3.1 in §9 and its derivation is given in §9. We append part of the Kovacic algorithm
that we need to use in the Appendix of this paper.
2. The Kovacic algorithm
2.1. Differential Galois theory. We give a brief description on basic terminology
and fundamentals of the differential Galois theory that lead to Kovacic’s Theorem
1.1 in this section.
A differential field F(⊇ C(x)) is Liouvillian if there is a tower of differential
extension fields C(x) = F0 ⊂ F2 ⊂ · · · ⊂ Fn = F such that for each i = 1, · · · , n
(1) Fk = Fk−1[α] were α′/α ∈ Fk−1;
(2) or Fk = Fk−1[α] where α′ ∈ Fk−1;
(3) or Fk is finite algebraic over Fk−1.
A function is said to be Liouvillian if it is contained in some Liouvillian field
defined above.
Suppose we are given a linear differential equation aY ′′ + bY ′ + cY = 0. Then
we can always rewrite it into the so-called normal form: y′′ = ry where r belongs
to the same differential field as that of a, b, c, that is in C(x). Let y1, y2 be a
fundamental set of solutions to the DE y′′ = ry. Let
G = C(x) < y1, y2 >= C(x)(y1, y2, y
′
1, y
′
2)
be the extension field of C(x) generated by y1, y2. Then we define the (differential)
Galois group of G over C(x) to be the set of all differential automorphisms σ of G
that leaves C(x) invariant. An automorphism σ of G is differential if σ(y′) = (σy)′
for all σ ∈ G.
Without going into the details, the fundamental theorem of differential Galois
theory of a linear differential equation is about the isomorphisms between the inter-
mediate fields of Picard-Vessiot extension and the closed subgroups of its differential
Galois group. It is fundamental and demonstrated by Kovacic [27] that the rep-
resentations of these subgroups are linear algebraic groups, namely that they are
subgroups of GL(2, C), in that each matrix element satisfies a polynomial equa-
tion. A fundamental theorem of Lie-Kolchin [33, p. 8], is that a connected linear
algebraic group is solvable if and only if it is conjugate to a triangular group. See
also Laine [28, Chap. 14]. Then a classification of algebraic subgroups of SL(2, C)
is that
(1) G is triangulisable.
(2) G is conjugate to a subgroup of the infinite dihedral group and case (1)
does not hold.
(3) G is finite and cases (1) and (2) do not hold.
(4) G = SL(2, C).
2.2. Kovacic’s algorithm. Kovacic tailored the above theorem specifically to dif-
ferential equations written in the normalised form y′′ = ry already given in Theorem
1.1.
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After transforming a given linear differential equation to the normalised form
(1.8), Kovacic’s algorithm gives a necessary condition that tests the plausibility
of the equation (1.8) having a Liouvillian solution. We first write r = s/t with
s, t ∈ C[x], relatively prime. Then it is clear that the finite poles of r locate at the
zeros of t. We understand the order of r at infinity in the usual sense to be the
order of pole of r(1/x) at x = 0. That is, the integer deg t− deg s.
Theorem 2.1 (Kovacic [27]). The following conditions are necessary for the re-
spective cases mentioned in Theorem 1.1 to hold.
(1) Every pole of r must have even order or else have order 1. The order of r
at ∞ must be even or else be greater than 2.
(2) r must have at least one pole that either has odd order greater than 2 or
else has order 2.
(3) The order of a pole of r cannot exceed 2 and the order of r at ∞ must be
at least 2. If the partial fraction expansion of r is
(2.1) r =
∑
i
αi
(x− ci)2 +
∑
j
βj
x− dj ,
then
√
1 + 4αi ∈ Q, for each i,
∑
j βj = 0, and if
(2.2) γ =
∑
i
αi +
∑
j
βjdj ,
then
√
1 + 4γ ∈ Q.
One observes from Theorem 1.1 that the most general solution has the form
y = P exp
( ∫
ω
)
= exp
( ∫
P ′/P + ω
)
, where P ∈ C[x] and ω ∈ C(x) so that the
logarithmic derivative of y satisfies the Riccati equation
(2.3)
P ′′
P
+ 2ω
P ′
P
+ (ω′ + ω2) = r
and the task would then be to determine the main part of ω using the above
Theorem 2.1 by constructing a rational function denoted by [
√
r]c for various poles
c of r. The remaining task would be to determine the polynomial component P in
the differential equation
(2.4) P ′′ + 2ωP ′ + (ω′ + ω2 − r)P = 0,
if any. An affirmative answer would imply a Liouvillian solution. Since the full
Kovacic’s algorithm is lengthy, we refer readers to the appendix of this paper.
3. Complex non-oscillatory and Liouvillian solutions
It is easy to check that the transformation Ψ(x) = f(z), x = ez (i.e., h = 1 in
(1.5)), transforms the equation (1.2) to the equation
(3.1) x2Ψ′′(x) + xΨ′(x) +
(− x4 +K3x3 +K2x2 +K1x+K0)Ψ(x) = 0,
which we call a generalised Bessel’s equation. It is easy to see from the format
of the equation that (3.1) has a regular singularity at the origin and an irregular
singularity at ∞ which is of higher rank than that of the Bessel equation. The
well-known formula
(3.2) Ψ = y · exp
(
− 1
2
∫
1
x
)
= x−1/2 · y
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transforms the equation (3.1) to a standard normal form
(3.3) y′′ =
(
x2 −K3x−K2 − K1
x
− 1/4 +K0
x2
)
y
in order to apply Kovacic’s algorithm to identify Liouvillian solutions to the normal
form of generalised Bessel equation (3.3), if any. This would lead to a criterion of
entire solutions of the Hill equation (1.2) with finite exponent of convergence of
zeros λ(f) < +∞. The origin is a regular singularity of equation (3.3), but the ∞
is an irregular singularity. We mentioned that the authors of [17] applied differential
Galois theory to study the Stoke phenomenon of prolate spheroidal wave equation.
It would be interesting to see if their approach could also be applied to this equation
we consider in this paper.
Theorem 3.1. Let K3, K2, K1 and K0 be arbitrary constants in C. Then the Hill
equation (1.2), when written in the operator form,
(3.4) −Hf(z) := −
(
e−z
d2
dz2
− e3z +K3e2z +K2ez +K0e−z
)
f(z) = K1f(z),
admits an entire solution with λ(f) < +∞ if and only if the normalised generalised
Bessel equation (3.3) admits a Liouvillian solution in the case (1) of Kovacic’s
Theorem 1.1 above. Moreover, when this happens, there exists an non-negative
integer n such that the following equation
(3.5)
K23
4
+K2 + 2ǫ0ǫ∞
√
−K0 = −2ǫ∞(n+ 1),
holds amongst the K3, K2 and K0, where ǫ
2
∞ = ǫ
2
0 = 1. Furthermore, there are
either
(1) n+ 1, possibly repeated, choices of K1;
or
(2) precisely n+ 1 distinct real values of K1, labelled by (K1)ν (ν = 0, · · · , n),
if, in addition, that K3, K2, K0 are assumed to be real, K0 < 0, ǫ∞ = −1
and such that
(3.6) 1 + 2ǫ0
√
−K0 > 0
holds.
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The (K1)ν (ν = 0, · · · , n) consist of the roots of the (n+ 1)× (n+ 1) determinant
Dn+1(K1) = 0 where Dn+1(K1) is tridiagonal and it is equals to
(3.7)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
k1 1
(1 + 2ǫ0
√−K0)k2 k1 − ǫ∞K3 1
2(2 + 2ǫ0
√
−K0)
× (k2 + 2ǫ∞)
k1 − ǫ∞2K3 1
. . .
. . .
. . .
. . .
. . .
. . .
(n− 1)
× (n− 1 + 2ǫ0
√
−K0)
× (k2 + 2ǫ∞(n− 2))
k1 − ǫ∞(n− 1)K3 1
n(n+ 2ǫ0
√
−K0)
× (k2 + 2ǫ∞(n− 1))
k1 − ǫ∞nK3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
and k1, k2 are given by
k1 = K1 − ǫ∞
2
(1 + 2ǫ0
√
−K0)K3,(3.8)
k2 = 2ǫ∞(1 + ǫ0
√
−K0) +K2 + 1
4
K23 .(3.9)
Moreover, we can write the solution f in the form
(3.10) BHn, ν(z) = Yn, ν(e
−z) exp
[
ǫ∞
2
(
e2z −K3 ez
)
+ (n+ ǫ0
√
−K0) z
]
,
where Yn, ν(x) is a polynomial of degree n, and ν = 0, 1, · · · , n respectively for the
different roots of Dn+1(K1) = 0. Clearly, each y(x) = BHn, ν(z) (ν = 0, · · · , n) is
a Liovuillian solution to the differential equation (3.3).
Remark. We remark that if ǫ0 = 1, so that 1 + 2ǫ0
√−K0 > 1 > 0 holds trivially.
If, however, ǫ0 = −1, then 1− 2
√−K0 > 0, so that 0 <
√−K0 < 1/2.
4. Proof of Theorem 1.2
Proof. We suppose that f is a solution of (1.2) with λ(f) < +∞. Then Bank and
Laine’s result [7] asserts that f is given by (1.5), where f(z) = Ψ(x), x = ez/h.
Hence
(4.1) Ψ(x) = xhdψ(x) exp
(
P (x)
)
= exp
(∫
ω
)
where
(4.2) ω = P ′ +
ψ′
ψ
+
hd
x
,
which belongs to C(x). According to the transformation (3.2), we have
(4.3) y = exp
( ∫
ω˜
)
where
(4.4) ω˜ = P ′ +
ψ′
ψ
+
2hd+ 1
2x
∈ C(x)
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matches precisely the case 1 of Theorem 1.1. Hence the equation
x2y′′ = h2
(−
ℓ∑
j=s
Kjx
jh − 1/4)y
and (1.6) possess Liouvillian solution. 
5. Proof of Theorem 3.1
Proof. Suppose that if a solution f of (1.2) has λ(f) < +∞. Bank and Laine’s
result asserts that there exist complex constants d, dj and a polynomial Pn(ζ) of
degree n such that
f(z) = Pn(e
z) exp
(
d1 e
z + d2 e
2z + d z
)
,(5.1)
with
Pn(ζ) =
n∑
k=0
qkζ
k, qn 6= 0.
Substitution of (5.1) into (1.2) results in
4d22 − 1 = 0, 4d1d2 +K3 = 0, d2 +K0 = 0.(5.2)
Then we introduce notation ǫ∞ = ±1, ǫ0 = ±1 and write d2 = ǫ∞/2, d1 =
−ǫ∞K3/2, d = ǫ0
√−K0. Thus we obtain the solution (3.10).
It follows from Theorem 1.2 that if a solution f of (1.2) has λ(f) < +∞, then
the function y = x1/2Ψ(x), where Ψ(x) = f(z), x = ez is a Liouvillian solution
to the differential equation (3.3). Thus, we apply Kovacic’s algorithm (case 1) to
the equation (5.3). It turns out that we can identify the (3.3) with the biconfluent
Heun equation (BHE) [36], written in the following normalised form,
(5.3) y′′ =
(
x2 + βx +
β2
4
− γ + δ
2x
+
α2 − 1
4x2
)
y,
where α, β, γ, δ are some constants. Equation
(5.4) xy′′ + (1 + α− β x− 2x2)y′ +
(
(γ − α− 2)x− 1
2
(δ + (1 + α)β)
)
y = 0,
is called the canonical form of BHE. Duval and Loday-Richard [14] have already
applied Kovacic’s algorithm to the equation (5.3) to obtain criteria for Liouvillian
solutions. In addition to the fact that they did not give details of their computation
in [14, Prop. 13], see also [34], it would be difficult for us to elaborate on the
dependence of the different set of coefficients, namely K3, · · · ,K0 from the (1.2).
In particular, we shall derive four different sets of n+1 solutions of the from (3.10) as
emphasised in the remark after the theorem, so we judge it appropriate in working
out details of the algorithm here for the sake of completeness, especially given our
very different motivation, context and notation.
Kovacic’s algorithm consists of identifying the set of poles {c} (both finite and
∞) of r, constructing a suitably defined rational function denoted by [√r]c based
on the Laurent expansion of r at the pole c, and the corresponding tuple (α+c , α
−
c )
of complex numbers. In the case of (3.3) under consideration, our r can only have
poles at 0 and ∞.
According to Kovacic’s algorithm (see the Appendix), there are three cases to
consider:
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(1) K0 = − 14 ,K1 = 0,
(2) K0 = − 14 ,K1 6= 0,
(3) K0 6= − 14 .
We use the notation Z and N to denote all integers and all positive integers re-
spectively. The generalised Bessel equation (3.3) has Liouvillian solutions if and
only if it falls into the Case (1) of Kovacic algorithm and we claim that one of the
following conditions is fulfilled.
(1) K0 = − 14 ,K1 = 0 and −ǫ∞(K2 + K
2
3
4 ) ∈ 2Z + 1. The monic polynomial
Pn(x) of degree n in the Liouvillian solution satisfies
P ′′n + 2ǫ∞(x −
K3
2
)P ′n + (ǫ∞ +K2 +
1
4
K23 )Pn = 0.(5.5)
(2) K0 = − 14 , K1 6= 0 and −ǫ∞(K2+ 14K23) = 2n+3 ∈ 2N+1. Then Pn(x) in
the Liouvillian solution satisfies
xP ′′n (x) + (2− ǫ∞K3x+ 2ǫ∞x2)P ′n
+
[
K1 − ǫ∞K3 + (3ǫ∞ +K2 + 1
4
K23 )x
]
Pn = 0.(5.6)
(3) K0 6= − 14 and ǫ0, ǫ∞ ∈ {±1} such that −ǫ∞(K2 + 14K23 ) − ǫ0
√−4K0 =
2(n+ 1) ∈ 2N. Pn(x) in the Liouvillian solution satisfies
xP ′′n (x) + (1 + 2ǫ0
√
−K0 − ǫ∞K3x+ 2ǫ∞x2)P ′n
+
[
K1 − 1
2
ǫ∞(1 + 2ǫ0
√
−K0)K3 + (2ǫ∞ + 2ǫ0ǫ∞
√
−K0 +K2 + 1
4
K23 )x
]
Pn = 0.
(5.7)
The case (5.5) reduces essentially to a Hermite equation whose structure is so
degenerate which already falls outside the scope of being a genuine BHE case. The
case (5.6) is a special case of (5.7) and so we omit the details. In the following we
consider the third case when K0 6= − 14 to illustrate the Kovacic algorithm. In this
situation, we have
r(x) =
−1/4−K0
x2
+
−K1
x
−K2 −K3x+ x2.
We first need to identify the singularities of r, and they are {0, ∞}. So the set
Γ = Γ′∪{∞} = {0}∪{∞} and the only finite pole is c = 0. Then it is obvious that
the order of r(x) at x = 0 is two, i.e., o(r0) = 2. According to Case 1, Step 1 in
the Appendix, we deduce that the rational function [
√
r]0 ≡ 0, r = · · ·+ bx−2 with
b = −1/4−K0 so that the tuple (α+0 , α−0 ) of numbers are given by the expression
(5.8) αǫ00 =
1 + ǫ0
√
1 + 4b
2
=
1 + ǫ0
√−4K0
2
=
1
2
+ ǫ0
√
−K0, ǫ0 = ±1.
Similarly, it is easy to spot that the only other pole being at ∞ also has order −2,
i.e., o(r∞) = 2− 4 = −2. Then the Case (1), Step 1 of Kovacic’s algorithm in the
Appendix again asserts that we have [
√
r]∞ ≡ x− K32 , and that the tuple (α+∞, α−∞)
of numbers are given by
αǫ∞∞ =
1
2
[
− ǫ∞(K2 + K
2
3
4
)− 1
]
, ǫ∞ = ±1.(5.9)
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We continue the algorithm to the next step, the Step 2, where we define the set
of positive integers n:
D = {n ∈ N : n = αǫ∞∞ −
∑
c∈Γ′
αǫcc , ∀(ǫp)p∈Γ}.
and we can derive
(5.10) n = αǫ∞∞ − αǫ00 = −1 +
1
2
[
− ǫ∞
(
K2 +
K23
4
)
− ǫ0
√
−4K0
]
,
holds for some non-negative integer n according to the assumption (3.5). Hence
1 = #(D) > 0. We now construct the rational function ω according to the Step 2:
(5.11) ω = ǫ∞ · [
√
r]∞ + ǫ0 · [
√
r]0 +
αǫ00
x
= ǫ∞(x− K3
2
) +
αǫ00
x
,
so that
(5.12) ω′ + ω2 − r = 2ǫ∞ +K2 + K
2
3
4
+ ǫ∞ǫ0
√
−4K0 + K1 − ǫ∞α
ǫ0
0 K3
x
,
with ǫ∞ = ±1. Substituting the equation (5.10) or equivalently the equation (3.5)
into (5.12) simplifying it to
(5.13) ω′ + ω2 − r = −2ǫ∞n+ K1 − ǫ∞α
ǫ0
0 K3
x
.
It remains to solve for the differential equation (2.4) for a polynomial Pn as stated
in the Step 3 in Case (1) of Kovacic’s algorithm in the Appendix. That is, we need
to solve for the differential equation
xP ′′n (x) + (1 + 2ǫ0
√
−K0 − ǫ∞K3 x+ 2ǫ∞x2)P ′n
+
(− 2ǫ∞nx+K1 − ǫ∞αǫ00 K3)Pn = 0(5.14)
which is a simplified form of the equation (5.7). Substitute
Pn =
n∑
m=0
Am
(1 + 2ǫ0
√−K0)m
xm
m!
, (µ)n =
Γ(µ+ n)
Γ(µ)
, n ≥ 0,
into (5.7), we obtain the three-term recursion relation
A0 = 1, A1 = −k1
Am+2 + (k1 − ǫ∞(m+ 1)K3)Am+1
+ (m+ 1)(m+ 1 + 2ǫ0
√
−K0)(k2 + 2ǫ∞m)Am = 0,(5.15)
with k1 and k2 given by (3.8) which results in the determinant (3.7) being zero.
That is, there are n + 1, possibly repeated, roots of K1. Let us first suppose
the inequality (3.6) holds when ǫ∞ = −1. Hence 1 + 2ǫ0
√−K1 > 0. However, this
expression from equation (5.14) corresponds to the parameter 1+α > 0 of equation
(5.4). It follows from a theorem of Rovder [37, Theorem 1] that the determinant
associates with (5.15) admits n+1 distinct real values of K1− ǫ∞αǫ00 K3 and hence
K1. It follows that the equation (5.14) has n+ 1 distinct polynomial solutions.
Thus the Liouvillian solution to (3.3) is expressed by
y(x) = Pn(x) exp
(∫
ω(x)dx
)
= Pn(x)x
α
ǫ0
0 exp
[ǫ∞
2
(x2 −K3 x)
]
.(5.16)
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From the transformation (3.2), we obtain the solution to the Hill equation (1.2)
f(z) = Pn(e
z) exp
(ǫ∞
2
e2z − ǫ∞
2
K3 e
z + ǫ0
√
−K0z
)
.(5.17)
The cases (1) and (2) can be considered similarly.

6. Orthogonal solutions of Hill equation
We next show for the first time that there are novel orthogonality amongst the
non-oscillatory/Liouvillian solutions BHn, ν(z) (3.10) for the periodic BHE (1.2)
from the Bank-Laine theory. These are analogous results for Lame´ equation which
we now review.
It is known that the classical Lame´ polynomials [3, §9.2–9.3] are eigen-solutions
to the Lame´ equation
(6.1) w′′(z) + [h− n(n+ 1) k2sn2z]w(z) = 0,
where n is chosen to be a non-negative integer, then there are n/2 or (n + 1)/2
distinct choices of h, depending on when n is even and odd respectively, thus
leading to 2n+ 1 distinct choices of Lame´ polynomials, and each of which assumes
the form
(6.2) sn rz cn sz dn tz Fp(sn
2z)
where r, s, t can take integer values either 0 or 1, subject to the constraint r+ s+
t + 2p = n. This leads to eight different combinations of (r, s, t), called species
[3, p. 201], and a total of 2n+ 1 Lame´ polynomials polynomials. The coefficients
of polynomial Fp in (6.2) satisfies a three-term recursion. It is known from 19th
century texts that Lame´ polynomials of the same type satisfy orthogonality relation
given by, for example,
(6.3)
∫ 2K
−2K
Em1n (z)E
m2
n (z) dz = 0
whenever m1 6= m2 (0 ≤ m1, m2 ≤ n), where the real period and imaginary period
of sn z are denoted by 4K and 2iK ′ respectively (e.g. [21, p. 370], [22, p. 466];
see also [3, §9.4]). That is, two Lame´ polynomials of the same spice must have the
same degree n, and their orthogonality is over the other parameter m (0 ≤ m ≤ n),
which differs from conventional orthogonality we encounter from other well-known
examples. On the other hand, we have∫ 2K
−2K
(Emn (z))
2 dz 6= 0
whenever m1 = m = m2 [3, p. 206].
We next show that the set of parameters (ǫ0, ǫ∞) = (1, −1) associates to n+ 1
eigen-solutions BHn, ν(z) defined in (3.10) exhibit similar orthogonality as the (6.3).
That is, any two functions BHn, ν(z) of the same degree n out of the n+1 solutions
defined by (3.10) are orthogonal with respect to the weight ez over (−∞, +∞), and
different parameters ν (0 ≤ ν ≤ n) (instead of different degrees n).
Moreover, these eigen-solutions BHn, ν(z) satisfy the (1.7), i. e.,
(6.4) lim
z→±∞
BHn, ν(z) = 0
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which serves as a boundary condition of a Sturm-Liouville problem for time-independent
linear Schro¨dinger equation including our equation (6.6) below studied by Bla´zquez-
Sanz and Yagasaki [9]. There the authors showed that the corresponding eigen-
solutions correspond to discrete eigenvalues are Liouvillian. We note that we re-
quire the BHn, ν(z) to satisfy the boundary condition (6.4) for the orthogonality
result below. The results in [9] provide another connection of differential Galois
theory with non-oscillatory solutions of (6.6) below.
Theorem 6.1. Let n be a non-negative integer. Suppose that the coefficients
K3, K2 and K0 < 0 of the Hill operator (3.4) are all real, satisfy the relation
(6.5)
K23
4
+K2 − 2
√
−K0 = 2(n+ 1),
for each n. Then the equation
(6.6)
−H f(z) := −
(
e−z
d2
dz2
−e3z+K3e2z+K2ez+K0e−z
)
f(z) =
(
K1
)
n, ν
f, 0 ≤ ν ≤ n,
admits n+ 1 linearly independent solutions BHn, ν(z), (0 ≤ ν ≤ n) of the form
(6.7) BHn, ν(z) = e
nzYn, ν(e
−z) exp
[
− 1
2
(
e2z −K3ez
)
+
√
−K0 z
]
,
to (6.6) given in (3.10) corresponding to the n+1 distinct real values of
(
K1
)
n, ν
(0 ≤
ν ≤ n) satisfy the orthogonality, namely
(6.8)
∫ ∞
−∞
BHn, µ(x) BHn, ν(x) e
x dx = 0
whenever µ 6= ν, and
(6.9)
∫ ∞
−∞
(BHn, µ(x))
2 ex dx 6= 0
whenever µ = ν.
We further observe that one can define the inner product by integrating the
Lame´ polynomials over a complex period [K − 2iK ′, K + 2iK ′] instead of the real
period [−2K, 2K] [3, §9.4] considered above. That is,
(6.10)
∫ K+2iK′
K−2iK′
Em1n (z)E
m2
n (z) dz = 0
whenever m1 6= m2.
We observe from (6.3) and (6.8) that although the corresponding Lame´ polyno-
mial solutions and periodic BHE polynomial solutions of same degree respectively
are orthogonal with respect to the parameters µ, ν, it is not clear if polynomials of
different degrees are orthogonal to each other. It turns out that an orthogonality
exists for polynomials of different degrees when they are formed from products of
two Lame´ polynomials of same degree but in different parameters. The following
double orthogonality can be found in [21, pp. 379–381], [22, pp. 467–469], [3, §9.4]:
(6.11)
∫ 2K
−2K
∫ K+2iK′
K−2iK′
Eµm(z)E
µ
m(s)E
ν
n(z)E
ν
n(s) (sn
2z − sn 2s) dz ds = 0
whenever n 6= m, while if m = n, then the orthogonality still hold when µ 6= ν, for
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0 ≤ µ, ν ≤ n. On the other hand,∫ 2K
−2K
∫ K+2iK′
K−2iK′
[Eµm(z)E
µ
m(s)]
2 (sn 2z − sn 2s) dz ds 6= 0.
We show below that suitable product of two non-oscillatory/Liouvillian solutions
of equation (1.2) also possesses a double orthogonality, over R× (R + iπ), that is
analogous to that of the Lame´ equation discussed above, and that appears to be
new.
Theorem 6.2. Let K3 and K2 be given real numbers. Let m and n be non-negative
integers such that (K0)n < 0 and (K0)m < 0 from Theorem 3.1 satisfy
(6.12)
K23
4
+K2 − 2
√
−(K0)n = 2(n+ 1),
and
(6.13)
K23
4
+K2 − 2
√
−(K0)m = 2(m+ 1),
respectively. Suppose BHn, µ (0 ≤ µ ≤ n) are solutions of the differential equation
(6.6) as defined in the Theorem 6.1 with finite exponent of convergence of zeros,
and BHm, ν (0 ≤ ν ≤ m) are the corresponding solutions to the equation (6.6) with
n replaced by m. Then we have
(6.14)
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
BHn, µ(z) BHn, µ(s) BHm, ν(z) BHm, ν(s) (e
z − es) dz ds = 0
whenever (n, µ) 6= (m, ν). Moreover,
(6.15)
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
[BHn, µ(z) BHn, µ(s)]
2 (ez − es) dz ds 6= 0,
if (n, µ) = (m, ν).
7. Proof of Theorem 6.1
Proof. We note that since we assume (6.5) and
√−K0 > 0 (so that 1 + 2
√−K0 >
0), so the (3.5) and the inequality (3.6) are fulfilled respectively. Theorem 3.1
guarantees that there are n+1 distinct solutions to (1.2) of the form (3.10), where we
recall that Yn, ν is a polynomial. Hence we see that BHn, ν(z)→ 0 as z = x→ +∞.
To see that BHn, ν(z) → 0 as z = x → −∞ we only need to note that
√−K0 > 0
because according to the assumption that K0 is real and K0 < 0. Moreover, the
derivative assumes the form
BH′n, ν(z) =
[
− e−zY ′n, ν(e−z) +
((K3
2
ez − e2z
)
+ (n+
√
−K0)
)
Yn, ν(e
−z)
]
× exp
[(K3
2
ez − 1
2
e2z
)
+ (n+
√
−K0) z
]
,
(7.1)
which is similar to that of BHn, ν(z). A similar analysis as that of BHn, ν(z) reveals
that BH′n, ν(z)→ 0 as z = x→ ±∞.
Let n, m be non-negative integers and that the coefficients K3, K2 and K0 < 0
satisfy the relation (3.5) and (3.6). Then it follows from Theorem 3.1 that the
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equation (1.2) possesses n + 1 distinct solutions BHn, ν(z) (0 ≤ ν ≤ n) with finite
exponent of convergence of zeros given by (3.10).
Let fn, ν = BHnν and fn,µ = BHn, µ (0 ≤ ν, µ ≤ n) be two solutions to (1.2)
with finite exponent of convergence. That is, fn, ν and fn,µ are solutions to
f ′′n,µ(z) +
(
−e4z +K3 e3z +K2 e2z +
(
K1
)
n, µ
ez +K0
)
fn,µ(z) = 0
f ′′n, ν(z) +
(
−e4z +K3 e3z +K2 e2z +
(
K1
)
n, ν
ez +K0
)
fn, ν(z) = 0
(7.2)
respectively.
We subtract the two equations resulting from multiplying the first equation of
(7.2) throughout by fn, ν and the second equation of (7.2) throughout by fn, µ
respectively. Then we integrate the resulting equation over (−∞, ∞). This yields∫ ∞
−∞
[
fn, ν(z)f
′′
n,µ(z)− fn, ν(z)f ′′n, µ(z)
]
dz
+
[(
K1
)
n, µ
− (K1)n, ν
] ∫ ∞
−∞
fn, ν (z)fn,µ(z) e
z dz = 0.
We deduce from the explicit representations (6.7) of BHn, ν(z) and (7.1) of BH
′
n, ν(z)
that they both vanish at ±∞. So integration-by-parts of the above equation yields∫ ∞
−∞
fn, ν(z)fn, µ(z) e
z dz
=
[(
K1
)
n, µ
− (K1)n, ν
]−1 ∫ ∞
−∞
[
fn, ν(z)f
′′
n,µ(z)− fn, ν(z)f ′′n, µ(z)
]
dz
=
[(
K1
)
n, µ
− (K1)n, ν
]−1[
fn, ν(z)f
′
n,µ(z)− fn, ν(z) f ′n, µ(z)
]∞
−∞
= 0
thus proving that the two functions fn, ν(z), fn, µ(z) are orthogonal, since the cor-
responding characteristic values
(
K1
)
n, µ
,
(
K1
)
n, ν
are distinct. That is, whenever
µ 6= ν for 0 ≤ µ, ν ≤ n. This proves (6.8).
Let us now consider the case when µ = ν. Notice that the product between
(BHn, µ(z))
2 and the weight function ez yields, under the assumption on 2
√−K0+
1 > 0, that
(BHn, µ(z))
2 ez =
[
Yn, ν(e
−z)
]2
exp
[
(K3e
z − e2z) + 2(n+
√
−K0)z
]
ez
=
[
Yn, ν(e
−z)
]2
exp
[
(K3e
z − e2z) + (2n+ 1 + 2
√
−K0)z
]
> 0
(7.3)
holds throughout the real-axis R. But the representation (6.7) clearly shows that
the product
(BHn, µ(z))
2 ez =
[
Yn, ν(e
−z)
]2
exp
[
(K3e
z − e2z) + (2n+ 1 + 2
√
−K0)z
]
vanishes at ±∞ sufficiently fast to guarantee that the integral∫ ∞
−∞
(
BHn, µ(x)
)2
ex dx
converges and non-vanishing. This proves (6.9). 
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8. Proof of Theorem 6.2
Proof. The idea of the proof is classical by constructing a suitable pair of partial
differential equations and applying integration-by-parts [22, §276] (see also [21, pp.
379–381]. Let K3, K2 be real, and (K0)n, (K0)m satisfy the equations (6.12)
and (6.13) respectively. Let fn, µ(z) = BHn, ν(z) and fm, ν(z) = BHm,µ(z) be two
corresponding eigen-solutions of the (1.2) respectively. We define
Fn, µ(z, s) := fn,µ(z)fn, µ(s), Fm, ν(z, s) := fm, ν(z)fm, ν(s)
to be complex functions of two variables (z, s). Clearly they satisfy, respectively,
the following partial differential equations
∂2Fn, µ
∂z2
− ∂
2Fn, µ
∂s2
=
[
− (e4z − e4s) +K3 (e3z − e3s)
+K2 (e
2z − e2s) + (K1)n, µ (ez − es)
]
Fn, µ = 0(8.1)
∂2Fm, ν
∂z2
− ∂
2Fm, ν
∂s2
=
[
− (e4z − e4s) +K3 (e3z − e3s)
+K2 (e
2z − e2s) + (K1)m, ν (ez − es)
]
Fm, ν = 0(8.2)
Subtracting the equations (8.1) after multiplying by Fm, ν from the equation
(8.2) after multiplying by Fn, µ. We integrate the resulting difference with respect
to the two variables (z, x) from −∞ to ∞ and −∞ + πi to ∞ + πi respectively.
This yields
∫ +∞
−∞
∫ +∞+iπ
−∞+iπ
{
Fm, ν
[
(Fn, µ
)
zz
− (Fn, µ)ss
]− Fn, µ[(Fm, ν)zz − (Fm, ν)ss
]}
dz ds
+
[
(K1)n, µ − (K1)m, ν
] ∫ +∞
−∞
∫ +∞+iπ
−∞+iπ
Fn, µ(z, s)Fm, ν(z, s) (e
z − es) dz ds = 0.
We note that (Fm, ν)z = BH
′
m, ν(z)·BHn, ν(s) and (Fn, ν)s = BHn, ν(z)·BH′n, ν(s).
It again follows from (6.7) BHn, ν(z) and (7.1) BH
′
n, ν(z) vanish at ±∞, so that both
(Fm, ν) and (Fm, ν)z also vanish at ±∞, and the same holds partial derivatives with
z replaced by s.
Integration of the above equation by parts with respect to both variables (z, s)
and utilising our observation in the last paragraph that (Fm, ν) and (Fm, ν)z also
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vanish simultaneously at ±∞ yields
0 =
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
[
Fm, ν (Fn, µ
)
zz
− Fn, µ (Fm, ν)zz
]
+
[
Fn, µ (Fm, ν)ss − Fm, ν (Fn, µ
)
ss
]
dz ds
+
[
(K1)n, ν − (K1)m,µ
] ∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
Fn, µ(z, s)Fm, ν(z, s) (e
z − es) dz ds
=
∫ ∞+iπ
−∞+iπ
[
Fm, ν (Fn, µ
)
z
− Fn, µ (Fm, ν)z
]∣∣−∞
∞ ds
−
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
(Fm, ν)z (Fn, µ)z − (Fn, µ)z (Fm, ν)z dz ds
+
∫ −∞
∞
[
Fn, µ (Fm, ν)s − Fm, ν (Fn, µ)s
]∣∣∞+iπ
−∞+iπ dz
−
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
(Fm, ν)s (Fn, µ)s − (Fn, µ)s (Fm, ν)s dz ds
+
[
(K1)n, ν − (K1)m,µ
] ∫ ∞+iπ
−∞+iπ
∫ −∞
∞
Fn, µ(z, s)Fm, ν(z, s) (e
z − es) dz ds
=
∫ ∞+iπ
−∞+iπ
[
Fm, ν (Fn, µ
)
z
− Fn, µ (Fm, ν)z
]∣∣∞
−∞ ds− 0
+
∫ ∞
−∞
[
Fn, µ (Fm, ν)s − Fm, ν (Fn, µ)s
]∣∣∞+iπ
−∞+iπ dz − 0
+
[
(K1)n, ν − (K1)m,µ
] ∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
Fn, µ(z, s)Fm, ν(z, s) (e
z − es) dz ds
(8.3)
where the integrands in the second and the fourth double integrals are identically
zero. Moreover, both of the two remaining single integrals in the last equal sign
are also identically zero since the Fn, µ, Fm, ν and their partial derivatives vanish
simultaneously at ±∞. That is, we have shown that
[
(K1)n, ν − (K1)m, µ
] ∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
Fn, µ(z, s)Fm, ν(z, s) (e
z − es) dz ds = 0,
thus proving the (6.14) holds whenever n 6= m and irrespective to the choices of ν
and µ.
It remains to consider the case m = n in (6.14). We can easily rewrite
∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
(
BHn, ν(s) BHn,ν(z)
)2
(ez − es) dzds
into the following double integral∫ ∞
−∞
∫ ∞+iπ
−∞+iπ
BH2n, ν(z) · BH2n, ν(s)(ez − es) dz ds
=
∫ ∞
−∞
∫ ∞
−∞
[BH2n, ν(z) · BH2n, ν(ξ + iπ) (ez + eξ)] dz dξ.
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We note that it follows from (6.7) that the BH2n, ν(ξ + iπ) converges to 0 rapidly
when ξ → ±∞, and that the weight (ez+ eξ) is positive throughout the integration
region. Hence we deduce that the double integral above, in much the same way as
we have done for the validity of (6.9), converges and non-vanishing. This proves
the (6.15). 
9. Fredholm integral equations
Whittaker commented in [41, p. 15] that unlike the hypergeometric equation
where its solutions have integral representations, certain solutions of Heun equations
satisfy homogeneous Fredholm-type integral equations of second kind of the form
(9.1) u(x) = λ
∫ b
a
K(x, t)u(t) dt,
instead (see, e.g., [36, Part A, §6]), where λ is the eigenvalue of the solution u(x),
and the kernel K(x, t) is symmetric in x and t, if any. Such integral equations
are of fundamental importance for Heun equations (see, for example, [36, Part A]),
which play the role of integral representations for hypergeometric equation.
Whittaker [42] appears to be the first one who showed that the Lame´ polynomi-
als, being eigen-solutions to the Lame´ equation (1.1), satisfy the following Fredholm
integral equation of the second kind :
(9.2) y(z) = λ
∫ 2K
−2K
Pn(k sn z sn t) y(t) dt,
where the Pn(t) is the n−th Legendre polynomial and λ the corresponding eigen-
value. We refer the reader about further improvements to Whittaker’s result to
consult [36].
It has long been known that Laplace’s and analogous transforms method can
solve some linear differential equations by definite integrals. The kernels of these
integral equations are constructed by solving a specifically designed linear partial
differential equations, which are based on the adjoint form of the original differential
equation, by the method of separation of variables. See for example, Ince [24,
XVIII]. Such kernel functions approach1 , in the words of Ince [23], differs from
Green’s function consideration where the kernel of the integrals involved usually
has discontinuities along the “diagonal”, while the Laplace-type integral transform
method produces “continuous” kernels. Our principal concern here is to obtain
such an explicit Fredholm-type integral equation and solutions for the PBHE (1.2),
using the Laplace method.
Theorem 9.1. Let K3, K2 and K0 be real such that
(9.3) K0 = −m2, m ∈ N.
For each non-negative integer n, there are n+1 distinct pairs of generalised eigen-
values
(
(K1)n, ν , λn, ν
)
, 0 ≤ ν ≤ n such that the Fredholm integral equation of the
1See Garabedian [19, Chapter 10] for a modern treatment.
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second kind
y(z) = λ
∫ 4πi
0
e
ǫ∞
2
(
K3(e
z+et)−(e2z+e2t)
)
+ǫ0
√−K0 (z+t)
(9.4)
× Φ
( ǫ∞K23
16
+
1 + ǫ0
√−K0
2
+
ǫ∞K2
4
;
1
2
; −ǫ∞(ez + es − K3
2
)2
)
et y(t) dt,
(9.5)
where Φ(a, c;x) is the Kummer function, admits corresponding eigen-solutions de-
fined by (3.10) and (K1)n, ν satisfies the determinant
det
(
(K1)n, ν
)
= 0
given in (3.7).
Proof. Without loss of generality, we may consider for each integer n ∈ N, and
ν = 0, 1, · · · , n, the coefficients K3, K2, K0 satisfy the relation (3.5). Then there
are n + 1 of K1 = (K1)n, ν that are roots to the determinant Dn+1(K1) = 0 from
(3.7), the equation
(9.6) e−zf ′′(z) +
(
K4 e
3z +K3 e
2z +K2 e
z +K1 +K0 e
−z) f(z) = 0,
with K4 = −1.
Suppose (9.6) admits an “eigen-solution” u(z). Then we define a sequence of
second order partial differential operators
(9.7) Lz := e
−z
( ∂2
∂z2
+ ℓ(z)
)
,
where Lz = (Ln, ν)z for each integer n ≥ 0 and
(9.8) ℓ(z) := (ℓn, ν)(z) =K4 e
4z +K3 e
4z +K2 e
2z +K1e
z +K0.
Let K(z, s) be a function with two complex variables. Then we construct a partial
differential equation for which K(z, s) solves:
(9.9) Lz(K)− Ls(K) = e−z ∂
2K
∂z2
− e−s ∂
2K
∂s2
+ [e−zℓ(z)− e−sℓ(s)]K.
Now we put
(9.10) K(z, s) = φ(z)φ(s)F (ζ), ζ = ez + es,
with φ(z) = exp
[
a e2z + b ez + dz
]
. Here a, b, d are constants remain to be chosen.
Substituting (9.10) into (9.9) yields
Lz(K)− Ls(K) = e−zKzz − e−sKss +
[
e−zℓ(z)− e−sℓ(s)] ·K
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that is,
Lz(K)− Ls(K) = e−z ∂
2K(z, s)
∂z2
− e−s ∂
2K(z, s)
∂s2
(9.11)
=
[(φ′′(z)
φ(z)
e−z − φ
′′(s)
φ(s)
e−s
)
+ 2
F ′
F
(φ′(z)
φ(z)
− φ
′(s)
φ(s)
)
+
F ′′
F
(ez − es) +
4∑
j=0
Kj(e
(j−1)z − e(j−1)s)
]
K(z, s),(9.12)
which vanishes identically if we set
(9.13) 4a2 +K4 = 0, d
2 +K0 = 0,
and
F ′′(ζ) + (4aζ + 2b)F ′(ζ) +
(
(K3 + 4ab)ζ +K2 + 4a(1 + d) + b
2
)
F (ζ) = 0.(9.14)
Note that K4 = −1. We take a = ǫ∞/2, b = −ǫ∞K3/2, d = ǫ0
√−K0, (ǫ20 = ǫ2∞ =
1). Let z = −ǫ∞(ζ −K3/2)2, F (ζ) = u(z). Then we can transform the differential
equation (9.14) to
(9.15) zu′′ + (1/2− z)u′(z)−
(
ǫ∞K23/16 + ǫ0
√
−K0/2 + ǫ∞K2/4 + 1/2
)
u = 0,
which is the standard form of the confluent hypergeometric equation [16, Chap.
6]. It is well-known that the Kummer function Φ(a; c; z), where a = ǫ∞K23/16 +
ǫ0
√−K0/2 + ǫ∞K2/4 + 1/2 and c = 1/2, is an entire solution to the confluent
hypergeometric equation [16, §6.1 (2)].
Hence
F (ζ) = Φ
( ǫ∞K23
16
+
1 + ǫ0
√−K0
2
+
ǫ∞K2
4
;
1
2
;
−ǫ∞(2ζ −K3)2
4
)
= Φ
( ǫ∞K23
16
+
1 + ǫ0
√−K0
2
+
ǫ∞K2
4
;
1
2
; −ǫ∞(ez + es − K3
2
)2
)
.(9.16)
Note that the F (ζ) above is a periodic function of period 2πi. Consider the operator
Rz w :=
d
dz
(
e−z
d
dz
w(z)
)
+
(
K4 e
3z +K3 e
2z +K2 e
z +K1 + (K0 +
1
4
) e−z
)
w(z) = 0(9.17)
which is self-adjoint Rz = R
∗
z , and where
(9.18) Rz := e
z/2Lze
−z/2
is a gauge transform of Lz defined in (9.7). We define
(9.19) T (z) :=
∫
Γ
e(z+t)/2K(z, t)w(t) dt
where w(t) is an eigen-solution to (3.4) of the form (3.10) and Γ denote the line seg-
ment [0, 4πi]. Applying the operator Rz to T (z) and applying the gauge transform
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yields,
RzT (z) =
∫
Γ
Rz[e
z/2K(z, t)]et/2w(t) dt =
∫
Γ
ez/2Lz[K(z, t)] e
t/2w(t) dt
= ez/2
∫
Γ
et/2Lt[e
−t/2 · et/2K(z, t)]w(t) dt
= ez/2
∫
Γ
Rt[e
t/2K(z, t)]w(t) dt,(9.20)
where the Kt assumes the same form as (9.17) with z replaced by t. But then
integration-by-parts twice yields∫
Γ
Rt[e
t/2K(z, t)]w(t) dt
=
∫
Γ
{ d
dt
[
e−t
d
dt
(
et/2K(z, t)
)]
w(t) +
[ 4∑
j=1
Kj e
jt +
(
K0 +
1
4
)](
et/2K(z, t)
)
w(t)
}
dt
= e−t
d
dt
(
et/2K(z, t)
)
w(t)
∣∣∣
Γ
−
∫
Γ
[
e−t
d
dt
(
et/2K(z, t)
)
w(t)
]
w′(t) dt
+
∫
Γ
[ 4∑
j=1
Kj e
jt +
(
K0 +
1
4
)](
et/2K(z, t)
)
w(t) dt
= 0− (et/2K(z, t)w(t))e−tw′(t)∣∣∣
Γ
+
∫
Γ
(
et/2K(z, s)w(t)
)(
e−tw′(t)
)′
dt
+
∫
Γ
[ 4∑
j=1
Kj e
jt +
(
K0 +
1
4
)](
et/2K(z, t)
)
w(t) dt
= 0 +
∫
Γ
(
et/2K(z, t)w(t)
) · Rt[w(t)] dt = 0,
(9.21)
since both the et/2K(z, t), w(t) and w′(t) return to the same values after a 4πi shift
and that Rt[w(t)] ≡ 0. Combining this with (9.19) shows that T (z) is a solution to
the equation (9.20). We have thus proved, apart from a non-zero constant, that the
right-hand side of the (9.4), which we denote by T˜ (z) is a solution to (9.6). Since√−K0 ∈ Z so the T˜ (z) and moreover even its derivative T˜ ′(z) are both periodic
of period 4πi. It follows from standard Sturm-Liouville theory (see e.g. [15, §2.2,
(2.2.1)]) asserts that there is sequence of real eigen-values λn, ν (ν = 0, 1, 2, · · · )
and λn, ν →∞ as ν →∞. It is known that corresponding to each λn ν there can be
at most one such eigenfunction that satisfies the boundary condition. Since both
the BHn ν and T˜ satisfy the same equation (9.6) and same boundary condition
f(0) = f(4πi) and f ′(0) = f ′(4πi), so BHnν and T˜ can differ by at most a non-zero
constant. This completes that proof. We note that for each non-negative integer
n, only the first n + 1 solutions of the form (3.10) correspond to the eigen-values
λn, ν (0 ≤ ν ≤ n) are eigensolutions to the integral equation (9.4) here. 
10. Comments and conclusions
We would like to point out that it is known that the Lame´ equation is a periodic
version of a limiting case of the Heun equation [36] and our equation PBHE (1.2)
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is a periodic version of the biconfluent Heun equation (5.4) [36], which is sometime
called rotating harmonic oscillator [32]. Despite the long history of BHE (see e.g.
[38], [13]), our understanding of the equation is still far from satisfactory [32, §6]. As
far as the authors are aware, the PBHE first appears in Turbiner’s study of quasi-
exact solvable differential operators related to Lie algebra sl(2) consideration [40,
Eqn. VII, Table 1]. This paper appears to be the first serious study of the PBHE
from Hill’s equation viewpoint using differential Galois theory and Nevanlinna’s
value distribution. In particular, we have shown that the Liouvillian solutions of
the PBHE are precisely those solutions which have finite exponent of convergence
of zeros (non-oscillatory). We then show that these Liouvillian solutions exhibits
novel orthogonality relations.
We have just learnt that our orthogonality results for PBHE can be explained
with a new jointly orthogonal polynomials theory proposed recently by Felder and
Willwacher [18] in the final stage of preparation of this paper. See also [4]. Their
theory also covers orthogonality for the Lame´ and Whittaker-Hill equations. How-
ever, our PBHE and orthogonality weight is more general than what is contained in
[18] (i.e., K3 = 0 in (1.2)). On the other hand, it is tempting to think that our or-
thogonality results for the PBHE are simple ”pull-back” of those in [18]. We argue
that there are major differences between those differential equations with rational
potentials and their periodic counterparts. First, usually, both the orthogonality
and integral equations results for the periodic equations are much more elegant
than their ”rational counterparts”. Second, sometimes, certain results only exist
for equations with periodic potentials. For example, although the double-confluent
Heun equation (DHE) [36] can only have asymptotic expansions for solutions at
the origin x = 0 which is an irregular singularity, Luo and the first author of this
paper have obtained in [12] both the general and (anti-)periodic entire solutions for
a periodic counterpart of the DHE, namely the Whittaker-Hill equation (1.9). An
additional advantage is that periodic equation allows us to utilize the far-reaching
classical Floquet theory [29], [15]. In the case of Fredholm integral equation of the
second kind with periodic symmetric kernel, the boundary condition is also much
more simpler than their rational kernel counterparts [31].
Finally we recall that Bank [5] suggested an algorithm involving the construction
of what he called approximate square-roots to find explicit representations of non-
oscillatory solutions to the (1.3). We would like to point out that Bank’s algorithm
is essentially a special case of the case (1) of Kovacic’s algorithm that we have
applied in this paper. We shall pursue this matter in a subsequent project.
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11. Appendix: Kovacic’s algorithm
Let us fix the notation. For
r =
s
t
, s, t ∈ C[x],
(1) Denote by Γ′ be the set of (finite) poles of r, i.e., Γ′ = {c ∈ C : t(c) = 0}.
(2) Denote by Γ = Γ′ ∪ {∞}
(3) By the order of r at c ∈ Γ′, o(rc), we mean the multiplicity of c as a pole of r.
(4) By the order of r at ∞, o(r∞), we mean the order of pole of r(1/x) at x = 0.
That is o(r∞) = deg(t)− deg(s).
We list only the case 1 out of the four cases in the original Kovacic algorithm
here. We refer to either to Kovacic’s original article [27], or [1] (see also [34]) for
the full algorithm.
The first case of four sub-cases.
In this case [
√
r]c and [
√
r]∞ means the Laurent series of
√
r at c and the Laurent
series of
√
r at ∞ respectively. Furthermore, we define ǫ(p) as follows: if p ∈ Γ,
then ǫ(p) ∈ {+,−}. Finally, the complex numbers α+c , α−c , α+∞, α−∞ will be defined
in the first step. If the differential equation has no poles, then it can only fall in
this case.
Step 1. Search for each c ∈ Γ′ and for∞ the corresponding situation as follows:
• If o(rc) = 0, then
[
√
r]c = 0, α
±
c = 0.
• If o(rc) = 1, then
[
√
r]c = 0, α
±
c = 1.
• If o(rc) = 2, and
r = · · ·+ b(x− c)−2 + · · · , then
[
√
r]c = 0, α
±
c =
1±√1 + 4b
2
.
• If o(rc) = 2v ≥ 4, and
r = (a(x − c)−v + · · ·+ d(x− c)−2)2 + b(x− c)−(v+1) + · · · , then
[
√
r]c = a(x− c)−v + · · ·+ d(x− c)−2, α±c =
1
2
(
± b
a
+ v
)
.
• If o(r∞) > 2, then
[
√
r]∞ = 0, α+∞ = 0, α
−
∞ = 1.
• If o(r∞) = 2 and r = · · ·+ bx−2 + · · · , then
[
√
r]∞ = 0, α±∞ =
1±√1 + 4b
2
.
• If o(r∞) = −2v ≤ 0, and
r = (axv + · · ·+ d)2 + bxv−1 + · · · , then
[
√
r]∞ = axv + · · ·+ d, α±∞ =
1
2
(
± b
a
− v
)
.
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Step 2. Find D 6= ∅ defined by
D = {m ∈ Z+ : m = αǫ∞∞ −
∑
c∈Γ′
αǫcc , ∀(ǫp)p∈Γ}.
If D = ∅, then we should start with the case 2. Now if #D > 0, then for each
m ∈ D we search ω ∈ C(x) such that
ω = ǫ(∞)[√r]∞ +
∑
c∈Γ′
(ǫ(c)[
√
r]c + α
ǫ(c)
c (x− c)−1).
Step 3. For each m ∈ D, search for a monic polynomial Pm of degree m with
P ′′m + 2ωP
′
m + (ω
′ + ω2 − r)Pm = 0.
If one is successful, then y1 = Pme
∫
ω is a solution of the differential equation. Else,
Case 1 cannot hold.
References
[1] Acosta-Huma´nez, P. B. and Bla´zquez-Sanz, D. ‘Non-integrability of some Hamiltonian with
rational potentials’, Discrete Contin. Dyn. Syst. Ser. B 10 (2008), no. 2-3, 265–293.
[2] Acosta-Huma´nez, P. B., Morales-Ruiz, J. J. and Weil, J. A. ‘Galoisian approach to integra-
bility of Schro¨dinger equation’, Rep. Math. Phys. 67 (2011), no. 3, 305–374.
[3] Arscott, F. M. , Periodic Differential Equations: An Introduction to Mathieu, Lame´ and Allied
Functions, Pergamon Press, 1964.
[4] Arscott, F. M. , ‘Polynomial solutions of differential equations with bi-orthogonal properties’,
Proc. Conf. on Ordinary and Partial Differential Equations, Dundee Springer-Verlag, Berlin-
Heidelberg-New York, 202–206, 1972.
[5] Bank, S. B. , ‘On the explicit determination of certain solutions of periodic differential equa-
tions’, Comp. Var. & Appl. 23 (1993), 101–121.
[6] Bank, S. B. and Laine, I. , ‘On the oscillation theory of f ′′+Af = 0 where A is entire’, Trans.
Amer. Math. Soc., 273 (1982), 351–363.
[7] Bank, S. B. and Laine, I. , ‘Representations of solutions of periodic second order linear differ-
ential equations’, J. Reine Angew. Math., 344 (1983), 1–21.
[8] Bank, S. B., Laine I. and Langley, J. K. , O`n the frequency of zeros of solutions of second
order linear differential equations’, Resultate Math., 10 (1986), 8–24.
[9] Bla´zquez-Sanz, D., and Yagasaki, K. ‘Galoisian approach for a Sturm-Liouville problem on
the infinite interval’, Methods Appl. Anal., 19, no. 3 (2012), 267–288.
[10] Chiang, Y.-M. , ‘On the zero-free solutions of linear periodic differential equations in the
complex plane’, Results Math., 38 (2000), no. 3–4, 213–225.
[11] Chiang, Y.-M. and Ismail, M. E. H. , ‘On value distribution theory of second order periodic
ODEs, special functions and orthogonal polynomials’, Canad. J. Math. 58 (2006), 726–767
(Corrigendum Canad. J. Math. 62 (2010), 261).
[12] Chiang, Y.-M. and Luo, X., ‘Explicit determination of complex non-oscillatory and semi-finite
gap solutions of Whittaker-Hill equation’, (forthcoming)
[13] Dunham, J. L. , ‘The energy levels of a rotating vibrator’, Phys. Rev. 41 (1932), 721–731.
[14] Duval, A. and Loday-Richard. M., ‘Kovacic’s algorithm and tis applications to some families
of special functions’, AAECC, Appl. Alg. Eng. Comm. & Comp, 3, (1992), 211–246.
[15] Eastham, M. S. P. , ‘The Spectral Theory of Periodic Differential Equations’, Scottish Aca-
demic Press, 1973.
[16] Erde´lyi, A., Magnus, W., Oberhettinger, F. and Tricomi, F. G., ‘Higher Transcendental
Functions, I’ MaGraw-Hill Book company, Inc, New York, Toronto, London, 1953.
[17] Fauvet, F. and Ramis, J.-P. and Richard-Jung, F. and Thomann, J. ‘Stokes phenomenon for
the prolate spheroidal wave equation’, Appl. Numer. Math., 60, no. 12, (2010), 1309–1319.
[18] Felder, G. and Willwacher, T. , ‘Jointly orthogonal polynomials’, J. Lond. Math. Soc. (2),
91 (2015) 750–768.
[19] Garabedian, P. R. , Partial Differential Equations, 2nd Ed., Chelsea Pulb. Co. New York, N.
Y. 1986
24 YIK-MAN CHIANG AND GUO-FU YU
[20] Hayman, W. K. , Meromorphic Functions, Clarendon Press, Oxford 1964 (reprinted in 1975
with appendix).
[21] Heine, E., ‘Handbuch der Kugelfunktionen: Theorie und Anwendungen’, Vol. 1., Berlin,
Druck und Verlag von G. Reimer, 1878.
[22] Hobson, E. W. , ‘The Theory of Spherical and Ellipsoidal Harmonics’, Camb. Univ. Press,
2012 (reprinted of Camb. Univ. Press 1931)
[23] Ince, E. L. , ‘On the connection between linear differential systems and integral equations’,
Proc. Roy. Soc. Edinb. 42 (1922), 43–53.
[24] Ince, E. L. , Ordinary Differential Equations, Longmans, Green and Co. 1926 (reprinted by
Dover Publ. Inc., New York. 1956)
[25] Kimura, T., ‘On Riemanns equations which are solvable by quadratures”, Funkcial. Ekvac.
12 (1969) 269–281.
[26] Kolchin, E. R. , ‘Differential Algebra and Algebraic Groups’, New York: Academic Press,
1973.
[27] Kovacic, J. J. , ‘An algorithm for solving second order linear homogeneous differential equa-
tions’, J. Symbolic. Comput. 2 (1986), 3–43.
[28] Laine, I., Nevanlinna Theory and Complex Differential Equations, Walter de Gruyter, Berlin
· New York, 1993.
[29] Magnus, W., ‘Monodromy groups and Hill’s equations’, Comm. Pure Appl. Math., 29 (1976),
no. 6, 691–706.
[30] Magnus, W. and Winkler, S., Hill’s Equation , Dover Publications Inc., New York 1979
(viii+129)
[31] Maroni, P., ‘Sur quelques relations inte´grales entre les solutions de l’e´quation biconfluente de
Heun’ (French) Ann. Inst. H. Poincare´ Sect. A (N.S.) 30 (1979), no. 4, 315–332.
[32] Masson, D., ‘The rotating harmonic oscillator eigenvalue problem. I. Continued fractions and
analytic continuation’, J. Math. Phys. 24 (1983), no. 8, 2074–2088.
[33] Morales-Ruiz, J. J., Differential Galois Theory and Non-integrability of Hamiltonian Systems,
Prog. Math. 179, Birkha¨user Verlag, Basel, Boston and Berlin, 1999.
[34] Morales-Ruiz, J. J., Picard-Vessiot theory and integrability, J. Geom. Phys., 87, (2015), 314–
343.
[35] Morales, J. J. and Simo´, C. ‘Picard-Vessiot theory and Ziglin’s theorem’, J. Differential
Equations, 107, no. 1 (1994), 140–162.
[36] Ronveaux, A., Heun’s Differential Equations, (Oxford, N.Y. and Tokyo, Oxford University
Press, 1995).
[37] Rovder, J., ‘Zeros of the polynomial solutions of the differential equation xy′′ + (β0 + β1x+
β2x
2)y′ + (γ − nβ2x)y = 0’, Mat. cˇas., 24, (1974), 15–20.
[38] E. Schro¨edinger, Quantisierung als Eigenwertproblem (Zweite Mitteilung), Ann. Physik
(Leipzig) Quantisierung als Eigenwertproblem (Zweite Mitteilung) 26, (1926), 489-527 (trans-
lation: “Quantisation as a problem of proper values (part II)” in Collected Papers on Wave
Mechanics, AMS Chelsea Publ. Providence, Rhode Island, 2001)
[39] Shimomura, S.,‘Oscillation results for n−th order linear differential equations with meromor-
phic periodic coefficients’, Nagoya Math. J. 166 (2002), 55–82.
[40] Turbiner, A. V. , ‘Quasi-exactly-solvable problems and sl(2) algebra’, Commun. Math. Phys.
118 (1988) 467–474.
[41] Whittaker, E. T. , ‘On a class of differential equations whose solutions satisfy integral equa-
tions’, Proc. Edinb. Math. Soc., 33 (1914), 14–23.
[42] Whittaker, E. T. , ‘On Lame´’s differential equation and ellipsoidal harmonics’, Proc. London
Math. Soc. (2) 14 (1915), 260–268
[43] Yang, L. Value Distribution Theory, Springer-Verlag, Berlin; Science Press Beijing, Beijing,
1993.
Department of Mathematics, Hong Kong University of Science and Technology,
Clear Water Bay, Kowloon, Hong Kong SAR
E-mail address: machiang@ust.hk
Department of Mathematics, Shanghai Jiao Tong University, Shanghai, 200240, P. R.
China
E-mail address: gfyu@sjtu.edu.cn
