Permutations with restricted patterns and Dyck paths by Krattenthaler, Christian
ar
X
iv
:m
at
h/
00
02
20
0v
1 
 [m
ath
.C
O]
  2
4 F
eb
 20
00
PERMUTATIONS WITH RESTRICTED
PATTERNS AND DYCK PATHS
C. Krattenthaler†
Institut fu¨r Mathematik der Universita¨t Wien,
Strudlhofgasse 4, A-1090 Wien, Austria.
e-mail: KRATT@Ap.Univie.Ac.At
WWW: http://radon.mat.univie.ac.at/People/kratt
Abstract. We exhibit a bijection between 132-avoiding permutations and Dyck paths.
Using this bijection, it is shown that all the recently discovered results on generating
functions for 132-avoiding permutations with a given number of occurrences of the
pattern 12 . . . k follow directly from old results on the enumeration of Motzkin paths,
among which is a continued fraction result due to Flajolet. As a bonus, we use these
observations to derive further results and a precise asymptotic estimate for the number
of 132-avoiding permutations of {1, 2, . . . , n} with exactly r occurrences of the pattern
12 . . . k. Second, we exhibit a bijection between 123-avoiding permutations and Dyck
paths. When combined with a result of Roblet and Viennot, this bijection allows us to
express the generating function for 123-avoiding permutations with a given number of
occurrences of the pattern (k − 1)(k − 2) . . . 1k in form of a continued fraction and to
derive further results for these permutations.
1. Introduction. In the recent papers [1, 3, 5, 8], the authors considered 132-
avoiding permutations with a prescribed number of occurrences of the pattern 12 . . . k
(the most general results being contained in [5]) and 123-avoiding permutations which
also avoid the pattern (k−1)(k−2) . . . 1k. (See the end of this section for the precise
definition of permutations which avoid a certain pattern, and of Dyck paths.) They
found that generating functions for these permutations can be expressed in terms of
continued fractions and Chebyshev polynomials.
The purpose of this paper is to make a case for the paradigm:
‘Whenever you encounter generating functions which can be expressed in
terms of continued fractions or Chebyshev polynomials, then expect that
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Dyck or Motzkin paths are at the heart of your problem, and will help to
solve it.’
Indeed, as I am going to demonstrate in Section 2, there is an obvious bijection
between 132-avoiding permutations and Dyck paths. Known results for generating
functions for Motzkin paths (one of which due to Flajolet [2], the other being folklore;
Dyck paths being special Motzkin paths) then allow one immediately to express the
generating functions that we are interested in in terms of continued fractions and
Chebyshev polynomials (thus making the speculation in [1, Sec. 5] precise and ex-
plicit). In particular, we recover all the relevant results from [1, 5, 8]. Furthermore,
by exploiting the relation between 132-avoiding permutations and Dyck paths further,
we are able to find an explicit expression for the generating function for 132-avoiding
permutations with exactly r occurrences of the pattern 12 . . . k, thus extending a re-
sult from [5]. This, in turn, allows us to provide a precise asymptotic estimate for the
number of these permutations of {1, 2, . . . , n} as n becomes large. All these results can
be found in Section 3, as well as generating functions for 132-avoiding permutations
with no occurrence or one occurrence of the pattern 23 . . . k1.
In Section 4 we exhibit a bijection between 123-avoiding permutations and Dyck
paths. In Section 5 we combine this bijection with a result of Roblet and Viennot
[9] on the enumeration of Dyck paths to obtain a continued fraction for the generat-
ing function of 123-avoiding permutations with a given number of occurrences of the
pattern (k − 1)(k − 2) . . .1k. Further results on these permutations (which extend
another result from [1]) can be found in Section 5 as well, including precise asymptotic
estimates. (By combining this bijection between 123-avoiding permutations and Dyck
paths with our bijection between the latter and 132-avoiding permutations, we ob-
tain a bijection between 123-avoiding and 132-avoiding permutations. This bijection
appears to be new. In particular, it is different from the one by Simion and Schmidt
[10, Sec. 6], as can be immediately seen by considering e.g. the Examples on p. 404
of [10].)
For the convenience of the reader, we recall the results on Motzkin and Dyck paths,
on which we rely so heavily, in an appendix at the end of the paper.
At the end of the introduction, let us recall the basic definitions.
Let π = π1π2 . . . πn be a permutation of {1, 2, . . . , n} and σ = σ1σ2 . . . σk be a
permutation of {1, 2, . . . , k}, k ≤ n. We say that the permutation π contains the
pattern σ, if there are indices 1 ≤ i1 < i2 < · · · < ik ≤ n such that πi1πi2 . . . πik is in
the same relative order as σ1σ2 . . . σk. Otherwise, π is said to avoid the pattern σ, or,
alternatively, we say that π is σ-avoiding.
A Dyck path is a lattice path in the plane integer lattice Z2 (Z denoting the set
of integers) consisting of up-steps (1, 1) and down-steps (1,−1), which never passes
below the x-axis. See Figure 1 for an example.
2. A bijection between 132-avoiding permutations and Dyck paths. In this
section we define a map Φ which maps 132-avoiding permutations to Dyck paths
which start at the origin and return to the x-axis as follows. Let π = π1π2 . . . πn
be a 132-avoiding permutation. We read the permutation π from left to right and
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successively generate a Dyck path. When πj is read, then in the path we adjoin as
many up-steps as necessary, followed by a down-step from height hj + 1 to height hj
(measured from the x-axis), where hj is the number of elements in πj+1 . . . πn which
are larger than πj.
• • • • • • • • • • • • • • • • •
• • • • • • • • • • • • • • • • •
• • • • • • • • • • • • • • • • •
• • • • • • • • • • • • • • • • •
• • • • • • • • • • • • • • • • •
• • • • • • • • • • • • • • • • •
  
  ❅❅  
  
  ❅❅  ❅❅
❅❅  ❅❅
❅❅
❅❅  ❅❅
The Dyck path corresponding to 74352681
Figure 1
For example, let π = 74352681. The first element to be read is 7. There is 1
element in 4352681 which is larger than 7, therefore the path starts with two up-steps
followed by a down-step, thus reaching height 1 (see Figure 1). Next 4 is read. There
are 3 elements in 352681 which are larger than 4, therefore the path continues with
three up-steps followed by a down-step, thus reaching height 3. Etc. The complete
Dyck path Φ(74352681) is shown in Figure 1.
The reader should note that, for the map Φ to be well-defined, it is essential that
the permutation π to which the map is applied is 132-avoiding. For this guarantees
that always hj − 1 ≤ hj+1, so that it is always possible to connect the down-step
from height hj+1 to hj (formed by definition of Φ when considering πj) by a number
of up-steps (this number being possibly zero) to the down-step from height hj+1 + 1
to hj+1. Conversely, given a Dyck path starting at the origin and returning to the
x-axis, the obvious inverse of Φ produces a 132-avoiding permutation.
In summary, the map Φ is a bijection between 132-avoiding permutations of
{1, 2, . . . , n} and Dyck paths from (0, 0) to (2n, 0). We remark that, in view of the
standard bijection between rooted ordered trees and Dyck paths through a depth-
first traversal of the trees (cf. e.g. [12, Prop. 6.2.1 (i) and (v), Cor. 6.2.3 (i) and (v)]),
this map is equivalent to a bijection between 132-avoiding permutations and rooted
ordered trees given by Jani and Rieper [3].
For the sake of completeness, and to show the close relation between the map Φ and
the map Ψ that is to be defined in Section 4, we provide an alternative way to define
the map Φ. Let π = π1π2 . . . πn be a 132-avoiding permutation. In π, we determine
all the left-to-right minima. A left-to-right minimum is an element πi which is smaller
than all the elements to its left, i.e., smaller than all πj with j < i. For example, the
left-to-right minima in the permutation 74352681 are 7, 4, 3, 2, 1.
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Let the left-to-right minima in π be m1, m2, . . . , ms, so that
π = m1w1m2w2 . . .msws, (3.1)
where wi is the subword of π in between mi and mi+1. Read the decomposition
(3.1) from left to right. Any left-to-right minimum mi is translated into mi−1 −mi
up-steps (with the convention m0 = n+1). Any subword wi is translated into |wi|+1
down-steps (where |wi| denotes the number of elements of wi).
In the lemma below we list two properties of the bijection Φ, which will be subse-
quently used in Section 3.
Lemma Φ. Let π = π1π2 . . . πn be a 132-avoiding permutation, and let P = Φ(π) be
the corresponding Dyck path. Then,
(1) a down-step in P from height i to height i − 1 corresponds in a one-to-one
fashion to an element πj in the permutation which is the first element in
an increasing subsequence in π of length i (i.e., an occurrence of the pattern
12 . . . i) that is maximal with respect to the property that πj is its first element.
(2) a portion of the path P which starts at height h+i−1 and eventually falls down
to height h, for some h, followed by an up-step corresponds to an occurrence
of the pattern 23 . . . i1 in π.
Proof. Re (1): By the definition of Φ, a down-step from height i to height i − 1 in
P = Φ(π) means that we read an element πj which has the property that there are
i− 1 elements in πj+1 . . . πn which are larger than πj . Since π is 132-avoiding, these
i − 1 elements have to appear in increasing order, thus, together with πj , form an
increasing subsequence of length i that cannot be made longer under the assumption
that πj is the first element in the subsequence.
Re (2): In a path portion which starts at height h+ i−1 and eventually falls down
to height i we must find a down-step from height h+ i− 1 to h+ i− 2, a down-step
from height h + i − 2 to h + i − 3, . . . , a down-step from height i + 1 to i. Under
the correspondence Φ, these down-steps correspond to an increasing subsequence
πj1πj2 . . . πji−1 of length i − 1 in π. If now the path continues by (at least) one up-
step, then the following down-step corresponds to an element πji , ji > ji−1, with
the property that there are more elements in πji+1 . . . πn that are larger than πji
than there are elements in πji . . . πn that are larger than πji−1 . Evidently, this is
only possible if πji−1 > πji . Since π is 132-avoiding, this implies that we have even
πj1 > πji . Hence, πj1πj2 . . . πji−1πji is an occurrence of the pattern 23 . . . i1 in π. 
3. The enumeration of 132-avoiding permutations with a prescribed num-
ber of occurrences of the patterns 12 . . . k and 23 . . . k1. In this section we
provide explicit expressions for generating functions for 132-avoiding permutations
with a prescribed number of occurrences of the pattern 12 . . . k, and for 132-avoiding
permutations with a prescribed number of occurrences of the pattern 23 . . . k1.
First we consider the former permutations. Given a 132-avoiding permutation π,
we denote the number of occurrences of the pattern 12 . . . k in π by N(12 . . . k; π).
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Given a Dyck path P , we assign a weight to it, denoted by w1(k;P ). It is defined
as the sum
∑
d
(
i(d)−1
k−1
)
, where the sum is over all down-steps d of P , and where i(d)
is the height of the starting point of d. For example, the weight w1(k; .) of the Dyck
path in Figure 1 is(
1
2
)
+
(
3
2
)
+
(
3
2
)
+
(
2
2
)
+
(
2
2
)
+
(
1
2
)
+
(
0
2
)
+
(
0
2
)
= 8.
From Lemma Φ.(1) it is immediate that
N(12 . . . k; π) = w1(k; Φ(π)). (3.2)
This observation, combined with Flajolet’s continued fraction theorem for the gener-
ating function of Motzkin paths (see Theorem A1), allows us to express the generating
function which counts 132-avoiding permutations with respect to the number of oc-
currences of the pattern 12 . . . k in form of a continued fraction. This result was first
obtained by Mansour and Vainshtein [5, Theorem 2.1]. In the statement of the theo-
rem, and in the following, we write |π| for the number of elements which are permuted
by π. For example, we have |74352681| = 8.
Theorem 1. The generating function
∑
π y
N(12...k;π)x|π|, where the sum is over all
132-avoiding permutations, is given by
1
1− xy
( 0k−1)
1− xy
( 1k−1)
1− xy
( 2k−1)
1− · · ·
. (3.3)
Proof. Apply Theorem A1 with bi = 0 and λi = xq
(i−1k−1), i = 0, 1, . . . , and use
(3.2). 
We remark that the above proof is essentially equivalent to the one in [3, proof
of Corollary 7]. It is obvious that the refinement in [5, expression for Wk(. . . ) af-
ter Proposition 2.3] could also easily be derived by using the correspondence Φ and
Flajolet’s continued fraction.
Next we turn our attention to 132-avoiding permutations with a fixed number of
occurrences of the pattern 12 . . . k. The theorem below was first obtained by Chow
and West [1, Theorem 3.6, second case] in an equivalent form.
Theorem 2. The generating function
∑
π x
|π|, where the sum is over all 132-avoiding
permutations which also avoid the pattern 12 . . . k, is given by
Uk−1
(
1
2
√
x
)
√
xUk
(
1
2
√
x
) , (3.4)
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where Un(x) denotes the n-th Chebyshev polynomial of the second kind, Un(cos t) =
sin((n+ 1)t)/ sin t.
Proof. By Lemma Φ.(1), the permutations in the statement of the theorem are in
bijection with Dyck paths, which start at the origin, return to the x-axis, and do not
exceed the height k − 1. Now apply Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . ,
K = k − 1, r = s = 0, x replaced by √x, and use Fact A3. 
The next theorem extends a result by Mansour and Vainshtein [5, Theorems 3.1
and 4.1], who proved the special case when r is at most k(k + 3)/2.
Theorem 3. Let r ≥ 1. The generating function ∑π x|π|, where the sum is over all
132-avoiding permutations with exactly r occurrences of the pattern 12 . . . k, is given
by
∑((ℓ1 + ℓ2 − 1
ℓ2
)(
ℓ2 + ℓ3 − 1
ℓ3
)
· · ·
) (Uk−1 ( 12√x))ℓ1−1(
Uk
(
1
2
√
x
))ℓ1+1 x 12 (ℓ1−1)+(ℓ2+ℓ3+··· ),
(3.5)
where the sum is over all nonnegative integers ℓ1, ℓ2, . . . with
ℓ1
(
k − 1
k − 1
)
+ ℓ2
(
k
k − 1
)
+ ℓ3
(
k + 1
k − 1
)
+ · · · = r, (3.6)
and where Un(x) denotes the n-th Chebyshev polynomial of the second kind.
Remark. Because of (3.6), almost all summation indices of the sum in (3.5) must be
zero, so that the sum in (3.5) is in fact a finite sum. In particular, it reduces to just
one term if r ≤ k, thus recovering [5, Theorem 3.1], and it reduces to a single sum if
k < r ≤ k(k + 3)/2, thus recovering [5, Theorem 4.1].
Proof of Theorem 3. Let π be a permutation of the statement of the theorem. We
apply Φ to obtain the corresponding Dyck path P = Φ(π). The Dyck path P has a
unique decomposition of the form
P0V1d1P1V2d2P2 . . . VsdsPs, (3.7)
where P0 is the portion of P from the origin until the first time the height k − 1 is
reached, where the di’s are the down steps whose end points have at least the height
k − 1, where the Pi’s, i = 1, 2, . . . , s − 1, are path portions which start and end at
height k−1 and never exceed height k−1, where the Vi’s are path portions consisting
of several subsequent up-steps which fill the gaps in between, and where Ps is the
portion of P from the last point at height k − 1 until the end of the path. The path
portion Pi can only be nonempty if di is a down-step from height k to k− 1. Clearly,
ds must be a down-step from height k to height k − 1.
Now suppose that among the di’s there are ℓ1 down-steps from height k to height
k − 1, ℓ2 down-steps from height k + 1 to height k, etc. Because of (3.2) the relation
(3.6) must hold.
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Let us for the moment fix ℓ1, ℓ2, . . . and ask how many orderings of ℓ1 down-steps
from height k to height k− 1, ℓ2 down-steps from height k+1 to height k, etc., there
are which can come from a decomposition (3.7) when we ignore the Pi’s and Vi’s. In
fact, there are many restrictions to be obeyed: After a down-step from height h + 1
to height h there can only follow a down step of at least that height or at worst from
height h to height h − 1. Let t be maximal so that ℓt is nonzero. Then the above
observation tells that after a down-step from height t + k − 1 to t+ k − 2 there can
only follow another down-step of this sort (of course, with an up-step in between)
or a down-step from height t + k − 2 to t + k − 3. Hence, if we just concentrate on
these two types of down-steps, of which there are ℓt and ℓt−1, respectively, then there
are exactly
(
ℓt−1+ℓt−1
ℓt
)
different possible orderings between these steps, taking into
account that the last step out of these must necessarily be a step from height t+k−2
to t + k − 3. Next, by similar considerations, one concludes that, given an ordering
of the down-steps from height t + k − 1 to t + k − 2 and from height t + k − 2 to
t+ k− 3, there are (ℓt−2+ℓt−1−1
ℓt−1
)
different possibilities to intersperse ℓt−2 down-steps
from height t + k − 3 to t + k − 4. Etc. This explains the product of binomials in
(3.5).
To explain the remaining expression, we observe that after any of the ℓ1 down-steps,
from height k to height k − 1, di say, except for the last, there follows a (possibly
empty) path Pi, which is a Dyck path which starts and ends at height k−1 and never
exceeds height k − 1. By Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . , K = k − 1,
r = s = k−1, x replaced by √x, and use of Fact A3, we conclude that the generating
function for these paths is equal to
x(k−1)/2Uk−1
(
1
2
√
x
)
xk/2Uk
(
1
2
√
x
) .
By again applying Theorem A2, this time with bi = 0, λi = 1, i = 0, 1, . . . , K = k−1,
r = 0, s = k− 1, x replaced by √x, and using Fact A3, we obtain that the generating
function for paths P0 from the origin to height k− 1, never exceeding height k− 1, is
equal to
x(k−1)/2
xk/2Uk
(
1
2
√
x
) . (3.8)
Similarly, the generating function for paths Ps from height k − 1 to height 0, never
exceeding height k−1, is also given by (3.8). If everything is combined, the expression
(3.5) results. 
Theorem 3 can be readily used to find an asymptotic formula for the number of
132-avoiding permutations with exactly r occurrences of the pattern 12 . . . k. The
corresponding result, given in the theorem below, extends [1, Corollary 4.2]. Before
we state the theorem, we recall an elementary lemma (cf. e.g. [6, Sec. 9.1]).
Lemma 4. Let f(x) and g(x) be polynomials. It is assumed that all the zeroes of
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g(x) have modulus larger than a > 0. Consider the expansion
f(x)
(x− a)Rg(x) =
∞∑
n=0
cnx
n.
Then, as n becomes large, we have
cn ∼ (−1)R n
R−1
(R− 1)!a
−n−R f(a)
g(a)
(
1 +O
(
1
n
))
. 
Theorem 5. Let r and k be fixed nonnegative integers. Then, as n becomes large,
the number of 132-avoiding permutations with exactly r occurrences of the pattern
12 . . . k is asymptotically
(
4 sin2 πk+1
k + 1
)r+1
nr
r!
(
4 cos2
π
k + 1
)n−r (
1 +O
(
1
n
))
. (3.9)
Proof. If r = 0, this follows immediately from Theorem 2 and Lemma 4. If r ≥ 1, we
start from the generating function given in Theorem 3. It should be observed that,
in view of Lemma 4, the summand in (3.5) which asymptotically yields the largest
contribution is the one with ℓ1 = r and all other ℓi’s equal to zero. Then application
of Lemma 4 to this summand gives (3.9) after some computation. 
The next group of results concerns the enumeration of 132-avoiding permutations
with a given number of occurrences of the pattern 23 . . . k1. We use again the map Φ to
translate these permutations into Dyck paths. The property of Φ which is important
now is given by Lemma Φ.(2). It says that we can recognize the occurrence of a
pattern 23 . . . k1 in a 132-avoiding permutation in the corresponding Dyck path by a
portion of the path which starts at height h+ k − 1, eventually falls down to height
k, and is then followed by an up-step.
As the first application of our approach we show how to rederive another result
due to Chow and West [1, Theorem 3.6, third case], which is reformulated here in an
equivalent form.
Theorem 6. The generating function
∑
π x
|π|, where the sum is over all 132-avoiding
permutations which also avoid the pattern 23 . . . k1, is given by
Uk−1
(
1
2
√
x
)
√
xUk
(
1
2
√
x
) , (3.10)
where Un(x) denotes the n-th Chebyshev polynomial of the second kind.
Proof. Let π be a permutation of the statement of the theorem. By the observation
above the statement of the theorem (which was based on Lemma Φ.(2)), for the
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corresponding Dyck path P = Φ(π) there are two possibilities: Either P never exceeds
the height k − 2 (and, thus, π does not contain any increasing subsequence of length
k − 1), or P can be decomposed as
P0u0P1u1 . . . PsusPs+1D, (3.11)
where P0 is a path from the origin to height k−2 never exceeding height k−2, where
for i = 1, 2, . . . , s the portion Pi is a path starting and ending at height i+k−2, never
running below height i, and never exceeding height i+ k− 2, where for i = 0, 1, . . . , s
the step ui is an up-step from height i+k−2 to height i+k−1, where Ps+1 is a path
from height s+ k− 1 to s+1, never running below height s+1, and never exceeding
height s+k−1, and where D consists of s+1 down-steps, from height s+1 to height
0.
By Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . , K = k− 2, r = s = 0, x replaced
by
√
x, and Fact A3, the generating function for the Dyck paths which never exceed
height k − 2 is equal to
x(k−2)/2Uk−2
(
1
2
√
x
)
x(k−1)/2Uk−1
(
1
2
√
x
) . (3.12)
By Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . , K = k − 2, r = 0, s = k − 2, x
replaced by
√
x, and Fact A3, the generating function for the possible paths P0 in the
decomposition (3.11) is equal to
x(k−2)/2
x(k−1)/2Uk−1
(
1
2
√
x
) ,
as well as the generating function for the possible paths Ps+1. Finally, for any fixed
j between 1 and s, by Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . , K = k − 2,
r = s = k−2, x replaced by √x, and Fact A3, the generating function for the possible
paths Pj in the decomposition (3.11) is also given by (3.12).
If everything is combined, then we obtain that the generating function for the
permutations of the statement of the theorem is given by
Uk−2
(
1
2
√
x
)
√
xUk−1
(
1
2
√
x
) +∑
s≥0
1
√
xUk−1
(
1
2
√
x
)

 Uk−2
(
1
2
√
x
)
√
xUk−1
(
1
2
√
x
)


s
1
√
xUk−1
(
1
2
√
x
)xs+1.
The sum is a geometric series and can therefore be evaluated. It is then routine to
convert the resulting expression into the expression (3.10), by using standard identities
for the Chebyshev polynomials. 
It seems difficult to find an explicit expression for the generating function for 132-
avoiding permutations with exactly r occurrences of the pattern 23 . . . k1 for general
r. Yet, as long as 1 ≤ r ≤ k − 1 such an explicit expression can be easily derived.
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Theorem 7. The generating function
∑
π x
|π|, where the sum is over all 132-avoiding
permutations with exactly one occurrence of the pattern 23 . . . k1, is given by
x
Uk−2
(
1
2
√
x
)
Uk
(
1
2
√
x
) , (3.13)
where Un(x) denotes the n-th Chebyshev polynomial of the second kind.
More generally, let 1 ≤ r ≤ k−1. Then the generating function∑π x|π|, where the
sum is over all 132-avoiding permutations with exactly r occurrences of the pattern
23 . . . k1, is given by
1
Uk−3
(
1
2
√
x
)
Uk
(
1
2
√
x
)∑
ℓ|r
1
ℓ+ 1
(
2ℓ
ℓ
)
xℓ+
r
2ℓ
− 1
2

Uk−3
(
1
2
√
x
)
Uk−2
(
1
2
√
x
)


r/ℓ
. (3.14)
Proof. Let π be a 132-avoiding permutation with exactly r occurrences of the pattern
23 . . . k1. Analogously to the argument in the proof of Theorem 6, the Dyck path
Φ(π) corresponding to π can be decomposed as
P0u0P1u1 . . . Ps−1us−1PsusdsPs+1us+1ds+1Ps+2 . . . us+ℓ−1ds+ℓ−1Ps+ℓds+ℓPs+ℓ+1D,
where for i = 0, 1, . . . , s the portions Pi and steps ui are as in (3.11), where the step
ds is a down-step from height s+k−1 to height s+k−2, where for i = 1, 2, . . . , ℓ−1
the path Ps+i is a path starting and ending at height s+ k − 2, never running below
height s + 1, and never exceeding height s + k − 2, the step us+i is an up-step from
height s + k − 2 to height s + k − 1, and the step ds+i is a down-step from height
s + k − 1 to height s + k − 2, where Ps+ℓ is a path from height s + k − 2 to s + 1,
never running below height s + 1, and never exceeding height s + k − 2, where ds+ℓ
is a down-step from height s + 1 to height s, where Ps+ℓ+1 is a path of length 2r/ℓ,
starting and ending at height s, and never running below height s, and where D
consists of s down-steps, from height s to height 0.
Still following the arguments in the proof of Theorem 6, and taking into account
that the number of possible paths Ps+ℓ+1 is the (r/ℓ)-th Catalan number, this de-
composition implies that the generating function that we are looking for is given
by
∑
ℓ|r
∑
s≥0
1
√
xUk−1
(
1
2
√
x
)

 Uk−2
(
1
2
√
x
)
√
xUk−1
(
1
2
√
x
)


s
·

 Uk−3
(
1
2
√
x
)
√
xUk−2
(
1
2
√
x
)


ℓ−1
1
√
xUk−2
(
1
2
√
x
) 1
r/ℓ+ 1
(
2r/ℓ
r/ℓ
)
xs+ℓ+
r
ℓ
+1/2.
The inner sum is again a geometric series and can therefore be evaluated. A routine
calculation, followed by a replacement of ℓ by r/ℓ, then transforms the resulting
expression into (3.13). 
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It is obvious that in both cases (that is, for 132-avoiding permutations with no
occurrence of the pattern 23 . . . k1, respectively with r ≤ k−1 occurrences) Lemma 4
could be applied to derive asymptotic formulas for the number of such permutations
of {1, 2, . . . , n}, as n becomes large. We omit the statement of the corresponding
formulas for the sake of brevity.
It appears that, for generic r (i.e., also for r ≥ k), the number of 132-avoiding
permutations of {1, 2, . . . , n} with exactly r occurrences of the pattern 23 . . . k1 is
asymptotically of the order Θ
(
(4 cos2 π
k+1
)n
)
, but we are not able to offer a rigorous
proof.
4. A bijection between 123-avoiding permutations and Dyck paths. In this
section we define another map, Ψ, between permutations and Dyck paths, which maps
123-avoiding permutations to Dyck paths which start in the origin and return to the
x-axis.
Let π = π1π2 . . . πn be a 123-avoiding permutation. In π, we determine all the
right-to-left maxima. A right-to-left maximum is an element πi which is larger than
all the elements to its right, i.e., larger than all πj with j > i. For example, the
right-to-left maxima in the permutation 58327641 are 1, 4, 6, 7, 8.
Let the right-to-left maxima in π be m1, m2, . . . , ms, from right to left, so that
π = wsmsws−1ms−1 . . . w1m1, (4.1)
where wi is the subword of π in between mi+1 and mi. Since π is 123-avoiding, for all
i the elements in wi must be in decreasing order. Moreover, for all i all the elements
of wi are smaller than all the elements of wi+1.
Now we are able to define the map Ψ. Read the decomposition (4.1) from right
to left. Any right-to-left maximum mi is translated into mi −mi−1 up-steps (with
the convention m0 = 0). Any subword wi is translated into |wi| + 1 down-steps
(where, again, |wi| denotes the number of elements of wi). Finally, the resulting path
is reflected into a vertical line. (Alternatively, we could have said that we generate
the Dyck path from the back to the front.) The Dyck path which corresponds to our
special permutation 58327641 is the one in Figure 1.
It is easy to see that the map Ψ is a bijection between 123-avoiding permutations
of {1, 2, . . . , n} and Dyck paths from (0, 0) to (2n, 0). The lemma below states the
crucial property of this bijection, which will be subsequently used in Section 5.
Lemma Ψ. Let π = π1π2 . . . πn be a 123-avoiding permutation and let P = Ψ(π)
be the corresponding Dyck path. Then a peak in P of height i (i.e., an up-step from
height i−1 to height i followed by a down-step from height i to height i−1) corresponds
in a one-to-one fashion to an element πj in the permutation which is the last element
in an occurrence of the pattern (i− 1)(i− 2) . . .1i that is maximal with respect to the
property that πj is its last element.
Proof. By construction of Ψ, any peak in the Dyck path corresponds to a right-to-left
maximum, m say, in the permutation. Furthermore, by induction one sees that the
height of the peak is equal to the number of elements to the left of m that are smaller
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than m. Clearly, all these elements belong to some wj in the decomposition (4.1) of
the permutation. By the observations above, these elements are in decreasing order,
and, thus, together with m form an occurrence of the pattern (i − 1)(i − 2) . . .1i
that cannot be made longer under the assumption that m is the last element in the
occurrence of the pattern. This proves the assertion of the lemma. 
5. The enumeration of 123-avoiding permutations with a prescribed num-
ber of occurrences of the pattern (k − 1)(k − 2) . . .1k. Let π be a 132-avoiding
permutation. We denote the number of occurrences of the pattern (k−1)(k−2) . . .1k
in π by N((k − 1)(k − 2) . . .1k; π).
Given a Dyck path P , we assign a weight to it, denoted by w2(k;P ). It is defined
as the sum
∑
d
(
i(p)−1
k−1
)
, where the sum is over all peaks p of P , and where i(p) is the
height of the peak. For example, the weight w2(k; .) of the Dyck path in Figure 1 is
(
1
2
)
+
(
3
2
)
+
(
3
2
)
+
(
2
2
)
+
(
0
2
)
= 7.
From Lemma Ψ it is immediate that
N((k − 1)(k − 2) . . .1k; π) = w1(k; Ψ(π)). (4.2)
This observation, combined with Roblet and Viennot’s continued fraction theorem
for the generating function of Dyck paths (see Theorem A5), allows us to express
the generating function which counts 123-avoiding permutations with respect to the
number of occurrences of the pattern (k − 1)(k − 2) . . .1k in form of a continued
fraction. Again, in the statement of the theorem, we write |π| for the number of
elements which are permuted by π.
Theorem 8. The generating function
∑
π y
N((k−1)(k−2)...1k;π)x|π|, where the sum is
over all 123-avoiding permutations, is given by
1
1− x
(
y(
0
k−1) − 1
)
− x
1− x
(
y(
1
k−1) − 1
)
− x
1− x
(
y(
2
k−1) − 1
)
− · · ·
. (4.3)
Proof. Apply Theorem A5 with λi = x and νi = xy
(i−1k−1), i = 0, 1, . . . , and use
(4.2). 
Next, similar to Section 3, we study generating functions for 123-avoiding permu-
tations with a fixed number of occurrences of the pattern (k − 1)(k − 2) . . .1k. The
first theorem restates a result due to Chow and West [1, Theorem 3.6, first case]. The
proof however is different, as it is based on our Dyck path approach.
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Theorem 9. The generating function
∑
π x
|π|, where the sum is over all 123-avoiding
permutations which also avoid the pattern (k − 1)(k − 2) . . .1k, is given by
Uk−1
(
1
2
√
x
)
√
xUk
(
1
2
√
x
) , (4.4)
where Un(x) denotes the n-th Chebyshev polynomial of the second kind.
Proof. By Lemma Ψ, the permutations in the statement of the theorem are in bijection
with Dyck paths, which start at the origin, return to the x-axis, and do not exceed the
height k− 1. Now we apply Theorem A2 with bi = 0, λi = 1, i = 0, 1, . . . , K = k− 1,
r = s = 0, x replaced by
√
x, and use Fact A3. 
Theorem 10. Let 1 ≤ r ≤ k − 1. The generating function ∑π x|π|, where the
sum is over all 123-avoiding permutations with exactly r occurrences of the pattern
(k − 1)(k − 2) . . .1k, is given by
x(r−1)/2
(
Uk−1
(
1
2
√
x
))r−1
(
Uk
(
1
2
√
x
))r+1 , (4.5)
where Un(x) denotes the n-th Chebyshev polynomial of the second kind.
Proof. By Lemma Ψ, the permutations in the statement in the theorem are in bijec-
tion with Dyck paths, which start at the origin, return to the x-axis, and have exactly
r peaks at height k. Such a Dyck path can be decomposed as
P0u1d1P1u2d2P2 . . . urdrPr,
where P0 is the portion of P from the origin until the first time the height k − 1 is
reached, where the ui’s are up-steps from height k− 1 to height k, where the di’s are
down-steps from height k to height k− 1, where the Pi’s, i = 1, 2, . . . , r− 1, are path
portions which start and end at height k−1 and never exceed height k−1, and where
Pr is the portion of P from the last point at height k − 1 until the end of the path.
Application of Theorem A2 and use of Fact A3 implies, by arguments that are more
or less identically to those in the proof of Theorem 3, that the generating function for
those paths is equal to
1
√
xUk
(
1
2
√
x
)

 Uk−1
(
1
2
√
x
)
√
xUk
(
1
2
√
x
)


r−1
1
√
xUk
(
1
2
√
x
)xr,
which simplifies to (4.5). 
The special case k = 3 and r = 1 of Theorem 10 appears, in an equivalent form,
in [7, Theorem 2].
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We could use an idea similar to the one in the proof of Theorem 3 to express,
for general r, the generating function for 123-avoiding permutations with exactly
r occurrences of the pattern (k − 1)(k − 2) . . .1k in form of a sum, taken over all
possible ways to arrange the peaks that are at least at height k. However, it appears
that it is not possible to write the result in a way that is similarly elegant as (3.5).
However, for the asymptotics, the same reasoning as in the proof of Theorem 5 remains
valid. I.e., in this sum, the summand which, asymptotically, provides the largest
contribution, is again the summand (4.5) (which is the same as the summand in (3.5)
with ℓ1 = r and all other ℓi’s equal to zero). Therefore an analogue of Theorem 5 in
the present context is true. More precisely, the number of 123-avoiding permutations
with exactly r occurrences of the pattern (k − 1)(k − 2) . . .1k is asymptotically as
large as the number of 132-avoiding permutations with exactly r occurrences of the
pattern 12 . . . k. This extends [1, Corollary 4.2].
Theorem 11. Let r and k be fixed nonnegative integers. Then, as n becomes large,
the number of 123-avoiding permutations with exactly r occurrences of the pattern
(k − 1)(k − 2) . . .1k is asymptotically
(
4 sin2 πk+1
k + 1
)r+1
nr
r!
(
4 cos2
π
k + 1
)n−r (
1 +O
(
1
n
))
. (4.6)

Appendix. Generating functions for Motzkin and Dyck paths
A Motzkin path is a lattice path in the plane integer lattice Z2, consisting of up-
steps (1, 1), level-steps (1, 0), and down-steps (1,−1), which never passes below the
x-axis. See Figure 2 for an example.
• • • • • • • • • • • • •
• • • • • • • • • • • • •
• • • • • • • • • • • • •
• • • • • • • • • • • • •
• • • • • • • • • • • • •
  
   ❅❅   
  ❅❅
❅❅  
A Motzkin path
Figure 2
Clearly, a Dyck path is just a Motzkin path without level-steps.
Given a Motzkin path P , we denote the length of the path (i.e., the number of
steps) by ℓ(P ). Furthermore, we define the weight w(P ) of P to be the product of the
weight of all its steps, where the weight of an up-step is 1 (hence, does not contribute
anything to the weight), the weight of a level-step at height h is bh, and the weight
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of a down-step from height h to h− 1 is λh. Thus, the weight of the Motzkin path in
Figure 2 is b2λ2b1b1λ3λ2 = b
2
1b2λ
2
2λ3.
The theorem below, due to Flajolet, expresses the corresponding generating func-
tion for all Motzkin paths which start at the origin and return to the x-axis in form
of a continued fraction.
Theorem A1. (Flajolet [2, Theorem 1]) With the weight w defined as above, the
generating function
∑
P w(P ), where the sum is over all Motzkin paths starting at the
origin and returning to the x-axis, is given by
1
1− b0 −
λ1
1− b1 −
λ2
1− b2 − · · ·
. (A.1)

Next we recall the expression, in terms of orthogonal polynomials, for the generat-
ing function for Motzkin paths in a strip. Although this is a result in the folklore of
combinatorics, probability, and statistics, the only explicit mention that I am able to
provide is [13, Ch. V, (27)], which is a volume that is not easily accessible. Therefore
I include a sketch of proof.
Theorem A2. Define the sequence (pn(x))n≥0 of polynomials by
xpn(x) = pn+1(x) + bnpn(x) + λnpn−1(x), for n ≥ 1, (A.2)
with initial conditions p0(x) = 1 and p1(x) = x − b0. Furthermore, define
(Spn(x))n≥0 to be the sequence of polynomials which arises from the sequence (pn(x))
by replacing λi by λi+1 and bi by bi+1, i = 0, 1, 2, . . . , everywhere in the three-term
recurrence (A.2) and in the initial conditions. Finally, given a polynomial p(x) of
degree n, we denote the corresponding reciprocal polynomial xnp(1/x) by p∗(x).
With the weight w defined as before, the generating function
∑
P w(P )x
ℓ(P ), where
the sum is over all Motzkin paths which start at (0, r), terminate at height s, and do
not pass above the line y = K, is given by

xs−rp∗r(x)S
s+1p∗K−s(x)
p∗K+1(x)
r ≤ s,
λr · · ·λs+1
xr−sp∗s(x)S
r+1p∗K−r(x)
p∗K+1(x)
r ≥ s.
(A.3)
Sketch of Proof. Motzkin paths which never exceed height K correspond in a one-to-
one fashion to walks on the path PK+1 (this is the graph on the vertices v0, v1, . . . vK
where for i = 0, 1, . . . , K − 1 the vertices vi and vi+1 are connected by an edge, and
there is a loop for each vertex vi). In this correspondence, an up-step from height
h to h + 1 in the Motzkin path corresponds to a step from vertex vh to vertex vh+1
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in the walk, and similarly for level- and down-steps. It is well-known (see e.g. [11,
Theorem 4.7.2]) that the generating function for walks from vr to vs is given by
(−1)r+s det(I − xA; r, s)
det(I − xA) ,
where A is the (weighted) adjacency matrix of PK+1, where I is the (K+1)× (K+1)
identity matrix, and where det(I − xA; r, s) is the minor of (I − xA) with the r-th
row and s-th column deleted.
Now, the (weighted) adjacency matrix of PK+1 with the property that the weight
of a particular walk would correspond to the weight w of the corresponding Motzkin
path is the tridiagonal matrix
A =


b0 1 0 . . .
λ1 b1 1 0 . . .
0 λ2 b2 1 0 . . .
...
. . .
. . .
. . .
. . .
. . .
...
. . . 0 λK−2 bK−2 1 0
. . . 0 λK−1 bK−1 1
. . . 0 λK bK


.
It is easily verified that, with this choice of A, we have det(I − xA) = p∗K+1(x)
(by expanding the determinant with respect to the last row and comparing with the
three-term recurrence (A.2)), and, similarly, that the numerator in (A.3) agrees with
(−1)r+s det(I − xA; r, s). 
The special cases of Theorem A2 in which r = s = 0, respectively r = 0 and s = K,
appear also in [2, Sec. 3.1].
The following is a well-known and easily verifiable fact:
Fact A3. If bi = 0 and λi = 1 for all i, then the polynomials pn(x) defined by the
three-term recurrence (A.2) are Chebyshev polynomials of the second kind,
pn(x) = Un(x/2). 
Fact A3, in combination with Theorem A2, tells that Chebyshev polynomials of
the second kind are intimately tied to the enumeration of Dyck paths.
Although we do not make use of it in this paper, we wish to emphasize that the
enumeration of Motzkin paths (i.e., also allowing level-steps) is also intimately tied
to Chebyshev polynomials of the second kind.
Fact A4. If bi = 1 and λi = 1 for all i, then the polynomials pn(x) defined by
the three-term recurrence (A.2) are also Chebyshev polynomials of the second kind,
namely
pn(x) = Un((x− 1)/2). 
Now we restrict our attention to Dyck paths. We refine the above defined weight
w in the following way, so that in addition it also takes into account peaks: Given a
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Dyck path P , we define the weight wˆ(P ) of P to be the product of the weight of all
its steps, where the weight of an up-step is 1, the weight of a down-step from height
h to h− 1 which follows immediately after an up-step (thus, together, form a peak of
the path) is νh, and where the weight of a down-step from height h to h − 1 which
follows after another down-step is λh. Thus, the weight of the Dyck path in Figure 1
is ν2ν4ν4λ3ν3λ2λ1ν1 = ν1ν2ν3ν
2
4λ1λ2λ3.
The theorem below, due to Roblet and Viennot, expresses the corresponding gen-
erating function for all Dyck paths which start at the origin and return to the x-axis
in form of a continued fraction.
Theorem A5. (Roblet and Viennot [9, Proposition 1]) With the weight wˆ defined
as above, the generating function
∑
P wˆ(P ), where the sum is over all Dyck paths
starting at the origin and returning to the x-axis, is given by
1
1− (ν1 − λ1)−
λ1
1− (ν2 − λ2)−
λ2
1− (ν3 − λ3)− · · ·
. (A.4)

Finally, we remark that, from a different angle, Katzenbeisser and Panny [4] have
undertaken an independent study of the enumeration of Motzkin paths.
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