Recently there has been increasing interest in obtaining three-dimensional reconstructions of arterial vessels from multiple planar radiographs (obtained at angles around the object). Interventional angiography is the motivating application behind this research. Different methods have been proposed to acquire the planar data such as a gantry mounted x-ray image intensifier (XRII) or a C-arm mounted XRII. In order to obtain a threedimensional reconstruction from a C-arm mounted XRII the trajectory of the source and detector system must be characterized.
INTRODUCTION
Recently there has been increasing interest in obtaining three-dimensional reconstructions of arterial vessels from multiple planar radiographs (obtained at angles around the object). Interventional angiography is the motivating application behind this research. Different methods have been proposed to acquire the planar data such as a gantry mounted x-ray image intensifier (X1tII) or a C-arm mounted XRII. In order to obtain a threedimensional reconstruction from a C-arm mounted XRII the trajectory of the source and detector system must be characterized. High accuracy is needed since errors in calibration propagate through reconstruction process and reduce the accuracy of the result.
calibration ring is to be placed around the patients head, and consists of steel balls positioned in a predefined arrangement on a cylindrical acrylic support. The balls are arranged such that calibration can be done from almost any partial view, allowing reconstruction of a region of interest (ROl) (see Fig. 1 ).
The method has been tested on radiographic data obtained from a single Siemens Neurostar C-arm to determine the optimum design. Steel balls are placed around an acrylic cylinder, restricted to a band approximately 8.5 mm wide, thereby obscuring only a small fraction of the image. In this case the radiograph includes the region of interest (ROl) as well as a partial view of the calibration ring (see Fig. 2 ). This enables us to recover the geometry of the X-ray imaging system from each individual frame. We call this process "dynamic calibration" as opposed to "off-line" calibration procedures which try to characterize the motion of C-arm before introducing the patient.
For the calibration scheme proposed here, steel balls are first detected and extracted from each radiograph. the trajectory of the source and detector system is computed. This last step is similar to what is called "recovery of absolute orientation" in photogrammetry, or "pose determination" in computer vision. Figure 3 : In order to establish the ground truth, our calibration ring is installed on a motion platform which can perform displacements quite accurately.
Experimental validation of the calibration scheme was performed using a prototype version of the calibration ring. The ring was mounted on the rotation axis of a numerically controlled stepper motor (see Fig. 3 ), and displaced by precisely known amounts (rotational and translational) during image acquisition. Our calibration algorithm was then applied to the sequence of images to recover the inter-frame displacement.
The calibration system is composed of a set of landmarks positioned around the patient's head. We call this set of landmarks the "calibration ring". Figure 1 shows the relative position of X-ray source (S), image intensifier (I), calibration ring and patient's head.
A reference coordinate frame is attached to the calibration frame. The three dimensional shape of the calibratiori frame is precisely known in this coordinate frame. The Steel Balls(SBs) on the calibration frame have a Relative spacing between SBs will vary under perspective projection. Therefore spacing between SBs is not used for encoding the calibration frame. Different spacing is only used in order to facilitate the process of detection and extraction (see section 3). Size of SBs also varies under perspective projection. Difference in size has therefore not been used for encoding purposes. Figure 4 shows the coding on our calibration frame from a top view, a perspective view, and a typical view in our application. 
DETECTION AND EXTRACTION
ii! Figure 6 : Visualization of the grey value distribution and iso-grey-value curves in radiographic image of steel balls.
The first step of our X-ray Geometrical Calibration system consists of detection and extraction of the SBs from X-ray images. The steel balls on the calibration ring have much higher absorption coefficient than human bones and tissues. They appear therefore as small dark circular areas in the image. Figure 6 shows examples of the distribution of grey level values within the image of a steel ball. Note that this distribution is not always symmetric, due to XRH aberrations. Figure 7 shows the result of Gaussian filtering followed by morphological closing operation on the image of Fig. 6 . Only after these operations, thresholding followed by local computation tTs realization was done at University of Western Ontario thanks to Tara Whalen, and Hristo Nikolov. Figure 8: Blood vessels interfere with images of steel balls. Therefore, the contours are often not perfect circles which are easy to extract. Different disconnected segments ofcircles may be extracted using edge pixel information. They can then be clustered into circles based on their center and radius.
of first moment may result in correct detection and extraction of steel balls. Similar results can be obtained by fitting a circle to edge pixels on the contour of each steel ball. In Fig. 7 (left) a sub-pixel Canny edge detector' has been applied to the image of a steel ball. This method is more suitable for our application.
In dynamic calibration the ring is placed around the patient's head and the underlying anatomy can interfere with the images of the SBs (see Fig. 8 -left). Complete circles are therefore not easy to extract. Different disconnected segments of a circle may be extracted using edge information, and curved segments belonging to the same circles can then be clustered (see Fig. 8-right) . A circle fitting algorithm estimates the center and radius of each cluster. Circle detection has therefore been decomposed into three consecutive steps: a) detection of all intensity edges in the image or in an area of interest, b) extraction of edge pixel chains which could belong to the contour of a steel ball, c) clustering of the edge pixel chains obtained in (b) in order to extract the center and radius of the SBs. As well as locating edge pixels, the Canny edge detector measures the intensity gradient
. The gradient provides sharpness and orientation of an edge at each pixel [x, y] . This information can be used to define covariance matrices associated with each edge pixel. The main idea is that sharper edges are more accurately located, and an edge pixel is precisely located in the direction of the gradient of intensity, and not in the tangential direction. This information can be used for weighting the contribution of each detected bands. In general, the center of the ROl is near the image center, and the ring is located in the upper or lower part of the image. The plane of the ring is therefore not on the optical axis. The perspective projection of the front and rear parts of the ring onto the image plane form two distinguishable bands (see Fig. 9-a) . Images of SBs located in the front part of the ring appear larger than the others. Separation of the upper and lower coded bands is done by studying two histograms. The first histogram is the vertical distribution of circles, i.e the location of centers (see Fig. 9-c) . The other histogram is that of the size of circles (see Fig. 9-b) .
In each band decoding is done by counting the number of circles in columns of width 3 pixels (see Fig. 9-d and Fig. 9-e) . This results in a sequence of numbers for each of the upper and lower bands. These sequences are compared with our original code on the calibration ring. We find a set of reliable code words and match them against our 3-D model. This is the first step to our matching process, resulting in an initial set of correspondences. An initial estimation ofthe projection matrix can then be obtained (see section 5 for more details). The 3-D model of the calibration ring is then projected onto the image and more correspondences are made by matching each projection with its nearest circle, within a small neighborhood in the image. This step increases the number of correspondences dramatically. Note that in the first step a code word with a missing element is disregarded since 366 ISPIE Vol. 2708 it has no match. If enough circles are matched in the first step, then in the second step almost all visible circles find their correspondences through a back-projection/matching process. By repeating this process the number of correspondences increases. Figure 10 shows the diagram of the matching process along with an example on a radiographic image of the ring.
GEOMETRICAL CALIBRATION
The process of computing the trajectory of the source and detector system from a set of 3-D/2-D correspondence is similar to what is called "recovery of absolute orientation" in photogrammetry, or "pose determination" in computer vision. However, the existing techniques do not give satisfactory results because the imaging conditions and the expected accuracy are different. In photogrammetry very often the cameras are far from the scene and long lens cameras are used for photography. The effect of perspective is less important in those cases. In the C-arm geometry the object is between the X-ray source and the image plane, therefore the perspective effect is much higher.
In medical imaging literature Rougée et al. 6 have recently proposed a geometrical calibration method for 3-D X-ray imaging. Based on results reported by Rougée et al. 5 and Faugeras2 we decided to use a linear method to solve for geometrical calibration. Rougée et al. 6 report that if a large number of points (26 bullets) are used for calibration the accuracy of using a linear method is similar to that of using a non-linear one. Faugeras2 shows that non-linear methods are advantageous only when inaccuracy in detection is higher than some threshold. In our case an average of 200 to 300 steel balls are used for calibration, and accuracy in detection is high enough to justify the use of a linear system. We have therefore used a linear formulation of the problem.
In the linear approach a 3x4 projective matrix is first computed. If M is a 3-D point and m its image, there exists a projection matrix P such that: m PM
The projection matrix P can be written as P =A [It T] where the 3 x 3 rotation matrix R and the 3-D vector T define the orientation and location of the camera in the world coordinate system. The upper triangular matrix A, called the matrix of intrinsic parameters, characterizes our imaging system independent of its spatial location and orientation. If images are corrected for radial distortion in our camera model, matrix A is a function of focal length, image center, and horizontal and vertical aspect ratios.
Matrix P can be computed using a weighted least square method or other methods such as the one proposed by Faugeras and Toscani.3 Different approaches have been taken to decompose the matrix P into extrinsic, (R, T), and intrinsic parameters, A.4'2 These methods mostly take into consideration the fact that R is an orthonormal matrix satisfying the constraint RtR I, where I is the 3 x 3 identity matrix. P can be written as [P13P4] where P13 = AR and P4 = AT. We have therefore:
The upper triangular matrix A can then be computed, followed by computation of R and T (see ref. 2 for more details). There are now two possibilities for characterizing the geometry of a moving camera. We call these two approaches 1) Pose + Pose, and 2) Pose + Inter-motion. In the first approach extrinsic (Rj, Ti), and intrinsic parameters A2 are obtained for each position of the camera during its motion. The camera motion between two frames i and j is then computed as Rj2 = R R and T, = T2 + T . The second approach consists of computing the inter-motion directly from projection matrices P2 and P2 ,supposing that between two consecutive frames intrinsic parameters stay the same: fij = kPjP13 and = PJj(kP4 -P34) fij computed in this way is not always a Rotation matrix. The orthogonality constraint is then used to improve the results and obtain a real rotation matrix R, . Through a set of exhaustive tests on synthetic as well as real data we came to the conclusion that this approach results in much more accurate estimations of Rj and 6 
RESULTS
Validation of our calibration scheme must be done against a ground truth. The ground truth in this case consists of the accurate determination of the geometry of a rotating C-arm relative to a static calibration phantom. This ground truth is difficult to obtain. Another way of establishing the ground truth is to keep the C-arm static and move the calibration ring. This procedure results in similar radiographs. The calibration ring was therefore installed on a motion platform which can perform displacements (combination of rotation and translation) quite accurately (see Fig. 3 ). The ground truth was then established by applying given rotations and translations to the motion platform and taking a sequence of radiographs. Our calibration algorithm was then applied to these sequences in order to recover the inter-frame displacements. The experiments were conducted at both the University of Western Ontario(UWO), and the Siemens Medical in Erlangen. The motion platform in both cases has three degrees of freedom. It can translate in two orthogonal directions. One axis of motion is parallel (as much as it can be manually positioned) to the image plane along the horizontal direction. The other one is orthogonal to the image plane (toward the X-ray source). Let us call these axes x and y respectively. The ring also rotates around the z axis which is almost parallel to the image plane.
In UWO, two images were taken after pure translations of 10mm, one parallel to the image plane, and the other one towards the image plane. Then, a sequence of nine consecutive rotations of 5 degrees (about the z-axis) were applied to the ring. This resulted in 1 1 images, two with pure translations, and 9 with pure rotations. To check the accuracy, we computed; (i) the angle of rotation, (ii) the vector of translation, and (iii) the rotation axis; and compared these with the ground truth measured by the motion platform. It is important to note that accurate computation of the axis of rotation is essential for accurate computation of the angle of rotation and the norm of translation. reconstruction algorithms are not sensitive to this kind of error. Translational motion parallel to the image plane is estimated quite accurately (less than 0.04mm). Graphs in Fig. 11 •T.bI e I : R esoks on the estlinati on of translation al niotioti in aliIIitlletQrs.
the angular motion and the axis of rotation for our 36 distinct image pairs obtained in our pure rotation sequence. In all graphs, the two digit numbers nm (n and m) on the horizontal axis represent angle difference between the image n and image m. For example, number 38 on the horizontal axis means the angular motion computed between the 3rd and 8th images. The corresponding y-value on the graph, shown by a diamond, is the computed angular error in degrees. The estimated angle between all pairs in the first 7 frames are less than 0.1 degrees. The error involving images 8 and 9 suggests an inaccuracy in the ground truth measurement. Next graph shows the error in the estimated axis of rotation. This is the angle between the estimated axis of rotation and the ground truth (in degrees). At Siemens Medical in Erlangen, the ring phantom was once again fixed to a movable stage. The phantom has been moved parallel to x-axis. Projection images has been acquired every 4mm. Results are shown in table 6. 11 translational motions parallel to the image plane are reported in this table. The estimated mean error is 0.036mm with an standard deviation of 0.016.
The ring has then been rotated from 0 to 360 degrees in steps of 15 degrees. This makes a total of 25 images. The 0 degree and 360 degree images should result theoretically in exactly the same projection images. In practice a small deviations has been found. Preliminary results on the estimation of rotational motion are presented in table 6 . There have been 24 motions of l5degrees rotation around z-axis. The estimated mean angle of rotation is 15.O05degrees, i.e. no systematic bias, with an standard deviation of 0.084. 
