Inspired by [3] we introduce the concept of extended Hopf algebra and consider their cyclic cohomology in the spirit of 4, 5] . Extended Hopf algebras are closely related, but different from, Hopf algebroids. Their definition is motivated by attempting to define cyclic cohomology of Hopf algebroids in general. Many of Hopf algebra like structures, including the Connes-Moscovici algebra H F M are extended Hopf algebras. We show that the cyclic cohomology of the extended Hopf algebra U (L, R) naturally associated to a Lie-Rinehart algebra (L, R) coincides with the homology of (L, R). We also give some other examples of extended Hopf algebras and their cyclic cohomology.
Introduction
Broadly speaking, Hopf algebroids are quantizations of groupoids. More precisely, they are not necessarily commutative or cocommutative algebraic analogues of Lie groupoids and Lie algebroids. In their study of index theory for transversely elliptic operators and in order to treat the general non-flat case, Connes and Moscovici [3] had to replace their Hopf algebra H n by a extended Hopf algebra H F M . In fact H F M is neither a Hopf algebra nor a Hopf algebroid in the sense of [10] , but it has enough structure to define a cocyclic module similar to Hopf algebras [5, 4, 2] .
In attempting to define a cyclic cohomology theory for Hopf algebroids in general, we were led instead to define a closely related concept that we call an extended Hopf algebra. This terminology is already used in [3] . All examples of interest, including the Connes-Moscovici algebra H F M are extended Hopf algebras.
The goal of this paper is to establish, algebraically, this cyclic cohomology for all extended Hopf algebras and provide several computations of this new cyclic cohomology theory for extended Hopf algebras. In particular we compute this for the universal enveloping algebra U(L, R) in the sense of Rinehart [14] of a Lie-Rinehart algebra (L, R). We also provide computations for extended Hopf algebra A θ of noncommutative torus and for commutative Hopf algebroids.
We would like to express our deep gratitude to Henri Moscovici who pointed out that the Connes-Moscovici algebra H F M did not fit in our earlier definition of extended Hopf algebra. This promoted us to extend our framework to the present paper. In fact the question of general definition of cyclic cohomology for Hopf algebroids were put to one of us (B.R.) by him. We would like also to thank J. Mrčun for bringing [12] to our attention and B. Noohi who helped us to find the coproduct in Example 4.2.
Lie-Rinehart algebras
Lie-Rinehart algebras interpolate between Lie algebras and commutative algebras, exactly in the same way that groupoids interpolate between groups and spaces. In fact Lie-Rinehart algebras can be considered as the infinitesimal analogue of groupoids. In the following all algebras are unital, and all modules are unitary. For more information on Lie-Rinehart algebras one can see [1, 8, 14] .
Let k be a commutative ring. A Lie-Rinehart algebra over k is a pair (L, R) where R is a commutative k-algebra, L is a k-Lie algebra and a left R- Instead of ρ(X)(a) we simply write X(a).
Example 2.1. Any k-Lie algebra L defines a Lie-Rinehart algebra with R = k, ρ = 0; similarly, any commutative k-algebra R defines a Lie-Rinehart algebra with L = 0. 
, is the space of smooth sections of a vector bundle over M. Since ρ :
In this way we recover Lie algebroids as a particular example of Lie-Rinehart algebras.
Example 2.5. Let g be a k-Lie algebra acting on a commutative k-algebra R by derivations γ : g −→ Der k (R). Thus γ is k-linear and preserves the bracket. The transformation Lie-Rinehart algebra of (g, R) is the pair (L, R), where L = R ⊗ g with Lie bracket
and the action ρ :
This example is clearly the infinitesimal analogue of the transformation groupoid, associated to an action of a group on a space.
Next we recall the definition of the homology of a Lie-Rinehart algebra [14] . This homology theory is a simultaneous generalization of Lie algebra homology and de Rham homology. Let (L, R) be a Lie-Rinehart algebra. A module over (L, R) is a left R-module M and a left Lie L-module ϕ : L → End k (M), denoted by ϕ(X)(m) = X(m) such that for all X ∈ L, a ∈ R and m ∈ M,
Alternatively, we can say an (L, R)-module is an R-module endowed with a flat connection defined by
, where Alt n R (L) denotes the n-th exterior power of the R-module L over R. Let d : C n −→ C n−1 be the differential defined by
It is easy to check that d 2 = 0 and thus we have a complex (C n , d). The homology of this complex is, by definition, the homology of the Lie-Rinehart algebra (L, R) with coefficients in M and we denote this homology by H * (R, L; M).
Note that C n is an R-module in an obvious way, but the differential d is not R-linear in general. Thus homology groups are only k-modules in general.
If the action ρ : L → Der k (R) is zero then L is an R-Lie algebra and the above complex is identical with the standard Chevally-Eilenberg complex for the homology of the Lie algebra L with coefficients in M.
To interpret this homology theory as a derived functor, Rinehart in [14] introduced the universal enveloping algebra of a Lie-Rinehart algebra (L,R). It is an associative k-algebra, denoted U(L, R), such that the category of (L, R)-modules as defined above is equivalant to the category of U(L, R)-modules. It is defined as follows. One can see easily that the following bracket defines a k-Lie algebra structure on R ⊕ L:
, be the enveloping algebra of the Lie algebra R ⊕ L, and letŨ + be the subalgebra generated by the canonical image of R ⊕ L in U. Then U(L, R) =Ũ + /I, where I is the two sided ideal generated by the set {(r.Z)
be the natural inclusions. Then i R is an algebra map, i L is a Lie algebra map and they satisfy the relations
It is obvious from the definitions that (i R , i L , U(L, R)) is universal with respect to these relations. It is equally easy to see that the category of left (L, R)-modules is equivalent to the category of left U(L, R)-modules.
In [14] Rinehart showed that if L is a projective R-module, then
is the algebra of differential operators on M. More generally, if R is any commutative algebra and L = Der k (R), then U(L, R) is the algebra of differential operators on the commutative algebra R. If L is any k-Lie algebra and
is the universal enveloping algebra of L; on the other hand if R is any k-algebra and L = 0 the trivial Lie algebra, then U(L, R) ∼ = R.
Hopf algebroids and extended Hopf algebras
Hopf algebroids can be regarded as not necessarily commutative or cocommutative algebraic analogues of groupoids and Lie-Rinehart algebras. Commutative Hopf algebroids were introduced in [13] , as cogroupoid objects in the category of commutative algebras. Hence the total algebra and the base algebra are both commutative. The main examples are algebra of functions on a groupoid. In [11] Hopf algebroids were defined where the total algebra need not be commutative but the base algebra is still commutative and the source and target maps land in the center of the total algebra. It is by no means obvious how to extend this notion to incorporate the case where the base algebra is noncommutative. A definitive step is taken by Lu in [10] where both total and base algebras are noncommutative. As is shwon in [6] , weak Hopf algebras are examples of Hopf algebroids, but there are Hopf algebroids, like R ⊗ R op which are not weak Hopf-algebras [6] . On the other hand the work of Connes-Moscovici in [3] shows that there are many examples of algebras in noncommutative geometry that satisfy most of the axioms of Hopf algebroids in [10] but not all (see below). They refer to them as extended Hopf algebras.
In the following we recall the definitions of bialgebroids and Hopf algebroids from [10, 15] . We then define extended Hopf algebras. Many examples like U(L, R) or Connes-Moscovici's H F M in [3] are extended Hopf algebras.
Let k be a commutative ring. A k − bialgebroid (H, R, α, β, ∆, ǫ) consists of the following data:
1: An algebra H, an algebra R, an algebra homomorphism α : R → H, and an algebra anti homomorphism β : R → H such that the image of α and β commute in H. It follows that H can be regarded as Rbimodule via
H is called the total algebra, R the base algebra, α the source map and β the target map. 
ii) Compatibility with product:
We call it a Hopf algebroid if there is a bijective map S : H → H which is a antialgebra map satisfying the following conditions,
iii) There exists a linear map γ : (ii)
3. An extended Hopf algebra is a bialgebroid endowed with an antipode pair (S, S) such that
) are well-defined and equal to ∆(S(h)) and ∆S(h) respectively. This happens in all examples of interest in this paper. We have relaxed the condition (iii) of Definition 3.1, the existence of a section, and added the extra conditions on S and S. This is motivated by the fact that many examples do not admit a section and also the section is not needed to define a cocyclic module. The extra conditions are needed to define a cocyclic module.
Let (H, R) be a bialgebroid with a operator S : H → H such that S satisfies axioms (i),(ii) of Definition 3.1 and S is an anticoalgebra map. Assume R is commutative and α, β : R → Z(H), where Z denotes the center. Let δ be a character in the sense that δ : H → R is an algebra map, and δβ = id R . Let S = δ ⋆ S so that
Then S is well defined and we have:
Lemma 3.1. By above construction (S, S) is an antipode pair on H.
Proof. To show S is an anticoalgebra map, we have
To show that Sβ = α we have
for all r ∈ R. The other property of S can easily be checked.
Now let H F M be the Connes-Moscovici algebra [3] . The operators S and δ are defined by [2] . Then (H, α, β, ∆, ǫ, S, S) is a Hopf algebroid and extended Hopf algebra, where α = β : k −→ H is the unit map. More generally, give any algebra R, let
With the following structure H is a Hopf algebroid and extended Hopf algebra over R:
is an example of extended Hopf algebra over the algebra R where the other structures are:
The source and target maps are the natural embeddings and S = S. 
It can easily be checked that H is both a Hopf algebroid and and extended Hopf algebra with S = S.
More generally one can easily check that theétale Hopf algebroids defined by Mrčun [12] are extended Hopf algebras, provided they are unital. This include smooth groupoid algebras in the sense of Connes attached to smooth etale (Huasdorff) groupoids over a compact base.
Example 3.4. It is well-known that (algebraic) quantum torus A θ is not a Hopf algebra although it is a deformation of a Hopf algebra . We show that
A θ is an extended Hopf algebra. Let A θ be the C-algebra generated by two invertible elements U and V with relation UV = qV U, q = e 2πiθ and let
Then one can check that (A θ , R, α, β, ε, ∆, S) is an extended Hopf algebra with S = S and also a Hopf algebroid.
Cyclic cohomology of extended Hopf algebras
In [3] Connes and Moscovici, by using an invariant faithful trace were able to define a cocyclic module for their extended Hopf algebra H F M . This was defined by transporting the cocyclic module structure on C * (A), where A is an algebra on which H F M acts, to a module based on H F M .
In this section our aim is to show that the formulas discovered by ConnesMoscovici define a cocyclic module for any extended Hopf algebra and provide several computations. Let (H, R, α, β, ∆, ε, S, S) be an extended Hopf algebra. The cocyclic module H ♮ associated to H is defined as follows. One has
where the right action is diagonal. Proof. We should verify the following identities
The cosimplicial relations are not hard to prove. We just verify the cyclic relation and leave the others to the reader. First, let us check that τ n+1 = id n . By induction, one can show that for
)h j+k and
1 ) and finally for 2 ≤ i ≤ j we have
For having correct result one should substitute 1 H for h 0 and h n+1 whenever they appear in above formulas.
It is not difficult to see that after applying τ to the above results when j = n, we have
Now by using the fact that α and β commute andS 2 = id and the other property of S and S one can show that the action of τ n+1 is the same as id. Indeed
αǫ(S(S(h
2 ))h 1 and so
and again we have a similar identity
3 ))h 2 ⊗ R γ 3 2 ⊗ R · · · ⊗ R γ n 2 and we can continue this process to get
Next, we check the identities between τ and δ i 's. It is obvious that τ δ 0 = δ n+1 , so let us check the others.
It is also easy to verify that τ δ i = δ i−1 τ , for n ≥ i > 1, and the relation of cyclic map with degeneracies hold.
Let R be a k algebra and H a k-Hopf algebra such that S 2 = id H . We have an extended Hopf algebra structure on R ⊗ H ⊗ R
• as in example 3.1. In the next proposition we compare the cyclic cohomology of R ⊗ H ⊗ R
• as extended Hopf algebra and the cyclic cohomology of H as a Hopf algebra. This generalizes lemma 13 of [3] .
Proposition 4.2. Let H be a Hopf algebra as above. Then
HC * (R ⊗ H ⊗ R • ) = HC * (H).
Proof. Let us denote R⊗H⊗R
• by H and its cocyclic module by H ♮ , and the cocyclic module of H by H ♮ . As a k-module we have
Let R ♮ be the cocyclic module obtained where instead of H we put k. Now we have a bicocyclic module with H ♮ as its diagonal. Let X m,n = R m ♮ ⊗ H n ♮ , be the tensor product of R ♮ and H ♮ . Then H ♮ as a cocyclic module is isomorphic to the diagonal of bicocyclic module {X n,m } n,m≥0 . By cyclic Eilenberg-Zilber theorem [9] we have,
where d(X) is the diagonal of X. We can compute HC * (T ot(X)) instead of HC * (H ♮ ), so we should at first compute HH * (T ot(X)). But from [3] we know HH 0 (R ♮ ) = k and 0 otherwise. Using Kunneth's formula we conclude that the columns of the bicomplex X are acyclic and we have HH n (T ot(X)) = H ⊗n . Invoking the cyclic natural map φ : H ♮ −→ T ot(X) which induces an isomorphism on Hochschild cohomology we have,
Next we compute the cyclic cohomology groups of the extended Hopf algebra U(L, R) of a Lie-Rinehart algebra (L, R). Let S(L) be the symmetric algebra of the R-module L. It is an extended Hopf algebra over R. In fact it is the enveloping algebra of the pair (L, R) where L is an abelian Lie algebra acting by zero derivations on R. Let ∧(L) be the exterior algebra of the R-module L. The following lemma computes the Hochschild cohomology of the cocyclic module S(L) ♮ . Lemma 4.1. Let R be a commutative k-algebra and let L be a flat R-module.
Proof. It is enough to prove this only for L a finite dimensional free Rmodule. Indeed both HH * and S commute with inductive limits. Now let L 1 be a one dimensional free R-module with x as its generator. We have a free S(L 1 ) comodule resolution for R, denoted C(L 1 ), as follows:
The first map is natrual embeding and the second is
. By tensoring the above resolutions, we have a free S(L) comodule resolution for R. We call it as before C(L).
It is easy to see that it is ∧
* L and the differentional is zero.
The following proposition computes the periodic cyclic cohomology of the extended Hopf algebra U(L, R) associated to a Lie-Rinehart algebra (L, R) in terms of its Rinehart homology. It extends a similar result for enveloping algebra of Lie algebras from [5] .
where HP * means periodic cyclic cohomology.
Proof. By P.B.W. theorem of Rinehart (Theorem 3.1 of [14] ), the R-coalgebras S(L) and U(L, R) are isomorphic, therefore the Hochschild cohomology of the cocyclic modules S(L) ♮ and U(L, R) ♮ are isomorphic. By lemma 4.1 we know that HH
. So suffices to compute the action of
Now ε induces a mixed complex map
where d is the Lie-Rinehart differential andB(U(L, R)) is Connes' normalized mixed complex corresponding to the cocyclic module U(L, R) ♮ . As we have seen this map induces an isomorphism on Hochschiled homology and so on cyclic homology. 
Dualizing the above proposition, we obtain 
We give a few examples of Haar systems. Let H be the Hopf algebroid of a groupoid with finite base(example 3.3). Then it is easy to see that τ : H → R defined by τ (id x ) = id x for all x ∈ Obj(G) and 0 otherwise is a normal Haar system for H. This example can be generalized. Let H = C ∞ c (G) be the convolution algebra of a smoothétale (Hausdorff) groupoid. The map
is a normal Haar system for C ∞ c (G). In a related example, one can directly check that the map τ :
n is a normal Haar system for the noncommutative torus A θ . It is well known that any finite dimensiobal Hopf algebra admits a Haar integral. This is , however, not true for finite dimensional Hopf algebroids. For example the Hopf algebroid in [10] associated to U q (sl (2)), where q is a root of unity, does not admit any Haar system; indeed if τ is its Haar system then τ (1) = 1 and
This gives an example of a finite dimensional Hopf algebroid without any Haar system. 
It is easy to check that η is a contracting homotopy for the Hochschild complex of H ♮ and hence HH n (H) = 0 for n > 0 and HH 0 (H) = ker{α − β}. The rest is obvious. 
Action of extended Hopf algebras (or Hopf algebroids) on algebras should be modeled after action of groupoids on spaces. In the latter one assumes the space is "fibred" over the objects of the groupoid. Let (H, R) be an extended Hopf algebra. Let A be an algera endowed with an algebra homomorphism f : R → A and a left H-module structure. We use f to define a R-bimodule structure on A by ras := f (r)af (s) r, s ∈ R and a ∈ A We say f is compatible with (H, R)-action if α(r)a = ra, and β(r)a = ar for all (r, a) ∈ R × A We say (H, R) acts on A, or A is an extended Hopf (H, R)-module algebra, if for all h, g ∈ H and a, b ∈ A we have
Note that for the second condition to make sense we have to assume f in compatible with (H, R).
A linear map T r : A → k is called an invariant trace if for all a, b ∈ A and h ∈ H we have 
Proof. It is obvious that γ commutes with the degeneracies and faces. We just show that it commutes with the cyclic action:
1 )h n (a n−1 )) = T r(a n h
)h n (a n−1 ))) = T r(a n h
. . . h
)h n−1 )(a n−2 )) = T r(h n (a n−1 )(a n h
)h n−1 )(a n−2 ) = T r(h n (a n−1 )(a n h
1 )h n−1 )(a n−2 ) = T r(h n (a n−1 )(a n h
))h n−1 )(a n−2 )h n (a n−1 )
Recall that a commutative Hopf algebroid is defined as a cogroupoid object in the category of commutative algebras [13] . Thus both H and R are commutative k-algebras. It is easy to see that a commutative Hopf algebroid is an extended Hopf algebra. The proof of the following two propositions involve rather long verifications.
Proposition 4.6. Let (H, R) be a commutative Hopf algebroid. Let (EH) n = H ⊗ R n+1 , n ≥ 0. Then the following operators define a cocyclic module structure on EH:
0 S(h
1 )h n .
Proposition 4.7. The following map is a morphism of cocyclic modules
Using the above two propositions and dualizing the method used in [7] to prove a similar result for cocommutative Hopf algebras, one can prove: where the second complex is theČech complex of S with respect to the cover U. It follows that H i (H, R) ∼ =Ȟ i (S, U) for all i ≥ 0.
