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Résumé
Sur la théorie des excursions pour des processus de Lévy
symétriques stables d’indice α ∈]1, 2] et quelques applications
Résumé
Cette thèse est constituée de 5 chapitres.
Le chapitre 1 est divisé en deux parties ; la première autour des généralités sur les proces-
sus de Lévy et la deuxième sur le cas particulier des processus symétriques stables.
Le chapitre 2 porte sur la théorie des ﬂuctuations dans le cas stable et concentre la plupart
des résultats originaux de cette thèse. Dans ce chapitre, on s’intéresse premièrement à la
loi conjointe du premier temps de passage au-dessus d’une barrière et de la position du
processus en cet instant ainsi qu’à des questions autour de l’absolue continuité de la loi
du supremum. Dans un deuxième temps, on s’intéresse à la loi conjointe du processus au
temps t, de son supremum avant t et du dernier temps d’atteinte du supremum avant t.
Le chapitre 3 est aussi constitué des deux parties, une partie sur les temps locaux et une
autre partie sur la théorie des excursions. Les deux parties sont traitées dans le cas des
processus symétriques stables d’indice supérieur à 1. Concernant les temps locaux, on rap-
pelle leur déﬁnition et leurs principales propriétés. Concernant la théorie des excursions,
on présente la théorie de façon semblable aux cas classiques en passant entre autres par les
déﬁnitions d’excursion normalisée et de méandre, et en donnant des constructions simples
pour ces objets. On présente aussi quelques développements récents de la théorie dus à
K.Yano, Y. Yano et M. Yor.
Les chapitres 4 et 5 portent sur des applications (dans le cas symétrique stable) de la
théorie des excursions à l’étude respectif des temps passés positif et négatif et des valeurs
principales généralisées.
Mots-clefs
Processus de Lévy, Processus de Lévy stables, Propriété de scaling, Théorie des ﬂuctua-
tions, Théorie des excursions, Temps locaux.
8On the excursion theory for the symmetric stable Lévy
processes with index α ∈]1, 2] and some applications
Abstract
This thesis consists of ﬁve chapters.
Chapter 1 is divided in two parts; ﬁrst part concerns the general Lévy processes and the
second one, the particular case of symmetric stable Lévy processes.
Chapter 2 focuses on the theory of ﬂuctuations in the stable case and contains most of the
original results of this thesis. In this chapter, we study the joint distribution of the ﬁrst
passage time over a ﬁxed barrier and the corresponding overshoot. We then look into the
joint distribution of the process at time t, its supremum before t and the last hitting time
of the supremum before t.
Chapter 3 is also composed of two parts. First part treats local times and the second
deals with the excursion theory. Both are studied in the case of symmetric stable Lévy
processes with index greater than 1. For the local times we give the fundamental deﬁni-
tions and classical properties. Concerning the excursion theory, we develop an exposition
in a classical way. We provide, among others, the deﬁnitions of normalized excursion and
meander. We also give simple constructions for these objects. Finally, some recent results
due to K.Yano, Y. Yano and M. Yor are exposed.
Chapters 4 and 5 deal with applications (in the symmetric stable case) of excursions theory.
We study the time spent positive and negative. and generalised principal values.
Keywords
Lévy processes, Stable Lévy processes, Scaling property, Fluctuation theory, Excursion
theory, Local times.
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Introduction
La théorie générale des excursions (voir par exemple [6], [25] et [29]) associe à un proces-
sus de Markov pour lequel un point donné, disons 0, est régulier, un processus de Poisson
ponctuel (le processus des excursions) à valeurs dans un espace de trajectoires (l’espace
des excursions), et donc aussi une mesure d’intensité (la mesure d’excursion). Bien sûr,
pour ce processus de Poisson ponctuel des formules clés additives et exponentielles met-
tent en lien direct le processus de Markov de départ et la mesure d’excursion. Ainsi, une
bonne connaissance de la mesure d’excursion permet d’obtenir une bonne connaissance du
processus de Markov, et inversement.
Dans le cas brownien, la théorie des excursions a été largement développée, en particulier
avec la description de Williams de la mesure d’excursion. La propriété de scaling et la
continuité des trajectoires jouent un rôle très important dans l’obtention des résultats.
Une partie de ces résultats a été généralisée au cas des diﬀusions régulières. Encore une
fois, la continuité des trajectoires joue un rôle primordial.
Les processus de Lévy stables d’indice α ∈]1, 2] font l’objet principal de ce travail de thèse.
Pour ces processus on peut déﬁnir de façon analogue au cas brownien des temps locaux et
en ce sens, on peut déﬁnir de façon très naturelle le processus des excursions, ainsi que la
mesure d’excursion associée. La littérature sur ce sujet étant vaste, mais très éparpillée, un
des buts de ce travail est de rassembler la littérature existante et de l’exposer de manière
claire et précise.
Cette thèse est constituée de 5 chapitres. L’ordre dans lequel ces chapitres sont disposés
n’est pas chronologique, mais il me semble être l’ordre naturel pour les présenter.
Le chapitre 1 est divisé en deux parties ; la première autour des généralités sur les pro-
cessus de Lévy et la deuxième sur le cas particulier des processus symétriques stables.
Dans la première partie, on commence par donner les déﬁnitions d’un processus de Lévy
et d’autres objets liés à leurs lois, comme l’exposant caractéristique ou la mesure de Lévy.
On parle ensuite de la propriété de Markov, on déﬁnit le semi-groupe et la famille de
résolvantes associés. On présente des conditions classiques qui entraînent l’existence et la
régularité de densités pour le semi-groupe (et donc, pour la famille de résolvantes).
Dans la deuxième partie, on donne la déﬁnition d’un processus stable symétrique d’indice
α ∈]0, 2] et on vériﬁe selon les valeurs de α si les conditions pour l’existence de densités
(pour le semi-groupe et la famille de résolvantes) sont satisfaites. On donne des expre-
ssions pour ces densités dans certains cas particuliers. Dans le dernier paragraphe de ce
chapitre, on s’intéresse, dans le cas symétrique stable d’indice α > 1, aux temps d’atteinte
d’un niveau donné par le processus. Plus précisément, on exprime leur loi à l’aide de deux
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variables aléatoires indépendantes, plus ou moins explicites (voir aussi [46], lemmes 2.16,
2.17 et théorème 5.3).
Le chapitre 2 porte sur la théorie des ﬂuctuations et concentre la plupart des résultats
originaux de cette thèse. Dans ce chapitre, on s’intéresse premièrement à la loi conjointe
du premier temps de passage au-dessus d’une barrière et de la position du processus en
cet instant. Le point de départ est une formule, dûe à Pecherskii et Rogozin (voir [36]),
pour la transformée de Laplace de cette loi conjointe quand on considère une barrière
exponentielle indépendante. On inverse cette formule pour trouver une expression pour la
transformée de Laplace conjointe, cette fois-ci à barrière ﬁxe, disons x > 0. Ensuite, dans
le cas α-stable, avec 1 < α < 2, à partir de cette nouvelle formule et à l’aide de certains
résultats asymptotiques, on retrouve la loi du processus au premier temps de passage au-
dessus du niveau x. Ce résultat avait été déjà obtenu par Ray, dans le cas symétrique, et
Bingham, dans le cas d’un processus non spectralement négatif. Cependant l’intérêt de la
preuve qu’on fournit est son caractère élémentaire qui permet de voir très clairement le
rôle joué par la propriété de scaling. Ensuite, on conditionne le premier temps de passage
au-dessus du niveau x à avoir un saut au-dessus de x plus petit que h et on fait tendre h
vers 0. On montre la convergence en loi vers une variable aléatoire qui, sous certaines con-
ditions techniques, permet d’aborder certaines questions concernant l’absolue continuité
de la loi du supremum.
Dans un deuxième temps, toujours dans le cas α-stable, on s’intéresse à la loi conjointe
du processus au temps t, de son supremum avant t et du dernier temps d’atteinte du
supremum avant t. Comme dans le cas précédent, on commence avec une formule dûe à
Pecherskii et Rogozin (voir [36]), pour la transformée de Laplace du triplet des variables,
prises en un temps exponentiel indépendant. L’idée à nouveau, c’est d’inverser cette for-
mule pour en trouver une à temps ﬁxe. De cette façon, on arrive à caractériser la loi du
triplet. Le résultat obtenu, peut être vu comme un cas particulier de la proposition 16
et du corollaire 17 du chapitre VIII dans [6] concernant des constructions trajectorielles
pour le méandre et le méandre dual du processus réﬂéchi. Comme précédemment, l’intérêt
de la démonstration qu’on propose réside dans le fait qu’on peut visualiser de façon plus
explicite le rôle de la propriété de scaling dans l’obtention du résultat.
Le chapitre 3 est aussi constitué des deux parties, une partie sur les temps locaux et une
autre partie sur la théorie des excursions. Les deux parties sont traitées dans le cas des
processus symétriques stables d’indice α > 1. Concernant les temps locaux, on commence
par donner leur déﬁnition et rappeler leurs principales propriétés : formule d’occupation,
caractère höldérien, formule de Tanaka, etc. Ensuite, on déﬁnit l’inverse continu à droite
du temps local en 0. Après quelques considérations autour de la formule de Feynman-Kac,
on donne ﬁnalement une généralisation du lemme 9 du chapitre V dans [6] concernant la
construction d’une martingale associée aux temps locaux.
Dans la partie sur la théorie des excursions, on présente la théorie de façon semblable
aux cas classiques (mouvement brownien et diﬀusions régulières) en passant entre autres
par les déﬁnitions d’excursion normalisée et de méandre, et en donnant des constructions
trajectorielles simples pour ces objets. On présente aussi quelques développements récents
de la théorie dus à K.Yano, Y. Yano et M. Yor.
Dans le chapitre 4, on s’intéresse aux temps passés positif et négatif par un processus de
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Lévy symétrique stable d’indice α > 1. On s’appuie sur le calcul fait par Fitzsimmons et
Getoor dans [22] de la transformée de Laplace conjointe de l’inverse du temps local en
0 et du temps passé positif par le processus jusqu’à cet instant-là. Ensuite, à l’aide des
formules-clé, on récupère de l’information sur la mesure d’excursion qui nous permet de
calculer d’autres transformées de Laplace liées au temps passé positif. À l’aide des va-
riables aléatoires Gγ (voir les notations), on arrive ensuite à exprimer la mesure de Lévy
d’une pseudo-transformée de Laplace uni-dimensionnelle associée aux temps passé positif
et négatif. On cherche alors à établir des liens entre la mesure de Lévy conjointe pour ces
temps d’occupation et les variables Gγ .
Le chapitre 5 porte sur les valeurs principales associées aux temps locaux. On présente
d’abord le résultat de Biane et Yor ([9]) concernant, dans un cadre brownien, le calcul d’une
transformée de Laplace bi-dimensionnelle associée à des valeurs principales généralisées
prises en l’inverse du temps local en 0. Ensuite, on présente un résultat analogue pour les
valeurs principales "simples" d’un processus de Lévy ([21] pour le cas symétrique stable
d’indice α > 1 et [6] pour le cas d’un processus de Lévy vériﬁant une certaine condition
technique). On montre dans le cas symétrique stable d’indice α > 1 que le caractère
höldérien des temps locaux permet de déﬁnir des valeurs principales généralisées (comme
dans le cas brownien). Ensuite, en suivant le schéma de la démonstration de Bertoin du
résultat pour les valeurs principales "simples", on trouve des relations beaucoup moins
explicites pour les valeurs principales généralisées.

Notations
Fonctions spéciales
Si z ∈ C, Re(z) désigne la partie réelle de z et Im(z) sa partie imaginaire.
On désigne par Γ la fonction gamma :
Γ(z) =
+∞∫
0
e−t tz−1 dt, Re(z) > 0.
B désigne la fontion béta d’Euler :
B(x, y) =
Γ(x) Γ(y)
Γ(x+ y)
, Re(x) > 0, Re(y) > 0.
Pour λ ∈ C et k ∈ N, on note (λ)k le symbole de Pochhammer :
(λ)0 = 1, (λ)k = λ(λ+ 1) · · · (λ+ k − 1), k = 1, 2 . . .
Pour p, q ∈ N avec p ≤ q + 1 et des nombres complexes α1, . . . , αp et γ1, . . . , γq (avec
γi 6= 0,−1,−2, . . . ), on déﬁnit la fonction hypergéométrique généralisée :
pFq(α1, . . . αp; γ1 . . . γq; z) =
+∞∑
k=0
p∏
r=1
(αr)k
q∏
s=1
(γs)k
zk
k!
.
Remarque. Si p ≤ q, pFq est une fonction entière. Pour p = q+1 le rayon de convergence
de la série est égal à 1, mais on peut étendre la déﬁnition de la fonction à tout le plan
complexe par prolongement analytique.
On déﬁnit les fonctions sinus intégral si et Si par :
si(z) = −
+∞∫
z
sin(t)
t
dt, Si(z) =
z∫
0
sin(t)
t
dt, Re(z) > 0.
De même, on déﬁnit les fonctions cosinus intégral ci et Ci par :
ci(z) = −Ci(z) =
+∞∫
z
cos(t)
t
dt, Re(z) > 0.
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Remarque. Les fonctions Si et si sont des primitives de la fonction x 7→ sin(x)x . Si est la
primitive nulle en 0 et si la primitive nulle à l’inﬁni. On a la relation suivante :
Si(z) =
π
2
+ si(z).
La fonction Ci est la primitive de la fonction x 7→ cos(x)x nulle à l’inﬁni.
Variables aléatoires
Γa désigne une variable gamma de paramètre a > 0 :
P[Γa ∈ dz] = 1Γ(a)e
−z za−11{z>0} dz.
βa,b désigne une variable béta de paramètres a > 0 et b > 0 :
P[βa,b ∈ du] = 1
B(a, b)
ua−1 (1− u)b−11{0<u<1} du.
ep désigne une variable exponentielle de paramètre p > 0 :
P[ep ∈ du] = p e−pu 1{u>0}du.
Lorsque le paramètre vaut 1, on désigne par e une exponentielle standard.
N (µ, σ2) désigne une variable normale d’espérance µ et d’écart type σ > 0 :
P[N (µ, σ2) ∈ dx] = 1√
2πσ2
e−
1
2(
x−µ
σ )
2
dx.
Lorsque µ = 0 et σ = 1, on désigne par N une variable normale centrée réduite.
Pour 0 < β < 1, notons Tβ une variable stable unilatérale standard d’indice β dont la
transformée de Laplace est donnée par
E [exp (−tTβ)] = exp(−tβ), t ≥ 0.
Pour γ ∈]0, 1[, on note Gγ une variable aléatoire à valeurs dans ]0, 1[ de densité donnée
par :
fGγ (u) =
γ sin(πγ)
(1− γ)π
uγ−1(1− u)γ−1
(1− u)2γ − 2(1− u)γuγ cos(πγ) + u2γ 1]0,1[(u).
Pour γ, δ ∈]0, 1[, on note Gγ,δ une variable aléatoire à valeurs dans [0, 1] qui a pour
transformée de Stieltjes :
E
[
1
λ+Gγ,δ
]
=
γ
1− δ
λγ−δ
(
λδ−1 − (1 + λ)δ−1
)
(1 + λ)γ − λγ , λ > 0.
Pour γ ∈]0, 1[, Zγ désigne une variable aléatoire à valeurs dans R+, de densité :
fZγ (u) =
sin(πγ)
πγ
1
u2 + 2u cos(πγ) + 1
1[0,+∞[(u).
Mγ désigne une variable aléatoire de Mittag-Leﬄer, à valeurs dans R+, de loi caractérisée
par :
E[exp(λMγ)] =
+∞∑
n=0
λn
Γ(nγ + 1)
, λ ∈ R.
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Remarque. Quand on écrit une identité du type :
h(X1, . . . , Xn)
(loi)
= k(Y1, . . . , Ym),
on suppose toujours que dans chaque membre, les variables aléatoires considérées sont
indépendantes.

Tableau comparatif
SoitB = (Bt, t ≥ 0) un mouvement brownien réel, standard, issu de 0 etX(α) = (X(α)t , t ≥ 0)
un processus symétrique stable d’indice α ∈]1, 2].
Propriété Mouvement brownien B Processus symétrique stable X(α)
Scaling (Bat, t ≥ 0) (loi)= (
√
aBt, t ≥ 0) (X(α)at , t ≥ 0)
(loi)
= (a1/αX(α)t , t ≥ 0)
Exposant ψ2(λ) = 12λ
2 ψα(λ) = c|λ|α,
caractéristique où c = c[X(α)] est une constante
strictement positive.
Densités des Px(Bt ∈ dy) ≡ pt(x− y)dy Px(X(α)t ∈ dy) = p(α)t (x− y)dy
distributions
(voir [43]) pt(x) = 1√2πte
−x2
2t p
(α)
t (x) = t
−1/αp(α)1 (t
−1/αx),
p
(α)
1 (x) =
1
c1/αpi
∞∑
n=0
(−1)nΓ( 2n+1α +1)
(2n+1)! (
x
c1/α
)2n.
Temps locaux Lxt = lim
ε→0+
1
2ε
t∫
0
1{|Bs−x|≤ε}ds L
x
t [X
(α)] = lim
ε→0+
1
2ε
t∫
0
1{|X(α)s −x|≤ε}ds
Formule
t∫
0
f(Bs)ds =
+∞∫
−∞
f(x)Lxt dx
t∫
0
f(X(α)s )ds =
+∞∫
−∞
f(x)Lxt [X
(α)]dx
d’occupation
Régularité des Ils sont höldériens d’ordre η, Ils sont höldériens d’ordre η,
temps locaux pour tout η ∈]0, 1/2[. pour tout η ∈]0, (α− 1)/2[.
(voir [2])
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Scaling pour les
temps locaux
(Lxat; t ≥ 0, x ∈ R)
(loi)
= (
√
aL
x/
√
a
t ; t ≥ 0, x ∈ R)
(Lxat[X
(α)]; t ≥ 0, x ∈ R)
(loi)
= (a(α−1)/αLx/a
1/α
t [X
(α)]; t ≥ 0, x ∈ R).
Inverse du temps
local en 0
τℓ ≡ inf{u > 0; L0u > ℓ} (τℓ, ℓ ≥ 0)
est un subordinateur stable d’indice
1/2.
τ
(α)
ℓ ≡ inf{u > 0; L0u[X(α)] > ℓ}
(τ (α)ℓ , ℓ ≥ 0) est un subordinateur sta-
ble d’indice 1− 1/α.
Temps passés A+t ≡
t∫
0
1(Bs>0)ds A
(α),+
t ≡
t∫
0
1
(X
(α)
s >0)
ds
positif et négatif A−t ≡
t∫
0
1(Bs<0)ds A
(α),−
t ≡
t∫
0
1
(X
(α)
s <0)
ds
Loi du couple E[exp(−qτℓ − λA+τℓ)] = e−ℓφ(q,λ) E[exp(−qτℓ − λA
(α),+
τℓ )] = e
−ℓφα(q,λ)
(A
(α),+
τℓ , τℓ) où φ(q, λ) =
√
λ+q
2 +
√
q
2 . où φα(q, λ) = c
1/α sin(π/α) λ
(q+λ)1/α−q1/α .
(voir [22])
Loi du couple E[exp(−aA+τℓ − bA−τℓ)] = e−ℓΦ(q,λ) E[exp(−aA
(α),+
τℓ − bA(α),−τℓ )] = e−ℓΦα(q,λ)
(A
(α),+
τℓ , A
(α),−
τℓ ) où Φ(a, b) =
√
a
2 +
√
b
2 . où Φα(a, b) = c
1/α sin(π/α) a−b
a1/α−b1/α .
En particulier A+τℓ et A
−
τℓ
En particulier, A(α),+τℓ et A
(α),−
τℓ
sont indépendants. sont indépendants si et seulement
si α = 2.
Les variables gt ≡ sup{s < t;Bs = 0}, g(α)t ≡ sup{s < t;X(α)s = 0},
g
(α)
t gt
(loi)
= tg1 g
(α)
t
(loi)
= tg(α)1
De plus, g1 suit la loi béta De plus, g
(α)
1 suit la loi béta
de paramètres 1/2, 1/2 : de paramètres 1− 1/α, 1/α :
P (g1 ∈ ds) = 1
π
√
s(1−s)
1]0,1[(s)ds P (g
(α)
1 ∈ ds) =
sin((1− 1
α
)π)s
−
1
α (1−s)
1
α
−1
π
1]0,1[(s)ds.
Tableau comparatif 21
Propriété Mouvement brownien B Processus symétrique stable X(α)
Construction ( 1√g1Bg1t, t ∈ [0, 1]) est un pont
((
1
g
(α)
1
)1/α
X
(α)
g
(α)
1 t
, t ∈ [0, 1]) est un pont
trajectorielle du indépendant de g1. indépendant de g
(α)
1 .
pont ([6], [14], [40])
Existence de Hν(t) H
(α)
ν (t)
valeurs principales ≡ lim
ε→0
t∫
0
du|Bu|(1/ν)−2sgn(Bu)1(|Bu|≥ε), ≡ lim
ε→0
1
π
t∫
0
|X(α)u |
α−1
ν
−α
sgn(X
(α)
u )1(|X(α)u |≥ε)
du,
pour tout ν ∈]0, 2[. pour tout ν ∈]0, 2[.
Construction des (Hν(τℓ), ℓ ≥ 0) est un processus (H(α)ν (τ (α)ℓ ), ℓ ≥ 0) est un processus
processus stables symétrique stable d’indice ν, où symétrique stable d’indice ν, où
symétriques ν ∈]0, 2[. ν ∈]0, 2[.
Les processus A
(α)
ν Aν(t) ≡
t∫
0
du|Bu|(1/ν)−2, A(α)ν (t) ≡
t∫
0
|X(α)u |α−1ν −αdu,
pour ν ∈]0, 1[. pour ν ∈]0, 1[.
Le processus (Aν(τℓ), ℓ ≥ 0) est un
processus unilatéral stable d’indice ν.
Le processus (A(α)ν (τℓ), ℓ ≥ 0) est un pro-
cessus unilatéral stable d’indice ν.
Loi du couple E
[
exp
(
iλH2µ(τℓ)− θ22 Aµ(τℓ)
)]
= E[exp(−qτℓ + iλH(α)1 (τℓ))],
(H
(α)
γµ (τℓ),A
(α)
µ (τℓ)) e
−
ℓ
2
(4µθ)2µcosh(
πλµ
θ
)
Γ(2µ) sin(πµ)
B( 2µ+12 +i
λµ
θ ;
2µ+1
2 −i
λµ
θ ), = e−ℓλ coth(λκ(q))
µ ∈]0, 1[, γ ∈]0, 2
µ
[ où B(a, b) = Γ(a)Γ(b)Γ(a+b) . où κ(q) =
c−1/αq
1−α
α
α sin(π/α) .
(voir [9], [21] et [6]). (γ = 2). (µ = (α− 1)/α et γ = 1/µ).
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Dans la suite, on considère ep un temps exponentiel indépendant de paramètre p.
Propriété Mouvement brownien B Processus symétrique stable X(α)
Loi du couple E[exp(−λA+gep − µgep)] E[exp(−λA
(α),+
gep − µg(α)ep )]
(A(α),+gep , g
(α)
ep ) =
2p
λ
[√
1 + µ+λp −
√
1 + µp
]
, = αpλ
[(
1 + µ+λp
)1/α − (1 + µp )1/α],
pour λ > 0, µ > 0. pour λ > 0, µ > 0.
Loi du couple E[exp(−λA+g1 − µg1)] E[exp(−λA
(α),+
g
(α)
1
− µg(α)1 )]
(A
(α),+
g
(α)
1
, g
(α)
1 ) =
(λ+µ)F1,1(1/2,2;−(λ+µ))−µF1,1(1/2,2;−µ)
λ =
(λ+µ)F1,1(1−1/α,2;−(λ+µ))−µF1,1(1−1/α,2;−µ)
λ
= 1
π
1∫
0
1∫
0
e−λxe−µss−
3
2 (1−s)−12 1[0,s](x)dxds. =
1∫
0
1∫
0
e−λx−µs
s−1/α−1(1−s)1/α−11[0,s](x)
αB(1−1/α,1+1/α)
dxds.
En particulier, A+g1 suit la loi béta de
paramètres 1/2 et 3/2. De plus, la vari-
able
A+g1
g1
est indépendante de g1, de loi
uniforme sur [0, 1].
En particulier, A(α),+
g
(α)
1
suit la loi béta de
paramètres 1− 1/α et 1+1/α. De plus, la
variable
A
(α),+
g
(α)
1
g
(α)
1
est indépendante de g(α)1 ,
de loi uniforme sur [0, 1].
Loi de H
(α)
1 (ep) E[exp(iλH1(ep))] =
1
cosh(πλ/
√
2p)
E[exp(iλH(α)1 (ep))] =
1
cosh(λκ(p))
(voir [21])
Loi de H
(α)
1 (g
(α)
ep ) E[exp(iλH1(gep))] =
√
2p
πλ tanh(
πλ√
2p
) E[exp(iλH(α)1 (g
(α)
ep ))] =
tanh(λκ(p))
λκ(p)
(voir [21])
Loi conjointe E[exp(iλH1(gep) + iµ(H1(ep)−H1(gep)))] E[exp(iλH(α)1 (g(α)ep )+iµ(H(α)1 (ep)−H(α)1 (g(α)ep )))]
des variables = tanh(πλ/
√
2p)
λ
µ
sinh(πµ/
√
2p)
. = tanh(λκ(p))λ
µ
sinh(µκ(p)) .
H
(α)
1 (g
(α)
ep ) et En particulier, H1(gep) et En particulier, H
(α)
1 (g
(α)
ep ) et
H
(α)
1 (ep)−
H
(α)
1 (g
(α)
ep )
H1(ep)−H1(gep) sont indépendantes. H(α)1 (ep)−H(α)1 (g(α)ep ) sont indépendantes.
(voir [21])
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Théorèmes de (Lxτℓ , x ≥ 0) et (L−xτℓ , x ≥ 0) (Lxτ (α)1 [X
(α)] + 12η
2
x, x ∈ R)
Ray-Knight sont deux BESQ0(ℓ)
(loi)
= (12(ηx +
√
2)
2
, x ∈ R),
(voir [20], [3]) indépendants. où η est un mouvement brownien
fractionnaire d’indice α− 1,
indépendant de X(α).
Les endroits les W(t) ≡ {x ∈ R : Lxt = sup
y∈R
Lyt }, W(α)(t) ≡ {x ∈ R : Lxt [X(α)] = sup
y∈R
L
y
t [X
(α)]},
plus visités W (t) ≡ max
x∈W(t)
x, W (α)(t) ≡ max
x∈W(α)(t)
x,
(voir [4] et [3]) lim
t→+∞
(log t)γ
t1/2
|W (t)| = +∞, p.s, lim
t→+∞
(log t)γ
t1/α
|W (α)(t)| = +∞, p.s,
pour tout γ > 9. pour tout γ > 9/(α− 1).
Loi de la durée V (e) ≡ inf{t > 0 : e(t) = 0}, V (e) ≡ inf{t > 0 : e(t) = 0},
de vie sous
la mesure n(V ∈ dv) = dv√
2πv3
1(v>0). nα(V ∈ dv) = (α−1) sin(π/α)Γ(1/α) c1/αv
1
α
−21(v>0)dv.
d’excursions
Comportement lim
t→0
Bt
tκ = 0, pour κ < 1/2. limt→0
X
(α)
t
tκ = 0, pour κ < 1/α.
autour de zéro lim sup
t→0
Bt
tκ =∞, pour κ ≥ 1/2. lim sup
t→0
X
(α)
t
tκ =∞, pour κ ≥ 1/α.
(voir [7]).

Chapitre 1
Processus de Lévy symétriques
stables
1.1 Généralités sur les processus de Lévy
1.1.1 Quelques définitions et propriétés élémentaires
Définition 1.1 (Processus de Lévy). Soit (Ω,F , P ) un espace probabilisé etX=(Xt; t ≥ 0)
un processus stochastique déﬁni sur (Ω,F , P ) à valeurs dans Rd. On dit que X est un pro-
cessus de Lévy d-dimensionnel si ses trajectoires sont continues à droite et limitées à gauche
(càdlàg) et ses accroissements sont indépendants et stationnaires, c’est-à-dire, que pour
tous s, t ≥ 0, l’accroissement Xt+s −Xt est indépendant du processus (Xv; 0 ≤ v ≤ t) et
a même loi que Xs. En particulier, P (X0 = 0) = 1.
On notera P x la loi deX+x sous P . De même, on notera Ex et E les opérateurs d’espérance
pris par rapport à P x et P respectivement.
La propriété d’accroissements indépendants et stationnaires et la régularité des trajectoires
permettent de démontrer aisément l’existence d’une fonction ψ : Rd → C, qu’on appelle
exposant caractéristique du processus de Lévy X, vériﬁant :
∀t ≥ 0,∀λ ∈ Rd, E[ei<λ,Xt>] = e−tψ(λ). (1.1)
Remarque 1.2. Toujours grâce à la propriété d’accroissements indépendants et station-
naires et à la régularité des trajectoires, on peut démontrer qu’un processus de Lévy est
caractérisé par son exposant caractéristique.
D’autres objets permettant de caractériser un processus de Lévy sont introduits dans la
formule de Lévy-Khintchine (voir par exemple section 7.6 dans Chung, [17]) :
ψ(λ) = i < a, λ > +
1
2
Q(λ) +
∫
Rd
(1− ei<λ,x> + i < λ, x > 1{|x|<1})Π(dx), (1.2)
où a ∈ Rd, Q est une forme quadratique positive et Π est une mesure dans Rd \ {0} telle
que
∫
(1 ∧ |x|2)Π(dx) < +∞. Q est appelé coeﬃcient gaussien et Π mesure de Lévy.
La formule de Lévy-Khintchine s’écrit de façon plus simple quand le processus de Lévy
est à variation ﬁnie. En fait, un processus de Lévy est à variation ﬁnie si et seulement si
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son coeﬃcient gaussien Q est nul et
∫
(1 ∧ |x|)Π(dx) < +∞ (voir section I.1 dans [6]), et
alors on peut écrire :
ψ(λ) = −i < a¯, λ > +
∫
Rd
(1− ei<λ,x>)Π(dx), (1.3)
où a¯ ∈ Rd est appelé coeﬃcient de drift. Si de plus, le processus de Lévy est à valeurs
dans R et n’a pas de sauts négatifs, le support de la mesure de Lévy est inclus dans R+.
Les subordinateurs en sont un cas particulier.
Définition 1.3 (Subordinateur). Un subordinateur est un processus de Lévy à valeurs
dans R+. En particulier, il s’agit de processus dont les trajectoires sont croissantes.
Dans le cas des subordinateurs, on travaille plutôt avec la transformée de Laplace qu’avec
la transformée de Fourier. Dans ce cadre, on sait qu’il existe une fonction φ : R+ → R+,
qu’on appelle exposant de Laplace, telle que :
∀t ≥ 0,∀λ ≥ 0, E[e−λXt ] = e−tφ(λ), (1.4)
et grâce à (1.3) on a :
∀λ ≥ 0, φ(λ)
λ
= a¯+
+∞∫
0
e−λtΠ¯(t)dt, (1.5)
où Π¯(t) = Π(]t,+∞[).
1.1.2 Autour de la propriété de Markov
On associe au processus de Lévy X sa ﬁltration naturelle (Ft; t ≥ 0) (Ft est la σ-algèbre
complète engendrée par (Xs; 0 ≤ s ≤ t). La propriété d’indépendance des accroissements
et la régularité des trajectoires entraînent que X est un processus de Markov par rapport
à (Ft; t ≥ 0) (voir section I.2 dans [6]). Considérons le semi-groupe déﬁni par :
Ptf(x) = Ex[f(Xt)], (1.6)
pour toute fonction mesurable et bornée f . Il vériﬁe la propriété de semi-groupe, c’est-à-
dire que P0 = Id et Pt ◦ Ps = Pt+s.
Le semi-groupe (Pt; t ≥ 0) a la propriété de Feller, c’est-à-dire, que pour tout f ∈ C0,
Ptf ∈ C0, et Ptf converge de façon uniforme vers f quand t tend vers 0 ([6], chapitre I,
proposition 5), et X est un processus de Markov fort ([6], chapitre I, proposition 6).
On déﬁnit maintenant la famille des résolvantes (U q; q > 0) par :
U qf(x) = Ex
 +∞∫
0
e−qsf(Xs)ds
 = +∞∫
0
e−qsPsf(x)ds, (1.7)
où f est une fonction mesurable bornée. La propriété de semi-groupe pour (Pt; t ≥ 0) se
traduit dans l’équation résolvente suivante :
U q U r =
U r − U q
q − r , q, r > 0. (1.8)
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On considère, pour y ∈ Rd, le temps d’arrêt T{y} = inf{s > 0 : Xs = y} (avec par conven-
tion inf ∅ = +∞).
Pour x ∈ Rd \ {0}, on note P x,0 la loi du processus partant de x tué en 0, c’est-à-dire, la
loi sous P x du processus (X0t ; t ≥ 0), déﬁni par :
X
{0}
t =
{
Xt si t < T{0},
δ si t ≥ T{0},
(1.9)
où δ est un point isolé. On notera E0x l’opérateur d’espérance pris par rapport à P
x,0. Il
est facile de voir que le processus tué X{0} est aussi un processus de Markov et on peut
écrire son semi-groupe et sa famille de résolvantes comme :
P 0t f(x) = Ex
[
f(Xt), t < T{0}
]
, (1.10)
U0q f(x) = Ex

T{0}∫
0
e−qsf(Xs)ds
 = +∞∫
0
e−qsP 0s f(x)ds. (1.11)
Grâce à la propriété de Markov forte au temps T{0}, on a :
U qf(x) = U0q f(x) + Ex[e
−qT{0} ]U qf(0). (1.12)
1.1.3 Sur l’existence de certaines densités
Désormais dans ce chapitre, X sera un processus de Lévy à valeurs dans R.
Pour chaque t > 0, on considère la mesure µt(·) ≡ P [Xt ∈ ·]. Il est connu que chacune des
conditions suivantes est suﬃsante pour assurer l’absolue continuité de la mesure µt par
rapport à la mesure de Lebesgue (voir [22], [44]) :
1. σ2 > 0,
2. exp(−tψ) ∈ L1(dλ) pour tout t > 0,
3. Πa(R) =∞,
où σ2 est le coeﬃcient gaussien et Πa est la partie absolument continue de la mesure de
Lévy de X.
Si on suppose de plus que µt est absolument continue et si on note pt sa densité, on a (voir
[22]) :
P x(Xt ∈ dy) = pt(y − x)dy, (1.13)
les densités peuvent être choisies de sorte que la fonction (t, y) 7→ pt(y) soit mesurable en
(t, y) ∈]0,∞[×R et :
pt(y) =
∫
R
ps(y − x)pt−s(x)dx, 0 < s < t. (1.14)
Dans ce cas, la famille de résolvantes admet des densités uq telles que :
U qf(x) =
+∞∫
−∞
f(y)uq(y − x)dy, (1.15)
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et :
uq(x) =
+∞∫
0
e−qsps(x)ds. (1.16)
Une autre condition qui permet d’assurer l’existence des densités uq est (voir [6], chapitre
II, théorème 19 et corollaire 20) :
∀q > 0,
+∞∫
−∞
1
|q + ψ(ξ)|dξ <∞. (1.17)
Cette condition implique aussi que les densités uq sont continues et que (voir [6]) :
uq(0) =
1
2π
+∞∫
−∞
Re
(
1
q + ψ(ξ)
)
dξ, (1.18)
2uq(0)− (uq(x) + uq(−x)) = 1
π
+∞∫
−∞
(1− cos(ξx))Re
(
1
q + ψ(ξ)
)
dξ, (1.19)
et ([6], chapitre II, corollaire 18) :
Ex[exp(−qT{0})] =
uq(−x)
uq(0)
. (1.20)
Il découle de (1.10), (1.11), (1.12) et (1.20) que le semi-groupe et la famille de résolvantes
du processus tué en 0 admettent aussi des densités données par :
p0t (x, y) = pt(x− y)−
t∫
0
pt−s(y)Px(T{0} ∈ ds), (1.21)
et :
u0q(x, y) =
+∞∫
0
e−qtp0t (x, y) dt = u
q(y − x)− u
q(−x)uq(y)
uq(0)
. (1.22)
Remarque 1.4. La condition (1.17) implique en particulier que 0 est un point régulier,
c’est-à-dire, P (T{0} = 0) = 1.
Remarque 1.5. Notons d’abord que les densités uq sont intégrables. En eﬀet, si on prend
f = 1 et x = 0 dans (1.7) et (1.15), on obtient :
‖ uq ‖1=
+∞∫
−∞
uq(y)dy = U q1(0) = E
[ +∞∫
0
e−qsds
]
=
1
q
< +∞,
d’où uq ∈ L1(R).
Si on suppose de plus que les densités uq vériﬁent la condition (1.17), on peut montrer
que uq ∈ Lp(R) pour tout 1 ≤ p ≤ +∞. En eﬀet, de (1.20) on voit que les densités uq sont
bornées par uq(0) et alors elles sont dans L∞(R).
Considérons maintenant 1 < p < +∞ et choisissons f = (uq)p−1 et x = 0 dans (1.7) et
(1.15) :
‖ uq ‖pp =
+∞∫
−∞
(uq(y))p−1uq(y)dy = E
[ +∞∫
0
e−qs(uq(Xs))p−1ds
]
≤ u
q(0)p−1
q
< +∞,
ce qui montre notre assertion.
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1.2 Le cas symétrique stable
1.2.1 Quelques définitions et propriétés élémentaires
Définition 1.6 (Processus stable d’indice α). Un processus de Lévy X est dit stable
d’indice α ∈ (0, 2] s’il vériﬁe la propriété de scaling d’indice α, c’est-à-dire, si pour tout
b > 0, le processus (b−1/αXbt; t ≥ 0) a même loi que X.
Définition 1.7 (Processus symétrique). Un processus stochastique Y = (Yt; t ≥ 0) à
valeurs dans Rd est dit symétrique si le processus −Y a même loi que Y .
Désormais, on suppose que X est un processus symétrique stable d’indice α à valeurs dans
R. Dans la suite on énoncera une liste de propriétés élémentaires pour les processus stables
(voir par exemple [48] ou [6], chapitre VIII).
Le cas α = 2
Dans ce cas, X est un mouvement brownien standard à une constante multiplicative près.
L’exposant caractéristique est donné par ψ2(λ) = cλ2, (c > 0), la mesure de Lévy est nulle
et le coeﬃcient gaussien est strictement positif, en particulier X est à variation inﬁnie.
Comme la condition (1) dans le paragraphe 1.1.3 est vériﬁée, les densités pt et uq existent.
Comme (1.17) est aussi vériﬁée, les fonctions uq sont continues et vériﬁent (1.18), (1.19)
et (1.20). Dans ce cas particulier, on a même mieux (voir par exemple [40]) :
∀t > 0,∀x ∈ R, pt(x) = 1
2
√
cπt
e−
x2
4ct ,
∀q > 0,∀x ∈ R, uq(x) = 1
2
√
qc
e−|x|
√
q
c .
Le cas α = 1
Dans ce cas, X est un processus de Cauchy symétrique. L’exposant caractéristique est de
la forme ψ1(λ) = c|λ|. Le coeﬃcient gaussien est nul et la mesure de Lévy est propor-
tionelle à |x|−2dx, donc X est à variation inﬁnie.
D’autre part, comme la condition (3) dans le paragraphe 1.1.3 est vériﬁée, les densités pt
et uq existent. On sait même que (voir [43]) :
∀t > 0,∀x ∈ R, pt(x) = c
π
t
(x2 + c2t2)
,
et donc, on peut exprimer les densités uq, à l’aide des fonctions spéciales ci et si, de la
façon suivante (voir [38], p.135) :
∀q > 0,∀x 6= 0, uq(x) = 1
cπ
[
cos
(
q|x|
c
)
ci
(
q|x|
c
)
− sin
(
q|x|
c
)
si
(
q|x|
c
)]
.
Le cas α ∈]0, 1[∪]1, 2[
Dans ce cas, l’exposant caractéristique est de la forme :
ψα(λ) = c|λ|α, (1.23)
où c > 0.
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La mesure de Lévy est absolument continue par rapport à la mesure de Lebesgue. Plus
précisément :
Π(dx) = c+|x|−α−1dx, (1.24)
où c+ ≥ 0. Le coeﬃcient gaussien est nul et X est à variation ﬁnie si et seulement si
α ∈]0, 1[.
Comme la condition (3) dans le paragraphe 1.1.3 est vériﬁée, les densités pt et uq existent.
La propriété de scaling entraîne :
∀t > 0,∀x ∈ R, pt(x) = t−1/αp1(t−1/αx). (1.25)
On a aussi l’expression suivante (voir [43], chapitre III, formules 14.28 et 14.30) :
p1(x) =
1
c1/απ
+∞∑
n=0
(−1)nΓ(
2n+1
α + 1)
(2n+ 1)!
(
x
c1/α
)2n
. (1.26)
D’autre part, la condition (1.17) est vériﬁée seulement si α ∈]1, 2[ et dans ce cas, le point 0
est régulier, les densités uq sont continues et vériﬁent (1.18), (1.19) et (1.20). Si on suppose
de plus que X est symétrique, on obtient :
uq(x) =
1
π
+∞∫
0
cos (λx)
q + cλα
dλ, x ∈ R. (1.27)
Ainsi, si on déﬁnit la fonction h par :
h(x) = lim
q→0+
{uq(0)− uq(x)}, (1.28)
on trouve, à l’aide de (1.27) (pour le calcul de la constante, voir [46]), que :
h(x) =
1
cπ
+∞∫
0
1− cos (λx)
λα
dλ =
1
2cΓ(α) sin
(
π (α−1)
2
) |x|α−1. (1.29)
D’autre part, à l’aide des changements de variable y = cξα/q dans un premier instant, et
t = y1+y ensuite :
uq(0) =
1
π
+∞∫
0
dξ
q + c ξα
=
c−1/α
πα
q
1−α
α
+∞∫
0
y
1
α
−1(1 + y)−1dy
=
c−1/α
πα
q
1−α
α
1∫
0
t
1
α
−1(1− t)− 1α dt = c
−1/αB( 1α , 1− 1α)
πα
q
1−α
α
=
c−1/αΓ( 1α) Γ(1− 1α)
πα
q
1−α
α .
D’où, ﬁnalement (voir [34], 1.2.2) :
uq(0) =
c−1/αq
1−α
α
α sin(π/α)
. (1.30)
En plus, à partir de (1.16) et (1.30), on obtient :
pt(0) =
c−1/αΓ(1 + 1/α)
π
t−1/α. (1.31)
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Remarque 1.8. On verra dans le chapitre 3 des propriétés importantes liées à la fonction
h.
Remarque 1.9. Notons que :
U qf(x) =
+∞∫
0
e−qsEx(f(Xs))ds
=
+∞∫
0
e−qsE(f(x+Xs))ds
(scaling) =
+∞∫
0
e−qsE(f(x+ s1/αX1))ds
(Fubini) = E
 +∞∫
0
e−qsf(x+ s1/αX1)ds

(changement de variable v = s1/α|X1|) = E
 +∞∫
0
e
−q( v
|X1|
)α
f(x+ sgn(X1)v)
αvα−1
|X1|α dv

(symétrie) =
1
2
E
 +∞∫
0
e
−q( v
|X1|
)α(f(x+ v) + f(x− v))αv
α−1
|X1|α dv
 ,
et alors, par déﬁnition des densités uq, on trouve :
uq(x) =
α
2
|x|α−1E
[
e
−q
(
|x|
|X1|
)α
|X1|α
]
= − α
2|x|
∂
∂q
E
[
e
−q
(
|x|
|X1|
)α]
. (1.32)
1.2.2 Sur les temps d’atteinte
Dans tout ce paragraphe, X est un processus de Lévy symétrique stable d’indice α ∈]1, 2].
Remarque 1.10. Pour 0 < β < 1, notons Sβ une variable stable unilatérale dont la
transformée de Laplace est donnée par :
E
[
exp
(
− t
2
Sβ
)]
= exp(−tβ), t ≥ 0,
c’est-à-dire, Sβ = 2Tβ, où Tβ est une variable stable unilatérale standard d’indice β. Alors,
pour a > 0 :
E
[
1
Saβ
]
=
1
Γ(a)
E
[∫ +∞
0
ta−1 exp(−tSβ) dt
]
=
1
Γ(a)
∫ +∞
0
ta−1 exp(−(2t)β) dt (1.33)
=
1
2a β Γ(a)
∫ +∞
0
v
a
β
−1 exp(−v) dv =
Γ
(
a
β
)
2a β Γ(a)
.
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Proposition 1.11. Soit Hα la variable positive telle que
∀x ≥ 0, E
 1√
Sα
2
exp
(
− x
2
2Sα
2
) = E
 1√
Sα
2
 P[Hα ≥ x].
Alors :
T{x}
(loi)
=
xα
c (Hα)α β1− 1
α
, 1
α
. (1.34)
Remarque 1.12. Voir aussi lemmes 2.16 et 2.17 et théorème 5.3 dans [46].
Remarque 1.13. Dans [37], Peskir donne un développement en série pour la densité de
la loi de T{x} dans le cas où X est un processus de Lévy stable d’indice α ∈]1, 2[, sans
sauts négatifs (cas spectralement positif).
Remarque 1.14. Par déﬁnition,
P[H2α ≥ y] =
√
π√
2Γ(1 + 1/α)
E
 1√
Sα
2
1{2 eSα
2
>y}
 ,
et donc,
P
[
H2α ∈ dy
]
=
√
π√
2Γ(1 + 1/α)
P
 1√
Sα
2
(2 eSα
2
∈ dy)
 ,
où e désigne une variable exponentielle standard, i.e. une variable gamma de paramètre
1, indépendante de Sα
2
. L’égalité en loi (1.34) équivaut donc à
E[g(T{x})] =
√
π√
2Γ(1 + 1/α)
E
 1√
Sα
2
g
 xα
c β1− 1
α
, 1
α
(2eSα
2
)
α
2
 , (1.35)
pour toute fonction g mesurable positive ou bornée, où β1− 1
α
, 1
α
désigne une variable béta
de paramètres 1 − 1α et 1α indépendante de e et Sα2 . En particulier, grâce à (1.33), on a,
pour a ∈]− 1− 1α ; 2− 1α [ :
E[(T{x})a] =
xαa
√
π Γ(1− αa2 ) Γ(1− 1α − a) Γ(a+ 1α)
ca 2αa Γ(1− 1α) Γ( 1α) Γ(1+αa2 ) Γ(1− a)
. (1.36)
Par ailleurs, si X désigne le processus symétrique stable d’indice α d’exposant caractéris-
tique ψ(λ) = c|λ|α, on a
sous P0, X1
(loi)
= c
1
α B
(
Sα
2
)
,
où (B(s); s ≥ 0) est un mouvement brownien standard, indépendant de Sα
2
. Il s’ensuit :
p1(x) = E
 1
c
1
α
√
2πSα
2
exp
− x2
2 c
2
α Sα
2

 , (1.37)
et
∀x ≥ 0, P[Hα ≥ x] =
p1
(
x c
1
α
)
p1(0)
=
π c
1
α p1
(
x c
1
α
)
Γ(1 + 1α)
. (1.38)
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Preuve. D’après [6] (Chap. VIII, lemme 13, p. 230), on a :
P[T{x} < t] =
sin(πα)
π p1(0)
∫ t
0
pt−s(x) s
1
α
−1 ds =
c
1
α sin(πα)
Γ(1 + 1α)
∫ t
0
pt−s(x) s
1
α
−1 ds (1.39)
(scaling) =
c
1
α sin(πα)
Γ(1 + 1α)
∫ t
0
p1
(
x (t− s)− 1α
)
(t− s)− 1α s 1α−1 ds
=
c
1
α sin(πα)
Γ(1 + 1α)
∫ 1
0
p1
(
x (t(1− u))− 1α
)
(1− u)− 1α u 1α−1 du
=
π c
1
α
Γ(1 + 1α)
E
p1
 x(
t β1− 1
α
, 1
α
) 1
α

 = P
Hα ≥ x(
tc β1− 1
α
, 1
α
) 1
α
 = P
 xα
cHαα β1− 1
α
, 1
α
≤ t
,
d’où le résultat.
Remarque 1.15. Grâce aux égalités (1.33) et (1.36), l’identité en loi (1.34) se traduit
encore (en égalant les moments des deux membres de la premiére égalité en loi) :
xα
Γ 1
α
cΓ1− 1
α
(loi)
= T{x}(Sα2 )
α
2 |N |α (loi)= T{x} |Xˆα(1)|α
(loi)
= |Xˆα(T{x})|α, (1.40)
où (Xˆα(u);u ≥ 0) désigne un processus symétrique stable d’indice α standard (c = 1),
et où, dans chaque membre, les variables aléatoires considérées sont indépendantes (N
désigne une variable normale centrée réduite et pour γ > 0, Γγ désigne une variable
gamma de paramètre γ).
Remarque 1.16. Il est clair, à partir de (1.34), que T{x} admet une densité, qu’on notera
ρT{x} . En plus, à partir de (1.16), (1.20) et (1.30) on montre aisément que :
pt(x) =
1
c1/α α sin(πα)Γ(1− 1/α)
t1−1/α
1∫
0
v−1/αρT{x}(t(1− v))dv, (1.41)
d’où :
pt(x) =
Γ(1/α)
π c1/α (α− 1) t
1−1/α
E
[
ρT{x}(t β1,1−1/α)
]
.
Remarque 1.17. Dans le cas brownien, on a le cas particulier de l’identité de Kendall
(voir [13]) :
pt(x) =
t
x
ρT{x}(t).

Chapitre 2
Autour de la théorie des
fluctuations
2.1 Quelques résultats de base
Soit X = (Xt, t ≥ 0) un processus de Lévy d’exposant caractéristique ψ.
On pose pour t ≥ 0 :
St = sup
0≤s≤t
Xs, It = inf
0≤s≤t
Xs, Tt = sup{s ≤ t : Xs = St} et A+t =
t∫
0
1{Xs>0}ds,
et pour x > 0 :
T[x,+∞[ = inf{s > 0 : Xs ≥ x} et Kx = XT[x,+∞[ − x.
Dans la suite eγ désignera une variable exponentielle de paramètre γ indépendante de X.
On s’intéresse aux lois conjointes de (St, Xt, Tt) (voir [28] pour la loi du couple (St, Xt)),
(Xt, A+t ) et (T[x,+∞[, XT[x,+∞[) (voir [27]), et à de possibles liens entre elles.
Introduisons tout d’abord quelques notations qui nous seront utiles pour la suite. Pour
q > 0, ν ≥ 0, Reλ ≤ 0 et Reµ ≥ 0, on déﬁnit :
ψ+q (λ) = exp
(
−
+∞∫
0
(eλx − 1)dx
( +∞∫
0
u−1e−quP (Xu > x)du
))
, (2.1)
ψ−q (µ) = exp
( 0∫
−∞
(eµx − 1)dx
( +∞∫
0
u−1e−quP (Xu < x)du
))
, (2.2)
et
I(q, ν) = exp
( +∞∫
0
(e−(q+ν)u − e−qu)u−1P (Xu ≥ 0)du
)
. (2.3)
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On s’appuiera sur la proposition suivante qui rassemble une partie des résultats obtenus
par Pecherskii et Rogozin dans [36] :
Proposition 2.1 ([36]). Pour tout γ > 0, on a :
1. Si Reλ ≤ 0, Reµ ≥ 0, ν ≥ 0 :
E[exp(λSeγ − µ(Seγ −Xeγ )− νTeγ )] = ψ+(γ+ν)(λ) ψ−γ (µ) I(γ, ν). (2.4)
2. Si λ ∈ R, ν ≥ 0 :
E[exp(iλXeγ − νA+eγ )] = ψ+(γ+ν)(iλ) ψ−γ (iλ) I(γ, ν). (2.5)
3. Si λ > 0, µ > 0 :
E[exp(−λT[eγ ,+∞[ − µKeγ ] =
γ
γ − µ
(
1− ψ
+
λ (−γ)
ψ+λ (−µ)
)
. (2.6)
Remarque 2.2. On montre aisément à partir de (2.4) que les couples (Seγ , Teγ ) et
(Seγ − Xeγ , eγ − Teγ ) sont indépendants. Ce résultat a été démontré par Greenwood et
Pitman dans [26] à l’aide de la théorie des excursions.
Remarque 2.3. Il découle de la déﬁnition de ψ+γ et ψ
−
γ que :
ψ+γ (iλ) ψ
−
γ (iλ) =
γ
γ + ψ(λ)
. (2.7)
D’autre part, il a été démontré par Rogozin dans [41] que :
Si Reλ ≤ 0, Reµ ≥ 0, ψ+γ (λ) = E[exp(λSeγ )] et ψ−γ (µ) = E[exp(µIeγ )], (2.8)
et donc que la représentation de γ(γ + ψ(λ))−1 dans (2.7) est une factorisation indéﬁni-
ment divisible.
Maintenant, si on prend ν = 0 dans (2.5), du fait que E[exp(iλX
eγ)] = γ(γ + ψ(λ))
−1, on
retrouve (2.7).
En plus, à partir de (2.4), on récupère la première égalité dans (2.8), mais aussi :
Si Reµ ≥ 0 : ψ−γ (µ) = E[exp(µ(Xeγ − Seγ ))]. (2.9)
Ainsi, comme dans [41], on trouve que l’identité (2.7) est une factorisation indéﬁni-
ment divisible de γ(γ + ψ(λ))−1. On trouve aussi, en comparant (2.8) et (2.14), que
Ieγ
(loi)
= Xeγ − Seγ .
Remarque 2.4. La formule (2.5) a été obtenue dans [36], après avoir montré que pour
t > 0, (Xt, Tt)
(loi)
= (Xt, A+t ), en remplaçant λ et µ dans (2.4) par iλ, avec λ ∈ R.
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Remarque 2.5. On peut trouver la formule (2.6) dans [6] (chapitre VI, exercice 1, p.182)
exprimée sous la forme suivante :
∀β, θ, λ > 0,
+∞∫
0
e−λaE(exp(−βT[a,+∞[ − θXT[a,+∞[))da =
κ(β, λ+ θ)− κ(β, θ)
λκ(β, λ+ θ)
, (2.10)
où κ(·, ·) est déﬁni par :
exp{−κ(β, θ)} = E(exp(−βτ¯1 − θSτ¯1)), (2.11)
τ¯ désignant l’inverse continu à droite du temps local en 0 du processus S −X.
On passe facilement de (2.6) à (2.10). À l’aide de la formule suivante ([6], chapitre VI,
corollaire 10, p. 165) :
κ(β, θ) = κ(1, 0) exp
( +∞∫
0
dt
∫
[0,+∞[
(e−t − e−βt−θx)t−1P (Xt ∈ dx)
)
, (2.12)
on montre que pour q, λ > 0, on a :
ψ+q (−λ) =
κ(q, 0)
κ(q, λ)
.
Dans le cas d’un processus stable d’indice α, le résultat suivant jouera un rôle clé :
Proposition 2.6 ([6], chapitre VIII, proposition 2, p.219). Soit ρ = P (X1 > 0). Si
ρ ∈]0, 1[, alors il existe k > 0 tel que :
P (S1 ≤ x) ∼ kxαρ quand x→ 0 + . (2.13)
Remarque 2.7. Voir [10] et[11] pour des versions plus précises de ce résultat.
2.2 Sur la loi de (T[x,+∞[, XT[x,+∞[)
2.2.1 Le cas général
Dans ce paragraphe, on cherche à exprimer la transformée de Laplace de la loi du couple
(T[x,+∞[, XT[x,+∞[), pour x > 0.
La formule (2.6) nous donne une expression de la transformée de Laplace de la quantité
qui nous intéresse. On est donc ramené à inverser cette transformée de Laplace.
Notons d’abord que pour γ > µ > 0, on a :
1
γ − µ =
+∞∫
0
e−(γ−µ)xdx et
γ
γ − µ = 1 +
µ
γ − µ.
D’autre part, de (2.8), on a pour γ, λ > 0 :
ψ+γ (−λ) = E[exp(−λSeγ )] =
+∞∫
0
λ e−λzP (Seγ ≤ z) dz, (2.14)
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et donc, (2.6) devient :
+∞∫
0
e−γxE[ exp(−λT[x,+∞[ − µKx)] dx
=
1
γ − µ −
1
ψ+λ (−µ)
 γ
γ − µ
+∞∫
0
e−γzP (Seλ ≤ z)dz

=
+∞∫
0
e−γx
(
eµx − P (Seλ ≤ x)
ψ+λ (−µ)
)
dx− I(γ, λ, µ)
ψ+λ (−µ)
, (2.15)
où :
I(γ, λ, µ) = µ
+∞∫
0
P (Seλ ≤ z)
 +∞∫
0
e−γ(y+z)eµydy
 dz.
Notons qu’à l’aide du changement de variables v = z, x = y+ z et du théorème de Fubini,
on obtient :
I(γ, λ, µ) = µ
+∞∫
0
e−(γ−µ)x
 x∫
0
e−µvP (Seλ ≤ v)dv
 dx.
Si on injecte cela dans (2.15), en utilisant (2.14), on trouve :
+∞∫
0
e−γxE[exp(−λT[x,+∞[ − µKx)]dx =
1
ψ+λ (−µ)
+∞∫
0
e−(γ−µ)xJ(µ, λ;x)dx, (2.16)
où :
J(µ, λ;x) =
+∞∫
x
µe−µvP (Seλ ≤ v)dv − e−µxP (Seλ ≤ x). (2.17)
On a donc :
E[exp(−λT[x,+∞[ − µKx)] =
eµx
E
[
e−µSeλ
]J(µ, λ;x). (2.18)
Notons maintenant que :
J(µ, λ;x) = E
 +∞∫
x∨Seλ
µe−µvdv
− e−µxP (Seλ ≤ x)
= E
[
e−µ(x∨Seλ )
]
− e−µxP (Seλ ≤ x),
et donc :
J(µ, λ;x) = E
[
e−µSeλ1{Seλ≥x}
]
. (2.19)
On obtient donc :
Théorème 2.8. Pour tout λ, µ > 0 et x ≥ 0 :
E[exp(−λT[x,+∞[ − µXT[x,+∞[)] =
E
[
e−µSeλ1{Seλ≥x}
]
E
[
e−µSeλ
] . (2.20)
Démonstration. C’est une conséquence directe de (2.18) et (2.19).
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2.2.2 Le cas stable
Désormais dans ce paragraphe, on suppose que X est un processus de Lévy stable d’indice
α ∈]1, 2]. On note le coeﬃcient de positivité :
ρ = P (X1 ≥ 0).
On sait que dans ce cas, ρ ∈ [1−1/α, 1/α] (voir [6], chapitre VIII), en particulier ρ ∈]0, 1[.
Le cas ρ = 1−1/α, correspond au cas spectralement positif (il n’y a pas de sauts négatifs)
et le cas ρ = 1/α, au cas spectralement négatif (il n’y a pas de sauts positifs).
Scaling pour Seλ et quelques résultats asymptotiques
Dans le théorème 2.8, il apparaît un lien entre la variable aléatoire Seλ et la loi conjointe
de
(
T[x,+∞[, XT[x,+∞[
)
. Dans ce paragraphe, on montre comment la propriété de scaling
permet d’étudier le comportement asymptotique de certaines quantités associées à Seλ .
Dans [39], Ray donne une expression de la densité de la loi de XT[x,+∞[ dans le cas
symétrique. Dans [11], Bingham généralise ce résultat au cas non spectralement négatif.
Nous allons retrouver ce résultat, à l’aide des propriétés asymptotiques obtenues, comme
un corollaire de la formule (2.20).
Lemme 2.9 (Scaling). Pour tout λ, µ > 0 et x ≥ 0 :
(i) P (Seλ ≤ x) = P
(
Se ≤ xλ1/α
)
=
+∞∫
0
e−vP
(
S1 ≤ xλ1/αv1/α
)
dv.
(ii) E
[
e−µSeλ
]
= E
[
e
− µ
λ1/α
Se
]
=
+∞∫
0
e−vP
(
Se ≤ vλ1/αµ
)
dv.
Démonstration. Soient λ, µ > 0 et x ≥ 0.
(i) On a :
P (Seλ ≤ x) =
+∞∫
0
λe−λuP (Su ≤ x)du
(changement de variable λu = v) =
+∞∫
0
e−vP (Sv/λ ≤ x)dv
(scaling) =
+∞∫
0
e−vP
(
S1 ≤ xλ
1/α
v1/α
)
dv,
d’où (i).
(ii) D’après (2.14) et (i) :
E
[
e−µSeλ
]
=
+∞∫
0
µe−µzP
(
Se ≤ zλ1/α
)
dz
(changement de variable µz = v) =
+∞∫
0
e−vP
(
Se ≤ vλ
1/α
µ
)
dv,
d’où (ii).
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Proposition 2.10. Il existe k∗ > 0 tel que :
(i) P (Seλ ≤ x) ∼ k∗ xαρ λρ quand λ→ 0+.
(ii)
+∞∫
x
µe−µvP (Seλ ≤ v)dv ∼ k∗
(
+∞∫
µx
e−yyαρdy
)
µ−αρλρ quand λ→ 0+.
(iii) E
[
e−µSeλ
]
∼ k∗ Γ(1 + αρ) µ−αρ λρ quand λ→ 0+.
(iv) E
[
e−µSeλ1{Seλ≥x}
]
∼ k∗αρ
(
+∞∫
µx
e−yyαρ−1dy
)
µ−αρλρ quand λ→ 0+.
Démonstration.
(i) À l’aide du théorème de convergence dominée et de la proposition 2.6, on déduit du
lemme 2.9 (i) que :
P (Seλ ≤ x)
λρ
=
+∞∫
0
e−v
P
(
S1 ≤ xλ1/αv1/α
)
λρ
dv −→
λ→0+
k Γ(1− ρ) xαρ.
Il suﬃt donc de choisir k∗ = k Γ(1− ρ) pour terminer la démonstration de (i).
(ii) En appliquant le théorème de convergence dominée, on déduit de (i) :
+∞∫
x
µe−µvP (Seλ ≤ v)dv
λρ
−→
λ→0+
k∗
+∞∫
x
µe−µvvαρdv,
et (ii) découle du changement de variables y = µv.
(iii) Il suﬃt de prendre x = 0 dans (ii).
(iv) C’est une conséquence de (i) et (ii), en utilisant les formules (2.17) et (2.19).
Maintenant, on est en mesure de retrouver la loi de XT[x,+∞[ .
Corollaire 2.11 ([39], [11]). Si αρ < 1, on a :
XT[x,+∞[
(loi)
=
x
βαρ,1−αρ
, (2.21)
c’est-à-dire que :
P (XT[x,+∞[ ∈ dy) = ρ(x, y)dy, avec ρ(x, y) =
sin(παρ)
π
1
y
(
x
y − x
)αρ
1]x,∞[(y).
Démonstration. Si on fait tendre λ vers 0+ dans (2.20), on trouve à l’aide de la proposition
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2.10 :
E[exp(−µXT[x,+∞[)] =
1
Γ(αρ)
+∞∫
µx
e−yyαρ−1dy
=
sin(παρ)
π
+∞∫
µx
dy
+∞∫
0
e−y(v+1)v−αρdv
=
sin(παρ)
π
+∞∫
0
e−µx(v+1)
v + 1
v−αρdv (théorème de Fubini)
=
sin(παρ)
π
1∫
0
e−µx/zzαρ−1(1− z)−αρdz (changement
de variables z = 1/(v + 1)),
d’où le résultat.
Remarque 2.12. De même, la loi de Kx est absolument continue par rapport à la mesure
de Lebesgue, sa densité étant donnée par :
ρKx(y) = ρ(x, x+ y) =
sin(παρ)
π
1
(y + x)
(
x
y
)αρ
1]0,∞[(y).
Remarque 2.13. Doney et Kyprianou dans [19] trouvent une expression pour la loi
conjointe de cinq variables aléatoires liées aux ﬂuctuations d’un processus de Lévy. Cette
expression leur permet, dans le cas particulier des processus stables, de calculer la densité
de la loi conjointe du triplet (XT[x,+∞[ − x, x−XT[x,+∞[−, x−ST[x,+∞[−). Plus précisément
pour y ∈ [0, x], v ≥ y et u > 0 :
P (XT[x,+∞[ − x ∈ du, x−XT[x,+∞[− ∈ dv, x− ST[x,+∞[− ∈ dy)
=
sin(παρ)
π
Γ(α+ 1)
Γ(αρ)Γ(α(1− ρ))
(x− y)αρ−1(u− y)α(1−ρ)−1
(v + u)1+α
dy dv du.
Ce résultat a été lui même généralisé dans [33].
Une loi asymptotique
Pour x, h > 0, on considère la variable aléatoire T hx qui a pour loi :
P (T hx ∈ · ) = P (T[x,+∞[ ∈ · |Kx ≤ h).
Dans ce paragraphe, on s’intéresse au comportement asymptotique, quand h tend vers 0+,
des variables T hx . Pour cela, on commence par calculer la taille asymptotique des évène-
ments {Kx ≤ h}.
Lemme 2.14. On a pour tout x > 0 :
P (XT[x,+∞[ ≤ x+ h)
h1−αρ
−→
h→0+
sin(παρ)
π(1− αρ) x
αρ−1. (2.22)
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Démonstration. D’après le corollaire 2.11, on a :
P (XT[x,+∞[ ≤ x+ h) =
sin(παρ)
π
x+h∫
x
1
y
(
x
y − x
)αρ
dy
=
sin(παρ)
π
xαρh1−αρ
1∫
0
1
(uh+ x)uαρ
du (changement
de variable u = (y − x)/h).
Le résultat s’ensuit en divisant des deux côtés par h1−αρ et en appliquant le théorème de
convergence dominée.
Proposition 2.15. Pour tout λ > 0, la variable aléatoire Seλ est absolument continue,
sa densité fλ pouvant s’exprimer comme :
fλ(x) =
λα
x
E
[
T[x,+∞[ exp(−λT[x,+∞[)
]
, x > 0. (2.23)
Démonstration. Si on fait µ tendre vers 0+ dans (2.20), on obtient que :
P (Seλ ≤ x) = 1− E
[
exp(−λT[x,+∞[)
]
.
D’autre part, grâce à la propriété de scaling, on a :
E
[
exp(−λT[x,+∞[)
]
= E
[
exp(−λxαT[1,+∞[)
]
.
Le résultat en découle.
Maintenant, on déﬁnit la mesure de probabilité P (x)λ par :
P
(x)
λ (A) =
E
[
1A exp(−λT[x,+∞[)
]
E
[
exp(−λT[x,+∞[)
] .
Lemme 2.16. On a pour tout λ, x > 0 :
P
(x)
λ (XT[x,+∞[ − x ≤ h)
h1−αρ
−→
h→0+
sin(παρ)
k∗παρ(1− αρ)
λ−ρfλ(x)
P (Seλ ≥ x)
, (2.24)
où k∗ est la constante qui apparaît dans la proposition 2.10.
Démonstration. Considérons Uλ,x : [0,+∞[→ [0,+∞[, la fonction déﬁnie par :
Uλ,x(h) = P
(x)
λ (Kx ≤ h) .
Grâce au théorème taubérien (voir [6], p.10), le comportement de Uλ,x autour de 0 est lié
au comportement de sa transformée de Laplace à l’inﬁni.
Notons maintenant que :
+∞∫
0
e−µyUλ,x(dy) = E
(x)
λ [exp(−µKx)] =
E
[
exp(−λT[x,+∞[ − µKx)
]
E
[
exp(−λT[x,+∞[)
] . (2.25)
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D’autre part, grâce à (2.17), (2.18) et à un changement de variable, on obtient :
E
[
exp(−λT[x,+∞[ − µKx)
]
=
+∞∫
0
e−y
(
P
(
Seλ ≤ yµ + x
)
− P (Seλ ≤ x)
)
dy
E
[
e−µSeλ
] . (2.26)
À l’aide de la proposition 2.15 et par une application du théorème de convergence dominée,
on montre que :
µ
+∞∫
0
e−y
(
P
(
Seλ ≤
y
µ
+ x
)
− P (Seλ ≤ x)
)
dy −→
µ→+∞ fλ(x). (2.27)
On sait, de la partie (ii) du lemme 2.9, que :
E
[
e−µSeλ
]
= E
[
e
− 1
λ1/α
Se
µ−α
]
,
et donc, de la partie (iii) de la proposition 2.10, on obtient que :
µαρE
[
e−µSeλ
]
−→
µ→+∞ k
∗Γ(1 + αρ)λρ. (2.28)
Ainsi, de (2.25), (2.26), (2.27) et (2.28), on obtient :
µ1−αρ
+∞∫
0
e−µyUλ,x(dy) −→
µ→+∞
1
k∗Γ(1 + αρ)
λ−ρfλ(x)
P (Seλ ≥ x)
, (2.29)
et donc, à l’aide d’un théorème taubérien ([6], p.10), on obtient :
1
h1−αρ
Uλ,x(h) −→
h→0+
1
k∗Γ(1 + αρ)Γ(2− αρ)
λ−ρfλ(x)
P (Seλ ≥ x)
, (2.30)
d’où le résultat.
Proposition 2.17. On a pour tout λ, x > 0 :
E
[
exp(−λT[x,+∞[ ) | Kx ≤ h
]
−→
h→0+
1
k∗αρ
x1−αρ λ−ρ fλ(x). (2.31)
Démonstration. Notons que :
E
[
exp(−λT[x,+∞[ ) | Kx ≤ h
]
=
P
(x)
λ (Kx ≤ h)
P (Kx ≤ h) E
[
exp(−λT[x,+∞[)
]
,
et donc, le résultat est une conséquence des lemmes 2.14 et 2.16.
Lemme 2.18. Pour tout x > 0 :
lim
λ→0+
1
k∗αρ
x1−αρ λ−ρ fλ(x) = 1. (2.32)
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Démonstration. On montre à l’aide de la propriété de scaling que :
E[T[x,+∞[ exp(−λT[x,+∞[)] =
+∞∫
0
e−v(1− v)P
(
S1 ≤ xλ
1/α
v1/α
)
dv,
et donc, grâce à (2.13), en utilisant le théorème de convergence dominée et la déﬁnition
de fλ, on trouve :
λ−ρ fλ(x) −→
λ→0+
k αxαρ−1
+∞∫
0
e−v (1− v) v−ρ dv
= k α ρΓ(1− ρ)xαρ−1.
Le résultat en découle.
Théorème 2.19. Pour tout x > 0, la suite de variables aléatoires {T hx }h>0 converge en
loi quand h tend vers 0+ vers une variable aléatoire T 0x de loi donnée par :
P
(
T 0x ≤ t
)
=
sin(πρ)
k πρ
x−αρE
T[x,+∞[ 1{T[x,+∞[≤ t}(
t− T[x,+∞[
)1−ρ
 .
Démonstration. Soient x, h > 0. Notons Lxh la transformée de Laplace de la variable aléa-
toire T hx et Lx la fonction déﬁnie par :
Lx(λ) = 1
k∗αρ
x1−αρ λ−ρ fλ(x).
D’après la proposition 2.17, les transformées de Laplace Lxh convergent ponctuellement
vers la fonction Lx. Grâce au lemme 2.18, on sait que cette fonction limite vériﬁe :
lim
λ→0+
Lx(λ) = 1,
ce qui entraîne que la fonction Lx est la transformée de Laplace d’une mesure de proba-
bilité supportée sur R+ (voir [17], théorème 6.6.3, p.190), qu’on notera νx.
Notons donc, que :
Lx(λ)
λ
=
1
λ
∫
[0,+∞]
e−λyνx(dy) =
+∞∫
0
e−λyνx([0, y]) dy, (2.33)
et que, d’autre part :
Lx(λ)
λ
=
1
k∗ρ
x−αρ λ−ρE
[
T[x,+∞[ exp(−λT[x,+∞[)
]
.
Maintenant, comme λ−ρ = 1Γ(ρ)
+∞∫
0
e−λzzρ−1dz, on obtient :
Lx(λ)
λ
=
sin(πρ)
k πρ
x−αρ
+∞∫
0
e−λuE
T[x,+∞[ 1{T[x,+∞[≤u}(
u− T[x,+∞[
)1−ρ
 du. (2.34)
Le résultat est obtenu en comparant (2.33) et (2.34).
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Absence de masses ponctuelles pour les lois de T[x,+∞[ et T 0x
Dans [36] (lemme 1), il a été démontré, dans un cadre assez général, que la loi de St
n’admet pas de masses ponctuelles, c’est-à-dire que pour tout x ≥ 0, P (St = x) = 0.
Comme en plus, {St ≥ x} = {T[x,+∞[ ≤ t} ∪ {St = x}, on a :
P (St ≥ x) = P (T[x,+∞[ ≤ t).
Donc, à l’aide de la propriété de scaling, on obtient en particulier que :
S−α1
(loi)
= T[1,+∞[.
Ainsi, on voit que T[1,+∞[ n’admet pas de masses ponctuelles non plus (de même pour
T[x,+∞[, par scaling). Dans le lemme suivant, on retrouve ce résultat, directement à partir
de la propriété de scaling.
Proposition 2.20. Pour tout x, t > 0 :
P (T[x,+∞[ = t) = P (T 0x = t) = 0.
Démonstration. On commence par montrer le résultat pour T[x,+∞[. Grâce à la propriété
de scaling, il suﬃt de montrer le résultat pour x = 1. Supposons, par contradiction, qu’il
existe t0 > 0 tel que :
δ := P (T[1,+∞[ = t0) > 0.
Supposons maintenant qu’il existe h0 > 0 tel que :
η := P (T[1,+∞[ = t0, K1 > h0) > 0,
dans ce cas, on a :
P (∀u ∈ [1, 1 + h0/2] : T[u,+∞[ = t0) > η,
et alors, pour tout u ∈ [1, 1 + h0/2], on a P (T[u,+∞[ = t0) > η. Ainsi, grâce à la propriété
de scaling, on a que pour tout u ∈ [1, 1 + h0/2] :
P (T[1,+∞[ = t0/uα) > η.
Autrement dit, pour tout s ∈ [(2/(2 + h0))αt0, t0] :
P (T[1,+∞[ = s) > η,
ce qui ne peut pas être vrai. On a donc, pour tout h > 0 :
P (T[1,+∞[ = t0, K1 > h) = 0.
Ainsi, pour tout h > 0 :
0 < δ = P (T[1,+∞[ = t0) = P (T[1,+∞[ = t0, K1 ≤ h) ≤ P (K1 ≤ h),
ce qui est une contradiction, car la quantité à droite converge vers 0 quand h tend vers 0.
Le résultat pour T 0x peut être obtenu à partir du résultat pour T[x,+∞[, car grâce au
théorème 2.19, on a :
P (t− h < T 0x ≤ t) ≤
sin(πρ)
k πρ
x−αρE
T[x,+∞[ 1{t−h<T[x,+∞[≤ t}(
t− T[x,+∞[
)1−ρ
 .
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Quelques raffinements autour de la convergence en loi des variables T hx
Soit f : R+ → R, une fonction mesurable et positive. Pour a > 0, on déﬁnit la mesure µ(a)f
sur les boréliens de R+ par :
µ
(a)
f (A) = E[f(T[a,+∞[) 1A(Ka)].
Lemme 2.21. La mesure µ
(a)
f est absolument continue par rapport à la mesure de Lebesgue.
Démonstration. Directe à partir de l’absolue continuité de la loi deKa (corollaire 2.11).
On note ψ(a)f la densité de la mesure µ
(a)
f . Soit maintenant G
(a)
f la fonction mesurable,
vériﬁant :
E[f(T[a,+∞[)|Ka] = G(a)f (Ka).
Lemme 2.22. On a y-p.p. :
ψ
(a)
f (y) =
sin(παρ) aαρ
π
1
(a+ y) yαρ
G
(a)
f (y). (2.35)
Démonstration. On a pour toute fonction g mesurable positive que :
E[f(T[a,+∞[) g(Ka)] =
+∞∫
0
g(y)ψ(a)f (y) dy,
et d’autre part :
E[f(T[a,+∞[) g(Ka)] = E[G
(a)
f (Ka) g(Ka)] =
+∞∫
0
g(y)G(a)f (y) ρKa(y) dy,
d’où le résultat.
Maintenant, on s’intéresse à comparer et caractériser les ensembles de fonctions suivants :
H(a)1 = {f : f mesurable et positive telle que : E[f(T ha )] −→
h→0+
E[f(T 0a )] }
H(a)2 = {f : f mesurable et positive telle que E[f(T ha )] converge quand h tend vers 0}
H(a)3 = {f : f mesurable et positive telle que : G(a)f (h) −→h→0+ E[f(T
0
a )] }
et
H(a)4 = {f : f mesurable et positive telle que G(a)f (h) converge quand h tend vers 0}.
Remarque 2.23. De la convergence en loi de T ha vers T
0
a quand h tend vers 0 et de la
déﬁnition des ensembles H(a)i , on a :
C+b (R+) ⊂ H(a)1 ⊂ H(a)2 et {constantes} ⊂ H(a)3 ⊂ H(a)4 ,
où C+b (I) désigne l’ensemble des fonctions déﬁnies sur I, positives, continues et bornées.
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Lemme 2.24. Pour tout 0 ≤ b < c :
(i) Si f| ]b,c[ ∈ C+ (]b, c[), alors lim inf
h→0+
E[f(T ha )1[b,c](T
h
a )] ≥ E[f(T 0a )1[b,c](T 0a )].
(ii) Si f| [b,c] ∈ C+ ([b, c]), alors f 1[b,c] ∈ H(a)1 .
Démonstration. 0n supposera pour simpliﬁer les notations que b > 0 (la preuve dans le
cas b = 0 est analogue). Pour ε > 0 assez petit, on déﬁnit la fonction Υb,cε par :
Υb,cε (x) =

1 si x ∈ [b+ ε, c− ε]
x−b
ε si x ∈ [b, b+ ε[
c−x
ε si x ∈]c− ε, c]
0 si x < b ou x > c.
On montre aisément que les fonctions Υb,cε convergent quand ε tend vers 0, ponctuellement
et de façon croissante, vers la fonction 1]b,c[. De même, les fonctions Υb−ε,c+εε convergent
quand ε tend vers 0, ponctuellement et de façon décroissante, vers la fonction 1[b,c].
Notons d’abord que :
E[f(T ha )1[b,c](T
h
a )] ≥ E[f(T ha )Υb,cε (T ha )]. (2.36)
Maintenant si f| ]b,c[ ∈ C+ (]b, c[), on a que Υb,cε f ∈ C+b (R+). Ainsi, on trouve à partir de
(2.36) que :
lim inf
h→0+
E[f(T ha )1[b,c](T
h
a )] ≥ lim inf
h→0+
E[f(T ha )Υ
b,c
ε (T
h
a )]
= E[f(T 0a )Υ
b,c
ε (T
0
a )].
En faisant tendre ε vers 0 dans cette inégalité, on obtient à l’aide du théorème de conver-
gence monotone que :
lim inf
h→0+
E[f(T ha )1[b,c](T
h
a )] ≥ E[f(T 0a )1]b,c[(T 0a )].
Le résultat de (i) en découle, car la loi de T 0a n’a pas de masses ponctuelles.
Si en plus f| [b,c] ∈ C+ ([b, c]), en posant f∗ = f(b) 1[0,b[ + f 1[b,c] + f(c) 1]c,+∞[, on a que
Υb−ε,c+εε f∗ ∈ C+b (R+). Comme de plus :
E[f(T ha )1[b,c](T
h
a )] ≤ E[f∗(T ha )Υb−ε,c+εε (T ha )], (2.37)
on trouve :
lim sup
h→0+
E[f(T ha )1[b,c](T
h
a )] ≤ lim sup
h→0+
E[f∗(T ha )Υ
b−ε,c+ε
ε (T
h
a )]
= E[f∗(T 0a )Υ
b−ε,c+ε
ε (T
0
a )].
En faisant tendre ε vers 0, on obtient à l’aide du théorème de convergence monotone :
lim sup
h→0+
E[f(T ha )1[b,c](T
h
a )] ≤ E[f(T 0a )1[b,c](T 0a )].
On montre (ii) à l’aide de cette inégalité et de celle obtenue en (i).
Lemme 2.25. Si f est une fonction mesurable et positive, alors :
lim inf
h→0+
G
(a)
f (h) ≤ lim infh→0+ E[f(T
h
a )].
Si de plus, f est bornée :
lim sup
h→0+
G
(a)
f (h) ≥ lim sup
h→0+
E[f(T ha )].
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Démonstration. Soit f une fonction positive et mesurable. Grâce à la déﬁnition de G(a)f
et à l’expression dont on dispose pour la densité de Ka, on trouve :
E[f(T[a,+∞[)1{Ka≤h}] =
sin(παρ)aαρ
π
h∫
0
1
(a+ y)yαρ
G
(a)
f (y)dy,
et donc, à l’aide du changement de variable y = uh, on a :
E[f(T ha )] =
sin(παρ)aαρ
π
h1−αρ
P (Ka ≤ h)
h∫
0
1
(a+ uh)uαρ
G
(a)
f (uh)du. (2.38)
Ainsi, la première assertion est obtenue à partir de cette identité, en utilisant le lemme de
Fatou et le lemme 2.14.
Si de plus, f est bornée, G(a)f l’est aussi. On montre la deuxième assertion, en utilisant,
le lemme de Fatou (pour des fonctions uniformément intégrables) et le lemme 2.14 dans
(2.38).
Corollaire 2.26. Si f ∈ H(a)4 et f est bornée, alors f ∈ H(a)2 et en plus :
lim
h→0+
E[f(T ha )] = lim
h→0+
G
(a)
f (h).
Démonstration. Directe à partir du lemme 2.25.
Lemme 2.27. Si f ∈ H(a)1 est telle que ψ(a)f est monotone dans une voisinage de 0, alors
f ∈ H(a)3 .
Démonstration. Notons que :
µ
(a)
f ([0, h]) = E[f(T
h
a )]P (Ka ≤ h),
et donc si f ∈ H(a)1 , du lemme 2.14, on obtient :
µ
(a)
f ([0, h]) ∼h→0+
sin(παρ)aαρ−1
π(1− αρ) E[f(T
0
a )]h
1−αρ.
Ainsi, si on suppose que ψ(a)f est monotone dans un voisinage de 0, on trouve que (voir
[6], théorème de densité monotone, p.10) :
ψ
(a)
f (h) ∼h→0+
sin(παρ)aαρ−1
π
E[f(T 0a )]h
−αρ.
On obtient donc le résultat à l’aide du lemme 2.22.
2.3 Sur l’absolue continuité de la loi de St
Pour a > 0, on considère la mesure µa déﬁnie sur les boréliens de R+ × R par :
µa(ds, dx) = P (T[a,+∞[ ∈ ds, XT[a,+∞[ ∈ dx), (2.39)
La proposition suivante nous permettra de désintégrer la loi de St par rapport à la loi µa.
On étudie ensuite des questions concernant l’absolue continuité de la loi de St.
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Proposition 2.28. Soit a < b.
(i) Le processus Xˆa = (Xˆat ≡ Xt+T[a,+∞[ − XT[a,+∞[ , t ≥ 0) a même loi que X et est
indépendant de la tribu FT[a,+∞[.
(ii) T[b,+∞[ − T[a,+∞[ = T[b−XT[a,+∞[ ,+∞[[Xˆ
a].
(iii) Soit f : R2+ → R une fonction mesurable et positive (ou bornée). On a :
E[f(T[a,+∞[, T[b,+∞[)] =
∫∫
[0,+∞[×[a,b[
E[f(s, s+ T[b−x,+∞[)]µa(ds, dx). (2.40)
Démonstration.
(i) C’est une application directe de la propriété de Markov forte au temps d’arrêt T[a,+∞[.
(ii) C’est une conséquence de la déﬁnition des temps (T[z,+∞[, z ∈ R).
(iii) La démonstration est directe à partir de :
E[f(T[a,+∞[, T[b,+∞[)] = E[E[f(T[a,+∞[, T[a,+∞[ + T[b,+∞[ − T[a,+∞[)/FT[a,+∞[ ]]
= E[Fb(T[a,+∞[, XT[a,+∞[)],
où Fb(s, x) = E[f(s, s+ T[b−x,+∞[)]. La dernière égalité découle de (i) et (ii).
Corollaire 2.29. On a pour a < b :
P (St ∈ ] a, b ]) =
∫∫
[0,t[×]a,b]
P (T[b−x,+∞[ ≥ t− s)µa(ds, dx). (2.41)
Démonstration. Il suﬃt de noter que :
P (St ∈ ] a, b ]) = P (T[a,+∞[ ≤ t, T[b,+∞[ > t),
et d’appliquer (2.40) avec f(ℓ, s) = 1[0,t](ℓ)1]t,+∞[(s).
On utilise ce corollaire pour étudier le comportement asymptotique des quantités du type :
P (St ≤ a+ h)− P (St ≤ a)
h
,
quand h tend vers 0.
On déﬁnit pour t, δ > 0, les fonctions f (t)δ , f
(t) : R+ → R+ par :
f
(t)
δ (s) =
1[0,t−δ](s)
(t− s)ρ et f
(t)(s) =
1[0,t](s)
(t− s)ρ .
On notera aussi G(a)t et G
(a)
t,δ à la place de G
(a)
f (t)
et G(a)
f
(t)
δ
respectivement.
Lemme 2.30. Si pour tout δ > 0, f (t)δ ∈ H(a)4 , alors pour tout a > 0 :
lim inf
h→0+
P (St ≤ a+ h)− P (St ≤ a)
h
≥ k αρ aαρ−1E
[ 1{T 0a ≤t}
(t− T 0a )ρ
]
.
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Démonstration. D’après le corollaire 2.29 :
P (St ≤ a+ h)− P (St ≤ a) =
∫∫
[0,t[×]a,a+h]
P (T[a+h−x,+∞[ ≥ t− s)µa(ds, dx).
Notons que la propriété de scaling entraîne :
P (T[a+h−x,+∞[ ≥ t− s) = P (St−s ≤ a+ h− x)
= P
(
S1 ≤ (a+ h− x)(t− s)−1/α
)
. (2.42)
Maintenant, on considère ε, δ > 0. On sait, d’après (2.13), qu’il existe h∗(ε) > 0, tel que
pour tout h ≤ h∗(ε) :
P (S1 ≤ h) ≥ (1− ε) k hαρ.
On remarque que pour h ≤ δ1/αh∗(ε), x ∈ [a, a+ h] et s ∈ [0, t− δ], on a :
0 ≤ (a+ h− x)(t− s)−1/α ≤ h∗(ε),
et donc :
P (S1 ≤ (a+ h− x)(t− s)−1/α) ≥ (1− ε) k (a+ h− x)
αρ
(t− s)ρ .
Ainsi d’après (2.42), pour tout h ≤ δ1/αh∗(ε) :
P (St ≤ a+ h)− P (St ≤ a) ≥
∫∫
[0,t−δ[×]a,a+h]
P (T[a+h−x,+∞[ ≥ t− s)µa(ds, dx)
≥ (1− ε) k
∫∫
[0,t−δ[×]a,a+h]
(a+ h− x)αρ
(t− s)ρ µa(ds, dx)
= (1− ε) k E
[
1{Ka≤h} (h−Ka)αρ
1{T[a,+∞[≤ t−δ}
(t− T[a,+∞[)ρ
]
.
Maintenant, à partir de l’expression pour la densité de XT[a,+∞[ (corollaire 2.11), on ob-
tient :
E
[
1{Ka≤h} (h−Ka)αρ
1{T[a,+∞[≤ t−δ}
(t− T[a,+∞[)ρ
]
=
sin(παρ) aαρ
π
h∫
0
(h− y)αρ
yαρ(y + a)
G
(a)
t,δ (y)dy,
et donc, à l’aide du changement de variable uh = y, on obtient :
P (St ≤ a+ h)− P (St ≤ a)
h
≥ (1− ε) k sin(παρ) a
αρ
π
1∫
0
(
1− u
u
)αρG(a)t,δ (uh)
uh+ a
du.
Grâce au lemme 2.24 et au corollaire 2.26, on montre que la condition f (t)δ ∈ H(a)4 implique
que f (t)δ ∈ H(a)3 . Ainsi on trouve, à l’aide du lemme de Fatou que :
lim inf
h→0+
P (St ≤ a+ h)− P (St ≤ a)
h
≥ (1− ε) k αρ aαρ−1E
[1{T 0a ≤t−δ}
(t− T 0a )ρ
]
.
Le résultat s’ensuit, en faisant tendre ε et δ vers 0.
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Théorème 2.31. Si f (t) ∈ H(a)3 , alors :
lim
h→0+
P (St ≤ a+ h)− P (St ≤ a)
h
= k αρ aαρ−1E
[ 1{T 0a ≤t}
(t− T 0a )ρ
]
.
Démonstration. On supposera que :
E
[ 1{T 0a ≤t}
(t− T 0a )ρ
]
< +∞,
car dans le cas contraire le résultat découle du lemme 2.30.
Grâce au lemme 2.30, il reste à démontrer que :
lim sup
h→0+
P (St ≤ a+ h)− P (St ≤ a)
h
≤ kαρ aαρ−1E
[ 1{T 0a ≤t}
(t− T 0a )ρ
]
.
Soient ε,H > 0. On sait, d’après (2.13), qu’il existe h∗(ε) > 0, tel que pour tout h ≤ h∗(ε) :
P (S1 ≤ h) ≤ (1 + ε) k hαρ. (2.43)
Prenons h < H. On déﬁnit l’ensemble Ah(ε) et les quantités Ih(ε) et Jh(ε) par :
Ah(ε) = {(s, x) ∈ [0, t]× [a, a+ h] : (a+ h− x)(t− s)−1/α ≤ h∗(ε)},
Ih(ε) =
∫∫
[0,t[×]a,a+h]
P (S1 ≤ (a+ h− x)(t− s)−1/α) 1Ah(ε)(s, x)µa(ds, dx),
Jh(ε) =
∫∫
[0,t[×]a,a+h]
P (S1 ≤ (a+ h− x)(t− s)−1/α) 1Ac
h
(ε)(s, x)µa(ds, dx).
Du corollaire 2.29, en utilisant (2.42) et la déﬁnition de Ih(ε) et Jh(ε), on remarque que :
P (St ≤ a+ h)− P (St ≤ a) = Ih(ε) + Jh(ε).
Maintenant, de (2.43) et de la déﬁnition de Ah(ε), on obtient :
Ih(ε) ≤ (1 + ε) k
∫∫
[0,t[×]a,a+h]
(a+ h− x)αρ
(t− s)ρ 1Ah(ε)(s, x)µa(ds, dx)
≤ (1 + ε) k E
[
1{Ka≤h} (h−Ka)αρ
1{T[a,+∞[≤ t}
(t− T[a,+∞[)ρ
]
.
Ainsi, en procédant de la même façon que dans la preuve du lemme 2.30 et du fait que
f (t) ∈ H(a)3 , on montre que :
lim sup
h→0+
Ih(ε)
h
≤ (1 + ε) k αρ aαρ−1E
[ 1{T 0a ≤t}
(t− T 0a )ρ
]
. (2.44)
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D’autre part :
Jh(ε) ≤ 1
h∗(ε)αρ
∫∫
[0,t[×]a,a+h]
(a+ h− x)αρ
(t− s)ρ 1Ach(ε)(s, x)µa(ds, dx)
≤ h
αρ
h∗(ε)αρ
E
[
1{Ka≤h} 1Ach(ε)(T[x,+∞[, XT[x,+∞[)
1{T[a,+∞[≤ t}
(t− T[a,+∞[)ρ
]
≤ h
αρ
h∗(ε)αρ
E
1{Ka≤h} 1
{
t− Hα
h∗(ε)α
<T[a,+∞[≤ t
}
(t− T[a,+∞[)ρ

=
hαρP (Ka ≤ h)
h∗(ε)αρ
E
1{t− Hαh∗(ε)α <T[a,+∞[≤ t}
(t− T[a,+∞[)ρ
| 1{Ka≤h}
 ,
et donc, comme f (t) ∈ H(a)3 , d’après le lemme 2.14, on obtient :
lim sup
h→0+
Jh(ε)
h
≤ sin(παρ)
π(1− αρ)h∗(ε)αρ a
αρ−1E
1{t− Hαh∗(ε)α <T 0a ≤ t}
(t− T 0a )ρ
 . (2.45)
Comme la loi de T 0a n’a pas de masses ponctuelles (proposition 2.20), on montre, à l’aide
du théorème de convergence dominée, que le membre de droite de cette inégalité converge
vers 0 quand H tend vers 0+. On a donc que lim sup
h→0+
Jh(ε)
h = 0.
On trouve le résultat en faisant tendre ε vers 0 dans (2.44).
Remarque 2.32. L’article [18] rassemble la plupart des résultats obtenus dans la section
2.2. Les résultats obtenus dans la section suivante feront l’objet d’une nouvelle publication.
2.4 Sur la loi de (St, Xt, Tt)
Désormais dans ce chapitre, on suppose que X est un processus de Lévy stable d’indice
α ∈]1, 2]. On reprend les notations des paragraphes 2.1 et 2.2.2. Dans ce cadre, on trouve
l’expression suivante pour la quantité I(γ, ν) :
I(γ, ν) =
(
γ
γ + ν
)ρ
. (2.46)
Ainsi, la formule (2.4) pour λ, µ, ν ≥ 0 devient :
E[exp(−λSeγ − µ(Seγ −Xeγ )− νTeγ )] = ψ+(γ+ν)(−λ)ψ−γ (µ)
(
γ
γ + ν
)ρ
. (2.47)
Remarque 2.33. En prenant λ = µ = 0, dans l’identité (2.47), on obtient :
E[exp(−νTeγ )] =
(
γ
γ + ν
)ρ
, (2.48)
d’où l’on retrouve (voir aussi [6], chapitre VIII, proposition 16, p.234) :
P (Tu ∈ ds) = ρu(s) ds = sin (ρπ)
π
(u− s)ρ−1 s−ρ 1[0,u](s)ds, (2.49)
c’est-à-dire que u−1Tu suit la loi β1−ρ, ρ.
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2.4.1 Sur la loi de (St, Tt)
Si on prend µ = 0 dans (2.47), on obtient :
E[exp(−λSeγ − νTeγ )] = ψ+(γ+ν)(−λ)
(
γ
γ + ν
)ρ
, (2.50)
d’où l’on déduit, grâce à (2.8) et (2.48) :
E[exp(−λSeγ − νTeγ )] = E[exp(−λSeγ+ν )]× E[exp(−νTeγ )]. (2.51)
Notons pour λ, ν positifs :
Gν(u) = E[exp(−νTu)],
Hλ(u) = E[exp(−λSu)],
Ĥλ(u) = E
[
Su exp(−λSu)
]
et
F (λ, ν;u) = E[exp(−λSu − νTu)].
Lemme 2.34. Pour tout γ, λ, ν > 0, on a :
E[exp(−λSeγ+ν )] = 1−
λ
α
+∞∫
0
e−γu
e−νu
u
Ĥλ(u)du. (2.52)
Démonstration. Notons d’abord que :
E[exp(−λSeγ+ν )] =
+∞∫
0
(γ + ν)e−(γ+ν)uHλ(u)du. (2.53)
Maintenant, de la propriété de scaling, on déduit :
Hλ(u) = E
[
exp(−λu1/αS1)
]
,
d’où :
H
′
λ(u) = E
[− λ
α
u1/α−1S1 exp(−λu1/αS1)
]
= − λ
αu
Ĥλ(u),
et donc : (
e−νuHλ(u)
)′
= −νe−νuHλ(u)− λe
−νu
αu
Ĥλ(u).
À l’aide d’une intégration par parties, on obtient :
+∞∫
0
γe−γue−νuHλ(u)du = 1 +
+∞∫
0
e−γu
(
e−νuHλ(u)
)′du.
Le résultat est obtenu en injectant cette identité dans (2.53).
Lemme 2.35. Pour tout λ, ν > 0 et u ≥ 0 :
E[ exp(−λSu − νTu)] = Gν(u)− λ
α
u∫
0
e−νs
s
Ĥλ(s)Gν(u− s) ds. (2.54)
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Démonstration. De (2.51) et (2.52), on déduit :
E[exp(−λSeγ − νTeγ )] =
(
1− λ
α
+∞∫
0
e−γs
e−νs
s
Ĥλ(s)ds
)
×
( +∞∫
0
γe−γtGν(t)dt
)
,
puis, à l’aide du théorème de Fubini et le changement de variables u = s+ t, v = s :
+∞∫
0
e−γuF (λ, ν;u) du =
+∞∫
0
e−γuGν(u)du− λ
α
+∞∫
0
dv
e−νv
v
Ĥλ(v)
+∞∫
v
e−γuGν(u− v)du
=
+∞∫
0
e−γuGν(u)du− λ
α
+∞∫
0
du e−γu
u∫
0
e−νv
v
Ĥλ(v) Gν(u− v) dv.
Le résultat en découle.
Maintenant, en déﬁnissant :
Λ(x) = 1− x
α
1∫
0
Ĥx(s)
s
(1− s)ρ−1 ds, (2.55)
on trouve :
Lemme 2.36. Pour tout λ > 0 et u ≥ 0 :
E[exp(−λSu)/Tu = r] = Λ(λr1/α). (2.56)
Démonstration. Notons que, par scaling :
Gν(u) = E[exp(−νuT1)] =
1∫
0
e−νusρ1(s)ds,
on obtient :
u∫
0
e−νs
s
Ĥλ(s)Gν(u− s)ds =
u∫
0
ds
Ĥλ(s)
s
1∫
0
e−ν((u−s)v+s)ρ1(v)dv
(en posant : t = s; r = (u− s)v + s) =
u∫
0
dt
Ĥλ(t)
t
u∫
t
e−νr
ρ1( r−tu−t)
(u− t) dr
(th. de Fubini) =
u∫
0
dr e−νr
r∫
0
Ĥλ(t)
t
ρ1( r−tu−t)
(u− t) dt,
et comme, pour t < r < u :
1
(u− t) ρ1
(
r − t
u− t
)
= ρu(r)(r − t)ρ−1r1−ρ,
on obtient :
u∫
0
e−νs
s
Ĥλ(s)Gν(u− s)ds =
u∫
0
dr ρu(r)e−νrr1−ρ
r∫
0
Ĥλ(t)
t
(r − t)ρ−1 dt,
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et donc, en injectant cela dans (2.54) :
F (λ, ν;u) =
u∫
0
e−νrρu(r)dr − λ
α
u∫
0
dr ρu(r)e−νrr1−ρ
r∫
0
Ĥλ(t)
t
(r − t)ρ−1 dt
=
u∫
0
ρu(r)e−νr
(
1− λr
1−ρ
α
r∫
0
Ĥλ(t)
t
(r − t)ρ−1 dt
)
dr
d’où, grâce à la propriété de scaling et à la déﬁnition de Λ :
F (λ, ν;u) =
u∫
0
e−νrΛ(λr1/α)ρu(r)dr, (2.57)
ou de façon équivalente :
F (λ, ν;u) = E[exp (−νTu) Λ(λTu1/α)], (2.58)
d’où le résultat.
Remarque 2.37. Remarquons que :
Ĥλ(u) = E
[ Su∫
0
(1− λy)e−λydy
]
. (2.59)
Donc à l’aide du théorème de Fubini, on obtient :
Ĥλ(u) =
+∞∫
0
(1− λy)e−λyP (Su > y)dy =
+∞∫
0
(1− λy)e−λyP (T[y,+∞[ ≤ u)dy. (2.60)
2.4.2 Sur la loi du triplet
On déﬁnit pour λ, µ, ν positifs et u ≥ 0 :
E(λ, µ, ν;u) = E[exp(−λSu − µ(Su −Xu)− νTu)],
H∗µ(u) = E[exp(µIu)] et Ĥ∗µ(u) = E
[
Iu exp(µIu)
]
.
On sait que le couple (Seγ , Teγ ) est indépendant de Seγ−Xeγ . Comme de plus Ieγ
(loi)
= Xeγ − Seγ ,
on a :
+∞∫
0
γe−γuE(λ, µ, ν;u)du = E[exp(−λSeγ − µ(Seγ −Xeγ )− νTeγ )]
= E[exp(−λSeγ − νTeγ )]× E[exp(µIeγ )]
=
( +∞∫
0
γe−γvF (λ, ν; v) dv
)
×
( +∞∫
0
γe−γsH∗µ(s) ds
)
,
d’où :
+∞∫
0
e−γuE(λ, µ, ν;u) du =
( +∞∫
0
e−γvF (λ, ν; v) dv
)
×
( +∞∫
0
γe−γsH∗µ(s) ds
)
(2.61)
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Lemme 2.38. Pour tout λ, µ, ν > 0 et u ≥ 0 :
E[exp(−λSu − µ(Su −Xu)− νTu)] = F (λ, ν;u) + µ
α
u∫
0
Ĥ∗µ(s)
s
F (λ, ν;u− s)ds. (2.62)
Démonstration. En procédant de façon analogue à la preuve du lemme 2.34, on obtient :
+∞∫
0
γe−γsH∗µ(s)ds = 1 +
+∞∫
0
e−γuH∗µ
′
(u)du
= 1− µ
α
+∞∫
0
e−γs
s
Ĥ∗µ(s)ds,
d’où (2.61) devient :
+∞∫
0
e−γuE(λ, µ, ν;u)du =
+∞∫
0
e−γuF (λ, ν;u)du− µ
α
K(γ, λ, µ, ν), (2.63)
où :
K(γ, λ, µ, ν) =
( +∞∫
0
e−γvF (λ, ν; v)dv
)
×
( +∞∫
0
e−γs
s
Ĥ∗µ(s)ds
)
.
De façon analogue au calcul fait au début de la preuve du lemme 2.35, on obtient :
K(γ, λ, µ, ν) =
+∞∫
0
du e−γu
u∫
0
Ĥ∗µ(s)
s
F (λ, ν;u− s)ds, (2.64)
d’où le résultat.
On note :
Λ∗(x) = 1 +
x
α
1∫
0
Ĥ∗x(s)
s
(1− s)ρ−1 ds. (2.65)
Proposition 2.39. Pour tout λ, µ > 0 et u ≥ 0 :
E
[
exp
(
− λ
(
Su
T
1/α
u
)
− µ
(
Su −Xu
(u− Tu)1/α
))/
Tu = r
]
= Λ(λ) Λ∗(µ). (2.66)
Démonstration. En commençant avec le changement de variables t = u− s et en utilisant
(2.57), on obtient :
u∫
0
Ĥ∗µ(s)
s
F (λ, ν;u− s)ds =
u∫
0
Ĥ∗µ(u− t)
(u− t) F (λ, ν; t)dt
=
u∫
0
Ĥ∗µ(u− t)
(u− t)
( t∫
0
e−νrΛ(λr1/α)ρt(r)dr
)
dt
(Fubini) =
u∫
0
e−νrΛ(λr1/α)
( u∫
r
Ĥ∗µ(u− t)
(u− t) ρt(r)dt
)
dr,
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et maintenant, en faisant d’abord le changement de variables v = r; ℓ = (t− r)/(u− r) et
puis le changement de variables s = v; t = (u− v)(1− ℓ), on a :
u∫
0
Ĥ∗µ(s)
s
F (λ, ν;u− s)ds =
u∫
0
e−νvΛ(λv1/α)
( 1∫
0
Ĥ∗µ((u− v)(1− ℓ)) ℓρ−1
(1− ℓ) dℓ
)
ρu(v)dv
=
u∫
0
e−νsΛ(λs1/α)
( u−s∫
0
Ĥ∗µ(t)
t
(
u− s
u− s− t
)1−ρ
dt
)
ρu(s)ds
=
u∫
0
e−νsΛ(λs1/α)(u− s)1−ρ
( u−s∫
0
Ĥ∗µ(t)
t
(u− s− t)ρ−1dt
)
ρu(s)ds,
et donc, à l’aide de (2.57), (2.62) devient :
E(λ, µ, ν;u) =
u∫
0
e−νrΛ(λr1/α)
(
1 +
µ
α
(u− s)1−ρ
u−r∫
0
Ĥ∗µ(t)
t
(u− s− t)ρ−1dt
)
ρu(r)dr,
(2.67)
Ainsi, à l’aide de la propriété de scaling et de la déﬁnition de Λ∗, on obtient :
E(λ, µ, ν;u) =
u∫
0
e−νrΛ(λr1/α)Λ∗(µ(u− r)1/α)ρu(r)dr.
ou de façon équivalente :
E(λ, µ, ν;u) = E[exp(−νTu)Λ(λTu1/α)Λ∗(µ(u− Tu)1/α)],
d’où on obtient :
E[exp(−λSu − µ(Su −Xu))/Tu = r] = Λ(λr1/α) Λ∗(µ(u− r)1/α). (2.68)
Le résultat en découle.
On peut rassembler les résultats obtenus dans le théorème suivante :
Théorème 2.40. La loi conjointe du triplet (Su, Xu, Tu) est caractérisée par :
1. P ( 1uTu ∈ ds) = sin(πρ)π (1− s)ρ−1s−ρ1]0,1[(s)ds,
2. Su/T
1/α
u et (Su −Xu)/(u− Tu)1/α sont indépendantes entre elles et indépendantes
de Tu.
3. E
[
exp
(
−λ Su
T
1/α
u
)]
= Λ(λ) et E
[
exp
(
−λ (Su−Xu)
(u−Tu)1/α
)]
= Λ∗(λ). Les fonctions Λ et
Λ∗ pouvant s’exprimer comme :
Λ(x) = 1− λ
αρ
E
[
β1,ρ
1/α−1 S1 exp(−λβ1,ρ1/αS1)
]
,
Λ∗(x) = 1 +
λ
αρ
E
[
β1,ρ
1/α−1 I1 exp(λβ1,ρ1/αI1)
]
,
où β1,ρ désigne une variable béta de paramétres 1 et ρ, indépendante de X.
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4. En particulier, dans le cas symétrique, on a en plus que Su/T
1/α
u et (Su−Xu)/(u− Tu)1/α
ont la même loi.
Démonstration. 1. Voir la remarque 2.33.
2. Directe à partir de la proposition 2.39.
3. Directe à partir de la proposition 2.39. Les expressions pour Λ et Λ∗ sont obtenues
à l’aide de leurs déﬁnitions et de la propriété de scaling.
4. C’est juste le fait que dans le cas symétrique I1 a même loi que −S1 de sorte que
Λ = Λ∗. L’assertion est donc un cas particulier de la partie 3 de cette proposition.
Chapitre 3
Temps locaux et théorie des
excursions
3.1 Temps locaux
3.1.1 Définitions et propriétés
Dans ce chapitre, X = (Xt; t ≥ 0) est un processus de Lévy symétrique stable d’indice
α ∈]1, 2], d’exposant caractéristique ψα(λ) = c|λ|α.
La condition (1.17) entraîne l’existence de temps locaux (Lxt , x ∈ R, t ≥ 0) pour le proces-
sus X (voir [6], chapitre V). En eﬀet, on a, pour tout x ∈ R :
Lxt = lim
ε→0+
1
2ε
t∫
0
1{|Xs−x|≤ε}ds, (3.1)
où la convergence est uniforme en t sur les intervalles compacts, dans L2(P ). En plus, on
a la formule d’occupation :
t∫
0
f(Xs)ds =
+∞∫
−∞
f(x)Lxt dx. (3.2)
D’autre part, la propriété de scaling pour X entraîne :
(Lxat; t ≥ 0, x ∈ R)
(loi)
= (a(α−1)/αLx/a
1/α
t ; t ≥ 0, x ∈ R), a > 0. (3.3)
On sait aussi qu’on peut trouver une version bicontinue des temps locaux de X, et même
une version localement höldérienne d’ordre η, pour tout η ∈]0, (α− 1)/2[ (voir [1] et [2]),
c’est-à-dire :
∀ 0 < η < α− 1
2
, ∀T > 0, ∃C > 0, sup
0≤t≤T
|Lxt − Lyt | ≤ C|x− y|η. (3.4)
Maintenant, pour chaque x ∈ R, on pose Nx = {s ≥ 0 : Xs = x}. Comme le com-
plémentaire de Nx est un ouvert de R, on peut l’écrire comme une réunion dénombrable
d’intervalles ouverts disjoints, qu’on appellera intervalles d’excursion de X hors de x. Dans
le cas x = 0, on parlera simplement d’intervalles d’excursion.
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Dans la suite, on notera Gx l’ensemble des extrémités gauches des intervalles d’excursion
de X hors de x.
On sait que pour chaque x ∈ R, la fonction t 7→ Lxt est croissante et la mesure de Stieltjes
associée dLxt a un support inclus dans Nx.
Salminen et Yor ont montré dans [42] la généralisation suivante de la formule de Tanaka :
Théorème 3.1 ([42]). Pour tout x ∈ R, il existe une martingale de carré intégrable Nxt
et une constante C telles que :
|Xt|α−1 = |x|α−1 +Nxt + C Lxt . (3.5)
Remarque 3.2. Grâce à (3.1) et (1.31) on trouve :
E[L0t ] =
t∫
0
ps(0)ds =
c−1/ααΓ(1 + 1/α)
(α− 1)π t
1−1/α. (3.6)
3.1.2 Inverse du temps local
On considère maintenant l’inverse du temps local en 0 :
τℓ = inf{u > 0 : L0u > ℓ}, ℓ ≥ 0. (3.7)
Il est bien connu que (τℓ; ℓ ≥ 0) est un subordinateur stable d’indice 1 − 1/α (voir [6],
chapitre V et VIII). Plus précisément, on a :
E(e−λτℓ) = e
− ℓ
uλ(0) = e−
ℓ
cα
λ1−1/α , (3.8)
où cα = c
−1/α
α sin(π/α) .
De plus, si on pose
τℓ− = inf{u > 0 : L0u ≥ ℓ} = lim
s→ℓ−
τs, ℓ > 0, (3.9)
on a (voir [6], chapitre IV, proposition 7) :
τL0t = inf{s > t : Xs = 0} et τL0t− = sup{s < t : Xs = 0}. (3.10)
En particulier, on peut en déduire que τℓ ∈ N0 et τℓ− ∈ N0.
D’autre part, on sait que X est continu aux extrémités des intervalles d’excursion (voir
[35]). Plus précisément, on a :
P (∃t > 0 : Xt− = 0, Xt 6= Xt−) = 0 et P (∃t > 0 : Xt = 0, Xt− 6= Xt) = 0, (3.11)
d’où, on obtient que τℓ− ∈ N0.
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3.1.3 Autour de la formule de Feynman-Kac
Dans ce paragraphe, on suppose que la condition (1.17) est vériﬁée, et donc que les den-
sités uq existent et sont continues.
Soit µ une mesure de Radon complexe vériﬁant que la r-résolvante de |µ| est ﬁnie pour un
certain r > 0 ﬁxé, c’est-à-dire :
∀x ∈ R,
+∞∫
−∞
ur(y − x) |µ(dy)| < +∞. (3.12)
À une telle mesure µ, on associe la fonctionnelle additive à valeurs complexes A˜µ déﬁnie
par :
A˜µt =
+∞∫
−∞
Lyt µ(dy).
Maintenant, pour une fonction f mesurable et bornée, on déﬁnit la r-résolvante de la
mesure de Radon fµ par :
U r(fµ)(x) ≡
+∞∫
−∞
f(y)ur(y − x)µ(dy) = Ex
 +∞∫
0
e−rsf(Xs)dA˜µs
 , x ∈ R.
Sous la condition additionnelle suivante :
sup
x∈R
Ex
 +∞∫
0
e−rs| exp(−A˜µs )| ds
 < +∞, (3.13)
on peut déﬁnir pour toute fonction mesurable et bornée g :
V rµ g(x) = Ex
 +∞∫
0
e−rsg(Xs) exp(−A˜µs ) ds
 , x ∈ R.
Avec les déﬁnitions précédentes, on peut énoncer la formule de Feynman-Kac pour (g, µ) :
U r((V rµ g)µ) = U
rg − V rµ g. (3.14)
Notons que grâce à la condition (3.13), la fonction V rµ g est aussi mesurable et bornée et
donc tous les termes intervenant dans la formule précédente sont bien déﬁnis.
Remarque 3.3. Soient a0, . . . , an des nombres complexes, x0, . . . , xn des nombres réels,
et f : R→ C une fonction vériﬁant :
– f ∈ L1loc(R) ;
– il existe R > 0 tel que f est bornée en dehors de [−R,R] ;
– Re(f) > 0.
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Sous les deux premières conditions, la mesure µ(dy) =
n∑
i=0
aiδxi(dy) + f(y)dy vériﬁe la
condition (3.12) pour tout r > 0. Plus précisément :
+∞∫
−∞
ur(y − x)|µ(dy)| ≤ ||ur||∞
( n∑
i=0
|ai|+ ||f1[−R,R]||1
)
+ ||ur||1||f1[−R,R]c ||∞
= ur(0)
( n∑
i=0
|ai|+ ||f1[−R,R]||1
)
+
||f1[−R,R]c ||∞
r
< +∞.
Sous la troisième condition pour f , µ vériﬁe la condition (3.13) pour r > 0 assez grand.
Plus précisément :
Ex
 +∞∫
0
e−rs| exp(−A˜µs )|ds
 ≤ +∞∫
0
e−rs exp
( n∑
i=0
|ai|Lxis
)
ds
≤
+∞∫
0
e
−(r−
n∑
i=0
|ai|)s
ds,
et donc, pour r >
n∑
i=0
|ai|, on a :
sup
x∈R
Ex
 +∞∫
0
e−rs| exp(−A˜µs )|ds
 ≤ 1
r −
n∑
i=0
|ai|
< +∞.
3.2 Une martingale associée aux temps locaux
Soit f : R→ C une fonction mesurable vériﬁant :
– Re (f) > 0 ;
– Re (f) ∈ L1loc(R) ;
– Im (f) est bornée.
On déﬁnit :
Aft =
t∫
0
f(Xs)ds =
+∞∫
−∞
f(x)Lxt dx. (3.15)
Notons que pour ℓ, ℓ′ > 0, on a :
Afτℓ+ℓ′ = A
f
τℓ
+Afτℓ′ ◦ θτℓ , (3.16)
ce qui entraîne que (Afτℓ , ℓ ≥ 0) est un (P, (Fτℓ)ℓ≥0) processus de Lévy. En particulier, il
existe un unique nombre complexe cf tel que :
E[exp(−Afτℓ)] = e−cf ℓ. (3.17)
On montre aisément que (exp(cf ℓ−Afτℓ), ℓ ≥ 0) est une (P, (Fτℓ)ℓ≥0)-martingale.
On déﬁnit gf (x) = Ex[exp(−AfT{0})]. On a le résultat suivant :
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Proposition 3.4. Pour tout x ∈ R, le processus (gf (Xt) exp(cfL0t − Aft ), t ≥ 0) est une
Px-martingale.
Démonstration. On montre d’abord que :
gf (x) = Ex[gf (Xt) exp(cfL0t −Aft )]. (3.18)
On commence par le cas x = 0. De la déﬁnition de gf et de la propriété de Markov forte,
on déduit :
E[gf (Xt) exp(cfL0t −Aft )] = E[EXt(exp(−AfT{0})) exp(cfL
0
t −Aft )]
= E[exp(cfL0t −Aft −AfT{0} ◦ θt)]
= E[exp(cfL0t −Afτ
L0
t
)].
La dernière égalité vient du fait que τL0t = t+ T{0} ◦ θt (voir (3.10)).
Notons que {L0t > ℓ} = {τℓ ≤ t}, et que L0t est donc un Fτℓ-temps d’arrêt. Comme L0t
admet des moments exponentiels (voir [6], Chap. V, Prop. 4, p. 130), on peut appliquer
le théorème d’arrêt à la martingale exp(cf ℓ−Afτℓ) au temps L0t pour obtenir (3.18) dans
le cas x = 0. Pour le cas général, il suﬃt d’appliquer la propriété de Markov au premier
temps d’atteinte de 0.
Maintenant, pour s < t :
E[gf (Xt) exp(cfL0t −Aft )/Fs] = exp(cfL0s −Afs )EXs [gf (Xt−s) exp(cfL0t−s −Aft−s)]
= gf (Xs) exp(cfL0s −Afs ).
La dernière égalité est une application directe de (3.18).
3.3 Théorie des excursions
Dans ce paragraphe, on s’intéresse aux excursions deX hors de 0, c’est-à-dire aux morceaux
de trajectoire du type εg = (Xg+t; 0 ≤ t < d− g) associés à chaque intervalle d’excursion
]g, d[ hors de 0.
3.3.1 Notations
On commence d’abord avec quelques notations. On note D = D([0,∞[) l’espace des tra-
jectoires càdlàg à valeurs réelles muni de la topologie de Skohorod, F sa tribu borélienne
et (Fs)s≥0 sa ﬁltration naturelle. On note aussi D(t) = D([0, t]).
Pour ω ∈ D, on déﬁnit sa durée de vie comme V (ω) = inf{s > 0 : ω(s) = 0}. On note
D∗ = {ω ∈ D : 0 < V (ω) <∞}.
Maintenant, on déﬁnit l’espace des excursions E comme :
E = {w ∈ D∗ : w(s) = 0 pour s > V (w)} ∪ {δ}, (3.19)
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où δ est un point isolé. Pour a > 0, on note E(a) l’espace des excursions de longueur
supérieure à a :
E(a) = {e ∈ E : V (e) > a}. (3.20)
On appelle excursions les éléments de E et pour une excursion e ∈ E , on dit que V (e) est
sa durée de vie.
On désigne par k = (kt)t≥0, l’opérateur de meurtre déﬁni par :
kt(ω)(s) =
{
ω(s) si s < t,
0 si s ≥ t.
On introduit aussi les opérateurs suivants :
St(ω)(s) = t−1/αw(ts), t > 0, ω ∈ D,
Nu(ω) = SV (ω)/u(ω), u > 0, ω ∈ D∗.
Remarque 3.5. Pour ω ∈ D on a :
V (St(ω)) =
V (ω)
t
, t > 0.
Pour ω ∈ D∗ on a :
V (Nu(ω)) = u, u > 0.
On a aussi, pour u > 0 :
Nu ◦ St = Nu pour tout t > 0 et N1 ◦ ku = k1 ◦ Su sur {u < V <∞}, (3.21)
et
ku ◦ Sv/u = Nu ◦ kv sur {v < V <∞} (3.22)
3.3.2 Processus des excursions et mesure d’excursion
Définition 3.6 (Processus des excursions). On appelle processus des excursions associé
à X le processus (eℓ; ℓ ≥ 0) à valeurs dans E , déﬁni par :
eℓ =
{
(Xs+τℓ−1{s<τℓ−τℓ−}, s ≥ 0) si τℓ − τℓ− > 0,
δ si τℓ = τℓ−.
(3.23)
Comme τℓ et τℓ− appartient à N0, on a que pour tout ℓ > 0 vériﬁant τℓ − τℓ− > 0,
l’excursion eℓ commence et termine en 0.
Itô a montré dans [29] que le processus des excursions est un processus de Poisson ponctuel
(voir aussi [6], chapitre IV, théorème 10). On note nα sa mesure caractéristique que l’on
appelle mesure d’excursion. On a en particulier, une formule-clé additive :
Théorème 3.7 (Formule-clé additive). Soit F : [0,+∞[×Ω × E → [0,+∞[ une fonction
prévisible par rapport aux deux premières variables et mesurable par rapport à la troisième.
On a :
E
 ∑
g∈G(w)
F (g, w, εg(w))
 = E
 +∞∫
0
dℓ
∫
E
F (τℓ(w), w, e)nα(de)
 (3.24)
= E
 +∞∫
0
dsLs(w)
∫
E
F (s, w, e)nα(de)
 , (3.25)
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où G = G0 (l’ensemble des extrémités gauches des intervalles d’excursion de X hors de
0) et Ls = L0s.
On a aussi une formule-clé exponentielle :
Théorème 3.8 (Formule-clé exponentielle). Soit f : [0,+∞[×E → [0,+∞[ une fonction
mesurable.
E
exp (−∑
ℓ>0
f(ℓ, eℓ)
) = exp(− +∞∫
0
dℓ
∫
E
(1− e−f(ℓ,e))nα(de)
)
. (3.26)
Une première application de ces formules est le calcul de la loi, sous nα, de la durée de vie
d’une excursion.
Corollaire 3.9. On a :
nα(V ∈ dv) = (α− 1) sin(π/α)Γ(1/α) c
1/αv
1
α
−21(v>0)dv. (3.27)
Démonstration. Pour λ > 0 et ℓ > 0, on met f(s, e) = λV (e) 1]0,ℓ[(s) dans la formule-clé
exponentielle (3.26), pour obtenir :
E(e−λτℓ) = exp
(
− ℓ
∫
E
(1− e−λV (e))nα(de)
)
, (3.28)
ainsi, si on compare avec (3.8), on obtient le résultat.
Remarque 3.10. On pourra trouver les démonstrations des théorèmes 3.7 et 3.8 dans
[6],[12] et [40].
Remarque 3.11. Le résultat du corollaire 3.9 avait été déjà obtenu par Fitzsimmons et
Getoor dans [22] (voir formule (4.21)).
Remarque 3.12. En utilisant la notation du chapitre IV de [6] et la déﬁnition de la
mesure d’excursion nα, on obtient dans notre cas particulier du processus symétrique
stable d’indice α ∈]1, 2] :
Π¯(a) = nα(V > a) =
α sin(π/α)c1/α
Γ(1/α)
a
1
α
−1.
3.3.3 Propriété de Markov sous nα
Un autre résultat important de la théorie générale des excursions (voir [12], [25] ou [29])
dit que sous nα, le processus des coordonnées est un processus de Markov avec semi-groupe
(P 0t ; t > 0) (le semi-groupe du processus tué en 0). Plus précisément :
Théorème 3.13 (Propriété de Markov sous nα). Pour tout t > 0 et toute fonctionnelle
Zt positive, Ft-mesurable et F fonction mesurable sur E :
nα(Zt F (X ◦ θt)) =
∫
nα(Zt;Xt ∈ dx)E0x(F (X)). (3.29)
On déﬁnit les lois d’entrée (µs; s > 0) par µs(dx) = nα(Xs ∈ dx).
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Proposition 3.14 ([16],[23] et [47]). Les lois d’entrée (µs; s > 0) sont absolument conti-
nues par rapport à la mesure de Lebesgue. Plus précisément :
µs(dx) = ρT{x}(s)dx. (3.30)
Démonstration. On montre aisément à l’aide de la formule-clé additive que :
U qf(0) = uq(0)
+∞∫
0
e−qu
( +∞∫
−∞
f(y)µu(dy)
)
du, (3.31)
D’autre part, grâce à (1.20) on obtient :
U qf(0) = uq(0)
+∞∫
0
e−qu
( +∞∫
−∞
f(y)ρT{y}(u)dy
)
du (3.32)
En comparant ces deux expressions pour U qf(0), on obtient le résultat désiré.
Remarque 3.15. Ce résultat est demontré par Chen, Fukushima et Ying dans [16] et
Fitzsimmons et Getoor dans [23] dans un cadre markovien plus général. La preuve donnée
par K.Yano, Y.Yano et Yor dans [47] est similaire à celle qu’on donne ici.
3.3.4 Excursion normalisée et méandre
Dans ce paragraphe on procédera de façon analogue à ce qui a été fait dans [15] pour les
excursions associées au processus S −X.
On déﬁnit pour a > 0 :
g1(a) = inf{s > 0 : Xs+u 6= 0 pour tout u ∈ [0, a]},
d1(a) = inf{s > g1(a) : Xs = 0}, ℓ1(a) = d1(a)− g1(a) > a,
et Fa(X) = (Xg1(a)+s; 0 ≤ s ≤ ℓ1(a)) la première excursion de X de longueur supérieure à
a.
La loi de Fa(X) est donnée par nα(·|V > a) (voir [6], chapitre IV).
Notons que :
Fa(X) = S1/a ◦ F1 ◦ Sa(X)
et donc, à l’aide de (3.21) et de la propriété de scaling, on obtient que pour toute fonc-
tionnelle H mesurable et bornée :
nα(H ◦Nu|V > a) = nα(H ◦Nu|V > 1).
Cette dernière relation montre que la mesure sur D(u), déﬁnie par :
P (e,u)(·) = nα(· ◦Nu|V > a)
ne dépend pas de a et par conséquent de la durée de vie des excursions. Nous noterons
P (e) la mesure P (e,1).
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Remarque 3.16. Le fait que la déﬁnition de P (e,u) ne dépende pas de la durée de vie
des excursions montre que P (e,u) est une version de la loi du processus des excursions
conditionné par leur longueur au sens suivant :
nα(·) =
+∞∫
0
P (e,u)(·)nα(V ∈ du). (3.33)
Définition 3.17 (Excursion normalisée). On appelle loi des excursions normalisées du
processus X, la mesure de probabilité P (e) sur D(1).
Notons :
gt = sup{s ≤ t : Xs = 0}
dt = inf{s ≥ t : Xs = 0}.
Proposition 3.18. Sous P , conditionnellement à dt − gt = u, le processus
(Xgt+s; 0 ≤ s ≤ dt − gt)
a pour loi P (e,u). La propriété de scaling entraîne que le processus(
1
(dt − gt)1/αXgt+(dt−gt)s ; 0 ≤ s ≤ 1
)
a pour loi P (e). Celui-ci est indépendant de la variable aléatoire dt − gt qui a pour loi :
P (dt − gt ∈ ds) = sin(π/α)
πt
[
1− 1{s≤t}
(
1− s
t
)1−1/α](s
t
)1/α−2
ds. (3.34)
Démonstration. Notons d’abord qu’à l’aide de la formule-clé additive, on trouve pour toute
fonctionnelle H mesurable et bornée :
E
[
H((Xgt+s; 0 ≤ s ≤ dt − gt))
]
= E
[ ∑
g∈G
H(eg(ω))1{g<t<V (eg(ω))+g}
]
= E
[ t∫
0
nα(H, 1{V >t−u}) dLu
]
= E
[ t∫
0
dLu
+∞∫
t−u
nα(H|V = s)nα(V ∈ ds)
]
=
+∞∫
0
nα(H|V = s)E[Lt − 1{s≤t}Lt−s] nα(V ∈ ds).
(3.35)
En particulier, en prenant H qui dépend seulement de V , on obtient :
P (dt − gt ∈ ds) = E[Lt − 1{s≤t}Lt−s]nα(V ∈ ds), (3.36)
et si on injecte cela dans (3.35), on obtient :
E
[
H((Xgt+s; 0 ≤ s ≤ dt − gt))
]
=
+∞∫
0
nα(H|V = s)P (dt − gt ∈ ds), (3.37)
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et donc :
E
[
H((Xgt+s; 0 ≤ s ≤ dt − gt))|dt − gt = s
]
= nα(H|V = s) = P (e,s)(H).
Maintenant, si on remarque que :(
1
(dt − gt)1/αXgt+(dt−gt)s ; 0 ≤ s ≤ 1
)
= N1
(
(Xgt+s; 0 ≤ s ≤ dt − gt)
)
,
on obtient :
E
[
H ◦N1((Xgt+s; 0 ≤ s ≤ dt − gt))
]
=
+∞∫
0
nα(H ◦N1|V = s)P (dt − gt ∈ ds)
=
+∞∫
0
nα(H ◦N1|V = 1)P (dt − gt ∈ ds)
= nα(H ◦N1|V = 1)
= nα(H|V = 1)
= P (e)(H).
Notons ﬁnalement qu’à partir de (3.6), (3.27) et (3.36), on obtient (3.34).
Proposition 3.19. Sous P , conditionnellement à t− gt = u le processus
(Xgt+s; 0 ≤ s ≤ dt − gt)
a pour loi nα(·|V > u), et a donc même loi que Fu(X). La loi de t− gt est donnée par :
P (t− gt ∈ ds) = sin(π/α)
π
(t− s)−1/αs1/α−11{0≤s≤t}ds, (3.38)
c’est-à-dire que t−gtt suit une loi béta de paramètres 1/α et 1− 1/α.
Démonstration. Notons d’abord qu’à l’aide de la formule-clé additive, on trouve :
E
[
H((Xgt+s; 0 ≤ s ≤ dt − gt)) f(t− gt)
]
= E
[ ∑
g∈G
H(eg(ω)) f(t− g) 1{g<t<V (eg(ω))+g}
]
= E
[ t∫
0
nα(H,V > t− u) f(t− u) dLu
]
=
t∫
0
nα(H,V > t− u) f(t− u) pu(0) du
=
t∫
0
nα(H,V > v) f(v) pt−v(0) dv. (3.39)
Si on prend H = 1 dans (3.39) on obtient que :
P (t− gt ∈ ds) = pt−s(0)nα(V > s)ds. (3.40)
Si on injecte cela dans (3.39) avec f = 1, on trouve :
E
[
H((Xgt+s; 0 ≤ s ≤ dt − gt))|t− gt = s
]
= nα(H|V > s).
De (1.31), (3.27) et (3.40), on obtient (3.38).
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Définition 3.20 (Méandre). On appelle loi du méandre de longueur 1 la mesure de
probabilité P (m) sur D(1) déﬁnie par :
P (m)(·) = nα(· ◦ k1|V > 1).
De même pour u > 0, on déﬁnit la mesure de probabilité P (m,u) sur D(u) par :
P (m,u)(·) = nα(· ◦ ku|V > u).
Corollaire 3.21. Sous P , pour t > u, conditionnellement à t− gt = u, le processus
(Xgt+s; 0 ≤ s ≤ t− gt)
a pour loi P (m,u).
Démonstration. Directe à partir de la proposition (3.19).
Remarquons maintenant que de la propriété de scaling et (3.22), on obtient :
P (m,u)(·) = nα(· ◦Nu ◦ kv|V > v). (3.41)
Proposition 3.22. Le processus(
1
(1− g1)1/αXg1+(1−g1)s ; 0 ≤ s ≤ 1
)
est indépendant de 1− g1 et a pour loi P (m).
Démonstration. Il suﬃt de remarquer que :(
1
(1− g1)1/αXg1+(1−g1)s ; 0 ≤ s ≤ 1
)
= N1 ◦ k1−g1
(
(Xg1+s; 0 ≤ s ≤ d1 − g1)
)
,
et d’appliquer la proposition (3.19) et la formule (3.41).
3.3.5 h-processus et formule de désintégration pour nα
L’ensemble des résultats qu’on énoncera dans ce paragraphe est un bref résumé des résul-
tats sur le h-processus démontrés par K. Yano dans [45] et K.Yano, Y. Yano et M. Yor
dans [47].
On commence par rappeler la déﬁnition de la fonction h :
h(x) = lim
q→0+
{uq(0)− uq(x)} = 1
2cΓ(α) sin
(
π (α−1)
2
) |x|α−1.
Comme application de la formule de Tanaka (3.1), on peut démontrer que la fonction h
est harmonique pour le processus tué en 0, c’est-à-dire que pour tout x 6= 0 :
E0x[h(Xt)] = h(x).
En plus, à l’aide de l’équation résolvante (1.8) et de la propriété 3.14, on montre que :
nα(h(Xt)) = 1. (3.42)
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Ainsi, on peut déﬁnir le h-processus P hx comme la loi sur l’espace canonique déﬁnie par :
P hx |Ft =
h(Xt)
h(x)
· P x,0|Ft , x 6= 0, (3.43)
P h0 |Ft = h(Xt) · nα|Ft , x = 0. (3.44)
On a comme dans le cas brownien, une formule de désintégration pour nα par rapport à
la durée de vie :
Théorème 3.23 (Formule de désintégration de nα par rapport à la durée de vie [45]).
nα(·) =
+∞∫
0
P h0 (· |Xt = 0)ρα(t)dt, (3.45)
où :
ρα(t) =
nα(V ∈ dt)
dt
=
(α− 1) sin(π/α)
Γ(1/α)
c1/αt
1
α
−2.
Remarque 3.24. Il est démontré dans [45] que le semi-groupe de (P hx ;x ∈ R) a la
propriété de Feller, ce qui entraîne en particulier que les excursions commencent de façon
oscillatoire, plus précisément :
nα({∃tn ց 0 vériﬁant XtnXtn+1 < 0}c) = 0
Remarque 3.25. * Il est montré dans [47] que la loi P h0 peut être obtenue comme la
limite des méandres, plus précisément :
P (m,u) −−−→
u→0
P h0 , le long de (Fs).
Chapitre 4
Les temps passés positif et négatif
4.1 Définitions et quelques considérations sur la mesure d’Itô
des excursions
Dans ce chapitre, on suppose que X = (Xt; t ≥ 0) est un processus de Lévy symétrique
stable d’indice α ∈]1, 2], d’exposant caractéristique ψα(λ) = c|λ|α.
On déﬁnit les processus A+ = (A+t , t ≥ 0) et A− = (A−t , t ≥ 0) par :
A+t =
t∫
0
1{Xs>0} ds et A
−
t =
t∫
0
1{Xs<0} ds.
Fitzsimmons et Getoor ont démontré ([22]) que le couple (τℓ, A+τℓ ; ℓ ≥ 0), ou de façon
équivalente (A+τℓ , A
−
τℓ
; ℓ ≥ 0), est un processus de Lévy (résultat encore valable pour
(Af1τℓ , ..., A
fn
τℓ
; ℓ ≥ 0) où Aft =
∫ t
0 f(Xs) ds). La transformée de Laplace conjointe est donnée
par :
E
[
exp
(
−qτℓ − λA+τℓ
)]
= exp (−ℓφ(q, λ)) , q > 0, λ > 0, ℓ > 0, (4.1)
où φ(q, λ) = λ
[
q+λ∫
q
κ(v)dv
]−1
, κ(q) = uq(0) et donc, grâce à (1.30), on obtient que :
φ(q, λ) = c1/α sin(π/α)
λ
(q + λ)1/α − q1/α .
4.1.1 Sur le temps passé positif sous la mesure d’excursion
On déﬁnit sur l’espace des excursions :
A+V (e) =
V (e)∫
0
1{e(s)>0} ds,
où V (e) désigne la durée de vie de l’excursion e. Grâce à la formule-clé exponentielle pour
nα, on obtient :∫
nα(de)
(
1− e−qV (e)−λA+V (e)
)
= c1/α sin(π/α)
λ
(q + λ)1/α − q1/α , q > 0, λ > 0,
(4.2)
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d’où on peut obtenir à nouveau la formule (3.27), mais aussi :
nα(A+V ∈ dv) =
(α− 1) sin(π/α)
αΓ(1/α)
c1/α v
1
α
−2 1{v>0} dv, (4.3)
et on retrouve la formule (4.21) de [22].
Maintenant, on donnera une expression pour la transforme de Laplace, sous nα, du temps
passé positif par une excursion, conditionnellement à sa durée de vie. Pour cela, on déﬁnit
pour 0 < β < 1, la suite des nombres réels (an(β))n∈N, par la relation :
x
(1 + x)β − 1 =
∑
n≥0
an(β)xn.
Proposition 4.1. Pour tout λ > 0 :
nα
(
e−λA
+
V /V = v
)
=
∑
n≥0
an(1/α)
(1/α− 1)n (λv)
n.
Démonstration. Notons que, en utilisant la formule (3.27), on peut réécrire (4.2) de la
façon suivante :
α− 1
Γ(1/α)
+∞∫
0
v
1
α
−2 (1− e−qvnα (e−λA+V /V = v)) dv = q1−1/α (λq )
(1 + λq )
1/α − 1 . (4.4)
Ainsi, de la déﬁnition de la suite (an(1/α))n∈N, on peut écrire :
α− 1
Γ(1/α)
+∞∫
0
v
1
α
−2 (1− e−qvnα (e−λA+V /V = v)) dv = ∑
n≥0
an(1/α)
λn
qn−1+1/α
,
et si on dérive cette équation par rapport à q, on obtient :
α− 1
Γ(1/α)
+∞∫
0
v
1
α
−1e−qvnα
(
e−λA
+
V /V = v
)
dv =
∑
n≥0
an(1/α) (1− n− 1/α)
qn+1/α
λn
=
∑
n≥0
an(1/α) (1− n− 1/α)
Γ(n+ 1/α)
λn
+∞∫
0
e−qvvn+1/α−1dv,
et alors :
nα
(
e−λA
+
V /V = v
)
=
Γ(1/α)
α− 1
∑
n≥0
an(1/α) (1− n− 1/α)
Γ(n+ 1/α)
(λv)n
=
1
α− 1
∑
n≥0
an(1/α) (1− n− 1/α)
(1/α)n
(λv)n,
d’où le résultat.
Remarque 4.2. Pour α = 2, a0(1/2) = 2 et pour tout n ≥ 1,
an(1/2) =
(−1)n (−1/2)n
n!
,
et on retrouve :
n2
(
e−λA
+
V /V = v
)
=
1 + e−λv
2
.
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Remarque 4.3. Comme x = ((1 + x)β − 1)
∑
k≥0
ak(β)xk et a0(β) = 1/β, on a pour tout
n ≥ 1,
n∑
k=0
ak(β) (−β)n−k+1 (−1)
n−k+1
(n− k + 1)! = 0,
où (γ)n ≡ (γ)(γ + 1) · · · (γ + n− 1) et (γ)0 ≡ 1.
Remarque 4.4. Notons que :
nα
(
e−λ
A+
V
V /V = v
)
=
1
α
∑
n≥0
an(1/α)
(1/α− 1)n λ
n,
d’où A
+
V
V et V sont indépendants sous nα, ce que l’on sait déjà depuis [22].
4.1.2 Temps passé positif au dernier passage en 0 avant t
Soit t > 0, on déﬁnit :
gt = sup{s ≤ t;Xs = 0}.
Maintenant, pour p > 0, considérons ep un temps exponentiel indépendant de paramètre
p.
Le résultat suivant est une conséquence de la formule-clé additive pour le processus des
excursions et de la formule (4.1).
Proposition 4.5. Pour tout λ, µ > 0, on a :
E
[
exp
(
−λA+gep − µgep
)]
=
αp
λ
[(
1 +
µ+ λ
p
)1/α
−
(
1 +
µ
p
)1/α]
.
Démonstration. Notons d’abord que pour λ, µ > 0, on a :
1
p
E
[
exp
(
−λA+gep − µgep
)]
= E
 +∞∫
0
e−pt e−λA
+
gt
−µgt dt

= E
∑
s>0
τs∫
τs−
e−pt e−λA
+
τs−
−µτs− dt

= E
[∑
s>0
(e−pτs− − e−pτs)
p
e−λA
+
τs−
−µτs−
]
,
d’où :
E
[
exp
(
−λA+gep − µgep
)]
= E
[∑
s>0
e−λA
+
τs−e−(µ+p)τs−
(
1− e−pV (es)
)]
= E
 +∞∫
0
ds
∫
nα(de) e−λA
+
τs e−(µ+p)τs
(
1− e−pV (e)
)
=
+∞∫
0
E
[
e−λA
+
τs−(µ+p)τs
]
ds
∫
nα(de) (1− e−pV (e)).
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Et alors, grâce à (3.8), (3.28) et (4.1) on a :
E
[
exp
(
−λA+gep − µgep
)]
=
1
κ(p)
+∞∫
0
e−s φ(µ+p,λ) ds
=
1
φ(µ+ p, λ)κ(p)
=
αp
λ
(
1 +
µ
p
)1/α [(
1 +
λ
µ+ p
)1/α
− 1
]
.
(4.5)
Le résultat en découle.
Maintenant, on passe au temps déterministe.
Proposition 4.6. Pour tout λ, µ > 0, on a :
1. E
[
exp
(
−λA+gt − µgt
)]
= (λ+µ) 1F1(1−1/α,2;−(λ+µ)t)−µ 1F1(1−1/α,2;−µt)λ . En particulier,
A+g1 suit la loi béta de paramètres 1− 1/α et 1 + 1/α.
2. E
[
exp
(
−λA
+
g1
g1
− µg1
)]
= sin(π/α)π
1∫
0
1∫
0
e−λy e−µs s−1/α (1 − s)1/α−1 dy ds. En parti-
culier, les variables
A+g1
g1
et g1 sont indépendantes,
A+g1
g1
suit la loi uniforme sur [0, 1]
et g1 la loi béta de paramètres 1− 1/α et 1/α.
Démonstration. Pour la première assertion, il suﬃt de noter que pour tout γ > 0, on a :
α
γ
[(
1 +
γ
p
)1/α
− 1
]
=
α
γ
∑
k≥1
(−1/α)k
k!
(
−γ
p
)k
= −α
∑
n≥0
(−1/α)n+1 (−γ)n
(n+ 1)!
1
pn+1
=
∑
n≥0
(1− 1/α)n (−γ)n
(n+ 1)!
+∞∫
0
e−ps
sn
n!
ds
=
∑
n≥0
(1− 1/α)n
(2)n n!
+∞∫
0
e−ps(−γs)n ds
=
+∞∫
0
e−ps 1F1(1− 1/α, 2;−γs) ds,
et utiliser la proposition précédente. Pour montrer que A+g1
(loi)
= β1−1/α,1+1/α, il suﬃt de
prendre t = 1 et µ = 0 dans la formule qu’on vient de démontrer (voir [34], 9.11.1).
Pour la deuxième assertion, si on utilise la formule de la partie précédente avec t = 1, on
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trouve (voir [34], formule 9.11.1) :
E
[
exp
(
−λA+g1 − µg1
)]
=
1∫
0
(λ+ µ)e−(λ+µ)s − µe−µs
λ
s−1/α(1− s)1/α
B(1− 1/α, 1 + 1/α) ds
(intégration par parties) = −
1∫
0
e−(λ+µ)s − e−µs
λ
s−1/α−1(1− s)1/α−1
αB(1− 1/α, 1 + 1/α) ds
(théorème de Fubini) =
1∫
0
s∫
0
e−λxe−µs
s−1/α−1(1− s)1/α−1
αB(1− 1/α, 1 + 1/α) dxds
(voir [34], (1.2.1) et (1.2.2)) =
sin(π/α)
π
1∫
0
s∫
0
e−λxe−µss−1/α−1(1− s)1/α−1 dxds,
Le résultat suit d’un changement de variables.
Remarque 4.7. On connaissait déjà le résultats de la partie 2 de cette proposition, car :
A+g1
g1
=
1∫
0
1{Ys>0} ds,
où (Ys ≡ g−1/α1 Xsg1 ; 0 ≤ s ≤ 1) est un pont indépendant de g1 (voir [14]) et on sait depuis
[22] que la loi du temps passé positif pour le pont est la loi uniforme. Pour la loi de g1 voir
par exemple [6].
4.2 Les variables Gγ, Gγ,δ, Zγ et Mγ
Pour γ ∈]0, 1[, on note Gγ une variable aléatoire à valeurs dans [0, 1] avec densité fGγ
donnée par :
fGγ (u) =
γ sin(πγ)
(1− γ)π
uγ−1(1− u)γ−1
(1− u)2γ − 2 (1− u)γ uγ cos(πγ) + u2γ 1]0,1[(u). (4.6)
Les variables Gγ sont caractérisées par leur transformée de Stieltjes :
S(fGγ )(λ) ≡
+∞∫
0
fGγ (u)
λ+ u
du = E
[
1
λ+Gγ
]
=
γ
1− γ
λγ−1 − (1 + λ)γ−1
(1 + λ)γ − λγ , λ > 0,
ou, de façon équivalente par :
E
[
e−λeGγ
]
= E
[
1
1 + λGγ
]
=
γ
1− γ
1− (1 + λ)γ−1
(1 + λ)γ − 1 , (4.7)
où, e est une variable exponentielle standard indépendante de Gγ .
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Maintenant, pour γ, δ ∈]0, 1[, on notera Gγ,δ une variable aléatoire à valeurs dans [0, 1]
avec pour transformée de Stieltjes :
E
[
1
λ+Gγ,δ
]
=
γ
1− δ
λγ−δ
(
λδ−1 − (1 + λ)δ−1
)
(1 + λ)γ − λγ , λ > 0,
d’où, on obtient :
E
[
1
1 + λGγ,δ
]
=
γ
1− δ
1− (1 + λ)δ−1
(1 + λ)γ − 1 , λ > 0. (4.8)
Pour γ ∈]0, 1[, on note Zγ une variable aléatoire à valeurs dans R+ avec densité fZγ donnée
par :
fZγ (u) =
sin(πγ)
πγ
1
u2 + 2u cos(πγ) + 1
1[0,+∞[(u). (4.9)
On montre aisément, à l’aide de (4.6) et (4.9), les identités en loi suivantes :
1
Z1−γ
(loi)
= Z1−γ
(loi)
=
(
1
Gγ
− 1
)γ
. (4.10)
D’autre part, on note Mγ une variable aléatoire de Mittag-Leﬄer, à valeurs dans R+, de
loi caractérisée par :
E [exp (λMγ)] =
+∞∑
n=0
λn
Γ(nγ + 1)
, λ ∈ R. (4.11)
Remarque 4.8. On a aussi que :
Zγ
(loi)
=
(
Tγ
T ′γ
)γ
et Mγ
(loi)
=
1
(Tγ)γ ,
où Tγ et T
′
γ sont deux variables stables unilatérales standard d’indice γ indépendantes.
Remarque 4.9. Pour une étude approfondie de ces variables et quelques liens avec les
excursions de Bessel voir [31] et [8].
4.3 Un possible lien entre les variables A
+
V
V et Gγ,12
Considérons nα la mesure d’excursion associée à notre processus symétrique stable d’indice
α ∈]1, 2] et rappelons le résultat suivant (voir 4.4) :
nα(e−λ
A+
V
V ) = γ
∞∑
n=0
an(γ)
(γ − 1)nλ
n,
où γ = 1/α. On a donc, que pour tout entier naturel n,
nα
[(
A+V
V
)n]
=
(−1)n n! an(γ)
(γ − 1)n .
On rappelle que V désigne la durée de vie d’une excursion générique et que les coeﬃcients
{an(γ)}n≥0 sont tels que :
λ
(1 + λ)γ − 1 =
∞∑
n=0
an(γ)λn.
Le lemme suivant permet d’exprimer les coeﬃcients an(γ) à l’aide des variables Gγ, 1
2
.
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Lemme 4.10. Pour tout n ∈ N∗, on a :
an(γ) =
(−1)n
2γ
(
E
[
Gn
γ, 1
2
]
− E
[
Gn−1
γ, 1
2
]
+
n∑
k=0
(−12)n−k
(n− k)! E
[
Gk
γ, 1
2
])
,
a0(γ) = 1/γ.
Démonstration. Notons qu’à l’aide de (4.8) on a :
λ
(1 + λ)γ − 1 = 2 γ
(
1− (1 + λ)−1/2
(1 + λ)γ − 1
)(
1 + λ+
√
1 + λ
2γ
)
=
1
2γ
E
 1
1 + λGγ, 1
2
 (1 + λ+√1 + λ)
=
1
2γ
E
[ ∞∑
k=0
(
−λGγ, 1
2
)k]1 + λ+ ∞∑
q=0
(−12)q
q!
(−λ)q

=
1
2γ
( ∞∑
k=0
(−λ)kE
[
Gk
γ, 1
2
]
−
∞∑
k=1
(−λ)kE
[
Gk−1
γ, 1
2
]
+
∞∑
k,q=0
(−12)q
q!
E
[
Gk
γ, 1
2
]
(−λ)k+q
 ,
et alors :
2 γ
∞∑
n=0
an(γ)λn =
∞∑
n=0
(−λ)nE
[
Gn
γ, 1
2
]
−
∞∑
n=1
(−λ)nE
[
Gn−1
γ, 1
2
]
+
∞∑
n=0
(−λ)n
n∑
k=0
(−12)n−k
(n− k)! E
[
Gk
γ, 1
2
]
,
d’où, on obtient le résultat.
4.4 Loi conjointe du temps passé positif et négatif pour un
processus symétrique stable d’indice α ∈]1, 2]
Dans la suite, et pour simpliﬁer les calculs, on suppose que la constante c dans l’exposant
caractéristique de X, vériﬁe αc1/α sin(π/α) = 1, de sorte que :
E(e−λτℓ) = e−ℓλ
1−1/α
,
où (τℓ, ℓ ≥ 0) désigne l’inverse du temps local en 0 de X.
Notons que, à partir de (4.1), on obtient :
E
[
exp
(
−aA+τℓ − bA−τℓ
)]
= exp
(
−ℓ γ a− b
aγ − bγ
)
, a > 0, b > 0, ℓ > 0, (4.12)
où γ = 1/α.
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Remarque 4.11. Il est facile de voir, à partir de (4.12), que A+τℓ et A
−
τℓ
sont indépendants
si et seulement si α = 2, c’est-à-dire, dans le cas brownien.
Remarque 4.12. Encore grâce à (4.12), on a :
E
[
exp
(
−b(xA+τℓ +A−τℓ)
)]
= exp
(
−ℓγ
(
x− 1
xγ − 1
)
b1−γ
)
, b > 0, x > 0, ℓ > 0. (4.13)
C’est-à-dire, pour tout x ≥ 0, le processus (xA+τℓ +A−τℓ , ℓ ≥ 0) est un subordinateur stable
d’indice 1− γ. Plus précisément :
xA+τ1 +A
−
τ1
(loi)
=
[
γ(x− 1)
xγ − 1
] 1
1−γ T1−γ ,
où, T1−γ est une variable stable standard d’indice 1− γ.
4.4.1 Mesure de Lévy associée à une pseudo-transformée de Laplace
Pour λ > 0, on cherche une mesure µλγ sur R+ telle que :
E
[
exp
(−λ(xA+τ1 +A−τ1))]
E
[
exp
(
−λA−τ1
)] = exp
− ∫
R+
(1− e−xy)µλγ(dy)
 , x > 0, λ > 0. (4.14)
Grâce à (4.13), cette égalité est équivalente à :∫
R+
(1− e−xy)µλγ(dy) = γ λ1−γ
(
x− xγ
xγ − 1
)
, x > 0, λ > 0, (4.15)
ou encore à :
+∞∫
0
e−xt µ¯λγ(t) dt = γ λ
1−γ
(
1− xγ−1
xγ − 1
)
, x > 0, λ > 0, (4.16)
où µ¯λγ(t) = µ
λ
γ([t,+∞[).
Proposition 4.13. Pour λ > 0, la mesure µλγ déﬁnie par :
µλγ(dt) = fµλγ (t) dt = (1− γ)λ1−γ E
[
1
Gγ
(
1
Gγ
− 1
)
e
−t
(
1
Gγ
−1
)]
dt,
est la mesure de Lévy d’un certain subordinateur et elle vériﬁe l’équation (4.14).
Démonstration. Notons d’abord que, comme la variable Gγ est à valeurs dans ]0, 1[, la
fonction fµλγ est bien positive. Maintenant, on va vériﬁer que la mesure µ
λ
γ est bien la
mesure de Lévy d’un certain subordinateur, c’est-à-dire qu’on va montrer que :
+∞∫
0
(1 ∧ t)µλγ(dt) < +∞.
Notons que grâce à (4.10) on a :
fµλγ (t) = (1− γ)λ1−γ E
[(
Z
1/γ
1−γ + 1
)
Z
1/γ
1−γ e
−tZ1/γ1−γ
]
, (4.17)
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et alors :
1∫
0
tµλγ(dt) = (1− γ)λ1−γ E
(Z1/γ1−γ + 1)
 1∫
0
tZ
1/γ
1−γ e
−tZ1/γ1−γ dt

= (1− γ)λ1−γ E
(Z1/γ1−γ + 1)
−e−Z1/γ1−γ + 1− e−Z1/γ1−γ
Z
1/γ
1−γ

≤ 2 (1− γ)λ1−γ < +∞,
et
+∞∫
1
µλγ(dt) = (1− γ)λ1−γ E
(Z1/γ1−γ + 1)
 +∞∫
1
Z
1/γ
1−γe
−tZ1/γ1−γ dt

= (1− γ)λ1−γ E
[(
Z
1/γ
1−γ + 1
)
e−Z
1/γ
1−γ
]
≤ 2 (1− γ)λ1−γ < +∞.
Maintenant, montrons que la mesure µλγ vériﬁe l’équation (4.14). Notons que de la déﬁni-
tion de µλγ , on a :
λγ−1
1− γ µ¯
λ
γ(t) = E
[
1
Gγ
e
−t
(
1
Gγ
−1
)]
, (4.18)
Or, comme pour toute fonction positive f sur R+ on a :
E[f(eGγ)] = E
 +∞∫
0
e−u f(uGγ) du
 = E
 +∞∫
0
dt
Gγ
e−t/Gγ f(t)
 ,
on peut réécrire (4.18) comme :
λγ−1
1− γ e
−t µ¯λγ(t) dt = P (eGγ ∈ dt). (4.19)
Alors, grâce à (4.7), µλγ vériﬁe l’équation (4.16) qui est équivalente à (4.14).
Remarque 4.14. Maintenant, notons que pour x > 1, on a :
x− xγ
xγ − 1 =
x
xγ(1− 1xγ )
− 1
1− 1xγ
= (x1−γ − 1)
+∞∑
n=0
1
xnγ
=
+∞∑
k=1
1
xkγ−1
−
+∞∑
n=0
1
xnγ
.
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Alors, si on injecte cela dans (4.15) et que l’on dérive en x, on obtient :
+∞∫
0
e−xyyfµλγ (y)dy = γλ
1−γ
{
+∞∑
k=1
(1− γk)
xkγ
−
+∞∑
n=1
nγ
xnγ+1
}
= γλ1−γ

+∞∑
k=1
(1− γk)
Γ(γk)
+∞∫
0
tγk−1e−xtdt−
+∞∑
n=1
nγ
Γ(γn+ 1)
+∞∫
0
tγne−xtdt

=
+∞∫
0
e−xt t gλγ (t) dt (4.20)
où :
gλγ (t) =
γλ1−γ
t
+∞∑
k=1
tγk
Γ(γk)
(
1− γk
t
+ 1
)
.
Peut-on en déduire que fµλγ = g
λ
γ ? Pour répondre à cette question, étudions la quantité
∞∫
0
(1 ∧ t)gλγ (t)dt. Notons que pour T > 1 :
T∫
1
gλγ (t)dt = γλ
1−γ
+∞∑
k=1
1
Γ(γk)
T∫
1
(
(1− γk)tγk−2 + tγk−1
)
dt
= γλ1−γ
+∞∑
k=1
1
Γ(γk)
{
1− T γk−1 + T
γk− − 1
γk
}
= γλ1−γ
{
+∞∑
k=1
1
Γ(γk)
(
1− 1
γk
)
+
+∞∑
k=1
1
Γ(γk)
(
T γk
γk
− T γk−1
)}
.
Si on fait alors tendre T vers l’inﬁni, on obtient par convergence monotone :
+∞∫
1
gλγ (t)dt = +∞.
En particulier, fµλγ et g
λ
γ ne peuvent pas être égales.
Remarque 4.15. On peut montrer à partir de (4.11) que :
gλγ (t) =
γ2λ1−γ
t2−γ
E
[
Mγ
(
t+ 1− γ(1 + t2γMγ)
)
et
γMγ
]
. (4.21)
4.4.2 Calcul de la mesure de Lévy conjointe
Dans cette section, on s’intéresse au calcul de la mesure de Lévy conjointe du processus
bi-dimensionnel (A+τℓ , A
−
τℓ
; ℓ ≥ 0), c’est-à-dire que l’on cherche une mesure νγ sur R2+, telle
que pour tous a, b, ℓ > 0 :
E[exp
(
−aA+τℓ − bA−τℓ
)
] = exp
−ℓ ∫∫
R2+
(1− e−ax−by) νγ(dx, dy)
 , (4.22)
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ou de façon équivalente, telle que :
E
[
exp
(
−aA+τℓ − bA−τℓ
)]
E
[
exp
(
−bA−τℓ
)] = exp
−ℓ ∫∫
R2+
e−by(1− e−ax)νγ(dx, dy)
 . (4.23)
Pour cela, on introduit d’abord la notation suivante (voir (4.6)) :
Fγ(y, z) ≡
fGγ (
y
y+z )
y + z
=
y + z
yz
hγ((y/z)γ), (4.24)
où :
hγ(t) = kγ
t
1− 2 cos(πγ)t+ t2 et kγ =
γ sin(πγ)
π(1− γ) . (4.25)
Lemme 4.16. Pour tout a, b > 0 :
E
[
exp
(−aA+τ1 − bA−τ1)]
E
[
exp
(
−bA−τ1
)] = exp
−b(1− γ)
Γ(γ)
+∞∫
0
+∞∫
0
e−bu(1− e−ay)Hγ(u, y)dudy
 , (4.26)
où :
Hγ(u, y) ≡ −
u∫
0
(u− z)γ−1 ∂Fγ
∂y
(y, z)dz, (4.27)
Démonstration. Notons que, grâce à (4.7) et (4.12), on a :
E
[
exp
(−aA+τ1 − bA−τ1)]
E
[
exp
(
−bA−τ1
)] = exp(−γ a
bγ
(
1− (ab )γ−1
(ab )
γ − 1
))
(d’après (4.7)) = exp
−a(1− γ)
bγ
1∫
0
fGγ (u)
1 + u(ab − 1)
du

= exp
−a(1− γ)
bγ
+∞∫
0
1∫
0
fGγ (u)e
−te−ut(
a
b
−1)dudt
 .
Alors, si on fait le changement de variables u = y/(y + z), t = b(y + z), on arrive à :
E[exp(−aA+τ1 − bA−τ1)]
E[exp(−bA−τ1)]
= exp
−ab(1− γ)
bγ
+∞∫
0
+∞∫
0
Fγ(y, z)e−bze−aydydz

= exp
−b(1− γ)
bγ
+∞∫
0
+∞∫
0
e−bz(1− e−ay)
(
−∂Fγ
∂y
(y, z)
)
dydz
 .
La dernière égalité découle d’une intégration par parties, car pour z > 0 ﬁxé, on a :
(1− e−ay)Fγ(y, z) = (1− e
−ay)(y + z)
yz
hγ
((
y
z
)γ)
=
zγ−1(y + z)
(z2γ − 2 cos(πγ)yγzγ + y2γ)
(1− e−ay)
y1−γ
−−−→
y→0
0,
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et
(1− e−ay)Fγ(y, z) = (1− e
−ay)(y + z)
yz
hγ
((
z
y
)γ)
=
(1− e−ay)
z1−γ(1− 2 cos(πγ) zγyγ + z
2γ
y2γ
)
(y + z)
y1+γ
−−−→
y→∞ 0.
Maintenant, grâce à l’identité b−γ = 1Γ(γ)
+∞∫
0
e−bxxγ−1, on obtient :
E[exp(−aA+τ1 − bA−τ1)]
E[exp(−bA−τ1)]
= exp
b(1− γ)
Γ(γ)
+∞∫
0
+∞∫
0
+∞∫
0
e−bxxγ−1e−bz(1− e−ay) ∂Fγ
∂y
(y, z)dxdydz

= exp
b(1− γ)
Γ(γ)
+∞∫
0
+∞∫
0
e−bu(1− e−ay)
 u∫
0
(u− z)γ−1 ∂Fγ
∂y
(y, z)
 dzdudy
 .
Le résultat suit de la déﬁnition de la fonction Hγ .
Le cas α = 2
Notons d’abord que par déﬁnition (voir (4.25)) h1/2(t) =
t
π(1+t2)
et alors, aussi par déﬁni-
tion (voir (4.24)) on trouve que :
F1/2(y, z) =
1
π
√
yz
,
d’où :
∂F1/2
∂y
(y, z) = − 1
2π
√
y3z
,
et alors :
H1/2(u, y) =
1
2π
√
y3
u∫
0
1√
(u− z)z dz.
Si on fait le changement de variables v = z/u, on obtient alors :
H1/2(u, y) =
1
2π
√
y3
1∫
0
1√
(1− v)vdv =
1
2
√
y3
.
En particulier, H1/2(u, y) ne dépend pas de u, et alors (4.26) devient :
E[exp(−aA+τ1 − bA−τ1)]
E[exp(−bA−τ1)]
= exp
− +∞∫
0
(1− e−ay) 1
4
√
πy3
dy
 .
On retrouve dans l’égalité (4.4.2) que A+τ1 et A
−
τ1 sont indépendantes, et on obtient ﬁnale-
ment :
E[exp(−aA+τ1)] = exp
− +∞∫
0
(1− e−ay) 1
4
√
πy3
dy
 ,
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On obtient ainsi la mesure de Lévy du processus (A+τℓ ; ℓ ≥ 0). En plus, par un argument
de symétrie et grâce à l’indépendance entre A+τℓ et A
−
τℓ
, on obtient comme mesure de Lévy
conjointe des temps passés positif et négatif :
ν 1
2
(dx, dy) =
1
4
√
π
(
x−3/2 dx δ0(dy) + y−3/2 δ0(dx) dy
)
, (4.28)
où δ0 est la mesure de Dirac en 0.
Le cas α 6= 2
Maintenant, dans le but d’identiﬁer la mesure νγ , on fera une intégration par parties dans
le coté droit de l’identité (4.26) du lemme 4.16.
Lemme 4.17. Pour tout a, b > 0 :
E[exp(−aA+τ1 − bA−τ1)]
E[exp(−bA−τ1)]
= exp
−(1− γ)
Γ(γ)
+∞∫
0
+∞∫
0
e−bu(1− e−ay)∂Hγ
∂u
(u, y)dudy
 . (4.29)
Démonstration. Tout d’abord, réecrivons Hγ , grâce au changement de variable v = z/u,
comme :
Hγ(u, y) = −
1∫
0
(1− v)γ−1uγ ∂Fγ
∂y
(y, uv)dv. (4.30)
D’autre part, d’après la déﬁnition de Fγ (voir (4.24)), on a :
∂Fγ
∂y
(y, z) = − 1
y2
hγ
((
y
z
)γ)
+ γ
(y + z)yγ−2
zγ+1
h
′
γ
((
y
z
)γ)
,
et d’après la déﬁnition de hγ , on montre aisément que :
∂Fγ
∂y
(y, uv)uγ =
kγy
γ−2vγ−1
[(vu)2γ − 2 cos(πγ)(yuv)γ + y2γ ]2
[
(γ − 1)v2γ+1u4γ + γyv2γu4γ−1
+2 cos(πγ)yγvγ+1u3γ − (γ + 1)y2γvu2γ − γy2γ+1u2γ−1
]
Maintenant, écrivons des inégalités qui nous permettent de justiﬁer une intégration par
parties dans (4.26).
D’abord, notons que pour y > 0 et u, v ∈]0, 1[, on a :
|∂Fγ
∂y
(y, uv)uγ | ≤ |kγ |vγ−1yγ−2 [(1− γ) + γy − 2 cos(πγ)y
γ + (γ + 1)y2γ + γy2γ+1]
y4γ
,
d’autre part, comme α 6= 2, on a que pour y > 0 ﬁxé et pour tout v ∈]0, 1[ :
(1− v)γ−1∂Fγ
∂y
(y, uv)uγ −−−→
u→0
0,
et comme la fonction f(v) = vγ−1(1− v)γ−1 est intégrable sur ]0, 1[, on déduit du théorème
de convergence dominée que
Hγ(y, u) −−−→
u→0
0.
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D’autre part, si on ﬁxe y > 0, on peut démontrer que pour u assez grand et ε > 0 tel que
ε+ γ < 1 :
e−bu|∂Fγ
∂y
(y, uv)uγ | ≤ |kγ |yγ−2
(
1
vγ
+ 2γ
1
v1−ε
+
1
v1−γ
)
,
et donc, encore par théorème de convergence dominée on a :
e−buHγ(y, u) −−−→
u→∞ 0.
Ainsi, le résultat découle d’une intégration par parties dans (4.26).
Remarque 4.18. D’après (4.24) et (4.30) on a :
Hγ(u, y) = −
1∫
0
(1− v)γ−1 u
γ
(y + uv)2
ℓ
′
γ
(
y
y + uv
)
dv, (4.31)
où la fonction ℓγ est déﬁnie par ℓγ(u) = (1− u)fGγ (u). Alors, si on fait le changement de
variable z = y/(y + uv) dans (4.31), on obtient :
Hγ(u, y) = −1
y
1∫
0
(
[(u+ y)z − y]+
)γ−1
z1−γℓ
′
γ(z)dz. (4.32)
Chapitre 5
Valeurs principales associées aux
temps locaux
5.1 Le cas du mouvement brownien
Soit (Bt, t ≥ 0) un mouvement brownien réel, issu de 0, et (Lat ≡ Lat (B), a ∈ R, t ≥ 0) une
version bicontinue de ses temps locaux. On pose, pour ℓ ≥ 0 :
τℓ = inf{u ≥ 0 : L0u > ℓ}.
Il est clair que pour tout ν ∈]0, 1[, les processus :
Aν(t) ≡
t∫
0
du|Bu| 1ν−2 =
+∞∫
−∞
da|a| 1ν−2Lat
Hν(t) ≡
t∫
0
du|Bu| 1ν−2sgn(Bu) =
+∞∫
−∞
da|a| 1ν−2sgn(a)Lat ,
sont à valeurs ﬁnies (noter que 1ν − 2 > −1). En plus, on montre que les processus
(Aν(τℓ), ℓ ≥ 0) et (Hν(τℓ), ℓ ≥ 0) sont des processus de Lévy stables d’indice ν, le premier
étant unilatéral et le deuxième symétrique (voir [30] et [32], par exemple). De façon plus
précise, on a :
E
[
exp
(
−k
2
Aν(τℓ)
)]
= e−ℓcνk
ν
, k ≥ 0, (5.1)
où
cν =
π
ν sin(πν)
(
νν
Γ(ν)
)2
,
et
E
[
exp
(
i
k
2
Hν(τℓ)
)]
= e−ℓc
′
ν |k|ν , k ∈ R, (5.2)
où
c
′
ν = cν cos
(
νπ
2
)
.
Grâce au caractère localement höldérien des temps locaux browniens, d’ordre 12 − η, pour
tout η ∈]0, 1/2[, on peut prolonger la déﬁnition de (Hν(t), t ≥ 0) à tout ν ∈]0, 2[, de la
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façon suivante :
Hν(t) ≡ lim
ε→0
t∫
0
du |Bu| 1ν−2 sgn(Bu) 1(|Bu|≥ε)
= lim
ε→0
+∞∫
−∞
da |a| 1ν−2 sgn(a)Lat 1(|a|≥ε)
≡ v.p.
+∞∫
−∞
da |a| 1ν−2 sgn(a)Lat
= lim
ε→0
+∞∫
ε
da a
1
ν
−2 (Lat − L−at ).
On montre encore, que pour tout ν ∈]0, 2[, le processus (Hν(τℓ), ℓ ≥ 0) est un proces-
sus stable symétrique, d’indice ν, et la formule (5.2) se prolonge à tout ν ∈]0, 2[. De cette
façon, on arrive (en multipliant par une constante bien choisie s’il le faut) à construire tous
les processus stables symétriques d’indice ν ∈]0, 2[ à partir d’un seul mouvement brownien.
On peut aussi construire les processus stables symétriques d’indice ν ∈]0, 2[ à partir de
deux mouvements browniens réels indépendants B et X, issus de 0. Plus précisément, si
on considère µ ∈]0, 1[, le processus (XAµ(τℓ); ℓ ≥ 0) est un processus stable symétrique
d’indice 2µ.
Dans [9], on s’intéresse à la comparaison, pour tout µ ∈]0, 1[, de ces deux construc-
tions, c’est-à-dire, (H2µ(τℓ); ℓ ≥ 0) et (XAµ(τℓ); ℓ ≥ 0), ce qui revient à étudier la loi
du couple (H2µ(τℓ), Aµ(τℓ)), pour µ ∈]0, 1[. Plus précisément, on montre que le processus
(H2µ(τℓ), Aµ(τℓ)) est un processus de Lévy bi-dimensionnel et, à l’aide de la théorie des
excursions browniennes, on montre aussi que sa transformée de Fourier-Laplace est donnée
par :
E
[
exp
(
iλH2µ(τℓ)− θ
2
2
Aµ(τℓ)
)]
= exp
{
− ℓ
2
(4µθ)2µ
Γ(2µ) sin(πµ)
cosh
(
πλµ
θ
)
B
(
µ+
1
2
+ i
λµ
θ
;µ+
1
2
− iλµ
θ
)}
, (5.3)
où
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
.
Remarque 5.1. Si on utilise la formule-clé exponentielle de la théorie des excursions
browniennes pour le côté gauche de l’égalité (5.3), on trouve :
E
[
exp
(
iλH2µ(τℓ)− θ
2
2
Aµ(τℓ)
)]
= exp
{
−ℓ
∫
n(de)
(
1− exp
[
iλh2µ(e)− θ
2
2
aµ(e)
])}
,
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où n désigne la mesure d’Itô des excursions du mouvement brownien et les variables
aléatoires h2µ et aµ sont déﬁnies par :
h2µ(e) = sgn(e)
V (e)∫
0
|e(s)|(1/2µ)−2 ds; aµ(e) =
V (e)∫
0
|e(s)|(1/µ)−2 ds,
où e désigne une excursion générique et V (e) sa durée de vie. Ce qui revient à dire que la
mesure de Lévy du processus (H2µ(τℓ), Aµ(τℓ); ℓ ≥ 0) est la loi de (h2µ, aµ) sous n et en
fait, pour démontrer l’égalité (5.3), on montre que cette loi est donnée par :
n(h2µ ∈ dv) = 12
(4µ)4µ
22µΓ(2µ)
dv
|v|2µ+1 ;
n
(
exp(−θ
2
2
aµ)|h2µ = v
)
=
 θ|v|
4µsh( θ|v|4µ )
2µ+1.
5.2 Généralisation du résultat aux processus de Lévy
Soit (Xt, t ≥ 0) un processus de Lévy d’exposant caractéristique Ψ. Supposons qu’il existe
q > 0 tel que : ∫ +∞
−∞
dξ
|q +Ψ(ξ)| <∞. (5.4)
Comme dans le cas des processus stables, cette condition entraîne l’existence des temps
locaux (Lxt , x ∈ R, t ≥ 0) pour le processus X (voir [6], chapitre V).
Dans ce cas (voir [6], proposition 6, p. 135), le processus
Hεt ≡
1
π
∫ t
0
ds
Xs
1{|Xs|>ε}
=
1
π
∫ +∞
−∞
Lxt
x
1{|x|>ε}dx,
converge quand ε tend vers 0, uniformément sur les intervalles compacts en t, dans L2(P),
vers le processus
Ht ≡ v.p. 1
π
∫ +∞
−∞
Lxt
x
dx.
La condition (5.4) est vériﬁée en particulier dans le cas où X est un processus stable
d’indice α ∈ (1, 2], puisque Ψ(t) = c|t|α(1− iβsgn(t) tan(πα/2)) où c > 0 et β ∈ [−1, 1].
On pose pour ℓ ≥ 0 :
τℓ = inf{u ≥ 0 : L0u > ℓ}.
Fitzsimmons et Getoor dans [21] ont démontré que dans le cas oùX est un processus stable,
symétrique, d’indice α ∈]1, 2], la transformée de Fourier-Laplace du couple (τℓ, Hτℓ) est
donnée par :
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E[exp(−qτℓ + iλHτℓ)] = exp(−ℓλ coth(λκ(q))), q > 0, λ ∈ R, ℓ > 0, (5.5)
où :
κ(q) ≡ 1
2π
+∞∫
−∞
dξ
q +Ψ(ξ)
<∞. (5.6)
Ce résultat à été généralisé par Bertoin (voir [5] ou [6], chapitre V, théorème 7) dans le
cas où X est un processus de Lévy vériﬁant (5.4), à l’aide de la formule de Feynman-Kac.
Il faut juste changer Ψ(ξ) par Ψ(−ξ) dans (5.6) pour que (5.5) reste vraie.
Notons que si on fait tendre q vers 0 dans (5.5) on obtient :
E[exp(iλHτℓ)] = exp(−ℓ|λ|), λ ∈ R, ℓ > 0, (5.7)
et d’autre part si on prend λ = 0 dans (5.5) on obtient :
E[exp(−qτℓ)] = exp(−ℓ/κ(q)), q > 0, ℓ > 0. (5.8)
5.3 Le cas stable d’indice α ∈]1, 2]
Désormais, on suppose que X est un processus stable symétrique, d’indice α ∈]1, 2]. Dans
ce cas, on sait que son exposant caractéristique est de la forme Ψ(λ) = c|λ|α où c > 0.
Grâce à la propriété höldérienne d’ordre η, pour tout η ∈]0, (α − 1)/2[ pour les temps
locaux de X, on peut déﬁnir, pour ν ∈]0, 2[, le processus (H(α)ν (t), t ≥ 0), de la façon
suivante :
H(α)ν (t) ≡ lim
ε→0
t∫
0
|Xu|
α−1
ν
−α sgn(Xu) 1(|Xu|≥ε) du
= v.p.
+∞∫
−∞
|x|α−1ν −α sgn(x)Lxt dx
= lim
ε→0
+∞∫
ε
x
α−1
ν
−α (Lxt − L−xt ) dx
=
+∞∫
0
x
α−1
ν
−α (Lxt − L−xt ) dx.
On déﬁnit aussi le processus (H(α)ν (ε, t), t ≥ 0) par :
H(α)ν (ε, t) ≡
t∫
0
|Xu|
α−1
ν
−α sgn(Xu) 1(|Xu|≥ε) du
=
+∞∫
−∞
|x|α−1ν −α sgn(x) 1(|x|≥ε) Lxt dx.
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Et alors, par déﬁnition, on a presque sûrement, pour tout t ≥ 0 :
H(α)ν (t) = lim
ε→0
H(α)ν (ε, t) (5.9)
Lemme 5.2. Le processus (H(α)ν (τℓ), ℓ ≥ 0) est un processus stable symétrique d’indice ν.
Démonstration. Notons Lxt [X], τℓ[X], H
(α)
ν (t)[X] et H
(α)
ν (ε, t)[X] pour Lxt , τℓ, H
(α)
ν (t) et
H
(α)
ν (ε, t) respectivement, pour rendre explicite la dépendance en le processus X.
Soit a > 0 et t ≥ 0. Remarquons d’abord que :
Lat[X] = lim
ε→0
1
2ε
at∫
0
1{|Xs|≤ε}ds
= lim
ε→0
a
2ε
t∫
0
1{|Xav |≤ε}dv
= a1−1/α lim
ε→0
1
2a−1/αε
t∫
0
1{|a−1/αXav |≤a−1/αε}dv,
et alors :
Lat[X] = a1−1/αLt[Xa], (5.10)
où, étant donné b > 0, le processus Xb désigne le processus déﬁni par :
Xbt = b
−1/αXbt, t ≥ 0.
Rappelons que la propriété de scaling d’indice α pour X, signiﬁe que pour tout b > 0 les
processus X et Xb ont la même loi.
Maintenant grâce à l’identité (5.10) et si on note aα = aα/(α−1), on a :
τaℓ[X] = inf{u > 0 : Lu[X] > aℓ}
= inf{u > 0 : 1
a
Lu[X] > ℓ}
= inf{u > 0 : Laα−1u[Xaα ] > ℓ}
= aα inf{v > 0 : Lv[Xaα ] > ℓ},
et alors par déﬁnition de τℓ[·], on a :
τaℓ[X] = aατℓ[Xaα ].
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Grâce à la dernière égalité et à la déﬁnition de H(α)ν (ε, ·) :
H(α)ν (ε, τaℓ[X])[X] = H
(α)
ν (ε, aατℓ[X
aα ])[X]
=
aατℓ[X
aα ]∫
0
|Xu|
α−1
ν
−α sgn(Xu) 1(|Xu|≥ε) du
(changement de variable u = aαv) = aα
τℓ[X
aα ]∫
0
|Xaαv|
α−1
ν
−α sgn(Xaαv) 1(|Xaαv |≥ε) dv
= a1/ν
τℓ[X
aα ]∫
0
|Xaαv |
α−1
ν
−α sgn(Xaαv ) 1(|Xaαv |≥a−1/(α−1)ε) dv,
et alors, par déﬁnition :
a−1/νH(α)ν (ε, τaℓ[X])[X] = H
(α)
ν (a
−1/(α−1)ε, τℓ[Xaα ])[Xaα ],
ce qui ajouté à la propriété de scaling d’indice α du processus X, entraîne la propriété de
scaling, d’indice ν, du processus H(α)ν (τ·). Soient maintenant s ≥ 0 et t ≥ 0. On a :
Lt+s = lim
ε→0
1
2ε
t+s∫
0
1{|Xu|≤ε}du
= lim
ε→0
1
2ε

t∫
0
1{|Xu|≤ε}du+
t+s∫
t
1{|Xu|≤ε}du

= lim
ε→0
1
2ε

t∫
0
1{|Xu|≤ε}du+
s∫
0
1{|Xv+t|≤ε}dv
 ,
d’où on obtient :
Lt+s = Lt + Ls ◦ θt.
En fait, on peut aller un peu plus loin et montrer que pour tout temps d’arrêt T et toute
variable aléatoire S ≥ 0, on a :
LT+S = LT + LS ◦ θT ,
d’où on peut obtenir que pour tout ℓ ≥ 0 et u ≥ 0 :
τℓ+u = τℓ + τu ◦ θτℓ .
De la déﬁnition de H(α)ν (ε, ·), on montre ensuite que :
H(α)ν (ε, τℓ+u) = H
(α)
ν (ε, τℓ) +H
(α)
ν (ε, τu) ◦ θτℓ .
Il est alors facile, grâce à la propriété de Markov forte pour le processus X, d’obtenir la
propriété d’accroissements indépendants et stationnaires pour le processus H(α)ν (ε, τ·) et
en conséquence pour le processus H(α)ν (τ·).
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Comme dans le cas brownien, pour ν ∈]0, 1[, on peut déﬁnir aussi le processus (A(α)ν (t), t ≥ 0) :
A(α)ν (t) ≡
t∫
0
|Xu|
α−1
ν
−αdu
=
+∞∫
−∞
|x|α−1ν −αLxt dx,
car α−1ν − α > −1.
On s’intéresse, pour ν ∈]0, 2[, α ∈]1, 2], et γ ∈]0, 1ν [, à la loi du couple
(
H
(α)
ν (τℓ), A
(α)
γν (τℓ)
)
.
Remarque 5.3. La formule (5.3) correspond à l’étude du cas α = 2 et γ = 1/2 et la
formule (5.5) au cas ν = 1 et γ = (α− 1)/α.
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Kac
Soient q > 0, λ ∈ R et β ∈]0, α+12 [. Notons que si ν(β) = α−1α−β alors ν(β) ∈]0, 2[ et donc
H
(α)
ν(β) est bien déﬁni.
Dans ce paragraphe, on s’intéresse à la loi du couple
(
H
(α)
ν(β)(τℓ), τℓ
)
, c’est-à-dire, le cas
γ = (α−1)αν(β) . Pour cela, on suit le schéma de la démonstration de Bertoin de (5.5) pour voir
ce que l’on obtient dans notre cas.
Pour ε > 0, on considère les fonctions hβε : R→ R et fβε : R→ C déﬁnies par :
hβε (x) =
sgn(x)
|x|β 1{|x|≥ε} et f
β
ε (x) = q − iλhβε (x).
Notons que fβε vériﬁe :
0 < q = Re(fβε ) ∈ L1loc(R) et Im(fβε ) est bornée.
On peut donc considérer Af
β
ε comme dans la section 3.2, c’est-à-dire :
Af
β
ε
t =
t∫
0
fβε (Xs)ds = qt− iλHβε (t), (5.11)
où :
Hβε (t) =
t∫
0
hβε (Xs)ds. (5.12)
D’après les résultats de la section 3.2, on sait qu’il existe une unique constante complexe
cβε = cfβε vériﬁant :
E[exp(−Afβετℓ )] = e−c
β
ε ℓ, (5.13)
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et que si on déﬁnit gβε : R→ C par :
gβε (x) = gfβε (x) = Ex[exp(−A
fβε
T{0}
)], (5.14)
le processus (gβε (Xt) exp(c
β
εL
0
t −Af
β
ε
t ), t ≥ 0) est une Px-martingale pour tout x ∈ R.
Maintenant, on déﬁnit la mesure de Radon complexe µβε par :
µβε (dy) = −cβε δ0(dy) + fβε (y)dy.
Notons que :
fβε ∈ L1loc(R), fβε est bornée et Re(fβε ) > 0,
et donc, d’après la remarque 3.3, µβε satisfait aux conditions (3.12) et (3.13) (pour r > |cβε |).
Comme de plus, gβε est bornée, on peut appliquer la formule de Feynman-Kac à (g
β
ε , µ
β
ε )
pour obtenir :
U r((V r
µβε
gβε )µ
β
ε ) = U
rgβε − V rµβε g
β
ε . (5.15)
Grâce à la propriété de martingale pour le processus
(
gβε (Xt) exp
(
cβεL
0
t −Af
β
ε
t
)
, t ≥ 0
)
,
on obtient :
V r
µβε
gβε =
gβε
r
,
et donc la formule (5.15) devient :
U r(gβε µ
β
ε ) = rU
rgβε − gβε . (5.16)
Maintenant, si on applique la transformée de Fourier dans cette équation, on obtient (voir
[6], chapitre I, proposition 9) :
F(gβε µβε )(ξ) = −ψ(ξ)Fgβε (ξ), (5.17)
où ψ(ξ) = c|ξ|α est l’exposant caratéristique du processus X.
Lemme 5.4. On a gβε (0) = 1 et sup
ε>0
gβε ∈ Lp(R) pour tout 1 ≤ p ≤ +∞.
Démonstration. La première assertion découle de la déﬁnition de gβε . Pour la deuxième, il
suﬃt de noter que :
|gβε (x)| = |Ex[exp(−Af
β
ε
T{0}
)]| ≤ Ex[exp(−qT{0})] =
uq(−x)
uq(0)
,
et se souvenir que uq ∈ Lp(R) pour tout 1 ≤ p ≤ +∞.
Dans la suite on va se restreindre au cas β ∈]12 , 1].
En s’appuyant sur l’identité F(ab) = 12πFa∗Fb valide pour a, b ∈ L2(R) et en remarquant
que hβε ∈ L2(R), car β > 1/2, l’équation (5.17) devient :
(q + ψ(ξ))Fgβε (ξ) = cβε +
iλ
2π
Fgβε ∗ Fhβε (ξ). (5.18)
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Remarque 5.5. Notons que Hβε (·) = H(α)ν(β)(ε, ·), car β = α− α−1ν(β) . On a donc :
H
(α)
ν(β)(t) = limε→0
Hβε (t).
Remarque 5.6. D’après les résultats de la section 3.2, (Af
β
ε
τℓ
, ℓ ≥ 0) est un processus
de Lévy et cβε correspond à la valeur de son exposant caractéristique en 1. On pourrait
aussi voir cβε comme la valeur en (q, λ) de l’exposant caractéristique du processus de Lévy
bidimensionnel
(
(τℓ, Hβε (τℓ)), ℓ ≥ 0
)
.
On étudie la loi du processus
(
(τℓ, H
(α)
ν(β)(τℓ)), ℓ ≥ 0
)
. On se ramènera donc, à l’étude quand
ε tend vers 0 de cβε .
Lemme 5.7. On a pour ξ > 0 :
Fhβε (ξ) =
2iβsgn(ξ)
|ξ|1−β
∞∫
ε|ξ|
cos(ε|ξ|)− cos(v)
vβ+1
dv −−−→
ε→0
2iβaβsgn(ξ)
|ξ|1−β ,
où :
aβ =
∞∫
0
1− cos(v)
vβ+1
dv.
Démonstration. Il suﬃt de noter que :
M∫
−M
eixξhβε (x)dx = 2i
M∫
ε
sin(xξ)
xβ
dx
= 2i
cos(ε|ξ|)− cos(Mξ)
ξMβ
+
β
ξ
∞∫
ε|ξ|
cos(ε|ξ|)− cos(xξ)
xβ+1
dx
 ,
puis de faire le changement de variable v = x|ξ| et de faire tendre M vers l’inﬁni.
Lemme 5.8. On a les inégalités suivantes :
1. |Fhβε (ξ)| ≤ 2βaβ|ξ|1−β + 2ε
1−β.
2. |Fgβε (ξ)| ≤ ||u
q ||1
uq(0) .
3. |F(gβε µβε )(ξ)| ≤
∞∫
−∞
uq(x)
uq(0) |µβε (dx)| < +∞.
4. |Fgβε (ξ)| ≤
∞∫
−∞
uq(x)
uq(0)
|µβε (dx)|
ψ(ξ) .
0n déduit des inégalités 2 et 4 que Fgβε ∈ L1(R).
Démonstration. 1. On a :
|Fhβε (ξ)| ≤
2β
|ξ|1−β

∣∣∣∣∣∣∣
∞∫
ε|ξ|
1− cos(v)
vβ+1
dv
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∞∫
ε|ξ|
cos(ε|ξ|)− 1
vβ+1
dv
∣∣∣∣∣∣∣

≤ 2βaβ|ξ|1−β + 2ε
1−β
(
1− cos(ε|ξ|
ε|ξ|)
)
.
L’inégalité découle du fait que 0 ≤ 1−cos(x)x ≤ 1 pour tout x > 0.
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2 Il suﬃt de noter que :
|Fgβε (ξ)| ≤
∞∫
−∞
|gβε (x)|dx ≤
∞∫
−∞
uq(−x)
uq(0)
dx.
3 Directe.
4 Il suﬃt d’utiliser l’identité (5.17) et l’inégalité 3.
Lemme 5.9. On a pour 0 < ε < 1 :
|Fgβε ∗ Fhβε (ξ)| ≤ 2(1 + βaβ)||Fgβε ||1 + 4aβ
||uq||1
uq(0)
. (5.19)
Démonstration. De la déﬁnition de la convolution et de l’inégalité 1 du lemme précédent,
on trouve :
|Fgβε ∗ Fhβε (ξ)| ≤
∞∫
−∞
(
2βaβ
|x|1−β + 2
)
|Fgβε (ξ − x)|dx
≤ 2βaβ
 1∫
−1
|Fgβε (ξ − x)|
|x|1−β dx+ ||Fg
β
ε ||1
+ 2||Fgβε ||1,
et le résultat découle de l’inégalité 2 du lemme précédent.
Lemme 5.10. Pour q assez grand, il existe une constante k (dépendant de q et β) telle
que :
|Fgβε (ξ)| ≤
k
q + ψ(ξ)
. (5.20)
Démonstration. D’après l’équation (5.18) et le lemme 5.9, on a :
||Fgβε ||1 =
+∞∫
−∞
|Fgβε (ξ)|dξ ≤
(
|cβε |+
λ
2π
(
2(1 + βaβ)||Fgβε ||1 + 4aβ
||uq||1
uq(0)
)) +∞∫
−∞
dξ
q + ψ(ξ)
.
Ainsi, comme Fgβε ∈ L1(R), si q est assez grand pour vériﬁer :
+∞∫
−∞
dξ
q + ψ(ξ)
≤ π
2λ(1 + aβ)
∧ 1,
on a :
||Fgβε ||1 ≤ 2
(
|cβε |+
||uq||1
uq(0)
)
.
On montre à l’aide de (5.9) et (5.13) que {cβε }ε>0 est bornée. On en déduit que ||Fgβε ||1
est uniformément bornée par rapport à ε. On obtient donc le résultat, à partir de (5.19)
et (5.18).
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Proposition 5.11. Le processus
(
(τℓ, H
(α)
ν(β)(τℓ)), ℓ ≥ 0
)
est un processus de Lévy bidi-
mensionnel. Dans le cas où β ∈]1/2, 1], son exposant de Laplace-Fourier, cβ = cβ(·, ·),
vériﬁe :
(q + ψ(ξ))Fgβ(ξ) = cβ − λβaβ
π
Fgβ ∗ sgn(·)| · |1−β (ξ), (5.21)
où gβ(x) = gβ(q, λ;x) = Ex
[
exp
(
−qT{0} + iλH(α)ν(β)
(
T{0}
))]
.
Démonstration. Supposons d’abord q assez grand pour vériﬁer l’inégalité du lemme 5.10.
On a d’après (5.9) et (5.13) que cβε converge vers c
β . De même, gβε converge ponctuellement
vers la fonction gβ. D’après le lemme 5.4 et grâce au théorème de convergence dominée,
cette convergence a lieu aussi dans L1. On en déduit la convergence uniforme de Fgβε vers
Fgβ. Grâce au lemme 5.10, cette convergence est vraie aussi dans L1.
Ainsi, si on fait tendre ε vers 0 dans (5.18), on obtient à l’aide du lemme 5.7, l’identité
(5.21). Ce qui montre le résultat pour q assez grand.
Pour montrer le résultat pour tout q > 0, il suﬃt de noter que tous les termes intervenant
dans l’identité (5.21) sont analytiques en la variable q > 0.
Remarque 5.12. Dans le cas où β ∈]1/2, 1[, on a (voir [24], p.201), que pour tout r >
1/(1− β) : ∥∥∥∥∥Fgβ ∗ sgn(·)| · |1−β
∥∥∥∥∥
r
≤ C||Fgβ||p,
où p = r/(1 + rβ) > 1.
5.5 Quelques considérations sur la mesure d’excursion dans
le cas symétrique stable
Soit X = (Xt, t ≥ 0) un processus symétrique stable, d’indice α ∈]1, 2].
Considérons les variables aléatoires suivantes, déﬁnies sur l’espace des excursions :
V (e) = inf{t > 0 : e(t) = 0}
hv(e) = v.p.
v∫
0
du
e(u)
, 0 ≤ v ≤ V (e),
et on note pour simpliﬁer hV (e) au lieu de hV (e)(e).
Nous allons obtenir des propriétés pour la mesure d’excursion grâce à la formule (5.5).
Notons d’abord que :
E[exp(−qτℓ + iλHτℓ)] = E[exp(−qτℓ + i
λ
π
v.p.
τℓ∫
0
du
Xu
)]
= E[exp(−q
∑
s≤ℓ
V (es) + i
λ
π
∑
s≤ℓ
hV (es))]
= exp
(
−ℓ
∫
nα(de)(1− e−qV (e)+iλπhV (e))
)
,
la dernière égalité est due à la formule-clé exponentielle pour la mesure d’excursion.
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Alors, de l’équation (5.5) on peut conclure :∫
nα(de)(1− e−qV (e)+iλπhV (e)) = λ coth(λκ(q)), q > 0, λ ∈ R. (5.22)
En particulier, quand λ tend vers 0, on a :∫
nα(de)(1− e−qV (e)) = 1
κ(q)
, q > 0, (5.23)
et alors :
+∞∫
0
nα(V ∈ dv)(1− e−qv) = α sin(π/α)c1/αq(α−1)/α, q > 0,
d’où, on retrouve (3.27)
Si, maintenant on fait tendre q vers 0+ dans (5.22) , comme dans ce cas κ(q) tend vers
+∞, on obtient : ∫
nα(de)(1− eiλπhV (e)) = |λ|, λ ∈ R.
Et alors :
+∞∫
−∞
nα(hV ∈ dh)(1− eiλπh) = |λ|, λ ∈ R,
d’où, on obtient :
nα(hV ∈ dh) = 1
h2
dh, h ∈ R. (5.24)
En particulier, cela ne dépend pas de α.
Remarque 5.13. Considérons le cas α = 2. Soient β ∈]0, 1[, c¯ > 0 et Sβ une variable
aléatoire stable d’indice β (à revoir), indépendante de V et hV sous n2, alors on a :∫
n2(de)(1− e−qSβ .(c¯ V (e))1/β+iλπhV (e)) =
∫
n2(de)(1− e−qβ c¯ V (e)+iλπhV (e))
= λ coth
(
λ
2
√
qβ c¯
)
, (5.25)
la dernière égalité étant donnée par (5.22).
Maintenant on considère α ∈]1, 2[ et on pose c¯ = α sin(π/α)2 et β = 2
(
α−1
α
)
. On compare
(5.25) avec (5.22) et on obtient que le couple (Sβ.(c¯V )1/β , hV ) sous n2 a même loi que le
couple (V, hV ) sous nα.
Remarque 5.14. Dans l’article [21] on trouve les identités suivantes pour le processus H
évalué en les temps ep et gep , où ep est un temps exponentiel indépendant de paramètre
p :
E[exp(iλHep)] = sech(λκ(p)), λ ∈ R, (5.26)
E[exp(iλHgep )] =
tanh(λκ(p))
λκ(p)
, λ ∈ R, (5.27)
E[exp(iλHgep + iµ(Hep −Hgep ))] =
tanh(λκ(p))
λ
µ
sinh(µκ(p))
, λ, µ ∈ R. (5.28)
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En particulier les variables Hgep et Hep −Hgep sont indépendantes.
Notons que :
1
p
E[ exp(iλHep)] = E
 +∞∫
0
exp (−pt+ iλHt) dt

= E
 +∞∫
0
exp
−pt+ iλ
π
v.p.
t∫
0
1
Xu
du
 dt

= E
,∑
s>0
τs∫
τs−
exp
−pt+ iλ
π
(v.p.
τs−∫
0
1
Xu
du+ v.p.
t∫
τs−
1
Xu
du)
 dt

= E
∑
s>0
exp
(
iλHτs−
) τs∫
τs−
exp
−pt+ iλ
π
v.p.
t∫
τs−
1
Xu
du
 dt

= E
∑
s>0
exp
(
iλHτs−
) τs∫
τs−
exp
−pt+ iλ
π
v.p.
t−τs−∫
0
1
es(u)
du
 dt

= E
∑
s>0
exp
(
iλHτs−
) V (es)∫
0
exp
−p(t+ τs−) + iλ
π
v.p.
t∫
0
1
es(u)
du
 dt

= E
∑
s>0
exp
(
iλHτs− − pτs−
) V (es)∫
0
exp
−pt+ iλ
π
v.p.
t∫
0
1
es(u)
du
 dt
 ,
et donc, à l’aide de la formule-clé additive :
1
p
E[ exp(iλHep)] = E
 +∞∫
0
ds
∫
nα(de) exp (iλHτs − pτs)
V (e)∫
0
exp
−pt+ iλ
π
v.p.
t∫
0
1
e(u)
du
 dt

= E
 +∞∫
0
ds
∫
nα(de) exp (iλHτs − pτs)
V (e)∫
0
exp
(
−pt+ iλ
π
ht(e)
)
dt

=
+∞∫
0
E [ exp (iλHτs − pτs)] ds
∫
nα(de)
V (e)∫
0
exp
(
−pt+ iλ
π
ht(e)
)
dt
((5.5)) =
+∞∫
0
e−sλ coth(λκ(p))ds
∫
nα(de)
V (e)∫
0
exp
(
−pt+ iλ
π
ht(e)
)
dt
=
1
λ coth(λκ(p))
∫
nα(de)
V (e)∫
0
exp
(
−pt+ iλ
π
ht(e)
)
dt,
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et alors, grâce à (5.26), on obtient :
∫
nα(de)
V (e)∫
0
exp
(
−pt+ iλ
π
ht(e)
)
dt =
λ
p sinh(λκ(p))
(5.29)
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