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Abstract
Bias is a common problem in today’s media, appearing fre-
quently in text and in visual imagery. Users on social media
websites such as Twitter need better methods for identify-
ing bias. Additionally, activists –those who are motivated to
effect change related to some topic, need better methods
to identify and counteract bias that is contrary to their mis-
sion. With both of these use cases in mind, in this paper we
propose a novel tool called UnbiasedCrowd that supports
identification of, and action on bias in visual news media.
In particular, it addresses the following key challenges (1)
identification of bias; (2) aggregation and presentation of
evidence to users; (3) enabling activists to inform the public
of bias and take action by engaging people in conversation
with bots. We describe a preliminary study on the Twitter
platform that explores the impressions that activists had of
our tool, and how people reacted and engaged with online
bots that exposed visual bias. We conclude by discussing
design and implication of our findings for creating future
systems to identify and counteract the effects of news bias.
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Introduction
News bias refers to the bias that journalists have in how
they report and cover certain events and stories [8, 12]. Vi-
sual bias is a type of news bias, where images are used
to accentuate or play down certain aspects of a story. For
instance, when covering a protest, the media might strate-
gically select photos that show violence to promote a neg-
ative perspective about the event, even when the protest
was largely peaceful [1, 5]. Previous research has exam-
ined a broad and diverse set of world events in which bias
plays significant roles. These include racial stereotyping
[15], coverage of war news [12], protests [5], natural dis-
asters [2] and elections [4]. More recently, we have seen
many reports of bias on both sides of the “Brexit” debate in
the United Kingdom, e.g. [9], and on both sides of the US
presidential election, e.g. [14]. These examples highlight a
need for better methods to identify and mitigate news bias.
Figure 1: Overview of how
UnbiasedCrowd functions.
Although considerable research has been devoted to un-
derstanding how visual bias is present in real world news,
less attention has been paid to developing systems that can
automatically detect visual bias and enable people to miti-
gate its effect. Until recently have we seen the emergence
of tools to detect possible biases. PageOneX [6] helps un-
cover placement bias. CrowdVoice and Ushahidi [10] help
activists to compare different sources of news. Other sys-
tems extract news stories from different sources to try and
help people to consider a story from different viewpoints
and formulate a more balanced perspective [11, 3, 7]. While
these tools do offer a relative ease to detect possible biases
in news, they are not envisioned to take action after the bias
has been detected. Given that the goals of activists is to
drive change [1, 5], we believe it is especially important to
develop tools that can help not only normal users but also
activists to incite actions against news biases.
Figure 2: UnbiasedCrowd’s Interface that shows all aggregated
images of a story to help activists detect the bias and select
images to create the image macro that will be shared on Twitter.
In this late-breaking work, we introduce UnbiasedCrowd,
a system that helps typical users to identify bias, and also
helps activists to easily detect visual bias, expose the bias
to people, and prompt collective action on the bias. Figure 1
presents an overview of our system.
Given its action aspect, we view UnbiasedCrowd as an au-
tomated assistant to activists because the system helps ac-
tivists to drive people to do something about visual biases.
We ran a pilot study to understand how people react to our
system that exposes them to visual biases and nudges
them to take action. We found that individuals decided to
engage differently with the system. Some individuals ac-
knowledged the presence of bias in news article and took
action against it, while others advocated the use of certain
photos by media. We discuss design implications of our re-
sults, and engage in a discussion of systems that expose
and help drive action in citizens towards news biases.
UnbiasedCrowd System
Our system consists of 3 modules: 1) bias detection; 2)
bias exposure; and 3) call to action (see figure 1).
1. Bias Detection Module. This module collects all of the
images of the news story that the user specifies, clusters
them, and displays them back to help the user detect possi-
ble biases. In our design, we consider that the user, in gen-
eral, will be an activist who is interested in detecting visual
biases and mobilizing people to take action on the bias.
Figure 3: Bot shares the image
macro on Twitter to inform people
about the possible bias
Figure 4: Upon click of the image
macro, people are re-directed to a
site where they can explore for
themselves all the media that has
been generated for a particular
story, and thus make the decision
themselves whether there is indeed
a bias or not.
Our system depends on Google’s relevance algorithm to
collect articles from different sources belonging to one
same story, and then extract the photos from these news
links directly. Once the images are collected we use stan-
dard computer vision techniques to cluster similar images
together (in particular, we calculate each image’s Fisher
vector and do K-means clustering). Activists can start the
investigation by looking over the image clusters and seeing
if there are any discrepancies in how the media is cover-
ing an event (see Figure 2). Having clusters of images to
compare helps activists to more easily detect visual bias as
visual bias can be understood by comparing many images
together instead of only one image.
2. Bias Exposure Module. After activists have detected
a visual bias in a particular news story, our system helps
them to create an image macro/collage to share with crowds
to expose them to the media bias.
Figure 5 shows our system’s interface to help activists cre-
ate this image macro or collage. After the collage has been
created, our system then uses online bots to share the im-
age macro on social media (see Fig. 3). In particular, the
image is shared as a Twitter Summary Card1, which on
clicking, redirects to a page on our system’s server where
1https://dev.twitter.com/cards/types/summary-large-image
Figure 5: UnbiasedCrowd’s Interface for creating an image macro
using selected set of images.
all the aggregated photos of the story are presented (see
Fig. 4). This enables people to investigate the case by
themselves (people have access to the collage that the ac-
tivist created, and also to all the images that our system
collected). Consequently, people are empowered to detect
if the activists, themselves, are trying to bias them.
Figure 6 showcases how the bots of our system engage
with social media users to expose them to the bias. In our
current implementation, our system searches for people
who are currently tweeting about the news story (based
on hashtags or news article they are sharing online.) We
considered these individuals could be the most interested
in being aware of the bias. Our bots then simply call peo-
ple out and present to them the constructed image macro,
asking them if they think there is a possible bias.
3. Call to Action Module After people have been exposed
to the bias, the online bots of our system engage in conver-
sation with people to try and drive them to take some type
of action on the bias. In particular, the bots start to commu-
nicate with the people who were originally targeted (i.e., the
individuals to whom the bots exposed the visual bias) by
replying to their tweets and engaging them in conversation.
The conversation focuses on asking people what actions
can be done given the possible news media bias and en-
couraging people to take action. Note that the taking action
part is supervised by activists who at this point can jump in
to lead people to action themselves.
Figure 6: Bot interacting with a
user who has shared an article
susceptible to visual bias
Preliminary Study
We ran (1) interviews and a (2) pilot study to understand
how people reacted and engaged with our system.
Method
We recruited a real world activist group to use our system.
We conducted interviews with the leaders and members of
the group to gain insights on their perspectives and impres-
sions on tools such as UnbiasedCrowd. We also conducted
a pilot study to inspect how people engaged with the online
bots of our system.
Interview Study: In our interview study, we asked activists
to use UnbiasedCrowd interface for 5-15 minutes and then
asked them to discuss their thoughts on the system. Partic-
ipants voiced their thoughts of what they thought about our
system, how and why they would use our tool or not, and
how they generally used social media. We used qualitative
coding to analyze interview responses. This allowed us to
establish categories of the perceptions that activists had
about our system.
Pilot Study: We probed our system within the use case
of having activist groups who wanted to expose the media
bias to the general population. Activists used our system
to uncover visual bias in a topic of their interest. They then
used the online bots of our system to expose people to the
bias, and initiate a discussion with people on the actions
that should be taken.
Participants
We had the following participants in our study:
Activists: In particular, we worked with activist groups from
Mexico2 who fought to have a better energy reform in their
country. These activists felt that the Mexican government
and news media were biased in how they portrayed the
protests on the energy reforms. The activists thought that
the government wanted people to think that nobody was
taking action or doing anything about the energy reform to
demotivate citizens to participate in opposition movements.
General Population: For our study, our bots targeted peo-
ple on Twitter to expose and discuss with them the possible
visual news bias in Mexico’s energy reform protests. Our
bots particularly targeted people who were already dis-
cussing on social media Mexico’s energy reform. We tar-
geted these individuals given that related work has shown
they might be more likely to respond and participate in col-
lective action [13]. All people that our bots targeted spoke
Spanish and the messages of our bots were also in Span-
ish. Activists helped tailor the messages of the bots. Bots
looked for people who were mentioning hashtags related to
the Mexican energy reform such as “#Gasolinazo”, “#Refor-
maEnergetica”, “#PEMEX”.
To engage the general public, we put into operation one of
the bots of UnbiasedCrowd on Twitter, which made tweets
where it presented the image macro that the activists had
generated and asked people whether they thought there
was a bias in how the news media was reporting the en-
2https://www.facebook.com/AccionRevolucionariaMX/
ergy reform in Mexico. If a person replied or mentioned the
bot, the bots replied with canned questions on what ac-
tions should be done about the possible visual bias. Note
that we followed the design of [13] to call and initiate action
with people. We took rigorous steps to ensure ethical prac-
tices. People that our bots targeted were informed about
the study after the fact and could opt out of participating (in
which case we did not use their data.) All of the individuals
that our bots targeted allowed us to use their data.
Results
Qualitative Results: Interviews
We had a total of 3 individuals participate in our interview
study. All interviewees expressed they considered our in-
terface was useful to expose people about the bias and
start to discuss best ways to take action. The following cat-
egories covered participants’ perspectives of our system.
Transparency: All participants liked the fact that our sys-
tem allowed people to view and inspect the collection of
photos that were collected from the news stories. They felt
that having transparency about where the data came from,
helped make their cause and arguments seem more truth-
ful. Some activists also expressed that our system’s site
should state that it worked independently of the activists’
cause, again to help them seem more authentic and real.
Education: Our interviewees expressed interest in expand-
ing our tool to be more educational. They wanted to use
our system to help people learn in a step by step process
about visual bias, especially to empower people to detect it
on their own and take action without any prompts. We also
believe this is an interesting and important direction. In the
future, we plan on exploring how our tool could be used to
create micro-learning opportunities about detecting and
taking action on news bias.
Context: Our interviewees also expressed that they wanted
to have a way to provide context to the clusters of images
that our system generated. For instance, interviewees
wanted to explain to the general public that all the newspa-
pers that support the government were showcasing empty
streets to potentially make people feel that there was no is-
sue with the energy reform. We have considered that allow-
ing activists to provide annotations to the clusters of images
could be informative for others. However, allowing annota-
tions might not allow people to make their own decisions
on what certain images might actually mean, and this could
affect how people interpret the visual bias. This could even
lead to people being potentially manipulated by the activists
themselves. For future work, we would like to explore the
consequences of allowing annotations in the clusters of
images that our system generates. We are especially in-
terested in studying how it affects how people understand
the bias. We would also like to explore allowing annotations
from people with different perspectives.
Quantitative Results: Pilot Study
Our bots targeted 30 people on social media and received a
total of 53 responses from different individuals. Most people
replied at least twice to the bots. We manually inspected
the replies that people gave to the bots. People’s first re-
sponse was usually about their opinion on the visual bias
that the bots were presenting to them; and the second re-
ply was about the actions or next steps they thought should
be done. We found that people, in general, took on two dif-
ferent types of actions. Some individuals appeared to take
action as “evangelists” and wanted their friends and con-
tacts to also see how they might have been biased by the
media. Other individuals, appeared to take a defense stand,
and actively tried to justify why it made sense for the news
media to use certain photos for a story.
Future Work
It is not possible to find and recruit activist for each and ev-
ery possibly biased news story, which implies the impor-
tance of educating the general public to detect Media Bias
on their own. We would like to explore the possibility of us-
ing work of activists on our platform to train general users
and/or Crowdworkers to be able to detect bias. We will also
conduct a follow-up study to analyze how our system af-
fects how people understand and engage with visual news
bias. We will use the results to improve the design of our
system and to inform the design of future social systems
that organize citizens for collective action.
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