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Abstract
The purpose of this paper is to understand the links between a model introduced
in 2012 by H. Berestycki, J.-M. Roquejoffre and L. Rossi and a nonlocal model
studied by the author in 2014. The general question is to investigate the influence
of a line of fast diffusion on Fisher-KPP propagation. In the initial model, the
exchanges are modeled by a Robin boundary condition, whereas in the nonlocal
model the exchanges are described by integral terms. For both models was showed
the existence of an enhanced spreading in the direction of the line. One way to
retrieve the local model from the nonlocal one is to consider integral terms tending
to Dirac masses. The question is then how the dynamics given by the nonlocal
model resembles the local one. We show here that the nonlocal dynamics tends to
the local one in a rather strong sense.
1 Introduction
Presentation of the models This paper is concerned with the large time behaviour
and propagation phenomena for reaction-diffusion equations with a line of fast diffusion.
Our model will degenerate, when a small parameter tends to 0, to a singular limit. The
results that we will present will be uniform with respect to this small parameter. The
model under study (1) was introduced in 2014 by the author in [18].{
∂tu−D∂xxu = −µu+
∫
νε(y)v(t, x, y)dy x ∈ R, t > 0
∂tv − d∆v = f(v) + µε(y)u(t, x)− νε(y)v(t, x, y) (x, y) ∈ R2, t > 0.
(1)
A two-dimensional environment (the plane R2) includes a line (the line {(x, 0), x ∈ R}) in
which fast diffusion takes place while reproduction and usual diffusion only occur outside
the line. For the sake of simplicity, we will refer to the plane as “the field“ and the line
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as “the road“, as a reference to the biological situations. The density of the population is
designated by v = v(t, x, y) in the field, and u = u(t, x) on the road. Exchanges of pop-
ulation between the road and field are defined by two nonnegative compactly supported
functions ν and µ. These functions will be called the exchange functions. The density of
individuals who jump from a point of the field to the road is represented by y 7→ νε(y),
from the road to a point of the field by y 7→ µε(y), with the following scaling with ε > 0 :
νε(y) =
1
ε
ν
(y
ε
)
, µε(y) =
1
ε
µ
(y
ε
)
.
We use the notation µ =
∫
µ, ν =
∫
ν.
It is easy to see that νε → νδ and µε → µδ as ε → 0 in the distribution sense, where
δ = δ0, the Dirac function in 0. Hence, at least formally, the above system (1) tends to
the following system (2) where exchanges of population are localised on the road:


∂tu−D∂xxu = νv(t, x, 0)− µu x ∈ R, t > 0
∂tv − d∆v = f(v) (x, y) ∈ R× R∗, t > 0
v(t, x, 0+) = v(t, x, 0−), x ∈ R, t > 0
−d {∂yv(t, x, 0+)− ∂yv(t, x, 0−)} = µu(t, x)− νv(t, x, 0) x ∈ R, t > 0.
(2)
This model was introduced in 2013 in [8] by H. Berestycki, J.-M. Roquejffre and L.
Rossi to describe biological invasions in a plane when a strong diffusion takes place on a
line. Considering a nonnegative, compactly supported initial datum (u0, v0) 6= (0, 0), the
authors proved the existence of an asymptotic speed of spreading c∗0 in the direction of the
road for the system (2) for a KPP-type nonlinearity. They also explained the dependence
of c∗0 on D, the coefficient of diffusion on the road.
The same kind of results was investigated in [18] for our system (1) with fixed ε, say
ε = 1 for instance. The main theorem was the following spreading result:
Theorem 1. We consider the nonlocal system (1) with a KPP-type nonlinearity and two
nonnegative compactly supported exchange functions ν and µ, with ν, µ > 0. Let (uε, vε) be
a solution of (1) with a nonnegative, compactly supported initial datum (u0, v0). Then, for
all ε > 0, there exists an asymptotic speed of spreading c∗ε and a unique positive bounded
stationary solution of (1) (Uε, Vε) such that, pointwise in y, we have:
• for all c > c∗ε, lim
t→∞
sup
|x|≥ct
(u(x, t), v(x, y, t)) = (0, 0) ;
• for all c < c∗ε, lim
t→∞
inf
|x|≤ct
(u(x, t), v(x, y, t)) = (Uε, Vε).
This result is similar to the one showed in [8], where the steady state is given by
(U0, V0) =
(
ν
µ
, 1
)
. So, a natural question is: are the limits in Theorem 1 uniform in ε ?
A first reasonable guess is that the spreading speed c∗ε tends to the spreading speed c
∗
0
associated to the limit model (2). This point will be developed in the second section of
this paper. The problem of the commutation of the two limits ε → 0 and t → +∞ in
Theorem 1 is more intricate. It is the main purpose of this paper. It involves both tools
from functional analysis concerning singular limits and reaction-diffusion methods about
spreading phenomena.
2
Assumptions We always assume that the initial datum u0, v0 is nonnegative, continu-
ous and compactly supported, with (u0, v0) 6≡ (0, 0). The reaction term f satisfies:
f ∈ C2([0, 1]), f(0) = f(1) = 0, ∀s ∈ (0, 1), 0 < f(s) ≤ f ′(0)s. (3)
Such a reaction term is, as usual, referred to as of KPP type (from the article of Kol-
mogorov, Petrovsky and Piskounov [16]). We extend it to a uniformly Lipschitz function
outside (0, 1), satisfying
lim
s→+∞
f(s)
s
< −2ν
2
d
. (4)
In particular, we suppose 2ν
2
d
< ‖f‖Lip < +∞. The assumption (4) seems to be technical,
but such a kind of uniform coercivity appears to be crucial in order to get a uniform
bound for the stationary solutions.
We make the following assumptions on the exchange functions.
• The exchange functions ν and µ are smooth, nonnegative and compactly supported.
Without loss of generality we will assume
supp(µ, ν) ⊂ (−1, 1). (5)
• For the sake of simplicity, we will take ν = 1, as in [8].
The parameters d,D, µ, f ′(0) and the two functions ν and µ are fixed once and for all.
Main results of the paper The main result of the paper is that spreading in the
x-direction is indeed uniform in ε. Set c∗0 the asymptotic speed of spreading associated to
the initial model (2).
Theorem 2. For ε > 0, let us denote (uε, vε) the solution of system (1). There exists
m > 0 such that if (u0, v0) ≤
(
m
µ
, m
)
we have:
• ∀c > c∗0, ∀η > 0, ∃T0, ε0 such that ∀t > T0, ∀ε < ε0, sup
|x|>ct
|uε(t, x)| < η.
• ∀c < c∗0, ∀η > 0, ∃T0, ε0 such that ∀t > T0, ∀ε < ε0, sup
|x|<ct
∣∣∣∣uε(t, x)− 1µ
∣∣∣∣ < η.
The idea of the proof is to show that every solution (uε, vε) is above some travelling
subsolutions in finite time. Then, we use the convergence of the spreading speed c∗ε to c
∗
0,
which yields travelling subsolutions at some speed close to c∗0. Hence, our main tool relies
on the following convergence theorem.
Theorem 3. Let (u, v) be the solution of the limit system (2) and (uε, vε) be the solution
of the ε-system (1) for ε > 0. Let (u0, v0) be a common initial datum for both systems.
Then:
‖(u− uε)(t)‖L∞(R) + ‖(v − vε)(t)‖L∞(R2) −→
ε→0
0.
The above convergence is uniform in every compact set in t included in (0,+∞).
Notice that the convergence is global in space, but local in time.
3
Bibliographical background Reaction-diffusion equations of the type
∂tu− d∆u = f(u)
have been introduced in the celebrated articles of Fisher [12] and Kolmogorov, Petrovsky
and Piskounov [16] in 1937. The initial motivation came from population genetics. The
reaction term are that of a logistic law, whose archetype is f(u) = u(1−u) for the simplest
example. In their works in one dimension, Kolmogorov, Petrovsky and Piskounov revealed
the existence of propagation waves, together with an asymptotic speed of spreading of the
dominating gene, given by 2
√
df ′(0). The existence of an asymptotic speed of spreading
was generalised in Rn by D. G. Aronson and H. F. Weinberger in [1] (1978). Since
these pioneering works, front propagation in reaction-diffusion equations have been widely
studied. Let us cite, for instance, the works of Freidlin and Ga¨rtner [13] for an extension
to periodic media, or [19], [5] and [6] for more general domains. An overview of the subject
can be found in [4].
New results on the model under study (2) have been recently proved. Further effects
like a drift or a killing term on the road have been investigated in [7]. The case of a
fractional diffusion on the road was studied and explained by the three authors and A.-C.
Coulon in [2] and [9]. See [3] for a summary of the results on this model. Models with an
ignition-type nonlinearity are also studied by L. Dietrich in [10] and [11].
Organisation of the paper The second section of the paper is devoted to the conver-
gence of the asymptotic speed of propagation c∗ε with ε goes to 0. For this, we will also
investigate some useful convergence result concerning travelling supersolutions. The third
section deals with the convergence of the stationary solutions, which will be helpful for
the control of the long time behaviour for Theorem 2. Theorem 3 is proved in sections 4
and 5, with an argument from geometric theory of parabolic equations. Section 4, which
is the most technical, is devoted to resolvent bounds. They are used in section 5 to prove
some convergence properties for the linear systems. Then, we use them in a Gronwall
argument to deal with the nonlinearity. We prove Theorem 2 in the last section.
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2 Asymptotic spreading speed
Let c∗0 be the asymptotic spreading speed associated with the above system (2), and
c∗ε the spreading speed given by Theorem 1 associated with the system (1). Under our
assumptions, the main result of this section is
Proposition 4. c∗ε converges to c
∗
0 as ε goes to 0, locally uniformly in d,D, µ.
For the sake of simplicity, we will consider that ν is an even function. The general
case is similar but heavier.
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2.1 Prerequisite - linear travelling waves and speed of propaga-
tion
All the results given in this subsection have been investigated in [8] by H. Berestycki,
J.-M. Roquejoffre, and L. Rossi for the local system or in [18] by the author for the
nonlocal. Our purpose is to recall the derivation of the asymptotic speed of spreading for
both systems. Because f is of KPP-type (that is, satisfies f(v) ≤ f ′(0)v for nonnegative
v), we are interested in the linearised systems:{
∂tu−D∂xxu = −µu+
∫
νε(y)v(t, x, y)dy x ∈ R, t > 0
∂tv − d∆v = f ′(0)v + µε(y)u(t, x)− νε(y)v(t, x, y) (x, y) ∈ R2, t > 0
(6)
for the nonlocal case, and

∂tu−D∂xxu = v(t, x, 0)− µu x ∈ R, t > 0
∂tv − d∆v = f ′(0)v (x, y) ∈ R× R∗, t > 0
v(t, x, 0+) = v(t, x, 0−), x ∈ R, t > 0
−d {∂yv(t, x, 0+)− ∂yv(t, x, 0−)} = µu(t, x)− νv(t, x, 0) x ∈ R, t > 0
(7)
for the local one. This motivates the following definition.
Definition 2.1. For any of the two systems (6)-(7), we call a linear travelling wave a
3-tuple (c, λ, φ) with c > 0, λ > 0, and φ ∈ H1(R) a positive function such that(
u(t, x)
v(t, x, y)
)
= e−λ(x−ct)
(
1
φ(y)
)
be a solution of the corresponding linearised system (6) or (7). The quantity c is the
speed of the exponential travelling wave.
Remark 2.1. From the KPP assumption (3) on f , a linear travelling wave for the linearised
system (6) (resp. (7)) provides a supersolution for the nonlinear system (1) (resp. (2)).
This will be a powerful tool to get L∞ and decay estimates in the sequel.
The previous definition for travelling waves provides us a helpful characterisation for
spreading speed.
Proposition 5. [8, 18] For any of the systems (1)-(2), for all ε > 0, the spreading
speed c∗ = c∗0 or c
∗
ε given by Theorem 1 can be defined as follows:
c∗ = inf{c > 0| a linear travelling wave with speed c exists}.
1. If D ≤ 2d, then c∗0 = c∗ε = cKPP = 2
√
df ′(0).
2. If D > 2d, then c∗0, c
∗
ε > cKPP and the infimum is reached by a linear travelling
wave, denoted (c∗0, λ
∗
0, φ
∗) or (c∗ε, λ
∗
ε, φ
∗
ε).
Proposition 5 provides the construction of c∗ thanks to a nonlinear eigenvalue problem.
We give an outline of a proof in both cases to make the sequel easier to read. We focus
only on the case D > 2d, the other being trivial.
5
Resolution for the local case Inserting the definition supplied by Proposition 5 into
(7), we obtain the following system in (c, λ, φ) :


−Dλ2 + λc+ µ = φ(0)
−dφ′′(y) + (λc− dλ2 − f ′(0))φ(y) = 0 y ∈ R∗
φ(0+) = φ(0−), φ ≥ 0, φ ∈ H1(R),
−d (φ′(0+)− φ′(0−)) = µ− φ(0).
(8)
From now, we set
P (λ) = λc− dλ2 − f ′(0), λ±2 (c) =
c±√c2 − c2KPP
2d
and
D = {(c, λ), c > cKPP and λ ∈ (λ−2 (c), λ+2 (c))} .
Hence, the existence of a linear travelling wave is equivalent to the following system in
(c, λ, φ(0)) provided that c > cKPP and λ ∈ [λ−2 (c), λ+2 (c)]:{−Dλ2 + λc+ µ = φ(0)
φ(0) = µ
1+2
√
dP (λ)
.
(9)
The first equation of (9) gives the graph of a function
λ 7→ Ψ01(c, λ) := −Dλ2 + cλ+ µ (10)
which is intended to be equal to φ(0), provided (c, λ, φ) defines a linear travelling wave.
Let us denote Γ1 its graph, depending on c, in the (λ,Ψ
0
1(λ))−plane.
The second equation of (9) gives the graph of a function
Ψ02 :
{
D −→ R
(c, λ) 7−→ µ
1+2
√
dP (λ)
.
Let us denote Γ02 its graph in the same plane, still depending on c. Hence, (9) amounts to
looking for the first c ≥ cKPP such that the two graphs Γ1 and Γ02 intersect.
It was shown that there exists (c∗0, λ
∗
0) ∈ D and an exponential function
φ∗ : y 7→ φ∗(0)e−
√
P (λ∗0)|y|
such that (c∗0, λ
∗
0, φ
∗) defines a linear travelling wave for (7), and c∗0 is the first c such that
(8) admits a solution. Hence, c∗0 is the speed defined by Proposition 5.
Resolution for the nonlocal case In this case, Proposition 5 yields the following
system in (c, λ, φ).{
−Dλ2 + cλ+ µ = ∫
R
νε(y)φ(y)dy
−dφ′′(y) + (cλ− dλ2 − f ′(0) + νε(y))φ(y) = µε(y), φ ∈ H1(R).
(11)
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Once again, the first equation of (11) gives the function Ψ01 defined by (10), which is
intended to be equal to
∫
νεφ provided (c, λ, φ) defines a linear travelling wave for (6).
The second equation of (11) defines implicitly the function
Ψε2 :
{ D −→ R
(c, λ) 7−→ ∫ νε(y)φ(y; ε, c, λ)dy
where φ(.; ε, c, λ) is the unique solution in H1(R) of
−dφ′′(y) + (λc− dλ2 − f ′(0) + νε(y))φ(y) = µε(y), y ∈ R. (12)
For fixed c, we denote Γε2 the graph of Ψ
ε
2 in the (λ,Ψ
ε
2(λ))−plane. Ψε2 is smooth in D and
can be continuously extended in D. It has also been proved that φ, hence Ψε2 is decreasing
in c. It was shown that for all ε > 0, there exists (c∗ε, λ
∗
ε) ∈ D and φ∗ε = φ(.; ε, c∗ε, λ∗ε)
solution of (12) such that (c∗ε, λ
∗
ε) Γ
0
1 and Γ
ε
2 intersect, and c
∗
ε is the first c such that it
occurs. The main ingredients of this proof are:
• the functions c 7→ Ψ01(c, λ) and c 7→ λ−2 (c) are respectively increasing and decreasing;
• the function λ 7→ Ψε2(c, λ) is strictly concave.
These behaviours summed up in Figure 1. The main purpose of the rest of this section
µ
λ
λ−2 (c) λ
+
2 (c)
c
2d
c
2D
c
D
Γε2
Γ1Ψ1,2
Figure 1: representation of Γ1 and Γ
ε
2, behaviours as c increases
will be to show that the curve Γε2 converges locally uniformly in (c, λ) to Γ
0
2 as ε goes to
0.
2.2 Convergence of the spreading speed
Uniform boundedness of φ in C1(R)
Lemma 6. Let us consider φ := φ(y; ε, c, λ) the unique solution of (12) for ε > 0
and (c, λ) in D, that is to say c > cKPP and λ in ]λ−2 (c), λ+2 (c)[. Then the family(‖φ‖L∞(y) + ‖φ′‖L∞(y))ε is uniformly bounded in ε > 0 and every compact set on D.
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Proof. We consider φ = φ(y; ε, λ, c) defined for ε > 0, (c, λ) in D, and y ∈ R. We
know that φ can be continuously extended to D. Moreover, from the elliptic maximum
principle, it is easy to see that φ > 0 on R, for all admissible parameters. Considering
the hypotheses (5) on µ, ν, we get that:
• ∀ε > 0, supp(νε, µε) ⊂ (−ε, ε) ;
• y 7→ φ(y) is even.
Hence there exists K = K(ε, c, λ) such that
∀|y| > ε, φ(y; ε, c, λ) = K(ε, c, λ)e−
√
P (λ)
d
|y|. (13)
Step 1. It is enough to bound K to get the uniform boundedness of ‖φ(ε, c, λ)‖L∞(R).
Indeed, using the scaling ξ = y
ε
, with ψ(ξ) = φ(y), the function ψ satisfies{
−dψ′′(ξ) + (ε2P (λ) + εν(ξ))ψ(ξ) = εµ(ξ)
ψ(±1) = Ke−
√
P (λ)
d .
(14)
Now, let us recall that µ, ν are continuous and compactly supported. Then, by the
Harnack inequality (theorem 8.17 and 8.18 in [14] for instance), there exist C1, C2 ≥ 0,
independent of ε, c, λ, such that
sup
[−1,1]
ψ ≤ C1( inf
[−1,1]
ψ + C2),
which gives immediately
sup
R
φ ≤ C1(K(ε, c, λ) + C2).
Step 2. Let us prove a uniform bound for K. Set c1 ∈]cKPP ,+∞[, and assume by
contradiction that
lim
ε→0
sup
{
K(ε, c, λ), (c, λ) ∈ D, c ≤ c1
}
= +∞. (15)
That is, there exist (εn)n, (λn)n, (cn)n with εn → 0 and c ≤ c1, λ−2 (c1) ≤ λ ≤ λ+2 (c1) such
that
K(εn, λn, cn) := Kn −→
n→∞
+∞.
Set
φ˜n =
φ(.; εn, λn, cn)
Kn
.
The function φ˜n satisfies{
−dφ˜′′n + (P (λn) + νεn)φ˜n = µεnKn y ∈ R
φ˜n(y) = e
−
√
P (λn)
d
|y|, ∀|y| > εn.
(16)
Again by the Harnack inequality, (‖φ˜n‖∞)n is bounded, and φ˜n is positive by the elliptic
maximum principle. Integrating (16) between −∞ and y gives
dφ˜′n(y) = P (λn)
∫ y
−∞
φ˜n +
∫ y
−∞
νεn φ˜n −
1
Kn
∫ y
−∞
µεn,
8
so
d‖φ˜′n‖∞ ≤ P (λn)
∫
R
e−
√
P (λn)
d
|y|dy + P (λn)
∫ +ε
−ε
φ˜n(y)dy + ‖φ˜n‖∞ + µ
Kn
≤ 2
√
dP (λn) + ‖φ˜n‖∞ (1 + 2εP (λn)) + µ
Kn
.
Hence (φ˜n)n is uniformly Lipschitz. Specializing to y = 1, we get:
−dφ˜′n(1) =
µ
Kn
− P (λn)
∫ 1
−∞
φ˜n −
∫ 1
−∞
νεnφ˜n. (17)
But on the other hand, we have:
• −dφ˜′n(1) =
√
dP (λn)e
−
√
P (λn)
d ≥ 0 from (13) ;
• µ
Kn
→ 0 as n→∞ by assumption (15) ;
• −P (λn)
∫ 1
−∞
φ˜n ≤ 0 ;
• − ∫ 1
−∞
νεn φ˜n → −1 as n→∞. Indeed, the sequence νεn tends to the Dirac measure,
we have φ˜n(±εn) = 1 +O(εn) from (16), and (φ˜n)n is uniformly Lipschitz.
For n → ∞, this contradicts (17) since the left term is nonnegative and the right term
tends to a negative limit. Hence, there is a contradiction. That is, K(ε, c, λ) is bounded
for (c, λ) ∈ D satisfying c ≤ c1. Recall that c 7→ φ is nonincreasing, and φ is uniformly
bounded as ε→ 0 in (c, λ) ∈ D.
Step 3. Boundedness of ‖φ′‖∞ with ε → 0. We integrate (12) from −∞ to y which
gives:
dφ′(y) = P (λ)
∫ y
∞
φ+
∫ y
∞
νεφ−
∫ y
∞
µε.
Now, the explicit formula for φ and its uniform boundedness obtained in step 2 yields:
d‖φ′‖∞ ≤ ‖φ‖∞
(
1 + 2
√
dP (λ) + 2ε
)
+ µ
and the family (‖φ(ε, c, λ)‖∞) is equicontinuous for all ε close enough to 0 and for all
compact set in D. This implies the uniform boundedness of φ in C1(R).
Convergence of φ(.; ε) with ε→ 0, continuity of Ψε2. From Lemma 6 the set (φ(.; ε))ε
is included in Cb(R) and equicontinuous, locally uniformly in c, λ. The Arzela`-Ascoli
theorem (combined with Cantor’s diagonal argument) yields the existence of a sequence
(εn)n ⊂ R, εn → 0 and a function φ0 ∈ Cb(R) such that φ(εn) −→
n→∞
φ0 uniformly on
compact sets. Passing to the limit in (12), we obtain that φ0 satisfies
−dφ′′0 + φ0(P (λ) + δ0) = µδ0 (18)
in the distribution sense. Moreover, K(εn, c, λ) → K0(c, λ) = φ0(0; c, λ) with n → ∞,
and
φ0(y) = K0 exp(−
√
P (λ)
d
|y|).
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It remains to show the uniqueness of the limit function. Let φ1 be another accu-
mulation point for (φ(.; ε))ε. Then φ1 also satisfies (18) in the distribution sense, and
φ1(y) = φ1(0) exp(−
√
P (λ)
d
|y|). Then ψ = φ0 − φ1 is a solution of
−dψ′′ + ψ(P (λ) + δ0) = 0.
Now, let us consider (ψn)n ⊂ D(R) such that ψn → ψ uniformly on every compact and
ψ′n → ψ′ on every compact of R\{0}. We get
d‖ψ′‖2L2 + P (λ)‖ψ‖2L2 + ψ(0)2 = 0,
and ψ ≡ 0. So φ0 is the unique accumulation point of (φ(.; ε))ε, hence φ(.; ε) −→
ε→0
φ0
uniformly on compact sets. Hence we have proved the following lemma.
Lemma 7. Let us consider φ as a function of ε, c, λ, extended to φ0 for ε = 0. Then
φ(.; ε, c, λ) is continuous from [0, 1]×D to C0(R) and bounded in C1 as a y-function on
every compact set on it.
It is now easy to see that the function Ψε2 converges continuously in λ, c, to a limit
function
Ψl2 :
{
]λ−2 , λ
+
2 [ −→ R
λ 7−→ φ0(c, λ)
and the curve Γε2 converges to the graph of Ψ
l
2. Let us denote it Γ
l
2.
The limit curve Γl2. Now let us show that Γ
l
2 = Γ
0
2. The limit function φ0 is of the
form φ0(y) = K0 exp(−
√
P (λ)
d
|y|) and satisfies (18) in the distribution sense. Applying
the two sides of (18) to φ0 (or, to be strictly rigorous, to a sequence (φn) that tends to
φ0), we get
d‖φ′0‖2L2 + P (λ)‖φ0‖2L2 + φ0(0)2 = µφ0(0).
Using the explicit formula for φ0, we obtain:
2
√
dP (λ)φ0(0)
2 + φ0(0)
2 = µφ0(0).
Hence, because 0 is not a solution,
φ0(0) =
µ
1 + 2
√
dP (λ)
.
Hence, Ψl2 = Ψ
0
2 and Γ
l
2 = Γ
0
2 which concludes the proof of Proposition 4.
Remark 2.2. Actually, the spreading speed in the local case was not devised exactly with
the system (9), but with the following system.{
−Dλ2 + cλ = µ
1+2dβ
− µ
−dλ2 + cλ = f ′(0) + dβ2.
But, setting Φ(β) = µ
1+2dβ
, they are equivalent.
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3 Convergence of the stationary solutions
We have already showed in [18] that, for all ε > 0, there exists a unique positive and
bounded stationary solution of (1), which will be denoted (Uε, Vε). Moreover, this station-
ary solution is x−independent and satisfies lim
y→±∞
Vε(y) = 1. The corresponding equation
is {
µUε =
∫
νε(y)Vε(y)dy
−dV ′′ε (y) = f(Vε) + µε(y)Uε − νε(y)Vε(y).
(19)
Solutions of (19) depend only of the y-variable, hence U is constant and V is entirely
determined by the following integro-differential equation
−dV ′′ε (y) = f(Vε) +
µε(y)
µ
∫
νε(z)Vε(z)dz − νε(y)Vε(y). (20)
The main result of this section lies in the next proposition.
Proposition 8. (Vε)ε converges uniformly to the constant function 1 when ε goes to 0.
Of course, this implies that Uε → νµ as ε→ 0. As a result, the stationary solutions of
(1) converge to the stationary solutions of (2) which were identified in [8].
The difficulties lie in the singularity in (−ε, ε). Outside this interval, Vε satisfies{
−dV ′′ε = f(Vε)
0 < Vε < +∞, Vε(±∞) = 1.
(21)
As (Vε, V
′
ε ) = (1, 0) is a saddle point for the system (21), it is easy to see that solutions
of (21) belong to one of the two integral curves that tend to (Vε, V
′
ε ) = (1, 0). We can
also notice that Vε(ε) > 1 (resp. < 1) implies that Vε is decreasing (resp. increasing)
on (ε,+∞). Thus important estimates have to be found inside (−ε, ε). From now and
without lack of generality, we will assume d = 1.
A uniform L∞ boundary for (Vε). Set z =
y
ε
and Wε(z) := Vε(y). Then, we have
‖Vε‖∞ = ‖Wε‖∞, ‖V ′ε‖∞ = 1ε‖W ′ε‖∞, and Wε satisfies in (−1, 1)
−W ′′ε = ε2f(Wε) + ε
µ(z)
µ
∫
ν(s)Wε(s)ds− εν(z)Wε(z). (22)
Step 1. Lower bound for Wε(1). From (21), there exists at least a point zε ∈ (−1, 1)
such that W ′ε(zε) = 0. Hence,
∀z ∈ (−1, 1), W ′ε(z) =
∫ z
zε
W ′′ε (s)ds. (23)
Integrating (22) yields the following rough bound, for all ε > 0 :
∀z ∈ (−1, 1), |W ′ε(z)| ≤ 2ε (‖ν‖∞ + 1 + ε‖f‖Lip) ‖Wε‖L∞(−1,1). (24)
Let us set K = 4 (‖ν‖∞ + ν + ‖f‖Lip) and we get the following estimate for Wε(1) =
Vε(ε) : ∣∣∣∣Wε(1)− ‖Wε‖L∞(−1,1)‖Wε‖L∞(−1,1)
∣∣∣∣ ≤ Kε. (25)
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Step 2. Lower bound for W ′ε(1). Using once again (23), we have
W ′ε(1) = ε
∫ 1
zε
ν(s)Wε(s)ds− ε2
∫ 1
zε
f(Wε(s))ds−
(
ε
µ
∫ 1
−1
ν(s)Wε(s)ds
)∫ 1
zε
µ(s)ds. (26)
The first term in the right handside in (26) is nonnegative, hence W ′ε(1) ≥ −ε(ν +
ε‖f‖Lip)‖Wε‖∞ and, in the y-variable :
V ′ε (ε) ≥ −‖Vε‖∞(ν + ε‖f‖Lip). (27)
Step 3. Proof of the boundedness by contradiction. Let us suppose that
lim
ε→0
sup ‖Vε‖L∞ = +∞.
That is, there exists a sequence εn → 0 such that sup
R
Vεn = sup
(−εn,εn)
Vεn −→
n→∞
+∞. From
(25), we have Vεn(εn) ≥ ‖Vεn‖∞(1 − Kεn). Now, recall that on (εn,+∞), the function
Vεn satisfies (21). Multiply it by V
′
εn
and integrate, we get V ′2εn(εn) = −2F (Vεn(εn)) where
F (t) :=
∫ t
1
f(s)ds is an antederivative of f. Considering the hypotheses on f this gives
V ′εn(εn) ∼n→∞ −
√
‖f‖LipVεn(εn).
From hypothesis (4) on f, ‖f‖Lip > 2 and we get a contradiction with (27) and (25). As
a result,
(‖Vε‖L∞(R))ε and (‖V ′ε‖L∞(R))ε are uniformly bounded as ε goes to 0.
Convergence of the stationary solutions From the previous paragraph and Ascoli’s
Theorem, (Vε)ε admits at least one accumulation point, let say V0, and the convergence
is uniform on every compact set, thus uniform on R (from the monotonicity of Vε outside
(−ε, ε), or even a diagonal argument). So V0 is continuous, bounded, tends to 1 at infinity.
Passing to the limit in (20), it satisfies in the distribution sense
−V ′′0 = f(V0) + νδ0(V0(0)− V0).
As the support of the Dirac distribution is reduced to {0} , and because of the continuity
of V0, it satisfies in the classical sense{
−V ′′0 (y) = f(V0(y)), y ∈ R
V0(±∞) = 1.
(28)
The only solution of (28) is V0 ≡ 1. Hence, the set (Vε)ε admits only one accumulation
point, so Vε → 1 as ε goes to 0 uniformly on R, and the proof of Proposition 8 is
complete.
This convergence allows us to assert that there exist 0 < m < M < +∞ such that
m < Vε(y) < M, ∀ε > 0, ∀y ∈ R. (29)
Thus, any solution of (1) starting from an initial datum (u0, v0) ≤ ( νµm,m) will remain
below M, which gives a uniform supersolution in ε.
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4 Uniform bounds on the resolvents
Consider the two linear models{
∂tu−D∂xxu = −µu+
∫
νε(y)v(t, x, y)dy x ∈ R, t > 0
∂tv − d∆v = µε(y)u(t, x)− νε(y)v(t, x, y) (x, y) ∈ R2, t > 0
(30)
and

∂tu−D∂xxu = v(x, 0, t)− µu x ∈ R, t > 0
∂tv − d∆v = 0 (x, y) ∈ R× R∗, t > 0
v(t, x, 0+) = v(t, x, 0−), x ∈ R, t > 0
−d {∂yv(t, x, 0+)− ∂yv(t, x, 0−)} = µu(t, x)− νv(t, x, 0) x ∈ R, t > 0.
(31)
The general goal is to give a uniform bound on the difference between solutions of the
two above linear systems. We choose a sectorial operators approach to get an integral
representation of the semigroups generated by (30) and (31). They both can be written
in the form
∂t
(
u
v
)
= L
(
u
v
)
(32)
where L = Lε in (30) and L = L0 in (31) are linear unbounded operators defined by
Lε :


D(Lε) ⊂ X −→ X(
u
v
)
7−→
(
D∂xxu− µu+
∫
νεv
d∆v + µεu− νεv
)
L0 :


D(L0) ⊂ X −→ X(
u
v
)
7−→
(
D∂xxu− µu+ νv(., 0)
d∆v
)
with X the space of continuous functions decaying to 0 at infinity C0(R) × C0(R2). The
domains are those of the Laplace operator, with exchange conditions included in D(L0).
We recall the definition of a sectorial operator:
Definition 4.1. A linear operator A : D(A) ⊂ X → X is sectorial if there are constants
ϕ ∈ R, θ ∈ (pi
2
, pi), and M > 0 such that{
(i) ρ(A) ⊃ Sθ,ϕ := {λ ∈ C : λ 6= ϕ, | arg(λ− ϕ)| < θ}
(ii) ‖R(λ,A)‖L(X) ≤ M|λ−ϕ| , λ ∈ Sθ,ϕ
(33)
Proposition 9. Let ϕ > max(2, 3µ), pi
2
< θ < 3pi
4
. Then (Lε,D(Lε)) and (L0,D(L0)) are
sectorial with sector Sθ,ϕ, ∀ε > 0.
Let us denote M0,Mε the corresponding constant for the norm of the resolvents. The
proof for Lε is quite standard and omitted here. There is a general approach of the theory
in [15]. A proof for L0 can be found in [9]. Assumptions on ϕ and θ are only technical
and can be improved.
From Proposition 9, we know (see [15] for instance) that, for all t > 0, solutions of
(32) have the form (
u(t)
v(t)
)
= etL
(
u0
v0
)
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where
etL =
1
2pii
∫
Γr,ϑ
etλR(λ, L)dλ (34)
for any r > 0, ϑ ∈ (pi
2
, θ), where Γr,ϑ := {λ, | arg(λ − ϕ − r)| = ϑ} is a counterclockwise
oriented curve which encloses the spectrum of L, and will be denoted Γ when there is no
possible confusion. Let us fix from now and for all r > 0 and the angle ϑ as above. A
parametrisation of Γr,ϑ is then given by s ∈ R 7→ ϕ+ r + seiϑ. sgn(s).
For (U, V ) ∈ X, we will denote in this section:{
(u, v) = R(λ, L0)(U, V )
(uε, vε) = R(λ, Lε)(U, V )
that is 

(λ+ µ)u−D∂xxu = v(., 0) + U x ∈ R
λv −∆v = V (x, y) ∈ R× R∗
v(x, 0+) = v(x, 0−) x ∈ R
−(∂yv(x, 0+)− ∂yv(x, 0−)) = µu− v(x, 0) x ∈ R
(35)
and {
(λ+ µ)u(x)−D∂xxu(x) =
∫
νε(y)v(x, y)dy + U(x)
(λ+ 1
ε
ν(y
ε
))v(x, y)−∆v(x, y) = 1
ε
µ(y
ε
)u(x) + V (x, y).
(36)
The purpose of this section is to give some estimates on the resolvents, that is on the
solutions of (35) and (36). They are given in Lemma 10 and Corollary 12.
Lastly, let us recall (see [15] or [17]) that the Laplace operator is also sectorial, with
a sector strictly containing Sθ,ϕ. Thus, there exists a constant M > 0 such that for
d ∈ {1, 2},
∀w ∈ C0(Rd), ∀λ ∈ Sθ,ϕ, ‖w‖∞ ≤ M|λ|‖∆w − λw‖∞. (37)
4.1 Large values of |λ|
Lemma 10. There exist ε0 > 0 and a constant C1 depending only on D, µ and ϑ such
that for all positive ε < ε0, for β >
1
2
,
if λ ∈ Γr,ϑ and |λ| > ε−β, then ‖R(λ, Lε)‖ ≤ C1max(εβ, ε2β−1).
Proof. Let (U, V ) ∈ X, and (uε, vε) = R(λ, Lε)(U, V ) be a solution of (36).Assumptions on
λ imply for ε small enough that |Im (λ) | > 1
2
sin(ϑ)ε−β. Thus, ν being a real nonnegative
function, λ+ 1
ε
ν(y
ε
) ∈ Sθ,ϕ, ∀y ∈ R and∣∣∣∣λ+ 1εν(yε )
∣∣∣∣ ≥ Im
(
λ+
1
ε
ν(
y
ε
)
)
>
1
2
sin(ϑ)ε−β.
In the same way, we get a similar lower bound for |λ+ µ| . Now we use (37) in (36) with
the above estimates and get{‖u‖∞ ≤ εβ 2MD2sinϑ (‖U‖∞ + ‖v‖∞)
‖v‖∞ ≤ εβ 2Msinϑ
(
‖V ‖∞ + ‖µ‖∞ε ‖u‖∞
)
.
(38)
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Using the first equation of (38) in the second one yields
‖v‖∞
(
1− ε2β−1
(
2MD
sinϑ
)2
‖µ‖∞
)
≤ εβ 2M
sin ϑ
‖V ‖∞ + ε2β−1 ‖µ‖∞
(
2MD
sinϑ
)2
‖U‖∞
i.e., for ε small enough,
‖v‖∞ ≤ K1max(εβ, ε2β−1)(‖V ‖∞ + ‖U‖∞) (39)
with K1 depending only on D, µ, ϑ. In the same vein, using (39) in the second equation
of (38) produces the same estimate, and the proof is concluded.
4.2 Small values of |λ|
The values are treated with the help of the Fourier transform in x-direction. For U ∈
C0(R) ∩ L1(R), V ∈ C0(R2) ∩ L1(R, L∞(R)), we define
Uˆ(ξ) :=
∫
R
e−ixξU(x)dx Vˆ (ξ, y) :=
∫
R
e−ixξV (x, y)dx.
Proposition 11. There exist ε1 a constant C2 depending only on D, µ and ϑ such that
for all ε < ε1, for β >
1
2
, γ > 0, such that 1− 3
2
(β+ γ) > 0, if λ ∈ Γr,ϑ and |λ| < ε−β then
‖(R(λ, Lε)− R(λ, L0)) (U, V )‖∞ ≤ C2ε1−
3
2
(β+γ)
(
‖Uˆ‖L∞(R) + ‖Vˆ ‖L∞(R2)
)
.
Corollary 12. Under assumptions of Proposition 11,
‖(R(λ, Lε)− R(λ, L0)) (U, V )‖∞ ≤ C2ε1−
3
2
(β+γ)
(
‖U‖L1(x) +
∥∥∥‖V ‖L∞(y)∥∥∥
L1(x)
)
.
The proof requires two lemmas. First, we deal with the high frequencies in Lemma
13, i.e. for |ξ| ≫ ε−β, using Lemma A.1 in Appendix. Then, in Lemma 14, we make an
almost explicit computation of the solutions for small values of λ.
Fourier transform of the equations Let us consider U ∈ C0(R) ∩ L1(R) and V ∈
C0(R2) ∩ L1(R, L∞(R)). For ε > 0 and λ ∈ Γr,ϑ, |λ| < ε−β, Recall that{
(u, v) = R(λ, L0)(U, V )
(uε, vε) = R(λ, Lε)(U, V )
which leads to the spectral problems (35) and (36). The Fourier transforms (uˆ, vˆ) and
(uˆε, vˆε) solve 

(Dξ2 + λ+ µ)uˆ(ξ) = vˆ(ξ, 0) + Uˆ(ξ)
(ξ2 + λ)vˆ − ∂yy vˆ(ξ, y) = Vˆ (ξ, y)
vˆ(ξ, 0+) = vˆ(ξ, 0−)
−(∂yv(ξ, 0+)− ∂yv(ξ, 0−)) = µuˆ(ξ)− vˆ(ξ, 0)
(40)
and {
(Dξ2 + λ+ µ)uˆε(ξ) =
∫
νε(y)vˆε(ξ, y)dy + Uˆ(ξ)
(ξ2 + λ+ νε(y))vˆε(ξ, y)− ∂yy vˆε(ξ, y) = µε(y)uˆε(ξ) + Vˆ (ξ, y).
(41)
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Lemma 13. There exist ε2 > 0 and a constant C3 depending only on µ,D such that for
all ε < ε2, for all ξ with ξ
2 ≥ ε−β−γ and λ ∈ Γr,ϑ with |λ| < ε−β,
|uˆε(ξ)|+ ‖vˆε(ξ)‖∞ ≤ C3
ξ2
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖∞
)
|uˆ(ξ)|+ ‖vˆ(ξ)‖∞ ≤ C3
ξ2
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖∞
)
where ‖.‖∞ = ‖.‖L∞(y).
Proof. We give the proof only for the nonlocal case, the local one being easier. Combining
the two equations of (41), vˆε satisfies
−∂yy vˆε(ξ, y) +
(
ξ2 + λ + νε(y)
)
vˆε(ξ, y) = Vˆ (ξ, y) +
µε(y)
Dξ2 + λ+ µ
(
vˆ(ξ, 0) + Uˆ(ξ)
)
. (42)
As γ > 0 and considering the hypotheses on λ and ξ, there exists k > 0 such that, for ε
small enough, we have:
min
{Re (ξ2 + λ) , ∣∣Dξ2 + λ+ µ∣∣} > k2ξ2.
Now, we apply Lemma A.1 in Appendix. It gives:
|vˆε(ξ, y)| ≤ 1
2k|ξ|
∫
R
e−kξ|z|
(
Vˆ (ξ, z − y) + µε(z − y)
k2ξ2
(
vˆ(ξ, 0) + Uˆ(ξ)
))
dz.
A rough majoration yields
‖vˆε(ξ)‖∞ ≤
1
k2ξ2
∥∥∥Vˆ (ξ)∥∥∥
∞
+
µ
k3|ξ|3
(
|vˆ(ξ, 0)|+
∣∣∣Uˆ(ξ)∣∣∣)
which, as |ξ| > ε− 12 (β+γ), provides the desired estimate on ‖vˆe(ξ)‖∞ . The estimate on |uˆε|
follows from the first equation of (41), and the proof of Lemma 13 is concluded.
Now that we are done with the high frequencies, to finish the proof of Proposition 11,
it remains to control the lower frequencies. This is the purpose of the following Lemma.
Lemma 14. There exist ε3 > 0 and a constant C5, for all ε < ε3, for all λ ∈ Γr,ϑ with
|λ| < ε−β, for all ξ with ξ2 < ε−(β+γ),
‖vˆε(ξ)− vˆ(ξ)‖L∞(y) ≤ C5ε1−(β+γ)
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖L∞(y)
)
|uˆε(ξ)− uˆ(ξ)| ≤ C5ε1−(β+γ)
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖L∞(y)
)
.
Proof of Proposition 11 thanks to Lemma 14 With the same notations,
‖(R(λ, Lε)− R(λ, L0)) (U, V )‖∞ = max
(
‖u− uε‖L∞(R) , ‖v − vε‖L∞(R2)
)
.
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Let us prove the domination for ‖v − vε‖L∞(R2) , the one in (u − uε) being similar. For
(x, y) ∈ R2,
(v − vε)(x, y) = 1
2pi
∫
R
eix.ξ (vˆ(ξ, y)− vˆε(ξ, y))dξ.
|(v − vε)(x, y)| ≤ 1
2pi
∫
R
|vˆ(ξ, y)− vˆε(ξ, y)| dξ
≤ 1
2pi
∫
|ξ|≥ε−
1
2 (β+γ)
‖vˆ(ξ)‖L∞(y) + ‖vˆε(ξ)‖L∞(y) dξ (43)
+
1
2pi
∫
|ξ|<ε−
1
2 (β+γ)
‖vˆ(ξ)− vˆε(ξ)‖L∞(y) dξ. (44)
Now, from Lemma 13, we have:
(43) ≤ C3
pi
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖∞
)∫ +∞
ε−
1
2 (β+γ)
dξ
ξ2
≤ C3
pi
ε
1
2
(β+γ)
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖∞
)
.
From Lemma 14, we have:
(44) ≤ C5
2pi
ε1−(β+γ)
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖L∞(y)
)∫ ε−12 (β+γ)
−ε−
1
2 (β+γ)
1dξ
≤ C5
pi
ε1−
3
2
(β+γ)
(
|Uˆ(ξ)|+ ‖Vˆ (ξ)‖L∞(y)
)
.
Finally, from the choice of β, γ, β+γ
2
> 1− 3
2
(β+γ) and we have the required estimate.
Proof of Lemma 14
The proof requires some explicit computations of the solutions of the spectral problems
and is a bit long. First, we compute (uˆ, vˆ), solution of (40), introducing four constants
K+1 , K
+
2 , K
−
1 , K
−
2 . Secondly, we do the same for (uˆε, vˆε) outside the strip R×(−ε, ε). This
leads us to introduce four constants K+1 (ε), K
+
2 (ε), K
−
1 (ε), and K
−
2 (ε) which determine
the behaviour of vˆε outside the strip. Then, we show that it is enough to focus on K
±
2 (ε)
to get a global control of vˆε. In a short paragraph, we establish that the derivative ∂y vˆε is
controlled by the norm of vˆε. The last paragraph of the proof is devoted to the computation
of K±2 (ε) and an estimate of its difference with K
±
2 .
Explicit computation of (uˆ, vˆ) Our choice of Γr,ϑ allows us to choose a unique deter-
mination of the complex logarithm for all systems. From now and until the end of this
proof we set for all ξ and λ satisfying the hypotheses of Lemma 14
α :=
√
ξ2 + λ, Re (α) > 0 (45)
the unique complex root of (ξ2 + λ) with positive real part and
ω := Dξ2 + µ+ λ. (46)
17
The choice of ϕ, θ (see the hypotheses of Proposition 9) yields min
λ∈Γr,ϑ
|λ| > max(
√
2, 2µ).
Moreover, we have ξ2 > 0 and Dξ2 + µ > 0. Then,
∀λ ∈ Γr,ϑ, max(
√
2, 2µ) < min
λ∈Γr,ϑ
|λ| ≤ min(Dξ2 + µ+ λ, ξ2 + λ). (47)
Hence, we can assert:
∀λ ∈ Γr,ϑ, ξ ∈ R, 2 < 2 + 1
α
(
1− µ
ω
)
< 2 + 2−
1
4 +
1√
2µ
. (48)
Moreover, considering the hypotheses on ξ and λ, there exists a constant k > 0 such that,
for ε small enough,
1 < |α| < kε− 12 (β+γ), 2µ ≤ |ω| < kε−(β+γ), |eεα| < 2. (49)
The first equation of (40) gives
uˆ(ξ) =
1
ω
(
vˆ(ξ, 0) + Uˆ(ξ)
)
.
Integrating the second equation of (40) yields the existence of four constants K+1 , K
+
2 ,
K−1 , K
−
2 , depending on ξ, such that

vˆ(ξ, y) = eαy
(
K+1 − 12α
∫ y
0
e−αzVˆ (ξ, z)dz
)
+ e−αy
(
K+2 +
1
2α
∫ y
0
eαzVˆ (ξ, z)dz
)
y > 0
vˆ(ξ, y) = e−αy
(
K−1 − 12α
∫ 0
y
eαzVˆ (ξ, z)dz
)
+ eαy
(
K−2 +
1
2α
∫ 0
y
e−αzVˆ (ξ, z)dz
)
y < 0.
(50)
The integrability of vˆ in y gives
K+1 =
1
2α
∫ ∞
0
e−αzVˆ (ξ, z)dz, K−1 =
1
2α
∫ 0
−∞
eαzVˆ (ξ, z)dz. (51)
The continuity and exchange conditions at y = 0 impose{
K+1 +K
+
2 = K
−
1 +K
−
2
α
(
K+2 −K+1 +K−2 −K−1
)
= µ
ω
(
K+1 +K
+
2 + Uˆ(ξ)
)
−K+1 −K+2 .
(52)
Combining these two equations yields{
K+2
(
2 + 1
α
(
1− µ
ω
))
= 2K−1 +K
+
1
1
α
(
µ
ω
− 1)+ µ
αω
Uˆ(ξ)
K−2
(
2 + 1
α
(
1− µ
ω
))
= 2K+1 +K
−
1
1
α
(
µ
ω
− 1)+ µ
αω
Uˆ(ξ).
(53)
From (48), the above system (53) is well-posed. From (50), (51) and (53) we have an
explicit formula for (uˆ(ξ), vˆ(ξ)).
Study of (uˆε, vˆε)
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Explicit formula In the same way as above, the first equation of (41) yields
uˆε(ξ) =
1
ω
(∫
R
νε(y)vˆε(ξ, y)dy + Uˆ(ξ)
)
.
Integrating the second equation of (41) leads us to set four constants K+1 (ε), K
+
2 (ε),
K−1 (ε), K
−
2 (ε), depending on ε and ξ, such that
y > ε : vˆε(ξ, y) =e
αy
(
K+1 (ε)−
1
2α
∫ y
ε
e−αzVˆ (ξ, z)dz
)
+
e−αy
(
K+2 (ε) +
1
2α
∫ y
ε
eαzVˆ (ξ, z)dz
)
(54)
y < −ε : vˆε(ξ, y) =e−αy
(
K−1 (ε)−
1
2α
∫ −ε
y
eαzVˆ (ξ, z)dz
)
+
eαy
(
K−2 (ε) +
1
2α
∫ −ε
y
e−αzVˆ (ξ, z)dz
)
. (55)
For the same integrability reason as in the limit case, we already have an explicit formula
for K±1 (ε) :
K+1 (ε) =
1
2α
∫ ∞
ε
e−αzVˆ (ξ, z)dz, K−1 (ε) =
1
2α
∫ −ε
−∞
eαzVˆ (ξ, z)dz, (56)
which immediately gives us a uniform boundary and, combining with (51), the first fol-
lowing estimate ∣∣K±1 −K±1 (ε)∣∣ ≤ ε2α
∥∥∥Vˆ (ξ)∥∥∥
L∞(y)
. (57)
It remains to determine K±2 (ε). We set
z =
y
ε
and vˆε(z) := vˆε(y) for z ∈ (−1, 1). (58)
The equation for vˆε(ξ, z), now set for z ∈ (−1, 1), is
(ε2ξ2+ε2λ+εν(z))vˆε(ξ, z)−∂zz vˆε(ξ, z) = εµ(z) 1
ω
(∫
R
ν(z)vˆε(ξ, z)dz + Uˆ(ξ)
)
+ε2Vˆ (ξ, εz).
(59)
Specifying (54) and (55) at y = ε and y = −ε gives us the two following boundary
conditions for (59): {
vˆε(1, ξ) = K
+
1 (ε)e
αε +K+2 (ε)e
−αε
vˆε(−1, ξ) = K−1 (ε)eαε +K−2 (ε)e−αε.
(60)
{
∂z vˆε(1, ξ) = εα
(
K+1 (ε)e
αε −K+2 (ε)e−αε
)
∂z vˆε(−1, ξ) = εα
(
K−2 (ε)e
−αε −K−1 (ε)eαε
)
.
(61)
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Blow-up condition for vˆε From now, we are only considering the rescaled equation
(59) with the boundary conditions (60) and (61). Hence, all functions and derivatives are
to be considered in these rescaled variables (58). We first show that the L∞(z)−norm of
vˆε is controlled by K
±
2 (ε). We have:
vˆε(z)− vˆε(−1) = (z + 1)vˆ′ε(−1) +
∫ z
−1
∫ s
−1
vˆ′′ε (u)duds
= (z + 1)vˆ′ε(−1) +
∫ z
−1
∫ s
−1
vˆε(u)
(
εν(u) + ε2ξ2 + ε2λ
)
duds
−
∫ z
−1
∫ s
−1
ε
µ(u)
ω
(∫
νvˆε + Uˆ(ξ)
)
+ ε2Vˆ (ξ, εu)duds.
Hence
‖vˆε‖L∞(−1,1) ≤ |vˆε(−1)|+ 2 |vˆ′ε(−1)|+ ε‖vˆε‖∞
(
2 +
2µ
|ω| + 4ε
∣∣ξ2 + λ∣∣)
+ ε
2µ
|ω|
∣∣∣Uˆ(ξ)∣∣∣+ 4ε2‖Vˆ (ξ)‖∞
≤ (|K−1 (ε)|+ |K−2 (ε)|) (2 + 4|εα|) + ε‖vˆε‖∞ (4 + 4k2ε1−(β+γ))
+ 2ε
∣∣∣Uˆ(ξ)∣∣∣+ 4ε2‖Vˆ (ξ)‖∞.
Now let us recall that K−1 (ε) is uniformly bounded in ε from (57), we have β+γ < 1, and
ξ 7→ (Uˆ(ξ), Vˆ (ξ)) is uniformly bounded. These facts, combined with the above inequality
and the symmetry of the problem, allow us to assert that(
lim sup
ε→0
‖vˆε‖L∞(y) = +∞
)
⇔
(
lim sup
ε→0
∣∣K−2 (ε)∣∣ = +∞
)
⇔
(
lim sup
ε→0
∣∣K+2 (ε)∣∣ = +∞
)
(62)
uniformly in ξ ∈ R.
Control of the derivative In the same way as above we get a control of ‖vˆ′ε‖∞ by
‖vˆε‖∞ with a simple integration of (59):
vˆ′ε(z)− vˆ′ε(−1) =ε
∫ z
−1
vˆε(s)
(
ν(s) + εξ2 + ελ
)− µ(s)
ω
(∫
νvˆε + Uˆ(ξ)
)
− εVˆ (ξ, εs)ds
|vˆ′ε(s)− vˆ′ε(−1)| ≤ε‖vˆε‖∞
(
2 + k2ε1−(β+γ))
)
+ ε
(
|Uˆ(ξ)|+ 4ε‖Vˆ (ξ)‖∞
)
.
So for ε small enough,
‖vˆ′ε‖L∞(−1,1) ≤ 8ε (‖vˆε‖∞ + 1) + 4ε
(
|Uˆ(ξ)|+ ε‖Vˆ (ξ)‖∞
)
. (63)
Explicit computation of K±2 (ε) We are now ready to prove Lemma 14. The only
argument we will use is, once again, an integration of (59). It yields:
vˆε(1)− vˆε(−1) =2vˆ′ε(−1) + ε
∫ 1
−1
∫ z
−1
vˆε(s)
(
ν(s) + εξ2 + ελ
)
dsdz
− ε
∫ 1
−1
∫ z
−1
µ(s)
ω
(∫
νvˆε + Uˆ(ξ)
)
+ εVˆ (ξ, εs)dsdz.
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Hence, with (60) and the estimate (49) on α, we have
∣∣∣e−αε (K+2 (ε)−K−2 (ε))− eαε (K−1 (ε)−K+1 (ε)) ∣∣∣
≤ 2 |vˆ′ε(−1)|+ ε ‖vˆε‖∞
(
6 + 4k2ε1−(β+γ)
)
+ ε
(
4
∣∣∣Uˆ(ξ)∣∣∣+ 4ε ∥∥∥Vˆ (ξ)∥∥∥
∞
)
. (64)
In the same fashion,
vˆ′ε(1)− vˆ′ε(−1) = ε
∫ 1
−1
vˆε(z)
(
ν(z) + ε(ξ2 + λ)
)− µ(z)
ω
(∫
νvˆε + Uˆ
)
− Vˆ (εz)dz.
Hence, using (61),
∣∣∣∣αeαε (K+1 (ε) +K−1 (ε))− αe−αε (K+2 (ε) +K−2 (ε))−
(
1− µ
ω
)∫
νvˆε +
µ
ω
Uˆ(ξ)
∣∣∣∣
≤ 2k2ε1−(β+γ) ‖vˆε‖∞ + 2ε
∥∥∥Vˆ (ξ)∥∥∥
∞
. (65)
Now we just do a Taylor-Lagrange expansion: for all ε, ξ, λ, there exists a function c :
[−1, 1] 7→ [−1, 1] such that
∫ 1
−1
ν(z)vˆε(z)dz =
(
K+1 (ε)e
αε +K+2 (ε)e
−αε
)
+
∫ 1
−1
vˆ′ε(c(z))(z − 1)ν(z)dz. (66)
Using (66) in (65) gives
∣∣∣e−αεK+2 (ε)
(
α +
(
1− µ
ω
))
+ αe−αεK−2 (ε) + e
αεK+1 (ε)
((
1− µ
ω
)
− α
)
− αeαεK−1 (ε)−
µ
ω
Uˆ(ξ)
∣∣∣ ≤ 2 ‖vˆ′ε‖∞ + 2k2ε1−(β+γ) ‖vˆε‖∞ + 2ε ∥∥∥Vˆ (ξ)∥∥∥
∞
. (67)
At this point, we have a system of two inequations (64) and (67) which will allow us to
compute an approximation of K+2 (ε) and K
−
2 (ε). We will give details only for K
+
2 (ε), the
other case being similar. Let us consider eαε
[
(64)− 1
α
(67)
]
, still using (49). This reads:
∣∣∣∣K+2 (ε)
(
2 +
1
α
(
1− µ
ω
))
− 2e2αεK−1 (ε)− e2αεK+1 (ε)
1
α
(
µ
ω
− 1
)
− eαε µ
αω
Uˆ(ξ)
∣∣∣∣
≤ 4 |vˆ′ε(−1)|+ ε ‖vˆε‖∞
(
6 + 4k2ε1−(β+γ)
)
+ 2ε
(
4
∣∣∣Uˆ(ξ)∣∣∣+ 4ε ∥∥∥Vˆ (ξ)∥∥∥
∞
)
+
4 ‖vˆ′ε‖∞ + 4k2ε1−(β+γ) ‖vˆε‖∞ + 4ε
∥∥∥Vˆ (ξ)∥∥∥
∞
.
Let us recall that (63) gives us a control of ‖vˆ′ε‖L∞(z) by ε‖vˆ‖L∞(z) in the strip [−1, 1].
Thus, for some constant C6, we have:∣∣∣∣K+2 (ε)
(
2 +
1
α
(
1− µ
ω
))
− 2K−1 (ε)−K+1 (ε)
1
α
(
µ
ω
− 1
)
− µ
αω
Uˆ(ξ)
∣∣∣∣
≤ C6
(
|εα| (|K+1 (ε)|+ |K−1 (ε)|)+ ε1−(β+γ) ‖vˆε‖∞ + ε ∣∣∣Uˆ(ξ)∣∣∣+ ε ∥∥∥Vˆ (ξ)∥∥∥
∞
)
. (68)
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The last expression (68) combined with the control of ‖vˆε‖∞ by K+2 (ε) given in (62)
allows us to assert that
(‖z 7→ vˆε(ξ, z)‖L∞(−1,1))ε is uniformly bounded on ε, ξ, λ under
assumptions of Lemma 14, and so is
(‖y 7→ vˆε(ξ, y)‖L∞(R))ε with (54) and (55). Comparing
(68) with (53) and using the previous estimate (57) and the explicit formula for K±1 (ε)
yields, for some constant C7 :∣∣K+2 (ε)−K+2 ∣∣ ≤ C7ε1−β−γ (‖vˆ(ξ)‖L∞(y) + ∣∣∣Uˆ(ξ)∣∣∣+ ‖Vˆ (ξ)‖L∞(y)) . (69)
Now we are done with the rescaled variables. To conclude the proof of Lemma 14, we
compute directly the difference from (50) and (54), (55). We have the explicit formulas
(51) and (56), the other terms being treated by (69). As for our previous estimate (69),
we will only focus on the case y > 0, the other one y < 0 being similar. All in all, we have
|vˆε(ξ, y)− vˆ(ξ, y)| ≤ e−αy
∣∣K+2 (ε)−K+2 ∣∣ + 1|2α|
∫ ε
0
∣∣∣eα(z−y)Vˆ (ξ, z)∣∣∣ dz
≤ C7ε1−β−γ
(
‖vˆ(ξ)‖∞ + |Uˆ(ξ)|+ 2‖Vˆ (ξ)‖∞
)
and the proof of Lemma 14 is finished.
5 Finite time convergence
In this section, we finish the proof of Theorem 3. The first ingredient is Proposition 15
which is a corollary of our estimates on the resolvents. It gives a control of the semigroups
generated by the linear operators. The second ingredient is Lemma 16 which gives some
L∞ and decay estimates on the solutions. At last, we will use these two ingredients in a
Gronwall argument to deal with the nonlinearity.
5.1 Difference between the semigroups
Combined with the explicit formula (34), the results given in Lemma 10 and Corollary 12
allow us to assert the following estimate on the difference between the analytic semigroups.
Proposition 15. Let t ∈ (0, T ), β > 1
2
and γ > 0 such that 1 − 3
2
(β + γ) > 0. There
exists a constant C8 depending only on r, ϑ,D, µ such that, for ε small enough,∥∥(etL0 − etLε) (U, V )∥∥
∞
≤ε1− 32 (β+γ)
(
‖U‖L1(x) +
∥∥∥‖V ‖L∞(y)∥∥∥
L1(x)
)
C8
(
eTC8 +
1
t
)
+ ε2β−1 ‖(U, V )‖∞
C8
t
e
− t
C8ε
β .
Proof.∥∥(etL0 − etLε) (U, V )∥∥
∞
≤ 1
2pi
∫
Γ
|etλ|. ‖(R(λ, L0)− R(λ, Lε)) (U, V )‖∞ dλ
≤ 1
2pi
∫
λ∈Γ,|λ|>ε−β
|etλ|. (‖R(λ, L0)‖+ ‖R(λ, Lε)‖) ‖(U, V )‖∞ dλ
(70)
+
1
2pi
∫
λ∈Γ,|λ|<ε−β
|etλ|. ‖(R(λ, L0)− R(λ, Lε)) ((U, V ))‖∞ dλ.
(71)
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We recall that pi
2
< ϑ < 3pi
4
. Hence, for large λ, the curve Γr,ϑ lies in the half-plane
{z,Re (z) < 0} . From Lemma 10 (and Proposition 9 for L0), the first term of the right
handside of the above inequality satisfies, for some constant C,
(70) ≤ 2
∫
s>ε−β
Ce−tsε2β−1 ‖(U, V )‖∞ ds.
The second term satisfies from Corollary 12
(71) ≤ ε1− 32 (β+γ)
(
‖U‖L1(x) +
∥∥∥‖V ‖L∞(y)∥∥∥
L1(x)
)∫
λ∈Γ,|λ|<ε−β
|Cetλ|dλ.
It remains to notice that Γ ∩ {z, Re (z) ≥ 0} is bounded, and the proof of Proposition
15 is complete.
Remark that etLε , etL0 → Id as t → 0. So the estimate given in Proposition 15 is far
from optimal, especially for small t. But it will be enough for our purpose.
5.2 Uniform decay in x
Lemma 16. Let (u, v)(t) be the solution of (2), and, for all ε ∈ (0, 1), (uε, vε)(t) the
solution of (1), both with initial datum (u0, v0). Then, there exists K2, λ, c > 0 independent
of ε such that for all (x, y) ∈ R2, t > 0,
max (u(t, x), uε(t, x), v(t, x, y), vε(t, x, y)) ≤ K2e−λ(|x|−ct).
Proof. First case: D > 2d. Let c be the unique positive solution of the equation in c
λ−2 (c) :=
c−√c2 − c2KPP
2d
=
c
D
.
To this velocity c we associate the decay rate λ := c
D
. Thus, from simple geometric
considerations (see Figure 1), we have for all ε > 0 that c∗ε, c
∗
0 < c and λ
∗
ε, λ
∗
0 > λ. Hence,
for all t > 0, x ∈ R, ε > 0,
e−λ
∗
ε(|x|−c
∗
εt) < e−λ(|x|−ct).
We recall that the linear travelling waves (c∗ε, λ
∗
ε, φ
∗
ε) and (c
∗
0, λ
∗
0, φ
∗) are supersolutions for
(1) and (2). From Lemma 7, as (u0, v0) is continuous and compactly supported, we know
that there exists a constant K1 such that

u0(x) ≤ K1e−λ|x| ∀x ∈ R
v0(x, y) ≤ K1e−λ|x|min{φ∗(y), inf
ε∈(0,1]
φ∗ε(y)} ∀(x, y) ∈ R2.
From Lemma 6, there exists a constant K2 such that
sup
ε≥0
sup
y∈R
φε(y) ≤ K2.
up to replace K2 by max(K1, K2), the proof is completed.
Second case: D ≤ 2d. In this case, for all ε > 0, c∗0 = c∗ε = cKPP . Let us choose
c > cKPP and λ ∈
(
λ−2 (c),
c
D
)
and we conclude in the same fashion.
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5.3 Proof of Theorem 3
For (u, v) ∈ X, set F (u, v) := (0, f(v)) the nonlinear term in the studied systems. From
the regularity of F and Proposition 9, the solution of (2) (u, v) and of (1) (uε, vε) can be
written in the form
(u, v)(t) = etL0(u0, v0) +
∫ t
0
e(t−s)L0F (u(s), v(s))ds
(uε, vε)(t) = e
tLε(u0, v0) +
∫ t
0
e(t−s)LεF (uε(s), vε(s)) ds.
Set 0 < τ1 < T. For all t ∈ (τ1, T ),
(u, v)(t)− (uε, vε)(t) =
(
etL0 − etLε) (u0, v0)
+
∫ t
0
e(t−s)L0F (u(s), v(s))− e(t−s)LεF (uε(s), vε(s)) ds
=
(
etL0 − etLε) (u0, v0)
+
∫ t
0
(
e(t−s)L0 − e(t−s)Lε)F (uε(s), vε(s)) ds
+
∫ t
0
e(t−s)L0 (F (u(s), v(s))− F (uε(s), vε(s))) ds.
It is easy to see (cf [8]) that for all t > 0,
∥∥etL0∥∥ ≤ max(1, 1
µ
). Set
δ(t) := ‖(u, v)(t)− (uε, vε)(t)‖∞ , α = min(1−
3
2
(β + γ), 2β − 1) > 0.
and δ(t) satisfies the following inequation:
δ(t) ≤ ∥∥(etL0 − etLε) (u0, v0)∥∥∞ (72)
+
∫ t
0
∥∥(e(t−s)L0 − e(t−s)Lε)F (uε(s), vε(s))∥∥∞ ds (73)
+
∫ τ1
0
max
(
1,
1
µ
)
‖F‖Lip (‖(u, v)(s)‖∞ + ‖(uε, vε)(s)‖∞) ds (74)
+
∫ t
τ1
max
(
1,
1
µ
)
‖F‖Lip δ(s)ds (75)
From Proposition 15, we can assert that for some constant C9 depending only on r, ϑ, D,
µ, τ1, and T, the first term (72) satisfies∥∥(etL0 − etLε) (u0, v0)∥∥∞ ≤ εαC9 ((‖u0‖∞ + ‖v0‖∞) (1 + |supp(v0)|+ |supp(u0)|)) . (76)
From Lemma 16, we get that for all t > 0, ε > 0,
‖uε(t)‖∞, ‖vε(t)‖∞ ≤ K2eλct,
∥∥∥‖vε(t)‖L∞(y)∥∥∥
L1(x)
≤ 2K2
λ
eλct, (77)
and the same estimates holds for (u, v). So we get for the third term (74)∫ τ1
0
(‖(u, v)(s)‖∞ + ‖(uε, vε)(s)‖∞) ds ≤ 4τ1K2eλcτ1 . (78)
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Recall that f ′(0) > 0. Hence, any supersolution of (1) is also a supersolution of the linear
system (30). Thus, Lemma 16 is also available for time-dependent solutions of the linear
system (30), which in particular entails
∀ε > 0, ∀t > 0, ∥∥etLε∥∥ ≤ K2eλct. (79)
Now we can deal with the second term (73). Let us choose τ2 > 0 small enough, and set∫ t
0
∥∥(e(t−s)L0 − e(t−s)Lε)F (uε(s), vε(s))∥∥∞ ds ≤∫ t−τ2
0
∥∥(e(t−s)L0 − e(t−s)Lε)F (uε(s), vε(s))∥∥∞ ds+∫ t
t−τ2
(∥∥e(t−s)L0∥∥+ ∥∥e(t−s)Lε∥∥) ‖F‖Lip ‖(uε(s), vε(s))‖∞ ds.
From (77) and (79),∫ t
t−τ2
(∥∥e(t−s)L0∥∥+ ∥∥e(t−s)Lε∥∥) ‖F‖Lip ‖(uε(s), vε(s))‖∞ ds ≤
τ2‖F‖Lip
(
K2e
λcT + 1 +
1
µ
)
‖(u0, v0)‖∞. (80)
From Proposition 15 and (77),∫ t−τ2
0
∥∥(e(t−s)L0 − e(t−s)Lε)F (uε(s), vε(s))∥∥∞ ds ≤
εαTC8
(
eTC8 +
1
τ2
)(
2 +
4
λ
)(
K2e
λcT
)
. (81)
We can now conclude the proof of Theorem 3 by a classical Gronwall argument in (72)-
(75), choosing τ1, then τ2 and at last ε. Let η > 0 be any small quantity. Let τ1 > 0 small
enough such that 4τ1K2e
λcτ1 ≤ η
4
. Let τ2 > 0 such that
τ2‖F‖Lip
(
K2e
λcT + 1 +
1
µ
)
‖(u0, v0)‖∞ ≤ η
4
.
Now, let us choose ε > 0 such that{
εαC9 ((‖u0‖∞ + ‖v0‖∞) (1 + |supp(v0)|+ |supp(u0)|)) ≤ η4
εαTC8
(
eTC8 + 1
τ2
)(
2 + 4
λ
)(
K2e
λcT
)
≤ η
4
.
Hence, (72) + (73) + (74) ≤ η and we get from Gronwall’s inequality for all t ∈ [τ1, T ]:
δ(t) ≤ ηe‖F‖Lip(1+ 1µ)(T−τ1).
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6 Uniform spreading
Once again, we consider nonnegative compactly supported initial datum (u0, v0).We also
made the following assumption on (u0, v0) :
(u0, v0) ≤ ( 1
µ
m,m) (82)
where m is given by (29). The purpose is now to prove Theorem 2. Our notations are
these of Section 2. c∗0 is the asymptotic speed of spreading associated to the limit system
(2), c∗ε the one associated to (1). Recall that in the case D ≤ 2d, the spreading is driven
by the field, and c∗0 = c
∗
ε = 2
√
df ′(0). In both systems, the spreading in this case is
independent of the line, and the uniform spreading is easy to get. We will focus on the
case D > 2d, where the spreading is enhanced by the line.
First part: c > c∗0. This is the easiest case. Let c1 =
c+c∗0
2
. From Proposition 4, there
exists ε0 such that ∀ε < ε0, c∗ε ≤ c1. From Lemma 16, there exists K such that

u0(x) ≤ K1e−λ|x| ∀x ∈ R
v0(x, y) ≤ K1e−λ|x| inf
ε∈[0,1]
φε(y; c1) ∀(x, y) ∈ R2.
Then, from Proposition 5 and Lemma 16,
∀ε < ε0, uε(t, x) ≤ Ke−λ(x−c1t),
which concludes the proof of the first part of Theorem 2.
Second part: c < c∗0
Background on subsolutions Let us recall that in [8] (resp. in [18]) the argument
to prove the spreading was to devise stationary compactly supported subsolutions of (2)
(resp. (1)) in a moving framework at some speed c less than and close to c∗0 (resp. c
∗
ε).
More precisely, for L large enough, set ΩL := R×(−L, L) and let us consider the following
systems for some δ ≪ 1 :

−DU ′′ + cU ′ = V (x, 0)− µU x ∈ R
−d∆V + c∂xV = (f ′(0)− δ)V (x, y) ∈ ΩL
−d (∂xV (x, 0+)− ∂xV (x, 0−)) = µU(x)− V (x, 0) x ∈ R
V (x,±L) = 0 x ∈ R.
(83)


−DU ′′ + cU ′ = −µU + ∫
(−L,L)
νε(y)V (x, y)dy x ∈ R
−d∆V + c∂xV = (f ′(0)− δ)V + µε(y)U(x)− νε(y)V (x, y) (x, y) ∈ ΩL
V (x,±L) = 0 x ∈ R.
(84)
It was showed by an explicit computation in [8] and an analysis of a spectral problem in
[18] that there exists a unique c := c∗0(L) (resp. c
∗
ε(L)) such that (83) (resp. (84)) admits
a unique solution of the form (
U(x)
V (x, y)
)
= eλx
(
1
ϕ(y)
)
(85)
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with c∗0(L) < c
∗
0, c
∗
ε(L) < c
∗
ε, and{
limδ→0 limL→∞ c
∗
0(L) = limL→∞ limδ→0 c
∗
0(L) = c
∗
0
limδ→0 limL→∞ c
∗
ε(L) = limL→∞ limδ→0 c
∗
ε(L) = c
∗
ε.
Using (85), the system (84) reads on (c, λ, ϕ){
−Dλ2 + λc+ µ = ∫
(−L,L)
ν(y)φ(y)dy
−dϕ′′(y) + (cλ− dλ2 − f ′(0) + δ + νε(y))ϕ(y) = µε(y) ϕ(±L) = 0
(86)
and c∗ε(L) was given as the first c such that the graphs of the two following functions
intersect {
Ψ1 : λ 7→ −Dλ2 + λc+ µ
Ψ2 : λ 7→
∫
(−L,L)
νε(y)ϕ(y)dy
where, for Ψ2, ϕ is given by the unique solution of second equation of (86). Let us call
Γ1, resp. Γ2, the graph of Ψ1, resp. Ψ2. So we should keep in mind that in (85), both
λ and ϕ depend on L, δ, ε. Using the same kind of arguments as for Lemma 6 and 7,
we can assert that this dependence is continuous for the L∞-topology. In particular, the
subsolution (85) of (84) converges uniformly in δ, L to the subsolution of (83) as ε goes
to 0, and of course c∗ε(L) → c∗0(L) as ε → 0. Hence, the notations are not confusing, as
we can continuously extend ϕ(ε, δ, L) to ϕ(0, δ, L) as ε goes to 0.
So we get that both ϕ and Ψ2 are:
• analytical in λ, c, δ;
• uniformly continuous in L and ε, up to ε = 0.
Then, a perturbative argument gives for some c less than but close to c∗(L) a compactly
supported subsolution of (84), or (83) in the limit case ε = 0.
Spreading Let c < c∗0. Let c1 =
c+c∗0
2
, c2 =
c+c∗0
4
. From Proposition 4, there exists ε1
such that for all ε < ε1, c
∗
ε > c2. Now, for some δ small enough and some L large enough,
[8] and [18] give us a family of subsolutions of (83) and (84) denoted (u, v) and (uε, vε)
for some cε > c1 for ε < ε1. The uniform continuity of Ψ2 allows us to take same δ and
L for all ε ∈ [0, ε1). Hence, the convergence result given in Lemma 7 adapted to this case
gives that
(uε, vε) −→
ε→0
(u, v)
for the L∞-norm. Set:{
u1(x) = inf{uε(x), ε ∈ [0, ε1)}, v1(x) = inf{vε(x, y), ε ∈ [0, ε1)}
u2(x) = sup{uε(x), ε ∈ [0, ε1)}, v2(x) = sup{vε(x, y), ε ∈ [0, ε1)}.
Both u1, v1, u2, v2 are nonnegative, continuous and compactly supported. Let us set γ
such that
γ(f ′(0)− δ) ‖v2‖∞ ≤ f (‖v2‖∞) and γ ‖u2‖∞ <
1
µ
.
We know that (u, v)(t) converges locally uniformly to the steady state ( 1
µ
, 1). So, let t1
such that (u, v)(t1) > γ(u2, v2). From Theorem 3, there exists ε2 such that for all ε < ε2,
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(uε, vε)(t1) > γ(u2, v2). Up to replace ε2 by min(ε1, ε2), we get from comparison principle
that
∀t > t1, ∀ε < ε2, (uε(t, x), vε(t, x, y)) > γ (u1(x− c1(t− t1)), v1(x− c1(t− t1), y)) .
Let (u˜, v˜) and (u˜ε, v˜ε) the solutions of (2) and (1) starting at t = t1 from γ(u1, v1). Then,
considering the hypotheses on (u0, v0), for all t > t1, we have:{
(u˜, v˜)(t) < (u, v)(t) <
(
1
µ
, 1
)
(u˜ε, v˜ε)(t) < (uε, vε)(t) < (Uε, Vε) .
Now, from Proposition 8, there exists ε3 such that if ε < ε3,
∣∣∣∣Uε − 1µ
∣∣∣∣ < η3 . Let t2 such
that
∀x ∈ supp(u1), ∀t > t2,
∣∣∣∣u˜(t, x)− 1µ
∣∣∣∣ < η3 .
From Theorem 3, there exists ε4 such that if ε < ε4, |(u˜ε − u˜)(t2)| < η
3
. Now, set ε0 =
min(ε1, ε2, ε3, ε4), T0 = t2
c∗0
c∗0 − c2
, and the proof of Theorem 2 is concluded.
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Appendix A
Here we prove for the convenience of the reader the lemma used in the proof of Lemma
13. It relies on a Kato-type inequality.
Lemma A.1. Let φ,m, f be functions in BUC(R,C) such that
−φ′′(y) +m(y)φ(y) = f(y), y ∈ R. (A.1)
If there exists κ > 0 such that for all y ∈ R, Re (m(y)) ≥ κ2 then |φ| satisfies
|φ(y)| ≤ 1
2κ
∫
R
e−κ|z| |f(z)| dz. (A.2)
Proof. Let us first compute the second derivative of the modulus of a complex valued
function. Let φ ∈ BUC(R,C) ∩ C2. An easy computation yields
|φ|′′ = Re
(
φφ′′
)
|φ| +
|φ′|2
|φ| −
Re (φφ′)2
|φ|3 .
Hence, for all smooth enough complex-valued function of the real variable, we get
− |φ|′′ ≤ −Re
(
φφ′′
)
|φ| . (A.3)
Now, let us multiply (A.1) by
φ
|φ| and take the real part. It gives
−Re
(
φφ′′
)
|φ| +Re (m) |φ| = Re
(
f
φ
|φ|
)
.
Using (A.3) in the above inequality yields the following inequation for |φ| :
−|φ(y)|′′ +Re (m(y)) |φ(y)| ≤ |f(y)|.
Now we are reduced to an inequation with real functions. If ϕ is the unique solution in
H1(R) of
−ϕ′′(y) + κ2ϕ(y) = |f(y)| ,
from the elliptic maximum principle, we get |φ| ≤ ϕ, which is exactly the desired inequality
(A.2).
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