Limit theorem associated with Wishart matrices with application to
  hypothesis testing for common principal components by Tsukuda, Koji & Matsuura, Shun
ar
X
iv
:2
00
5.
01
31
6v
1 
 [m
ath
.ST
]  
4 M
ay
 20
20
Limit theorem associated with Wishart matrices with application to
hypothesis testing for common principal components
Koji Tsukuda∗ and Shun Matsuura†
May 5, 2020
Abstract
The Wishart distribution is a classical distribution of random matrices, which arises in the field of multivariate sta-
tistical analysis. A lot of studies have investigated its asymptotic properties under the traditional regime of multivariate
statistics: n→∞ with fixed p, where n denotes the degree-of-freedom and p is the size of the matrix parameter of the
distribution. On the other hand, as observed variables have increased with the development of information technology,
statistical methodologies based on the traditional regime do not work. Hence, recently more and more studies consid-
ered another asymptotic regime: n → ∞ together with p → ∞. Given this background, we derive a new property of
the Wishart distribution when n and p grow simultaneoulsy. Particularly, the asymptotic normality of
1
p2
√
nanbncnd
tr (Ta(na)Tb(nb)Tc(nc)Td(nd))
is shown under the asymptotic regime na, nb, nc, nd = O(p
δ), 0 < δ < 1, where Ta(na),Tb(nb),Tc(nc),Td(nd) are
independent p-dimensional Wishart matrices whose degrees-of-freedoms are na, nb, nc, nd and matrix parameters are
Σa,Σb,Σc,Σd which are p × p positive definite matrices, respectively. As an application of the result, we propose
a test procedure for the common principal components hypothesis. For this problem, the proposed test statistic
is asymptotically normal under the null hypothesis, and the proposed test statistic diverges to positive infinity in
probability under the alternative hypothesis.
keywords: asymptotic test; central limit theorem; common principal components model; high-dimension; Wishart
distribution.
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1
1 Introduction
This paper shows the asymptotic normality of the trace of products of four independent Wishart matrices in a high-
dimensional setting, and proposes a test procedure for the common principal components (CPC) hypothesis which is a
typical null hypothesis in the context of multivariate statistical analysis.
A classical setting in multivariate analysis is that population distributions are normal and that the number of observed
variables are much less than the number of individuals in a sample. In 1928, John Wishart derived the celebrated Wishart
distribution as the distribution of a scatter matrix
∑n
i=1 viv
′
i calculated from iid centered p-dimensional normal vectors
{vi}ni=1, where ′ denotes the transpose. Starting from the derivation of the Wishart distribution, a lot of studies have
investigated its asymptotic properties under the traditional multivariate analysis setting: n→∞ with fixed p. On the other
hand, as observed variables have increased with the development of information technology, different settings have become
possible and so multivariate statistical methods have been developed to deal with this situation. In particular, when few
variables are observed, the likelihood ratio test is quite useful to test hypotheses about population covariance matrices.
However, when more variables are observed than the number of the individuals in samples (so-called high-dimensional
setting), the likelihood ratio test is unavailable in many cases because the scatter matrices are not full-rank. In one-sample
testing problems such as “the population covariance matrix is an identity matrix”, “the covariance population matrix is
spherical”, and “the covariance matrix is diagonal”, alternative test procedures with smart usages of the trace of a scatter
matrix have been proposed. Such procedures are considered to be effective in high-dimensional settings; see, e.g., Chen,
Zhang and Zhong (2010); Srivastava (2005); Srivastava, Yanagihara and Kubokawa (2014).
In two-sample testing problems for covariance matrices, the hypotheses such as “two covariance population matrices
are identical”, “two population covariance matrices are proportional”, and “two population covariance matrices have the
same eigenvectors (CPC hypothesis)” have been considered. These three hypotheses testing are especially typical in two
sample problems in the multivariate analysis. Indeed, they correspond Flury’s hierarchical model, and the likelihood ratio
test can be used for model selection (Flury, 1988). As the likelihood ratio test for these hypotheses testing is unavailable
in a high-dimensional setting, alternative test procedures have been proposed for the former two hypotheses (equality
and proportionality); see, e.g., Li and Chen (2012); Liu et al. (2014); Schott (2007); Srivastava and Yanagihara (2010);
Srivastava, Yanagihara and Kubokawa (2014); Tsukuda and Matsuura (2019); Xu et al. (2014). Particularly, some of them
adopt test statistics based on the trace of scatter matrices. Testing the CPC hypothesis was first considered by Flury
(1984), and several studies including Boente, Pires and Rodrigues (2009); Boik (2002); Hallin, Paindaveine and Verdebout
(2010, 2013) have proposed test procedures. However, none of them have considered high-dimensional settings. Therefore,
in this paper, we propose a test procedure for CPC hypothesis in a high-dimensional setting by applying our main result.
This paper is organized as follows. In Section 2, we present the main result with the outline of its proof. An application
of the limit theorem to testing CPC hypothesis is given in Section 3. Section 4 is devoted to prepare preliminary results
which are used in the proof of the main result. Section 5 supplements the technically missing part in the former sections
and concludes the proof of the main result.
2 Limit theorem
2.1 Problem setting and assumption
Let na, nb, nc, nd and p be positive integers and Σa, Σb, Σc and Σd positive definite matrices. Consider four independent
Wishart matrices
Ta(na) ∼Wp(na,Σa), Tb(nb) ∼Wp(nb,Σb), Tc(nc) ∼Wp(nc,Σc), Td(nd) ∼Wp(nd,Σd),
where T ∼ Wp(n,Σ) denotes a random p × p matrix T follows the p-dimensional Wishart distribution with its degrees-
of-freedom n and its matrix parameter Σ. We will study the asymptotic behavior of
M =
1
p2
√
nanbncnd
tr (Ta(na)Tb(nb)Tc(nc)Td(nd))
under the following high-dimensional asymptotic regime
na, nb, nc, nd = O(p
δ), 0 < δ < 1. (2.1)
To provide our limit theorem, we pose the following assumption.
Assumption 1. As p→∞ with (2.1), it holds that
tr(ΣiΣj)
p
→ σij ∈ (0,∞), tr(ΣiΣjΣk)
p
→ σijk ∈ (−∞,∞), tr(ΣiΣjΣkΣl)
p
→ σijkl ∈ (−∞,∞),
2
tr(ΣiΣjΣkΣlΣi′)
p
→ σijkli′ ∈ (−∞,∞), · · · , tr(ΣiΣjΣkΣlΣi
′Σj′Σk′Σl′)
p
→ σijkli′j′k′l′ ∈ (−∞,∞),
· · · , tr(ΣiΣjΣkΣlΣi′Σj′Σk′Σl′Σi′′Σj′′Σk′′Σl′′Σi′′′Σj′′′Σk′′′Σl′′′ )
p
→ σijkli′j′k′l′i′′j′′k′′l′′i′′′j′′′k′′′l′′′ ∈ (−∞,∞)
for i, j, k, l, i′, j′, k′, l′, i′′, j′′, k′′, l′′, i′′′, j′′′, k′′′, l′′′ = a, b, c, d.
Obviously, it holds that
E[M ] =
√
nanbncnd
p2
tr (ΣaΣbΣcΣd) .
Moreover, the following proposition provides the limit of variance of M under our asymptotic regime.
Proposition 2.1. Under Assumption 1, it holds that
V[M ]→ σabσadσbcσcd
as p→∞ with (2.1).
Proof. See Section 5.
To close this subsection, let us define four independent iid p-dimensional random sequences {xi}nai=1, {yi}nbi=1, {zi}nci=1
and {wi}ndi=1 which satisfy
Ta(na) =
na∑
i=1
xix
′
i, Tb(nb) =
nb∑
i=1
yiy
′
i, Tc(nc) =
nc∑
i=1
ziz
′
i, Td(nd) =
nd∑
i=1
wiw
′
i
where
xi ∼ Np(0p,Σa) (i = 1, . . . , na), yi ∼ Np(0p,Σb) (i = 1, . . . , nb),
zi ∼ Np(0p,Σc) (i = 1, . . . , nc), wi ∼ Np(0p,Σd) (i = 1, . . . , nd).
Moreover, for later discussions, let us denote
Ta(h) =
h∑
i=1
xix
′
i (h = 1, . . . , na), Tb(h) =
h∑
i=1
yiy
′
i (h = 1, . . . , nb),
Tc(h) =
h∑
i=1
ziz
′
i (h = 1, . . . , nc), Td(h) =
h∑
i=1
wiw
′
i (h = 1, . . . , nd).
2.2 Main result
The main result of this paper is the following theorem.
Theorem 2.2. Under Assumption 1, it holds that
M − E[M ]⇒ N(0, σabσadσbcσcd)
as p→∞ with (2.1).
Proof. Define a sequence {ui}na+nb+nc+ndi=1 by
ui = xi (i = 1, . . . , na), una+i = yi (i = 1, . . . , nb),
una+nb+i = zi (i = 1, . . . , nc), una+nb+nc+i = wi (i = 1, . . . , nd).
Moreover, introduce a filtration {Fh}na+nb+nc+ndh=1 defined by Fh = σ(u1, . . . ,uh) (h = 1, . . . , na+nb+nc+nd). Consider
a martingale difference array {Dh}na+nb+nc+ndh=1 defined by
Dh = Eh[M ]− Eh−1[M ] (h = 1, . . . , na + nb + nc + nd),
where we use the notation E0[·] = E[·] and Eh[·] = E[·|Fh] (h = 1, . . . , na + · · ·+ nd) for simplicity. From the definition, it
holds that
na+nb+nc+nd∑
h=1
Dh =M − E[M ] = 1
p2
√
nanbncnd
tr (Ta(na)Tb(nb)Tc(nc)Td(nd))−
√
nanbncnd
p2
tr (ΣaΣbΣcΣd) .
3
Its quadratic variation is denoted by {σ2h}na+nb+nc+ndh=1 ; i.e., σ2h = Eh−1[D2h] (h = 1, . . . , na + nb + nc + nd). It holds that
σ2h = Eh−1[(Eh[M ])
2]− (Eh−1[M ])2 (h = 1, . . . , na + nb + nc + nd)
and so
E
[
na+nb+nc+nd∑
h=1
σ2h
]
= E
[
na+nb+nc+nd∑
h=1
{
Eh−1[(Eh[M ])
2]− (Eh−1[M ])2
}]
=
na+nb+nc+nd∑
h=1
{
E[(Eh[M ])
2]− E[(Eh−1[M ])2]
}
= E[(Ena+nb+nc+nd [M ])
2]− E[(E0[M ])2]
= E[M2]− (E[M ])2 = V[M ]. (2.2)
As we will see in Section 5, the following two lemmas hold:
Lemma 2.3. Under Assumption 1, it holds that
V
[
na+nb+nc+nd∑
h=1
σ2h
]
→ 0
as p→∞ with (2.1).
Lemma 2.4. Under Assumption 1, it holds that
na+nb+nc+nd∑
h=1
E[D4h]→ 0
as p→∞ with (2.1).
Proposition 2.1, (2.2) and these lemmas yield that
na+nb+nc+nd∑
h=1
σ2h →p σabσadσbcσcd
and ∑na+nb+nc+nd
h=1 E[D
4
h]
(V[M ])2
→ 0. (2.3)
Therefore, the conclusion follows from the martingale central limit theorem. Indeed, the Lyapunov condition follows from
(2.3). This completes the proof.
3 Testing for common principal components model
3.1 Problem setting
The Common Principal Components (CPC) model is the model that the eigenvectors of the covariance matrices of
(more than) two populations are identical. The CPC model was first introduced in Flury (1984), and fundamental
asymptotic theory of statistical inference was established in Flury (1986). Flury (1984, 1986) considered that the population
distributions are normal. Afterwards, the CPC model was discussed in Hallin, Paindaveine and Verdebout (2008) for other
elliptical and possibly heterokurtic distributions than the normal distribution. As introduced in Section 1, tests for CPC
model have been studied in Boente, Pires and Rodrigues (2009); Boik (2002); Hallin, Paindaveine and Verdebout (2010,
2013), but CPC test under the high-dimensional setting has not been studied in the literature. In this section, we consider
the problem by using Theorem 2.2.
Denote spectral decompositions of two population covariance matrices Σx and Σy be Σx = UxΛxU
′
x and Σy =
UyΛyU
′
y , respectively. The CPC model means that there exist spectral decompositions satisfying Ux = Uy. It is well-
known that this model is equivalently expressed as
ΣxΣy = ΣyΣx.
4
Henceforth, let p,m, n be positive integers, and let Σx and Σy be p × p positive-definite matrices. Suppose that we
have a random sample of size M = 4m from Np(µx,Σx), and the sample is randomly split to four subsamples of size m.
In the same way, suppose that we have a random sample of size N = 4n from Np(µy,Σy), and the sample is split to four
subsamples of size n. Under this setting, we wish to test
H0(Null) : ΣxΣy = ΣyΣx,
H1(Alternative) : ΣxΣy 6= ΣyΣx.
We consider the asymptotic regime p→∞ with
m,n = O(pδ), 0 < δ < 1. (3.1)
When the power of the test is discussed, the regime is limited to 1/2 < δ < 1 in order to guarantee the consistency.
Assumption 2. As p→∞ with (3.1), it holds that
tr(ΣiΣj)
p
→ σij ∈ (0,∞), tr(ΣiΣjΣk)
p
→ σijk ∈ (0,∞), tr(ΣiΣjΣkΣl)
p
→ σijkl ∈ (0,∞),
tr(ΣiΣjΣkΣlΣi′ )
p
→ σijkli′ ∈ (0,∞), tr(ΣiΣjΣkΣlΣi
′Σj′)
p
→ σijkli′j′ ∈ (−∞,∞),
tr(ΣiΣjΣkΣlΣi′Σj′Σk′ )
p
→ σijkli′j′k′ ∈ (−∞,∞), tr(ΣiΣjΣkΣlΣi
′Σj′Σk′Σl′)
p
→ σijkli′j′k′l′ ∈ (−∞,∞),
· · · , tr(ΣiΣjΣkΣlΣi′Σj′Σk′Σl′Σi′′Σj′′Σk′′Σl′′Σi′′′Σj′′′Σk′′′Σl′′′ )
p
→ σijkli′j′k′l′i′′j′′k′′l′′i′′′j′′′k′′′l′′′ ∈ (−∞,∞)
for i, j, k, l, i′, j′, k′, l′, i′′, j′′, k′′, l′′, i′′′, j′′′, k′′′, l′′′ = x, y.
3.2 Test procedure
We can equivalently transform H0 as follows:
H0 : ΣxΣy = ΣyΣx
⇐⇒ H0 : tr
{
(ΣxΣy −ΣyΣx) (ΣxΣy −ΣyΣx)′
}
= 0
⇐⇒ H0 : tr {(ΣxΣy −ΣyΣx) (ΣyΣx −ΣxΣy)} = 0
⇐⇒ H0 : tr (ΣxΣxΣyΣy)− tr (ΣxΣyΣxΣy) = 0.
Hence, H0 can be equivalently transformed into
H0 : σxxyy(p)− σxyxy(p) = 0,
where
σxxyy(p) =
tr (ΣxΣxΣyΣy)
p
, σxyxy(p) =
tr (ΣxΣyΣxΣy)
p
.
Moreover, H1 can be equivalently transformed into
H1 : σxxyy(p)− σxyxy(p) > 0.
Let us denote the scatter matrices calculated from split subsamples by Tx1,Tx2,Tx3,Tx4,Ty1,Ty2,Ty3,Ty4. In this
case, it holds that
Txk ∼Wp(m− 1,Σx) (k = 1, 2, 3, 4)
and
Tyk ∼Wp(n− 1,Σy) (k = 1, 2, 3, 4).
Clearly,
θˆ =
1
(m− 1)2(n− 1)2p {tr (Tx1Tx2Ty1Ty2)− tr (Tx3Ty3Tx4Ty4)}
5
is an unbiased estimator of σxxyy(p)− σxyxy(p). As for the variance of (m−1)(n−1)p θˆ, it follows from Proposition 2.1 that
V
[
(m− 1)(n− 1)
p
θˆ
]
= V
[
1
(m− 1)(n− 1)p2 {tr (Tx1Tx2Ty1Ty2)− tr (Tx3Ty3Tx4Ty4)}
]
= V
[
1
(m− 1)(n− 1)p2 tr (Tx1Tx2Ty1Ty2)
]
+V
[
1
(m− 1)(n− 1)p2 tr (Tx3Ty3Tx4Ty4)
]
=
1
p4
{tr(ΣxΣx)tr(ΣxΣy)tr(ΣxΣy)tr(ΣyΣy)}+ 1
p4
{tr(ΣxΣy)tr(ΣxΣy)tr(ΣyΣx)tr(ΣxΣy)} + o(1)
→ σxxσyyσ2xy + σ4xy.
The following proposition establishes the asymptotic behavior of θˆ under our asymptotic regime.
Proposition 3.1. Under Assumption 2, it holds that
(m− 1)(n− 1)
p
θˆ − (m− 1)(n− 1)
p
(σxxyy(p)− σxyxy(p))⇒ N
(
0, σxxσyyσ
2
xy + σ
4
xy
)
as p→∞ with (3.1).
Proof. The left-hand side equals
1
(m− 1)(n− 1)p2 tr (Tx1Tx2Ty1Ty2)−
(m− 1)(n− 1)
p
σxxyy(p)
−
{
1
(m− 1)(n− 1)p2 tr (Tx3Ty3Tx4Ty4)−
(m− 1)(n− 1)
p
σxyxy(p)
}
. (3.2)
It follows from Theorem 2.2 that
1
(m− 1)(n− 1)p2 tr (Tx1Tx2Ty1Ty2)−
(m− 1)(n− 1)
p
σxxyy(p)⇒ N(0, σxxσyyσ2xy)
and that
1
(m− 1)(n− 1)p2 tr (Tx3Ty3Tx4Ty4)−
(m− 1)(n− 1)
p
σxyxy(p)⇒ N(0, σ4xy).
As the first and second terms of the left-hand side in (3.2) are independent, the conclusion follows from the Slutsky
theorem.
When the null hypothesis H0 : σxxyy(p)− σxyxy(p) = 0 is true, Proposition 3.1 implies that
(m− 1)(n− 1)
p
θˆ ⇒ N(0, σxxσyyσ2xy + σ4xy).
Hence, constructing a consistent estimator of σxxσyyσ
2
xy + σ
4
xy enables us to propose a test procedure. Let us denote by
Tx· and Ty· the Scatter matrices calculated from two samples before splitting. Define
σˆxx =
(M − 1)2
p(M − 2)(M + 1)
[
tr (Tx·Tx·)− {tr(Tx·)}
2
M − 1
]
,
σˆyy =
(N − 1)2
p(N − 2)(N + 1)
[
tr (Ty·Ty·)− {tr(Ty·)}
2
N − 1
]
,
σˆxy =
1
p
tr(Tx·Ty·).
Remark 1. The estimators σˆxx and σˆyy are originally introduced by Bai and Saranadasa (1996). It is known that under
Assumption 2, it holds that
σˆxx →p σxx, σˆyy →p σyy, σˆxy →p σxy (3.3)
as p→∞ with (3.1).
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Let us propose the test statistic T defined by
T =
(m− 1)(n− 1)
p
θˆ√
σˆxxσˆyyσˆ2xy + σˆ
4
xy
,
and we propose the following test procedure (approximate significance level is α):
• If T > Φ−1(1− α) then reject H0;
where Φ−1(·) is the quantile function of the standard normal distribution. This test procedure is justified by the following
corollaries. Particularly, Corollary 3.3 guarantees the consistency of our test procedure when 1/2 < δ < 1.
Corollary 3.2. Under Assumption 2, when H0 is true, P(T > Φ−1(1− α))→ α as p→∞ with (3.1).
Proof. When H0 is true, Proposition 3.1 and (3.3) conjunction with the Slutsky theorem yield that T ⇒ N(0, 1) as
p→∞ with (3.1). This completes the proof.
Corollary 3.3. Under Assumption 2, when H1 is true, if σxxyy−σxyxy > 0 then P(T > C)→ 1 for any positive constant
C as p→∞ with m,n = O(pδ), 1/2 < δ < 1.
Proof. It holds that
T =
(m− 1)(n− 1)
p
{θˆ − (σxxyy(p)− σxyxy(p))}√
σˆxxσˆyyσˆ2xy + σˆ
4
xy
+
(m− 1)(n− 1)
p
σxxyy(p)− σxyxy(p)√
σˆxxσˆyy σˆ2xy + σˆ
4
xy
≥ (m− 1)(n− 1)
p
{θˆ − (σxxyy(p)− σxyxy(p))}√
σˆxxσˆyyσˆ2xy + σˆ
4
xy
+
(m− 1)(n− 1)
p
infq≥p{σxxyy(q)− σxyxy(q)}√
σˆxxσˆyyσˆ2xy + σˆ
4
xy
The first term of the right-hand side is OP (1) by using Proposition 3.1, (3.3) and the Slutsky theorem. The second term
tends to positive infinity because (m− 1)(n− 1)/p→∞ and infq≥p{σxxyy(q)−σxyxy(q)} → σxxyy− σxyxy > 0 as p→∞.
This completes the proof.
Remark 2. There is another natural unbiased estimator of θ other than θˆ. For instance,
1
(M − 2)(M + 1)(N − 2)(N + 1)
[
tr(Tx·Tx·Ty·Ty·)− 1
N − 1tr(Tx·Tx·Ty·)tr(Ty·)
− 1
M − 1tr(Tx·Ty·Ty·)tr(Tx·) +
1
(M − 1)(N − 1)tr(Tx·Ty·)tr(Tx·)tr(Ty·)
−MN −M −N + 3
(M − 1)(N − 1) tr(Tx·Ty·Tx·Ty·) +
M +N − 1
(M − 1)(N − 1)tr(Tx·Ty·)tr(Tx·Ty·)
]
is an unbiased estimator of θ. Deriving the asymptotic behavior of this quantity is a possible future direction.
4 Preliminary results
4.1 Results for quadratic form of standard normal vectors
In this subsection, we provide some properties concerning quadratic form of standard normal vectors.
Lemma 4.1. If x = (x1, . . . , xp) ∼ Np(0p, Ip) then
E
[
(x′Ax)2
]
= 2tr(A2) + {tr(A)}2 , E [(x′Ax)3] = 8tr(A3) + 6tr(A2)tr(A) + (tr(A))3 ,
E
[
(x′Ax)4
]
= 48tr(A4) + 32tr(A3)tr(A) + 12
(
tr(A2)
)2
+ 12tr(A2) (tr(A))
2
+ (tr(A))
4
for any p× p symmetric matrix A.
Proof. By using the spectral decomposition, A is denoted by UΛU ′, where U is an orthogonal matrix and Λ =
diag(λ1, . . . , λp). It holds that
E
[
(x′Ax)2
]
= E
[
(x′Λx)2
]
= E

( p∑
i=1
λix
2
i
)2 = E

 p∑
i=1
λ2i x
4
i +
p∑
i=1
∑
j 6=i
λix
2
iλjx
2
j


= 3
p∑
i=1
λ2i +
p∑
i=1
∑
j 6=i
λiλj = 2
p∑
i=1
λ2i +
(
p∑
i=1
λi
)2
= 2tr(A2) + (tr(A))
2
.
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Moreover, it holds that
E
[
(x′Ax)3
]
= E
[
(x′Λx)3
]
= E


(
p∑
i=1
λix
2
i
)3
= E

 p∑
i=1
λ3i x
6
i + 3
p∑
i=1
∑
j 6=i
λ2i x
4
iλjx
2
j +
p∑
i=1
∑
j 6=i
∑
k 6=i,j
λix
2
i λjx
2
jλkx
2
k


= 15
p∑
i=1
λ3i + 9
p∑
i=1
∑
j 6=i
λ2i λj +
p∑
i=1
∑
j 6=i
∑
k 6=i,j
λiλjλk = 14
p∑
i=1
λ3i + 6
p∑
i=1
∑
j 6=i
λ2iλj +
(
p∑
i=1
λi
)3
= 8
p∑
i=1
λ3i + 6
(
p∑
i=1
λ2i
)(
p∑
i=1
λi
)
+
(
p∑
i=1
λi
)3
= 8tr(A3) + 6tr(A2)tr(A) + (tr(A))
3
.
Furthermore, it holds that
E
[
(x′Ax)4
]
= E
[
(x′Λx)4
]
= E


(
p∑
i=1
λix
2
i
)4
= E

 p∑
i=1
λ4ix
8
i + 4
p∑
i=1
∑
j 6=i
λ3ix
6
i λjx
2
j + 3
p∑
i=1
∑
j 6=i
λ2i x
4
i λ
2
jx
4
j + 6
p∑
i=1
∑
j 6=i
∑
k 6=i,j
λ2i x
4
iλjx
2
jλkx
2
k
+
p∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
λix
2
iλjx
2
jλkx
2
kλlx
2
l


= 105
p∑
i=1
λ4i + 60
p∑
i=1
∑
j 6=i
λ3i λj + 27
p∑
i=1
∑
j 6=i
λ2i λ
2
j + 18
p∑
i=1
∑
j 6=i
∑
k 6=i,j
λ2iλjλk +
p∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
λiλjλkλl
= 104
p∑
i=1
λ4i + 56
p∑
i=1
∑
j 6=i
λ3i λj + 24
p∑
i=1
∑
j 6=i
λ2i λ
2
j + 12
p∑
i=1
∑
j 6=i
∑
k 6=i,j
λ2iλjλk +
(
p∑
i=1
λi
)4
= 92
p∑
i=1
λ4i + 32
p∑
i=1
∑
j 6=i
λ3iλj + 12
p∑
i=1
∑
j 6=i
λ2i λ
2
j + 12
(
p∑
i=1
λ2i
)(
p∑
i=1
λi
)2
+
(
p∑
i=1
λi
)4
= 80
p∑
i=1
λ4i + 32
p∑
i=1
∑
j 6=i
λ3iλj + 12
(
p∑
i=1
λ2i
)2
+ 12
(
p∑
i=1
λ2i
)(
p∑
i=1
λi
)2
+
(
p∑
i=1
λi
)4
= 48
p∑
i=1
λ4i + 32
(
p∑
i=1
λ3i
)(
p∑
i=1
λi
)
+ 12
(
p∑
i=1
λ2i
)2
+ 12
(
p∑
i=1
λ2i
)(
p∑
i=1
λi
)2
+
(
p∑
i=1
λi
)4
= 48tr(Λ4) + 32tr(Λ3)tr(Λ) + 12
(
tr(Λ2)
)2
+ 12tr(Λ2) (tr(Λ))
2
+ (tr(Λ))
4
= 48tr(A4) + 32tr(A3)tr(A) + 12
(
tr(A2)
)2
+ 12tr(A2) (tr(A))
2
+ (tr(A))
4
.
This completes the proof.
Lemma 4.2. If x ∼ Np(0p, Ip) then
E
[
{x′Ax− tr(A)}2
]
= tr(AA) + tr(AA′)
for any p× p matrix A.
Proof. First, for symmetric A, it follows from Lemma 4.1 that
E
[
{x′Ax− tr(A)}2
]
= E
[
(x′Ax)
2 − 2x′Axtr(A) + {tr(A)}2
]
= 2tr(A2) + {tr(A)}2 − {tr(A)}2 = 2tr(A2).
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Hence, for possibly asymmetric A, it holds that
E
[
{x′Ax− tr(A)}2
]
= E
[{
x′
(
A+A′
2
)
x− tr
(
A+A′
2
)}2]
= 2tr
((
A+A′
2
)2)
=
1
2
tr
(
(A+A′)
2
)
=
1
2
{tr(AA) + tr(AA′) + tr(A′A) + tr(A′A′)} = tr(AA) + tr(AA′).
This completes the proof.
Lemma 4.3. If x ∼ Np(0p, Ip) then
E
[
(x′Ax− tr(A))4
]
= 3tr
(
(A+A′)
4
)
+
3
4
{
tr
(
(A+A′)
2
)}2
for any p× p matrix A.
Proof. First, for symmetric A, it follows from Lemma 4.1 that
E
[
(x′Ax− tr(A))4
]
= E
[
(x′Ax)
4 − 4 (x′Ax)3 tr(A) + 6 (x′Ax)2 (tr(A))2 − 4x′Ax (tr(A))3 + (tr(A))4
]
=
{
48tr(A4) + 32tr(A3)tr(A) + 12
(
tr(A2)
)2
+ 12tr(A2) (tr(A))
2
+ (tr(A))
4
}
−4
{
8tr(A3) + 6tr(A2)tr(A) + (tr(A))
3
}
tr(A) + 6
{
2tr(A2) + (tr(A))
2
}
(tr(A))
2
−4tr(A) (tr(A))3 + (tr(A))4
=
{
48tr(A4) + 32tr(A3)tr(A) + 12
(
tr(A2)
)2
+ 12tr(A2) (tr(A))
2
+ (tr(A))
4
}
−
{
32tr(A3) + 24tr(A2)tr(A) + 4 (tr(A))
3
}
tr(A) +
{
12tr(A2) + 6 (tr(A))
2
}
(tr(A))
2
−4 (tr(A))4 + (tr(A))4
= 48tr(A4) + 12
(
tr(A2)
)2
.
Hence, for possibly asymmetric A, it holds that
E
[
(x′Ax− tr(A))4
]
= E
[(
x′
(
A+A′
2
)
x− tr
(
A+A′
2
))4]
=
1
16
E
[
(x′ (A+A′)x− tr (A+A′))4
]
=
1
16
{
48tr
(
(A+A′)
4
)
+ 12
(
tr
(
(A+A′)
2
))2}
= 3tr
(
(A+A′)
4
)
+
3
4
{
tr
(
(A+A′)
2
)}2
.
This completes the proof.
4.2 Results for Wishart matrices
In this subsection, we provide some asymptotic properties concerning Wishart matrices under a high-dimensional asymp-
totic regime. Throughout this section, let a, b, and p be positive integers, and Σ, Σa, and Σb be p× p positive definite
matrices. Before presenting results, recall that if z ∼ Np(0,Σ) then
E[(z′Az)zz′] = E[zz′Azz′] = ΣAΣ+ΣA′Σ+ tr(ΣA)Σ
for any p× p matrix A.
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Proposition 4.4. If T ∼Wp(a,Σ) then
E [tr (TATB)] = O(ap2)
and
E [tr (TA) tr (TB)] = O(a2p2)
as p→∞ with
a = O(pδ), 0 < δ < 1. (4.1)
for p× p matrices A and B which satisfy
tr(ΣAΣB) = O(p), tr(ΣA′ΣB) = O(p), tr(ΣA) = O(p), tr(ΣB) = O(p). (4.2)
Proof Let {zi}ai=1 be an iid sequence satisfying z1, . . . , za ∼ Np(0,Σ). Note that
T
d
=
a∑
i=1
ziz
′
i,
where
d
= means that the distributions of left-hand and right-hand sides are the same. It follows from
E [TAT ] = E
[(
a∑
i=1
ziz
′
i
)
A
(
a∑
i=1
ziz
′
i
)]
=
a∑
i=1
E [ziz
′
iAziz
′
i] +
a∑
i=1
∑
j 6=i
E
[
ziz
′
iAzjz
′
j
]
=
a∑
i=1
{ΣAΣ+ΣA′Σ+ tr(ΣA)Σ} +
a∑
i=1
∑
j 6=i
ΣAΣ
= a2ΣAΣ+ aΣA′Σ+ atr(ΣA)Σ.
that
E [tr (TATB)] = O(a2p) +O(ap2) = O(ap2).
Moreover, it follows from
E [tr (TA)T ] = E
[
tr
(
a∑
i=1
ziz
′
iA
)(
a∑
i=1
ziz
′
i
)]
= E
[(
a∑
i=1
z′iAzi
)(
a∑
i=1
ziz
′
i
)]
=
a∑
i=1
E [(z′iAzi) (ziz
′
i)] +
a∑
i=1
∑
j 6=i
E
[
(z′iAzi)
(
zjz
′
j
)]
=
a∑
i=1
{ΣAΣ+ΣA′Σ+ tr(ΣA)Σ} +
a∑
i=1
∑
j 6=i
tr(ΣA)Σ
= aΣAΣ+ aΣA′Σ+ a2tr(ΣA)Σ
that
E [tr (TA) tr (TB)] = O(a2p2).
This completes the proof.
Proposition 4.5. If T ∼Wp(a,Σ) then
E [tr (TATBTC)] = O(ap3), E [tr (TATB) tr (TC)] = O(a2p3)
and
E [tr (TA) tr (TB) tr (TC)] = O(a3p3)
as p→∞ with (4.1) for p× p matrices A, B, and C which satisfy
tr((ΣA)4) = O(p), tr((ΣB)4) = O(p), tr((ΣC)4) = O(p),
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tr(ΣAΣBΣC) = O(p), tr(ΣA′ΣBΣC) = O(p), tr(ΣB′ΣA′ΣC) = O(p), tr(ΣAΣB′ΣC) = O(p),
tr(ΣAΣBΣC ′) = O(p), tr(ΣAΣCΣB) = O(p), tr(ΣAΣC ′ΣB) = O(p),
tr(ΣAΣB) = O(p), tr(ΣAΣC) = O(p), tr(ΣBΣC) = O(p),
tr(ΣA′ΣB) = O(p), tr(ΣA′ΣC) = O(p), tr(ΣB′ΣC) = O(p),
tr(ΣA) = O(p), tr(ΣB) = O(p), tr(ΣC) = O(p).
Proof Let {zi}ai=1 be an iid sequence satisfying z1, . . . , za ∼ Np(0,Σ). We see that
a∑
i=1
E [(z′iAzi) (z
′
iBzi) (z
′
iCzi)] = aE [(z
′
1Az1) (z
′
1Bz1) (z
′
1Cz1)]
≤ a
(
E
[
(z′1Az1)
2
(z′1Bz1)
2
]
E
[
(z′1Cz1)
2
]) 1
2
≤ a
(
E
[
(z′1Az1)
4
]
E
[
(z′1Bz1)
4
]
E
[
(z′1Cz1)
4
]) 1
4
= O(ap3),
where E
[
(z′1Az1)
4
]
= O(p4), E
[
(z′1Bz1)
4
]
= O(p4), and E
[
(z′1Cz1)
4
]
= O(p4) follow from Lemma 4.1 and 2z′1Az1 =
z′1(A+A
′)z1. Then, we have
E [tr (TATBTC)]
= tr

E


(
a∑
i=1
ziz
′
i
)
A

 a∑
j=1
zjz
′
j

B
(
a∑
k=1
zkz
′
k
)
C




= tr

E

 a∑
i=1
a∑
j=1
a∑
k=1
ziz
′
iAzjz
′
jBzkz
′
kC




= tr

E
[
a∑
i=1
ziz
′
iAziz
′
iBziz
′
iC
]
+ E

 a∑
i=1
∑
k 6=i
ziz
′
iAziz
′
iBzkz
′
kC

+ E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBziz
′
iC


+E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBzjz
′
jC

+ E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
ziz
′
iAzjz
′
jBzkz
′
kC




=
a∑
i=1
E [(z′iAzi) (z
′
iBzi) (z
′
iCzi)] + tr

 a∑
i=1
∑
k 6=i
{(ΣAΣ+ΣA′Σ+ tr(ΣA)Σ)BΣC}
+
a∑
i=1
∑
j 6=i
{(ΣAΣBΣ+ΣB′ΣA′Σ+ tr(ΣAΣB)Σ)C}
+
a∑
i=1
∑
j 6=i
{ΣA (ΣBΣ+ΣB′Σ+ tr(ΣB)Σ)C}+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
{ΣAΣBΣC}


= O(ap3) +O(a2p2) +O(a2p2) +O(a2p2) +O(a3p)
= O(ap3).
The second assertion follows from
E [tr (TATB) tr (TC)]
= E

tr

( a∑
i=1
ziz
′
i
)
A

 a∑
j=1
zjz
′
j

B

 tr
((
a∑
k=1
zkz
′
k
)
C
)
= E

 a∑
i=1
a∑
j=1
a∑
k=1
tr
(
ziz
′
iAzjz
′
jB
)
tr (zkz
′
kC)


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= E
[
a∑
i=1
tr (ziz
′
iAziz
′
iB) tr (ziz
′
iC)
]
+ E

 a∑
i=1
∑
k 6=i
tr (ziz
′
iAziz
′
iB) tr (zkz
′
kC)


+E

 a∑
i=1
∑
j 6=i
tr
(
ziz
′
iAzjz
′
jB
)
tr (ziz
′
iC)

+ E

 a∑
i=1
∑
j 6=i
tr
(
ziz
′
iAzjz
′
jB
)
tr
(
zjz
′
jC
)
+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
tr
(
ziz
′
iAzjz
′
jB
)
tr (zkz
′
kC)


= E
[
a∑
i=1
(z′iAzi)(z
′
iBzi)(z
′
iCzi)
]
+
a∑
i=1
∑
k 6=i
tr ((ΣAΣ+ΣA′Σ+ tr(ΣA)Σ)B) tr (ΣC)
+
a∑
i=1
∑
j 6=i
tr ((ΣCΣ+ΣC ′Σ+ tr(ΣC)Σ)AΣB) +
a∑
i=1
∑
j 6=i
tr (ΣA (ΣCΣ+ΣC ′Σ+ tr(ΣC)Σ)B)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
tr (ΣAΣB) tr (ΣC)
= O(ap3) +O(a2p3) +O(a2p2) +O(a2p2) +O(a3p2)
= O(a2p3).
The last assertion follows from
E [tr (TA) tr (TB) tr (TC)]
= E

tr
((
a∑
i=1
ziz
′
i
)
A
)
tr



 a∑
j=1
zjz
′
j

B

 tr
((
a∑
k=1
zkz
′
k
)
C
)
= E

 a∑
i=1
a∑
j=1
a∑
k=1
tr (ziz
′
iA) tr
(
zjz
′
jB
)
tr (zkz
′
kC)


= E
[
a∑
i=1
tr (ziz
′
iA) tr (ziz
′
iB) tr (ziz
′
iC)
]
+ E

 a∑
i=1
∑
k 6=i
tr (ziz
′
iA) tr (ziz
′
iB) tr (zkz
′
kC)


+E

 a∑
i=1
∑
j 6=i
tr (ziz
′
iA) tr
(
zjz
′
jB
)
tr (ziz
′
iC)

+ E

 a∑
i=1
∑
j 6=i
tr (ziz
′
iA) tr
(
zjz
′
jB
)
tr
(
zjz
′
jC
)
+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
tr (ziz
′
iA) tr
(
zjz
′
jB
)
tr (zkz
′
kC)


= E
[
a∑
i=1
(z′iAzi)(z
′
iBzi)(z
′
iCzi)
]
+
a∑
i=1
∑
k 6=i
tr ((ΣAΣ+ΣA′Σ+ tr(ΣA)Σ)B) tr (ΣC)
+
a∑
i=1
∑
j 6=i
tr ((ΣAΣ+ΣA′Σ+ tr(ΣA)Σ)C) tr (ΣB) +
a∑
i=1
∑
j 6=i
tr ((ΣBΣ+ΣB′Σ+ tr(ΣB)Σ)C) tr (ΣA)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
tr (ΣA) tr (ΣB) tr (ΣC)
= O(ap3) +O(a2p3) + O(a2p3) +O(a2p3) +O(a3p3)
= O(a3p3).
This completes the proof.
Proposition 4.6. If T ∼Wp(a,Σ) then
E [tr (TATBTCTD)] = O(ap4),
E [tr (TATBTC) tr (TD)] = O(a2p4),
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E [tr (TATB) tr (TCTD)] = O(a2p4),
E [tr (TATB) tr (TC) tr (TD)] = O(a3p4),
E [tr (TA) tr (TB) tr (TC) tr (TD)] = O(a4p4)
as p→∞ with (4.1) for p× p matrices A, B, C, and D which satisfy
tr(ΣΨ1ΣΨ2ΣΨ3ΣΨ4) = O(p), Ψ1,Ψ2,Ψ3,Ψ4 = A,A
′,B,B′,C,C ′,D,D′
tr(ΣΨ1ΣΨ2ΣΨ3) = O(p), Ψ1,Ψ2,Ψ3 = A,A
′,B,B′,C,C ′,D,D′
tr(ΣΨ1ΣΨ2) = O(p), Ψ1,Ψ2 = A,A
′,B,B′,C,C ′,D,D′
tr(ΣΨ1) = O(p), Ψ1 = A,B,C,D
Proof. First, we see that
a∑
i=1
E [(z′iAzi) (z
′
iBzi) (z
′
iCzi) (z
′
iDzi)] = aE [(z
′
1Az1) (z
′
1Bz1) (z
′
1Cz1) (z
′
1Dz1)]
≤ a
(
E
[
(z′1Az1)
2
(z′1Bz1)
2
]
E
[
(z′1Cz1)
2
(z′1Dz1)
2
]) 1
2
≤ a
(
E
[
(z′1Az1)
4
]
E
[
(z′1Bz1)
4
]
E
[
(z′1Cz1)
4
]
E
[
(z′1Dz1)
4
]) 1
4
= O(ap4).
Then, we have
E [tr (TATBTCTD)]
= tr

E

( a∑
i=1
ziz
′
i
)
A

 a∑
j=1
zjz
′
j

B
(
a∑
k=1
zkz
′
k
)
C
(
a∑
l=1
zlz
′
l
)
D




= tr

E

 a∑
i=1
a∑
j=1
a∑
k=1
a∑
l=1
ziz
′
iAzjz
′
jBzkz
′
kCzlz
′
lD




= tr

E
[
a∑
i=1
ziz
′
iAziz
′
iBziz
′
iCziz
′
iD
]
+ E

 a∑
i=1
∑
l 6=i
ziz
′
iAziz
′
iBziz
′
iCzlz
′
lD

+ E

 a∑
i=1
∑
k 6=i
ziz
′
iAziz
′
iBzkz
′
kCziz
′
iD


+E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBziz
′
iCziz
′
iD

+ E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBzjz
′
jCzjz
′
jD

+ E

 a∑
i=1
∑
k 6=i
ziz
′
iAziz
′
iBzkz
′
kCzkz
′
kD


+E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBziz
′
iCzjz
′
jD

+ E

 a∑
i=1
∑
j 6=i
ziz
′
iAzjz
′
jBzjz
′
jCziz
′
iD


+E

 a∑
i=1
∑
k 6=i
∑
l 6=i,k
ziz
′
iAziz
′
iBzkz
′
kCzlz
′
lD

+ E

 a∑
i=1
∑
j 6=i
∑
l 6=i,j
ziz
′
iAzjz
′
jBziz
′
iCzlz
′
lD


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
ziz
′
iAzjz
′
jBzkz
′
kCziz
′
iD

+ E

 a∑
i=1
∑
j 6=i
∑
l 6=i,j
ziz
′
iAzjz
′
jBzjz
′
jCzlz
′
lD


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
ziz
′
iAzjz
′
jBzkz
′
kCzjz
′
jD

+ E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
ziz
′
iAzjz
′
jBzkz
′
kCzkz
′
kD


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
ziz
′
iAzjz
′
jBzkz
′
kCzlz
′
lD




= E
[
a∑
i=1
(z′iAzi)(z
′
iBzi)(z
′
iCzi)(z
′
iDzi)
]
+ E

 a∑
i=1
∑
l 6=i
(z′iAzi)(z
′
iBzi)(z
′
iCΣDzi)


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+E

 a∑
i=1
∑
k 6=i
(z′iAzi)(z
′
iBΣCzi)(z
′
iDzi)

+ E

 a∑
i=1
∑
j 6=i
(z′iAΣBzi)(z
′
iCzi)(z
′
iDzi)


+E

 a∑
i=1
∑
j 6=i
(z′jDΣAzj)(z
′
jBzj)(z
′
jCzj)


+E

 a∑
i=1
∑
k 6=i
tr {(ΣAΣB +ΣA′ΣB + tr(ΣA)ΣB)(ΣCΣD +ΣC ′ΣD + tr(ΣC)ΣD)}


+E

 a∑
i=1
∑
j 6=i
tr
{
(ΣAzjz
′
jBΣC +ΣB
′zjz
′
jA
′ΣC + tr(ΣAzjz
′
jB)ΣC)zjz
′
jD
}
+E

 a∑
i=1
∑
j 6=i
tr {(ΣDΣA+ΣD′ΣA+ tr(ΣD)ΣA)(ΣBΣC +ΣB′ΣC + tr(ΣB)ΣC)}


+E

 a∑
i=1
∑
k 6=i
∑
l 6=i,k
z′iAziz
′
iBΣCΣDzi

+ E

 a∑
i=1
∑
j 6=i
∑
l 6=i,j
z′iAΣBziz
′
iCΣDzi


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
z′iAΣBΣCziz
′
iDzi

+ E

 a∑
i=1
∑
j 6=i
∑
l 6=i,j
z′jBzjz
′
jCΣDΣAzj


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
z′jBΣCzjz
′
jDΣAzj

+ E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
z′kCzkz
′
kDΣAΣBzk


+E

 a∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
tr {ΣAΣBΣCΣD}


= O(ap4) +
{
O(a2p3) +O(a2p3) +O(a2p3) +O(a2p3)
}
+

O(a2p3) + E

 a∑
i=1
∑
j 6=i
tr
{
ΣAz′jBΣCzjzjz
′
jD +ΣB
′z′jA
′ΣCzjzjz
′
jD +ΣCz
′
jBΣAzjzjz
′
jD
}+O(a2p3)


+
{
O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2)
}
+O(a4p)
= O(ap4) +
{
O(a2p3) +O(a2p3) +O(a2p3) +O(a2p3)
}
+
{
O(a2p3) +O(a2p2) +O(a2p3)
}
+
{
O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2) +O(a3p2)
}
+O(a4p)
= O(ap4).
We can prove the followings in similar ways:
E [tr (TATBTC) tr (TD)] = O(a4p2) +O(a3p3) +O(a2p4) = O(a2p4),
E [tr (TATB) tr (TCTD)] = O(a4p2) +O(a3p3) +O(a2p4) = O(a2p4),
E [tr (TATB) tr (TC) tr (TD)] = O(a4p3) +O(a3p4) = O(a3p4),
E [tr (TA) tr (TB) tr (TC) tr (TD)] = O(a4p4),
so we omit their details. This completes the proof.
When applying Propositions 4.4, 4.5, and 4.6, their conditions are not useful. Hence, let us show a simple sufficient
condition.
Assumption 3. As p→∞ with (4.1), it holds that
tr(Σ2)
p
→ σ2 ∈ (0,∞), tr(Σ
3)
p
→ σ3 ∈ (0,∞), tr(Σ
4)
p
→ σ4 ∈ (0,∞), tr(Σ
5)
p
→ σ5 ∈ (0,∞),
tr(Σ6)
p
→ σ6 ∈ (0,∞), tr(Σ
7)
p
→ σ7 ∈ (0,∞), tr(Σ
8)
p
→ σ8 ∈ (0,∞), . . . , tr(Σ
16)
p
→ σ16 ∈ (0,∞).
Corollary 4.7. Suppose Assumption 3. If T ∼ Wp(a,Σ) then the conclusions of Propositions 4.4, 4.5, and 4.6 hold for
A,B,C,D ∈ {Ip,Σ}.
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Next, we show asymptotic properties concerning two Wishart matrices. Before presenting results, we introduce the
following condition.
Assumption 4. As p→∞ with
a = O(pδ), b = O(pδ), 0 < δ < 1, (4.3)
it holds that
tr(ΣiΣj)
p
→ σij ∈ (0,∞), tr(ΣiΣjΣk)
p
→ σijk ∈ (0,∞), tr(ΣiΣjΣkΣl)
p
→ σijkl ∈ (0,∞),
tr(ΣiΣjΣkΣlΣi′ )
p
→ σijkli′ ∈ (0,∞), tr(ΣiΣjΣkΣlΣi
′Σj′)
p
→ σijkli′j′ ∈ (−∞,∞),
tr(ΣiΣjΣkΣlΣi′Σj′Σk′ )
p
→ σijkli′j′k′ ∈ (−∞,∞), tr(ΣiΣjΣkΣlΣi
′Σj′Σk′Σl′)
p
→ σijkli′j′k′l′ ∈ (−∞,∞),
· · · , tr(ΣiΣjΣkΣlΣi′Σj′Σk′Σl′Σi′′Σj′′Σk′′Σl′′Σi′′′Σj′′′Σk′′′Σl′′′ )
p
→ σijkli′j′k′l′i′′j′′k′′l′′i′′′j′′′k′′′l′′′ ∈ (−∞,∞)
for i, j, k, l, i′, j′, k′, l′, i′′, j′′, k′′, l′′, i′′′, j′′′, k′′′, l′′′ = a, b.
Proposition 4.8. (i) Under Assumption 4, if Ta ∼Wp(a,Σa) and Tb ∼Wp(b,Σb) are independent, then
E [tr (TaTaTaTaTbTbTbTb)] = O(abp
7),
E [tr (TaTaTaTbTaTbTbTb)] = O(ab(a+ b)p
6),
E [tr (TaTaTbTbTaTaTbTb)] = O(ab(a+ b)p
6),
E [tr (TaTbTaTbTaTbTaTb)] = O(ab(a
3 + b3)p4)
as p→∞ with (4.3).
(ii) If Ta ∼Wp(a,Σa) and Tb ∼Wp(b,Σb) are independent, then
E [tr (TaATaBTaCTaD) tr (TbETbFTbGTbH)] = O(abp
8)
E [tr (TaATaBTbCTbD) tr (TaETaFTbGTbH)] = O(a
2b2p6)
E [tr (TaATbBTaCTbD) tr (TaETbFTaGTbH)] = O(a
2b2(a2 + b2)p4)
as p→∞ with (4.3) for p× p matrices A, B, C, D, E, F , G, and H which satisfy
tr (Σ1Ψ1Σ2Ψ2Σ3Ψ3Σ4Ψ4Σ5Ψ5Σ6Ψ6Σ7Ψ7Σ8Ψ8) = O(p),
Σi = Ip,Σa,Σb, i = 1, 2, 3, 4, 5, 6, 7, 8, Ψi = Ip,A,B,C,D,E,F ,G,H , i = 1, 2, 3, 4, 5, 6, 7, 8.
In partilular, when Assumption 4 is additionaly supposed, the conclusions hold for A,B,C,D,E,F ,G,H ∈ {Ip,Σa,Σb}.
Proof. (i) To avoid showing quite long routine calculations, we simply give a sketch of the proof only for
E [tr (TaTaTaTaTbTbTbTb)] = O(abp
7).
We have
E [tr (TaTaTaTaTbTbTbTb)]
= E

 a∑
i=1
a∑
j=1
a∑
k=1
a∑
l=1
tr
(
Σ
1
2
a ziz
′
iΣazjz
′
jΣazkz
′
kΣazlz
′
lΣ
1
2
a TbTbTbTb
)
= E
[
a∑
i=1
(
z′iΣaziz
′
iΣaziz
′
iΣaziz
′
iΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣaziz
′
iΣaziz
′
iΣazjz
′
jΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣaziz
′
iΣazjz
′
jΣaziz
′
iΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣazjz
′
jΣaziz
′
iΣaziz
′
iΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣ
1
2
a TbTbTbTbΣ
1
2
a zjz
′
jΣaziz
′
iΣaziz
′
iΣazi
)
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+
a∑
i=1
∑
j 6=i
(
z′iΣaziz
′
iΣazjz
′
jΣazjz
′
jΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣazjz
′
jΣaziz
′
iΣazjz
′
jΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
z′iΣazjz
′
jΣazjz
′
jΣaziz
′
iΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′iΣaziz
′
iΣazjz
′
jΣazkz
′
kΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′iΣazjz
′
jΣaziz
′
iΣazkz
′
kΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′iΣazjz
′
jΣazkz
′
kΣaziz
′
iΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′jΣazjz
′
jΣazkz
′
kΣ
1
2
a TbTbTbTbΣ
1
2
a ziz
′
iΣazj
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′jΣazkz
′
kΣazjz
′
jΣ
1
2
a TbTbTbTbΣ
1
2
a ziz
′
iΣazj
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
z′kΣ
1
2
a TbTbTbTbΣ
1
2
a ziz
′
iΣazjz
′
jΣazkz
′
kΣazk
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
(
z′iΣazjz
′
jΣazkz
′
kΣazlz
′
lΣ
1
2
a TbTbTbTbΣ
1
2
a zi
)
∼ E
[
a∑
i=1
(tr(Σa)tr(Σa)tr(Σa)tr(ΣaTbTbTbTb))
+
a∑
i=1
∑
j 6=i
(
tr(Σa)tr(Σa)tr(Σ
2
aTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
(
tr(Σa)tr(Σ
2
a)tr(ΣaTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
(
tr(Σ2a)tr(Σa)tr(ΣaTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
(
tr(Σ2aTbTbTbTb)tr(Σa)tr(Σa)
)
+
a∑
i=1
∑
j 6=i
(
tr(Σa)tr(Σ
2
aTbTbTbTb)tr(Σa)
)
+
a∑
i=1
∑
j 6=i
(
z′iΣa (2Σaziz
′
iΣa + tr(Σaziz
′
iΣa)Ip)Σ
1
2
a TbTbTbTbΣ
1
2
a zi
)
+
a∑
i=1
∑
j 6=i
(
tr(Σ2a)tr(ΣaTbTbTbTb)tr(Σa)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σa)tr(Σ
3
aTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σ2a)tr(Σ
2
aTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σ3a)tr(ΣaTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σa)tr(Σ
3
aTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σ2a)tr(Σ
2
aTbTbTbTb)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
(
tr(Σ3aTbTbTbTb)tr(Σa)
)
+
a∑
i=1
∑
j 6=i
∑
k 6=i,j
∑
l 6=i,j,k
(
tr(Σ4aTbTbTbTb)
)
∼ atr (Σa) tr (Σa) tr (Σa) E [tr (ΣaTbTbTbTb)]
= O(abp7),
where we use the following facts in the above asymptotic evaluation: Let x ∼ Np(0p, Ip) and Q,R,S,T be p×p matrices,
then
E [x(x′Qx)x′] = Q+Q′ + tr(Q)Ip,
E [(x′Qx)(x′Rx)] = tr(Q)tr(R) + tr(QR) + tr(QR′),
E [(x′Qx)(x′Rx)(x′Sx)]
= tr(Q)tr(R)tr(S) + tr(Q)tr(RS) + tr(Q)tr(RS′) + tr(R)tr(QS) + tr(R)tr(QS′) + tr(S)tr(QR) + tr(S)tr(QR′)
+tr(QRS) + tr(QRS′) + tr(QR′S) + tr(QR′S′) + tr(QSR) + tr(QSR′) + tr(QS′R) + tr(QS′R′),
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and
E [(x′Qx)(x′Rx)(x′Sx)(x′Tx)]
= tr(Q)tr(R)tr(S)tr(T )
+tr(Q)tr(R)tr(ST ) + tr(Q)tr(R)tr(ST ′) + tr(Q)tr(S)tr(RT ) + tr(Q)tr(S)tr(RT ′)
+tr(Q)tr(T )tr(RS) + tr(Q)tr(T )tr(RS′) + tr(R)tr(S)tr(QT ) + tr(R)tr(S)tr(QT ′)
+tr(R)tr(T )tr(QS) + tr(R)tr(T )tr(QS′) + tr(S)tr(T )tr(QR) + tr(S)tr(T )tr(QR′)
+tr(QR)tr(ST ) + tr(QR′)tr(ST ) + tr(QR)tr(ST ′) + tr(QR′)tr(ST ′) + tr(QS)tr(RT ) + tr(QS′)tr(RT )
+tr(QS)tr(RT ′) + tr(QS′)tr(RT ′) + tr(QT )tr(RS) + tr(QT ′)tr(RS) + tr(QT )tr(RS′) + tr(QT ′)tr(RS′)
+tr(Q)tr(RST ) + tr(Q)tr(RS′T ) + tr(Q)tr(RST ′) + tr(Q)tr(RS′T ′) + tr(Q)tr(RTS) + tr(Q)tr(RT ′S)
+tr(Q)tr(RTS′) + tr(Q)tr(RT ′S′) + tr(R)tr(QST ) + tr(R)tr(QS′T ) + tr(R)tr(QST ′) + tr(R)tr(QS′T ′)
+tr(R)tr(QTS) + tr(R)tr(QT ′S) + tr(R)tr(QTS′) + tr(R)tr(QT ′S′) + tr(S)tr(QRT ) + tr(S)tr(QR′T )
+tr(S)tr(QRT ′) + tr(S)tr(QR′T ′) + tr(S)tr(QTR) + tr(S)tr(QT ′R) + tr(S)tr(QTR′) + tr(S)tr(QT ′R′)
+tr(T )tr(QRS) + tr(T )tr(QR′S) + tr(T )tr(QRS′) + tr(T )tr(QR′S′) + tr(T )tr(QSR) + tr(T )tr(QS′R)
+tr(T )tr(QSR′) + tr(T )tr(QS′R′)
+tr(QRST ) + tr(QR′ST ) + tr(QRS′T ) + tr(QRST ′) + tr(QR′S′T ) + tr(QR′ST ′) + tr(QRS′T ′) + tr(QR′S′T ′)
+tr(QRTS) + tr(QR′TS) + tr(QRT ′S) + tr(QRTS′) + tr(QR′T ′S) + tr(QR′TS′) + tr(QRT ′S′) + tr(QR′T ′S′)
+tr(QSRT ) + tr(QS′RT ) + tr(QSR′T ) + tr(QSRT ′) + tr(QS′R′T ) + tr(QS′RT ′) + tr(QSR′T ′) + tr(QS′R′T ′)
+tr(QSTR) + tr(QS′TR) + tr(QST ′R) + tr(QSTR′) + tr(QS′T ′R) + tr(QS′TR′) + tr(QST ′R′) + tr(QS′T ′R′)
+tr(QTRS) + tr(QT ′RS) + tr(QTR′S) + tr(QTRS′) + tr(QT ′R′S) + tr(QT ′RS′) + tr(QTR′S′) + tr(QT ′R′S′)
+tr(QTSR) + tr(QT ′SR) + tr(QTS′R) + tr(QTSR′) + tr(QT ′S′R) + tr(QT ′SR′) + tr(QTS′R′) + tr(QT ′S′R′).
We can prove the rest of the assertions in similar ways, so we omit their details. (ii) Under the assumptions, the assetions
of (ii) can be proven by similar arguments to the proof of (i). This completes the proof.
5 Proofs for Section 2
5.1 Proof of Proposition 2.1
The expectation of tr (TaTbTcTd)
2
can be calculated as follows:
E
[
{tr (TaTbTcTd)}2
]
= E [tr (TaTbTcTd) tr (TaTbTcTd)] = E [tr (tr (TaTbTcTd)TaTbTcTd)]
= naE [tr ({ΣaTbTcTdΣa +ΣaTdTcTbΣa + natr(ΣaTbTcTd)Σa}TbTcTd)]
= naE [tr (TbTcTdΣaTbTcTdΣa)] + naE [tr (TbΣaTbTcTdΣaTdTc)] + n
2
aE [tr (tr(TbTcTdΣa)TbTcTdΣa)]
= nanbE [tr ({nbΣbTcTdΣaΣb +ΣbΣaTdTcΣb + tr(ΣbTcTdΣa)Σb}TcTdΣa)]
+nanbE [tr ({(nb + 1)ΣbΣaΣb + tr(ΣbΣa)Σb}TcTdΣaTdTc)]
+n2anbE [tr ({ΣbTcTdΣaΣb +ΣbΣaTdTcΣb + nbtr(ΣbTcTdΣa)Σb}TcTdΣa)]
= nan
2
bE [tr (TcTdΣaΣbTcTdΣaΣb)] + nanbE [tr (TcΣbTcTdΣaΣbΣaTd)] + nanbE [tr (tr(TcTdΣaΣb)TcTdΣaΣb)]
+nanb(nb + 1)E [tr (TcΣbΣaΣbTcTdΣaTd)] + nanbtr(ΣaΣb)E [tr (TcΣbTcTdΣaTd)]
+n2anbE [tr (TcTdΣaΣbTcTdΣaΣb)] + n
2
anbE [tr (TcΣbTcTdΣaΣbΣaTd)] + n
2
an
2
bE [tr (tr(TcTdΣaΣb)TcTdΣaΣb)]
= nanb(na + nb)E [tr (TcTdΣaΣbTcTdΣaΣb)] + nanb(na + 1)E [tr (TcΣbTcTdΣaΣbΣaTd)]
+nanb(nb + 1)E [tr (TcΣbΣaΣbTcTdΣaTd)] + nanb(nanb + 1)E [tr (tr(TcTdΣaΣb)TcTdΣaΣb)]
+nanbtr(ΣaΣb)E [tr (TcΣbTcTdΣaTd)]
= nanbnc(na + nb)E [tr ({ncΣcTdΣaΣbΣc +ΣcΣbΣaTdΣc + tr(ΣcTdΣaΣb)Σc}TdΣaΣb)]
+nanbnc(na + 1)E [tr ({(nc + 1)ΣcΣbΣc + tr(ΣcΣb)Σc}TdΣaΣbΣaTd)]
+nanbnc(nb + 1)E [tr ({(nc + 1)ΣcΣbΣaΣbΣc + tr(ΣcΣbΣaΣb)Σc}TdΣaTd)]
+nanbnc(nanb + 1)E [tr ({ΣcTdΣaΣbΣc +ΣcΣbΣaTdΣc + nctr(ΣcTdΣaΣb)Σc}TdΣaΣb)]
+nanbnctr(ΣaΣb)E [tr ({(nc + 1)ΣcΣbΣc + tr(ΣcΣb)Σc}TdΣaTd)]
= nanbnc(nanb + nanc + nbnc + 1)E [tr (TdΣaΣbΣcTdΣaΣbΣc)] + nanbnc(na + 1)(nb + 1)E [tr (TdΣcTdΣaΣbΣcΣbΣa)]
+nanbnc(na + 1)(nc + 1)E [tr (TdΣaΣbΣaTdΣcΣbΣc)] + nanbnc(nb + 1)(nc + 1)E [tr (TdΣaTdΣcΣbΣaΣbΣc)]
17
+nanbnc(nanbnc + na + nb + nc)E [tr (tr(TdΣaΣbΣc)TdΣaΣbΣc)] + nanbnc(na + 1)tr(ΣbΣc)E [tr (TdΣcTdΣaΣbΣa)]
+nanbnc(nb + 1)tr(ΣaΣbΣcΣb)E [tr (TdΣaTdΣc)] + nanbnc(nc + 1)tr(ΣaΣb)E [tr (TdΣaTdΣcΣbΣc)]
+nanbnctr(ΣaΣb)tr(ΣbΣc)E [tr (TdΣaTdΣc)]
= nanbncnd(nanb + nanc + nbnc + 1)tr ({ndΣdΣaΣbΣcΣd +ΣdΣcΣbΣaΣd + tr(ΣdΣaΣbΣc)Σd}ΣaΣbΣc)
+nanbncnd(na + 1)(nb + 1)tr ({(nd + 1)ΣdΣcΣd + tr(ΣdΣc)Σd}ΣaΣbΣcΣbΣa)
+nanbncnd(na + 1)(nc + 1)tr ({(nd + 1)ΣdΣaΣbΣaΣd + tr(ΣdΣaΣbΣa)Σd}ΣcΣbΣc)
+nanbncnd(nb + 1)(nc + 1)tr ({(nd + 1)ΣdΣaΣd + tr(ΣdΣa)Σd}ΣcΣbΣaΣbΣc)
+nanbncnd(nanbnc + na + nb + nc)tr ({ΣdΣaΣbΣcΣd +ΣdΣcΣbΣaΣd + ndtr(ΣdΣaΣbΣc)Σd}ΣaΣbΣc)
+nanbncnd(na + 1)tr(ΣbΣc)tr ({(nd + 1)ΣdΣcΣd + tr(ΣdΣc)Σd}ΣaΣbΣa)
+nanbncnd(nb + 1)tr(ΣaΣbΣcΣb)tr ({(nd + 1)ΣdΣaΣd + tr(ΣdΣa)Σd}Σc)
+nanbncnd(nc + 1)tr(ΣaΣb)tr ({(nd + 1)ΣdΣaΣd + tr(ΣdΣa)Σd}ΣcΣbΣc)
+nanbncndtr(ΣaΣb)tr(ΣbΣc)tr ({(nd + 1)ΣdΣaΣd + tr(ΣdΣa)Σd}Σc)
= nanbncnd
[
(nanb + nanc + nbnc + 1)ndtr (ΣaΣbΣcΣdΣaΣbΣcΣd) + (nanb + nanc + nbnc + 1)tr (ΣaΣbΣcΣdΣcΣbΣaΣd)
+(nanb + nanc + nbnc + 1) {tr(ΣaΣbΣcΣd)}2
+(na + 1)(nb + 1)(nd + 1)tr (ΣaΣbΣcΣbΣaΣdΣcΣd) + (na + 1)(nb + 1)tr(ΣcΣd)tr (ΣaΣbΣcΣbΣaΣd)
+(na + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣaΣdΣcΣbΣcΣd) + (na + 1)(nc + 1)tr(ΣaΣbΣaΣd)tr(ΣbΣcΣdΣc)
+(nb + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣcΣdΣaΣdΣcΣb) + (nb + 1)(nc + 1)tr(ΣaΣd)tr (ΣaΣbΣcΣdΣcΣb)
+(nanbnc + na + nb + nc)tr (ΣaΣbΣcΣdΣaΣbΣcΣd) + (nanbnc + na + nb + nc)tr (ΣaΣbΣcΣdΣcΣbΣaΣd)
+(nanbnc + na + nb + nc)nd {tr(ΣaΣbΣcΣd)}2
+(na + 1)(nd + 1)tr(ΣbΣc)tr (ΣaΣbΣaΣdΣcΣd) + (na + 1)tr(ΣbΣc)tr(ΣcΣd)tr(ΣaΣbΣaΣd)
+(nb + 1)(nd + 1)tr(ΣaΣbΣcΣb)tr(ΣaΣdΣcΣd) + (nb + 1)tr(ΣaΣd)tr(ΣcΣd)tr(ΣaΣbΣcΣb)
+(nc + 1)(nd + 1)tr(ΣaΣb)tr (ΣaΣdΣcΣbΣcΣd) + (nc + 1)tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣcΣdΣc)
+(nd + 1)tr(ΣaΣb)tr(ΣbΣc)tr(ΣaΣdΣcΣd) + tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣc)tr(ΣcΣd)
]
= nanbncnd
[
(nanbncnd + nanb + nanc + nand + nbnc + nbnd + ncnd + 1) {tr(ΣaΣbΣcΣd)}2
+(nanbnc + nanbnd + nancnd + nbncnd + na + nb + nc + nd)tr (ΣaΣbΣcΣdΣaΣbΣcΣd)
+(na + 1)(nb + 1)(nc + 1)tr (ΣaΣbΣcΣdΣcΣbΣaΣd) + (na + 1)(nb + 1)(nd + 1)tr (ΣaΣbΣcΣbΣaΣdΣcΣd)
+(na + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣaΣdΣcΣbΣcΣd) + (nb + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣcΣdΣaΣdΣcΣb)
+(na + 1)(nb + 1)tr(ΣcΣd)tr (ΣaΣbΣcΣbΣaΣd) + (na + 1)(nc + 1)tr(ΣaΣbΣaΣd)tr(ΣbΣcΣdΣc)
+(na + 1)(nd + 1)tr(ΣbΣc)tr (ΣaΣbΣaΣdΣcΣd) + (nb + 1)(nc + 1)tr(ΣaΣd)tr (ΣaΣbΣcΣdΣcΣb)
+(nb + 1)(nd + 1)tr(ΣaΣbΣcΣb)tr(ΣaΣdΣcΣd) + (nc + 1)(nd + 1)tr(ΣaΣb)tr (ΣaΣdΣcΣbΣcΣd)
+(na + 1)tr(ΣbΣc)tr(ΣcΣd)tr(ΣaΣbΣaΣd) + (nb + 1)tr(ΣaΣd)tr(ΣcΣd)tr(ΣaΣbΣcΣb)
+(nc + 1)tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣcΣdΣc) + (nd + 1)tr(ΣaΣb)tr(ΣbΣc)tr(ΣaΣdΣcΣd)
+tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣc)tr(ΣcΣd)
]
Hence, the variance of tr (TaTbTcTd) is
V [tr (TaTbTcTd)]
= nanbncnd
[
(nanb + nanc + nand + nbnc + nbnd + ncnd + 1) {tr(ΣaΣbΣcΣd)}2
+(nanbnc + nanbnd + nancnd + nbncnd + na + nb + nc + nd)tr (ΣaΣbΣcΣdΣaΣbΣcΣd)
+(na + 1)(nb + 1)(nc + 1)tr (ΣaΣbΣcΣdΣcΣbΣaΣd) + (na + 1)(nb + 1)(nd + 1)tr (ΣaΣbΣcΣbΣaΣdΣcΣd)
+(na + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣaΣdΣcΣbΣcΣd) + (nb + 1)(nc + 1)(nd + 1)tr (ΣaΣbΣcΣdΣaΣdΣcΣb)
+(na + 1)(nb + 1)tr(ΣcΣd)tr (ΣaΣbΣcΣbΣaΣd) + (na + 1)(nc + 1)tr(ΣaΣbΣaΣd)tr(ΣbΣcΣdΣc)
+(na + 1)(nd + 1)tr(ΣbΣc)tr (ΣaΣbΣaΣdΣcΣd) + (nb + 1)(nc + 1)tr(ΣaΣd)tr (ΣaΣbΣcΣdΣcΣb)
+(nb + 1)(nd + 1)tr(ΣaΣbΣcΣb)tr(ΣaΣdΣcΣd) + (nc + 1)(nd + 1)tr(ΣaΣb)tr (ΣaΣdΣcΣbΣcΣd)
+(na + 1)tr(ΣbΣc)tr(ΣcΣd)tr(ΣaΣbΣaΣd) + (nb + 1)tr(ΣaΣd)tr(ΣcΣd)tr(ΣaΣbΣcΣb)
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+(nc + 1)tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣcΣdΣc) + (nd + 1)tr(ΣaΣb)tr(ΣbΣc)tr(ΣaΣdΣcΣd)
+tr(ΣaΣb)tr(ΣaΣd)tr(ΣbΣc)tr(ΣcΣd)
]
Therefore, the conclusion follows from Assumption 1. This completes the proof of Proposition 2.1.
5.2 Proof of Lemma 2.3
From the definitions of Ta(na), Tb(nb), Tc(nc) and Td(nd),
Eh[M ] = Eh
[
1
p2
√
nanbncnd
tr (Ta(na)Tb(nb)Tc(nc)Td(nd))
]
is given as follows:
• for h = 1, . . . , na, it holds that
Eh[M ] =
√
nbncnd
p2
√
na
tr ((Ta(h) + (na − h)Σa)ΣbΣcΣd) ;
• for h = na + 1, . . . , na + nb, it holds that
Eh[M ] =
√
ncnd
p2
√
nanb
tr (Ta(na) (Tb(h− na) + (na + nb − h)Σb)ΣcΣd) ;
• for h = na + nb + 1, . . . , na + nb + nc, it holds that
Eh[M ] =
√
nd
p2
√
nanbnc
tr (Ta(na)Tb(nb) (Tc(h− na − nb) + (na + nb + nc − h)Σc)Σd) ;
• for h = na + nb + nc + 1, . . . , na + nb + nc + nd, it holds that
Eh[M ] =
1
p2
√
nanbncnd
tr (Ta(na)Tb(nb)Tc(nc) (Td(h− na − nb − nc) + (na + nb + nc + nd − h)Σd)) .
Hence, Dh = Eh[M ]− Eh−1[M ] is given as follows:
• for h = 1, . . . , na, it holds that
Dh =
√
nbncnd
p2
√
na
tr ((xhx
′
h −Σa)ΣbΣcΣd) ;
• for h = na + 1, . . . , na + nb, it holds that
Dh =
√
ncnd
p2
√
nanb
tr
(
Ta(na)
(
yh−nay
′
h−na
−Σb
)
ΣcΣd
)
;
• for h = na + nb + 1, . . . , na + nb + nc, it holds that
Dh =
√
nd
p2
√
nanbnc
tr
(
Ta(na)Tb(nb)
(
zh−na−nbz
′
h−na−nb
−Σc
)
Σd
)
;
• for h = na + nb + nc + 1, . . . , na + nb + nc + nd, it holds that
Dh =
1
p2
√
nanbncnd
tr
(
Ta(na)Tb(nb)Tc(nc)
(
wh−na−nb−ncw
′
h−na−nb−nc
−Σd
))
.
Recalling that σ2h = Eh−1[D
2
h], by using Lemma 4.2, σ
2
h is given as follow:
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• for h = 1, . . . , na, it holds that
σ2h = Eh−1
[{√
nbncnd
p2
√
na
tr ((xhx
′
h −Σa)ΣbΣcΣd)
}2]
=
nbncnd
p4na
Eh−1
[{
x′hΣ
− 1
2
a Σ
1
2
aΣbΣcΣdΣ
1
2
aΣ
− 1
2
a xh − tr
(
Σ
1
2
aΣbΣcΣdΣ
1
2
a
)}2]
=
nbncnd
p4na
{
tr
((
Σ
1
2
aΣbΣcΣdΣ
1
2
a
)(
Σ
1
2
aΣbΣcΣdΣ
1
2
a
))
+ tr
((
Σ
1
2
aΣbΣcΣdΣ
1
2
a
)(
Σ
1
2
aΣdΣcΣbΣ
1
2
a
))}
=
nbncnd
p4na
{tr (ΣaΣbΣcΣdΣaΣbΣcΣd) + tr (ΣaΣbΣcΣdΣaΣdΣcΣb)} ;
• for h = na + 1, . . . , na + nb, it holds that
σ2h = Eh−1
[{ √
ncnd
p2
√
nanb
tr
(
Ta(na)
(
yh−nay
′
h−na
−Σb
)
ΣcΣd
)}2]
=
ncnd
p4nanb
Eh−1
[{
tr
(
y′h−naΣ
− 1
2
b Σ
1
2
b ΣcΣdTa(na)Σ
1
2
b Σ
− 1
2
b yh−na
)
− tr
(
Σ
1
2
b ΣcΣdTa(na)Σ
1
2
b
)}2]
=
ncnd
p4nanb
{
tr
((
Σ
1
2
b ΣcΣdTa(na)Σ
1
2
b
)(
Σ
1
2
b ΣcΣdTa(na)Σ
1
2
b
))
+tr
((
Σ
1
2
b ΣcΣdTa(na)Σ
1
2
b
)(
Σ
1
2
b Ta(na)ΣdΣcΣ
1
2
b
))}
=
ncnd
p4nanb
{tr (Ta(na)ΣbΣcΣdTa(na)ΣbΣcΣd) + tr (Ta(na)ΣbTa(na)ΣdΣcΣbΣcΣd)} ;
• for h = na + nb + 1, . . . , na + nb + nc, it holds that
σ2h = Eh−1
[{ √
nd
p2
√
nanbnc
tr
(
Ta(na)Tb(nb)
(
zh−na−nbz
′
h−na−nb
−Σc
)
Σd
)}2]
=
nd
p4nanbnc
Eh−1
[{
tr
(
z′h−na−nbΣ
− 1
2
c Σ
1
2
c ΣdTa(na)Tb(nb)Σ
1
2
c Σ
− 1
2
c zh−na−nb
)
−tr
(
Σ
1
2
c ΣdTa(na)Tb(nb)Σ
1
2
c
)}2]
=
nd
p4nanbnc
{
tr
(
Σ
1
2
c ΣdTa(na)Tb(nb)Σ
1
2
c Σ
1
2
c ΣdTa(na)Tb(nb)Σ
1
2
c
)
+tr
(
Σ
1
2
c ΣdTa(na)Tb(nb)Σ
1
2
c Σ
1
2
c Tb(nb)Ta(na)ΣdΣ
1
2
c
)}
=
nd
p4nanbnc
{tr (Ta(na)Tb(nb)ΣcΣdTa(na)Tb(nb)ΣcΣd)
+tr (Ta(na)Tb(nb)ΣcTb(nb)Ta(na)ΣdΣcΣd)} ;
• for h = na + nb + nc + 1, . . . , na + nb + nc + nd, it holds that
σ2h = Eh−1
[{
1
p2
√
nanbncnd
tr
(
Ta(na)Tb(nb)Tc(nc)
(
wh−na−nb−ncw
′
h−na−nb−nc
−Σd
))}2]
=
1
p4nanbncnd
Eh−1
[{
tr
(
w′h−na−nb−ncΣ
− 1
2
d Σ
1
2
d Ta(na)Tb(nb)Tc(nc)Σ
1
2
dΣ
− 1
2
d wh−na−nb−nc
)
−tr
(
Σ
1
2
d Ta(na)Tb(nb)Tc(nc)Σ
1
2
d
)}2]
=
1
p4nanbncnd
{
tr
(
Σ
1
2
d Ta(na)Tb(nb)Tc(nc)Σ
1
2
dΣ
1
2
d Ta(na)Tb(nb)Tc(nc)Σ
1
2
d
)
+tr
(
Σ
1
2
d Ta(na)Tb(nb)Tc(nc)Σ
1
2
dΣ
1
2
d Tc(nc)Tb(nb)Ta(na)Σ
1
2
d
)}
=
1
p4nanbncnd
{tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)} .
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In general, as
V[X + Y ] = V[X ] + V[Y ] + 2Cov[X,Y ] ≤ V[X ] + V[Y ] + 2 (V[X ]V[Y ]) 12
≤ V[X ] + V[Y ] + 2max(V[X ],V[Y ]) ≤ 4max(V[X ],V[Y ])
for random variables X and Y which have finite second moments, in order to prove
V
[
na+nb+nc+nd∑
h=1
σ2h
]
→ 0,
it suffices to show
V
[
na∑
h=1
σ2h
]
→ 0, (5.1)
V
[
na+nb∑
h=na+1
σ2h
]
→ 0, (5.2)
V
[
na+nb+nc∑
h=na+nb+1
σ2h
]
→ 0, (5.3)
and
V
[
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
]
→ 0. (5.4)
• Proof of (5.1). As
na∑
h=1
σ2h =
nbncnd
p4
{tr (ΣaΣbΣcΣdΣaΣbΣcΣd) + tr (ΣaΣbΣcΣdΣaΣdΣcΣb)} ,
it holds that
E


(
na∑
h=1
σ2h
)2 = O(n2bn2cn2d
p6
)
→ 0.
• Proof of (5.2). As
na+nb∑
h=na+1
σ2h =
ncnd
p4na
{tr (Ta(na)ΣbΣcΣdTa(na)ΣbΣcΣd) + tr (Ta(na)ΣbTa(na)ΣdΣcΣbΣcΣd)} ,
it holds that
E


(
na+nb∑
h=na+1
σ2h
)2 = n2cn2d
p8n2a
O(n2ap
4) = O
(
n2cn
2
d
p4
)
→ 0.
• Proof of (5.3). As
na+nb+nc∑
h=na+nb+1
σ2h =
nd
p4nanb
{tr (Ta(na)Tb(nb)ΣcΣdTa(na)Tb(nb)ΣcΣd) + tr (Ta(na)Tb(nb)ΣcTb(nb)Ta(na)ΣdΣcΣd)} ,
it holds that
E

( na+nb+nc∑
h=na+nb+1
σ2h
)2 = n2d
p8n2an
2
b
O(n2an
2
bp
6) = O
(
n2d
p2
)
→ 0.
• Proof of (5.4). As
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
=
1
p4nanbnc
{tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)} ,
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it holds that
E

( na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
)2
=
1
p8n2an
2
bn
2
c
E [{tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)}2
]
=
1
p8n2an
2
bn
2
c
×
E [tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd) tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd) tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd) tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd) tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)]
=
1
p8n2bn
2
c
E [tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd)
+tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)ΣdTc(nc)Tb(nb)) tr (ΣaΣd)
+tr (ΣaTb(nb)Tc(nc)ΣdTc(nc)Tb(nb)) tr (ΣaΣd) tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd)
+tr (ΣaTb(nb)Tc(nc)ΣdTc(nc)Tb(nb)) tr (ΣaΣd) tr (ΣaTb(nb)Tc(nc)ΣdTc(nc)Tb(nb)) tr (ΣaΣd)] + o(1)
=
1
p8n2c
E [tr (ΣbTc(nc)ΣdTc(nc)) tr (ΣbΣa) tr (ΣaΣd) tr (ΣbTc(nc)ΣdTc(nc)) tr (ΣbΣa) tr (ΣaΣd)] + o(1)
=
1
p8
E [tr (ΣcΣd) tr (ΣcΣb) tr (ΣbΣa) tr (ΣaΣd) tr (ΣcΣd) tr (ΣcΣb) tr (ΣbΣa) tr (ΣaΣd)] + o(1)
→ σ2abσ2adσ2bcσ2cd.
and that
E
[
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
]
=
1
p4nanbnc
E [tr (Ta(na)Tb(nb)Tc(nc)ΣdTa(na)Tb(nb)Tc(nc)Σd)
+tr (Ta(na)Tb(nb)Tc(nc)ΣdTc(nc)Tb(nb)Ta(na)Σd)]
=
1
p4nbnc
E [tr (ΣaTb(nb)Tc(nc)Σd) tr (ΣaTb(nb)Tc(nc)Σd)
+tr (ΣaTb(nb)Tc(nc)ΣdTc(nc)Tb(nb)) tr (ΣaΣd)] + o(1)
=
1
p4nc
E [tr (ΣbTc(nc)ΣdTc(nc)) tr (ΣbΣa) tr (ΣaΣd)] + o(1)
=
1
p4
E [tr (ΣbΣc) tr (ΣdΣc) tr (ΣbΣa) tr (ΣaΣd)] + o(1)
→ σabσadσbcσcd.
Hence,
V
[
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
]
= E


(
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
)2−
(
E
[
na+nb+nc+nd∑
h=na+nb+nc+1
σ2h
])2
→ 0.
This completes the proof of Lemma 2.3.
5.3 Proof of Lemma 2.4
To prove
na+nb+nc+nd∑
h=1
E[D4h]→ 0,
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we show
na∑
h=1
E[D4h]→ 0, (5.5)
na+nb∑
h=na+1
E[D4h]→ 0, (5.6)
na+nb+nc∑
h=na+nb+1
E[D4h]→ 0, (5.7)
and
na+nb+nc+nd∑
h=na+nb+nc+1
E[D4h]→ 0. (5.8)
• Proof of (5.5). For h = 1, . . . , na, it follows from Lemma 4.3 that
E[D4h] = E
[{√
nbncnd
p2
√
na
tr ((xhx
′
h −Σa)ΣbΣcΣd)
}4]
=
n2bn
2
cn
2
d
p8n2a
E
[
{x′hΣbΣcΣdxh − tr (ΣaΣbΣcΣd)}4
]
=
n2bn
2
cn
2
d
p8n2a
E
[{
x′hΣ
− 1
2
a Σ
1
2
aΣbΣcΣdΣ
1
2
aΣ
− 1
2
a xh − tr
(
Σ
1
2
aΣbΣcΣdΣ
1
2
a
)}4]
=
n2bn
2
cn
2
d
p8n2a
{
3tr
(
(A+A′)
4
)
+
3
4
{
tr
(
(A+A′)
2
)}2}
,
where A = Σ
1
2
aΣbΣcΣdΣ
1
2
a . In general, for a nonnegative definite matrix B 6= 0 whose Spectral decomposition is
given by B = UΛU ′, it holds that
{tr(B)}2 = (tr(Λ))2 =
(
p∑
i=1
λi
)2
>
p∑
i=1
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• Proof of (5.6). For h = na + 1, . . . , na + nb, it follows from Lemma 4.3 that
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• Proof of (5.7). For h = na + nb + 1, . . . , na + nb + nc, it follows from Lemma 4.3 that
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• Proof of (5.8). For h = na + nb + nc + 1, . . . , na + nb + nc + nd, it follows from Lemma 4.3 that
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This completes the proof of Lemma 2.4.
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