Unitary highest weight modules and degenerate principal series by ZHANG JI
Unitary Highest Weight Modules and
Degenerate Principal Series
Zhang Ji
(B.Sci., East China Normal University)
A THESIS SUMMITED
FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF MATHEMATICS
NATIONAL UNIVERSITY OF SINGAPORE
2003
Acknowledgements
I would like to thank Chen-bo Zhu, my supervisor, for his constant support during
this research. He supplied me with the preprints of some of his early work and gave
me many valuable suggestions. I would like to express deep gratitude to him whose
guidance and support were crucial for the successful completion of this thesis.
I am also grateful to my family for their endless love. Although they don’t un-
derstand what am I doing, they supported me and told me never give up. Without
them this work would never have come into existence.






2 The Oscillator Representation and The Harmonic Decomposition 6
2.1 The Oscillator Representation . . . . . . . . . . . . . . . . . . . . 6
2.2 The Space of Harmonic Polynomials . . . . . . . . . . . . . . . . . . 8
3 The Distributions on Mn,k(R) 10
3.1 Definition of Distributions . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 The Dirac Distribution . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Tempered Distributions . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4 N -Invariant Distributions . . . . . . . . . . . . . . . . . . . . . . . 14
4 Main Theorem 17
4.1 The Space of Induced Representation . . . . . . . . . . . . . . . . . 17
4.2 G-equivariant embedding . . . . . . . . . . . . . . . . . . . . . . . . 20
5 The Image Under The Map Φ 24
5.1 The Subgroup N of G . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 The Image Under The Map Φ . . . . . . . . . . . . . . . . . . . . . 27
6 Parallel Statements For G = U(n, n) 29
6.1 The Group U(p, q) . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.2 The Oscillator Representation . . . . . . . . . . . . . . . . . . . . . 31
ii
CONTENTS iii
6.3 The Space of Harmonic Polynomials . . . . . . . . . . . . . . . . . . 32
6.4 The Results for G = U(n, n) . . . . . . . . . . . . . . . . . . . . . . 34
6.4.1 The Oscillator Representation . . . . . . . . . . . . . . . . . 34
6.4.2 The Space of Harmonic Polynomials . . . . . . . . . . . . . 35
6.4.3 The Distributions on Mn,k(C) . . . . . . . . . . . . . . . . . 36
6.4.4 Degenerate Principal Series Representation . . . . . . . . . . 37
7 Parallel Statements For G = O∗(4n) 42
7.1 The Group O∗(4n) . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.2 The Oscillator Representation . . . . . . . . . . . . . . . . . . . . . 43
7.3 The Space of Harmonic Polynomials . . . . . . . . . . . . . . . . . . 44
7.4 The Distributions on Mn,k(H) . . . . . . . . . . . . . . . . . . . . . 45
7.5 Degenerate Principal Series Representation . . . . . . . . . . . . . . 46
Summary.
Let G = S˜p(2n,R), the metaplectic cover of Sp(2n,R). Let ω be the oscillator
representation associated to the dual pair (O(k), Sp(2n,R)) ⊆ Sp(2kn,R).
Let H(Mn,k(R)) be the space of harmonic polynomials onMn,k(R), then we can




λ∈Σ(k)⊂ bO(k) τ(λ)⊗ λ.
Now let S(Mn,k(R)) be the Schwartz space of rapidly decreasing functions on
Mn,k(R). For an irreducible unitary representation (λ, Vλ) of O(k), we let
S(Mn,k(R);λ) = {Vλ-valued Schwartz functions f(x) |
f(xh) = λ(h)−1f(x), h ∈ O(k), x ∈Mn,k(R)} and
H(Mn,k(R);λ) = {Vλ-valued harmonic polynomials f(x) |
f(xh) = λ(h)−1f(x), h ∈ O(k), x ∈Mn,k(R)}.
Define a Hom(Vτ(λ), Vλ)-valued polynomial Iλ(x) on Mn,k(R) by
Iλ(x)f = f(x), f ∈ H(Mn,k(R);λ).
Let δ denote the Dirac distribution at the origin of Mn,k(R). We show that
∂I∗λδ is an N -invariant distribution, where N is the unipotent radical of the Siegel
parabolic subgroup P =MN of G.
We further show that the function Df on G defined by
iv
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Df (g) =< ∂I∗λδ, ω(g)f >, g ∈ G
is in the space of the induced representation IndGP ((det)
− k
2 ⊗ τ(λ)⊗ 1).
This gives a G-equivariant embedding:
Φ : S(Mn,k(R);λ)→ IndGP ((det)−
k
2 ⊗ τ(λ)⊗ 1).
We have thus embedded unitary highest weight modules of G into certain de-
generate principal series representations of G induced from finite dimensional rep-
resentations of P .
For G = U(n, n) or O∗(4n), we have the corresponding dual pair
(U(k), U(n, n)) ⊆ Sp(4kn,R), or (Sp(k), O∗(4n)) ⊆ Sp(8kn,R).
We prove similar results.
Chapter 0
Notations.
Throughout the following, a superscript t denotes the transpose of a matrix or
a vector, x¯ denotes the complex conjugation of x, x\ denotes the quaternionic
conjugation of x (x ∈ H, where H has a standard basis: 1, i, j, k with rules for
multiplication: i2 = j2 = k2 = 1, ij = −ji = k, jk = −kj = i, ki = −ik = j.)
For two integers a and b, Ma,b(R) (resp. Ma,b(C)) denotes the space of a × b
real (resp. complex) matrices. SMn(R) (resp. SMn(C)) denotes the space of the
symmetric n×n real (resp. complex) matrices. Tr X denotes the trace of a square
matrix X.




U(k) ⊂ GL(k,C) is the unitary group of rank k, i.e, U(k) = {u ∈ GL(k, C) | u∗u
= Ik}, where u∗ = u¯t. The orthogonal group O(k) ⊂ U(k) is the subgroup of real
unitary matrices, i.e, O(k) = {h ∈ GL(k,R) | hth = Ik}.
Sp(2n,R) is the real symplectic group which preserves the symplectic form
Ω(x, y) = xtJny, forx, y ∈ R2n.
S˜p(2n,R) is the nontrivial two-fold cover of Sp(2n,R), which is also called the
metaplectic group.
For any compact group G, we use the notation Ĝ to denote the set of equivalent
classes of irreducible finite dimensional representations of G, and C∞(G;V ) the




First, we give the definition of reductive dual pair.
Definition 1. Let W be a finite dimensional non-degenerate real symplectic vector
space, with a real symplectic form < , >; (G, G′) be a pair of subgroups of
Sp = Sp(W ) (the isometry group of < , >), we say (G, G′) form a reductive dual
pair if it satisfies the following conditions:
(1) G and G′ are both reductive;
(2) G is the centralizer of G′ in Sp and vice versa.
In this thesis, we consider the following three reductive dual pairs:
(1) (O(k), Sp(2n,R)) ⊆ Sp(2kn,R),
(2) (U(k), U(n, n)) ⊆ Sp(4kn,R),
(3) (Sp(k), O∗(4n)) ⊆ Sp(8kn,R).
We let G = S˜p(2n,R), G = U(n, n) or G = O∗(4n), and we would like to
embed unitary highest weight modules of G to certain degenerate principal series
representations of G.
We will study the case G = S˜p(2n,R) first, with the corresponding dual pair
(O(k), Sp(2n,R)) ⊆ Sp(2kn,R).




Let V be the standard module of O(k), namely, V = Rk and V n be the direct
sum of n copies of V . Clearly, V n = (Rk)n ∼= Mn,k(R).
Let L2(Mn,k(R)) be the Hilbert space of all square-integrable functions on
Mn,k(R). The action of O(k) on V induces an action on L2(V n) = L2(Mn,k(R))
given by
(h · f)(x) = f(xh), h ∈ O(k), f ∈ L2(Mn,k(R)), x ∈Mn,k(R).
Let H(Mn,k(R)) be the space of harmonic polynomials on Mn,k(R) (See the
precise definition in §2.2), then we can decompose H(Mn,k(R)) as a representation
of GL(n,R)×O(k) using the result of Kashiwara and Vergne:
H(Mn,k(R)) =
⊕
λ∈Σ(k)⊂ bO(k) τ(λ)⊗ λ , (2)
where Σ(k) is the set of λ ∈ Ô(k) which occurs in H(Mn,k(R)), and for λ ∈ Σ(k),
τ(λ) is an irreducible finite dimensional representation of GL(n,R).
For the explicit description of Σ(k) and the duality correspondence between λ
and τ(λ), we refer the reader to Kashiwara and Vergne’s paper [KV].
Let us recall the definition of rapidly decreasing functions on Rn, which form
the so-called Schwartz space.
Definition 3. f : Rn → R is called rapidly decreasing if any derivative of f ,
multiplied with any power of ‖ x‖, converges towards 0 for ‖ x‖ → ∞.
Now, let S(Mn,k(R)) be the Schwartz space of rapidly decreasing functions on
Mn,k(R). For an irreducible unitary representation (λ, Vλ) of O(k), we let
S(Mn,k(R);λ) def:= {Vλ-valued Schwartz functions f |
f(xh) = λ(h)−1f(x), h ∈ O(k), x ∈Mn,k(R)}.
4Let Σ
′
(k) be the set of all λ ∈ Ô(k) such that S(Mn,k(R);λ) 6= 0. We will see
that Σ
′






S(Mn,k(R);λ)⊗ V ′λ ,
where V
′
λ is the dual vector space of Vλ.
Let P be the subgroup of Sp(2n,R) which consists of the matrices
 a b
0 (at)−1
 , a ∈ GL(n,R), b = bt ∈ SMn(R).
P is called the Siegel parabolic subgroup.
We can write P as a semidirect product of M and N , this is the so-called “Levi
decomposition”, i.e, P = MN , where M = P
⋂













∣∣∣∣b = bt ∈ SMn(R)
 .
Clearly we have
M ∼= GL(n,R), N ∼= SMn(R).
Let pi be a representation of M , then we extend pi to a representation of P by
letting N act trivially and we define the induced representation
IndGP (pi ⊗ 1) = {f ∈ C∞(G, Vpi) : f(pg) = pi(a)f(g), g ∈ G, p = m(a)n(b) ∈ P}.
Our main result is the following theorem.
5Theorem 4.2.3 Let H(Mn,k(R)) =
⊕
λ∈Σ(k)
τ(λ)⊗ λ, then for any λ ∈ Σ(k), we
have a G-equivariant embedding
Φ : S(Mn,k(R);λ)→ IndGP ((det)−
k
2 ⊗ τ(λ)⊗ 1).
For the other two cases G = U(n, n) and G = O∗(4n), we have parallel state-
ments in chapter 6 and chapter 7.
Chapter 2
The Oscillator Representation
and The Harmonic Decomposition
2.1 The Oscillator Representation
We recall the action of the orthogonal group O(k) on L2(Mn,k(R)). It is given by
(h · f)(x) = f(xh), h ∈ O(k), f ∈ L2(Mn,k(R)), x ∈Mn,k(R). (2.1.1)
The oscillator representation of S˜p(2nk,R), denoted by ω, can be realized on
L2(Mn,k(R)). This is called the Schrodinger Model. By twisting ω| eO(k) with a
character of O˜(k), the resulting action can be made to factor through the action
given by (2.1.1). From now on, we shall always assume that such a twist has been
done. We may thus consider O(k) instead of O˜(k).
Let m(a), n(b) be as before, σ =
 0 −In
In 0
, then it is well-known that
Sp(2n,R) is generated by m(a), n(b) and σ.
6
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Let f ∈ L2(Mn,k(R)), x ∈Mn,k(R), a ∈ GL(n,R), b ∈ SMn(R) , then we have
[ω(m(a))f ](x) = (det a)
k
2 f(atx),




























Remark 2.1.3. To be more precise, we should specify the action of S˜p(2n,R). We
only need to look at M˜ which covers M . Let M˜ = {(m(a), ²)|a ∈ GL(n,R), ² =
±1}, χ0 be the character of M˜ ,
χ0(m(a), ²) = ² ·
1, if det a>0,i, if det a<0,
we then have
[ω(m(a), ²)f ](x) = χ0(m(a), ²)
α|det a| k2 f(atx), (α ≡ k(mod4)).
Recall that
S(Mn,k(R);λ) = {Vλ-valued Schwartz functions f | f(xh) = λ(h)−1f(x), h ∈
O(k), x ∈Mn,k(R)}, where (λ, Vλ) is an irreducible unitary representation of O(k).
It is quite easy to check that the action of O(k) on S(Mn,k(R)) commutes with
ω(m(a)), ω(n(b)) and ω(σ). Since Sp(2n,R) is generated by m(a), n(b) and σ, we
have
2.2 The Space of Harmonic Polynomials 8
Proposition 2.1.4. S(Mn,k(R);λ) is invariant under the restriction of the oscil-
lator representation to S˜p(2n,R).
The representation of G in S(Mn,k(R);λ) is given by the same formula as in
(2.1.2), so we still use the notation ω for this.
2.2 The Space of Harmonic Polynomials
First we give the definition of harmonic polynomials. We define the map
r :Mn,k(R) → SMn(R)




xilxjl, 1 ≤ i, j ≤ n, we denote by





the corresponding second order differential operator.
The space of harmonic polynomials on Mn,k(R), denoted by H(Mn,k(R)), is
H(Mn,k(R)) = {f ∈ P(Mn,k(R))|∆ijf = 0, for 1 ≤ i, j ≤ n},
where P(Mn,k(R)) is the space of polynomial functions on Mn,k(R).
H(Mn,k(R)) is a representation of GL(n,R)×O(k) by the action
((a, h)f)(x) = f(a−1xh), h ∈ O(k), a ∈ GL(n,R).





where τ(λ) is an irreducible representation of GL(n,R).
Here λ′ is the contragredient representation of λ on the dual space V ′λ. But as





2.2 The Space of Harmonic Polynomials 9
We use the notation P [Mn,k(R)](λ) (resp. H(Mn,k(R);λ)) to denote the space
of all Vλ-valued polynomials f(x) (resp. harmonic polynomials f(x)) such that
f(xh) = λ(h)−1f(x).
From [KV](P.18), we have the following proposition.
Proposition 2.2.1.
P [Mn,k(R)](λ) = P [xxt] · H(Mn,k(R);λ),
where P [xxt] is the subring of P [Mn,k(R)] generated by (xxt)i,j (1 ≤ i, j ≤ n).





)| p ∈ P [Mn,k(R)](λ)} is dense in S(Mn,k(R);λ).
So S(Mn,k(R);λ) 6= 0 is equivalent to P [Mn,k(R)](λ) 6= 0, hence equivalent to
H(Mn,k(R);λ) 6= 0 from Proposition 4.5.
Thus, if we let
Σ(k) = {λ ∈ Ô(k) | H(Mn,k(R);λ) 6= 0},
Σ′(k) = {λ ∈ Ô(k) | S(Mn,k(R);λ) 6= 0},
then the following proposition follows immediately.
Proposition 2.2.2. Let Σ(k) and Σ′(k) be as defined above, we have
Σ(k) = Σ′(k).
Chapter 3
The Distributions on Mn,k(R)
3.1 Definition of Distributions
First we need to recall some definitions and properties of distributions.
Let K be the set of all continuous, infinitely differentiable functions φ(x) with
compact support (depending on φ(x)). These functions are called the test functions
and they form a vector space.
Recall that a sequence φn converges to zero in K if




2 , . . . converges uniformly
to zero;
(2) The φn has uniformly bounded support, i.e, there exists an interval [a,b]
which is independent of n such that every φn vanishes outside of [a,b].
Now we give the definition of a distribution on R .
Definition 3.1.1. A distribution D on R is a mapping from K to R which satisfies
the following conditions: (We denote the action of D on φ ∈ K by < D,φ >.)
(1) < D, aφ1 + bφ2 > = a < D, φ1 > + b < D, φ2 >, for any two real
numbers a, b and any two test functions φ1(x), φ2(x) in K;
(2) If a sequence of test functions φ1, φ2, . . . , φn, . . . converges to zero in K,
10
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then the sequence < D, φ1 >, < D, φ2 >, . . . , < D, φn >, . . . converges to zero.
The space of distributions on Mn,k(R) is defined similarly.
3.2 The Dirac Distribution
We look at an example.
If we associate every f(x) with its value at the origin of Mn,k(R), i.e,
< D, f(x) >= f(0), f ∈ S(Mn,k(R)). (3.2.1)
It is easy to verify that it satisfies condition (1) and (2) in Definition 3.1.1, so
it is a distribution on Mn,k(R).
Definition 3.2.2. We call the distribution defined by equation(3.2.1) the Dirac
Distribution at the origin of Mn,k(R) and denote it by δ.









t)fˆ(x′) dx′, f ∈ S(Mn,k(R)).









This gives us the following proposition.
Proposition 3.2.3. The Dirac distribution δ can be written as
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3.3 Tempered Distributions
Definition 3.3.1. If a distribution D, as a linear functional on the space K of
test functions, has a continuous extension to the Schwartz space S, then we say D
is a tempered distribution.
It is clear that
Proposition 3.3.2. The Dirac distribution δ is a tempered distribution onMn,k(R).
From now on , we let D be a tempered distribution on Mn,k(R), φ(x) be a
function in the Schwartz space S(Mn,k(R)), we use the notation < D, φ > for the
action of D on φ.
Now we define some new distributions.
Definition 3.3.3. Let D be a tempered distribution on Mn,k(R), c be a constant,
g(x) be a C∞ function, A be a non-singular n×n matrix, we define the following
new distributions by the formula:
(1) < c ·D,φ > = c · < D, φ >,
(2) < g(x)D,φ > = < D, g(x)φ(x) >,
(3) < ∂
∂xij
D,φ > = − < D, ∂
∂xij
φ(x) >,
(4) < A ·D,φ > = < D, φ(A−1x) > .
where φ(x) ∈ S(Mn,k(R)).
We have the following proposition.
Proposition 3.3.4. For a tempered distribution D, all the distributions defined
above are again tempered.
3.3 Tempered Distributions 13




D,φ >= − < D, ∂
∂xij
φ(x) > .
By applying this definition repeatedly, we can define partial derivatives of a
tempered distribution of any order, and all of them will be tempered. Note that
since the partial derivatives of a C∞ function commute, the partial derivatives of
a tempered distribution also commute.









αij , where xij are the matrix
entry functions on Mn,k(R).
























From (3.3.6), it is clear that for a representation τ of GL(n,R), we have
< ∂τ(a)q(x)D,φ >= τ(a) < ∂q(x)D,φ >,
where a ∈ GL(n,R).
Definition 3.3.7. We say a polynomial q(x) on Mn,k(R) is a homogeneous poly-





α, where |α| = d, for all α ∈ J.
Here J is an index set.
3.4 N-Invariant Distributions 14
We have the following proposition.
Proposition 3.3.8. A polynomial q(x) on Mn,k(R) is a homogeneous polynomial
of degree d if and only if it satisfies the following condition:
q(λx) = λdq(x)
for all real λ > 0.
It is clear that for a homogeneous polynomial q(x) of degree d, we have
< ∂qD,φ >= (−1)d < D, ∂qφ(x) > .
Remark 3.3.9. In above discussion of distributions, our functions are scalar-
valued, however, the theory of distributions also can be extended to vector-valued
functions.
3.4 N-Invariant Distributions
Now let N be the Lie algebra of N (where P =MN), we have the following
Proposition 3.4.1. Suppose that q(x) is a homogeneous harmonic polynomial on
Mn,k(R), then ∂qδ is an N-invariant tempered distribution on Mn,k(R).
Proof: We recall that







 ∈ N, x ∈Mn,k(R).
Therefore, to show some distribution D is invariant under above action, i.e,
< D,ω(n(b))f > = < D, f >,
3.4 N-Invariant Distributions 15
we need to show that under the derived action of N (Still denoted by ω):
ω(y)D = 0, y =
 0 Y
0 0
 ∈ N, Y = Y t,
this is equivalent to
(xxt)ijD = 0, 1 ≤ i, j ≤ n.
Let q(x) be a homogeneous harmonic polynomial on Mn,k(R) of degree d, we
need to show
rij(∂qδ) = 0, 1 ≤ i, j ≤ n,




Lemma 3.4.2. Let f(x), g(x) be arbitrary polynomials on Mn,k(R), then
(∂fg)(0) = (∂gf)(0).
The proof of Lemma 3.4.2 will be postponed to page 16. We continue the proof
of Proposition 3.4.1.




















The equation (1) holds by the Leibnitz formula.
The equation (2) holds by Lemma 3.4.2.
The equation (3) holds because q(x) is a harmonic polynomial.
3.4 N-Invariant Distributions 16
Since {p(x)e−Tr(xxt2 ) : p(x) ∈ P (Mn,k(R))} is dense in S(Mn,k(R)), we have
< rij(∂qδ), f(x) >= 0, ∀f ∈ S(Mn,k(R)).
Thus, rij(∂qδ) = 0.
So ∂qδ is an N -invariant distribution.






























4.1 The Space of Induced Representation
We recall that P =MN is the Siegel parabolic subgroup of G and M ∼= GL(n,R).
Let (pi, Vpi) be some irreducible representation of GL(n,R), we extend pi trivially
on N . Let IndGPpi ⊗ 1 be the corresponding induced representation of G. The
representation space for this is
{f ∈ C∞(G, Vpi) : f(pg) = pi(a)f(g), ∀g ∈ G, p = m(a)n(b) ∈ P}.
Now let (λ, Vλ) be an irreducible unitary representation of O(k), (τ, Vτ ) be
an irreducible representation of GL(n,R). We choose a scalar product on Vτ such
that τ(a∗) = τ(a)∗, ∀ a ∈ GL(n,R), where a∗ = at.
Let I(x) be a Hom(Vτ , Vλ)-valued polynomial on Mn,k(R), we define I∗ by
< I(x)∗f | g > = < f | I(x)g >, f ∈ Vλ, g ∈ Vτ .
Thus, we have a Hom(Vλ, Vτ )-valued polynomial, x 7→ I(x)∗, to be denoted by
I∗.
Next, for any f ∈ S(Mn,k(R);λ), we consider the function
Df (g) =< ∂I∗δ, ω(g)f > .
17
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Clearly Df is a C
∞-function on G with values in Vτ
We want to show that if we choose appropriate polynomial I(x), then the
function Df is in the space of some induced representation of G.
We state it as a proposition.
Proposition 4.1.1. Let (λ, Vλ) be an irreducible unitary representation of O(k),
(τ, Vτ ) be an irreducible finite dimensional representation of GL(n,R). Suppose
that a Hom(Vτ , Vλ)-valued polynomial I(x) on Mn,k(R) satisfies the following two
conditions:
(1) I(axh) = λ(h)−1I(x)τ(a)−1, for h ∈ O(k), a ∈ GL(n,R);
(2) I(x) is a harmonic polynomial,
then for f ∈ S(Mn,k(R);λ), the function Df is in the space of the induced
representation IndGP ((det)
− k
2 ⊗ τ ⊗ 1).
Before we prove the proposition, we give two lemmas.
Lemma 4.1.2. If a polynomial I(x) satisfies the condition (1) in Proposition 4.1.1,
then I(x) is a homogeneous polynomial.
Lemma 4.1.3. If I(x) is a harmonic polynomial, then I∗ is also a harmonic
polynomial.
Lemma 4.1.2 follows from Proposition 3.3.8, we just have to choose a to be
a scalar matrix. Note that in an irreducible finite dimensional representation of
GL(n,R), the scalar matrices act by a character.
Lemma 4.1.3 follows from the definition of I∗.
Now we give the proof of Proposition 4.1.1.
Proof of Proposition 4.1.1:
Since I(x) is a harmonic polynomial, I∗ is also a harmonic polynomial. From
Proposition 3.4.1, we know that ∂I∗δ is an N -invariant distribution.
Furthermore, from condition (1), we have
I(ax) = I(x)τ(a)−1. (4.1.4)
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= < ∂I∗δ, ω(pg)f >
= < ∂I∗δ, ω(m(a)n(b)g)f >
= < ∂I∗δ, ω(m(a)n(b)m(a)
−1m(a)g)f >
= < ∂I∗δ, ω(n(aba
t)m(a)g)f >
= < ∂I∗δ, ω(m(a)g)f >









2 (deta−1)k < ∂I((at)−1x)∗δ, ω(g)f(x) >
= (deta)−
k








2 ⊗ τ ⊗ 1).
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4.2 G-equivariant embedding
We recall that the representation τ = τ(λ) of GL(n,R) on Vτ = H(Mn,k(R);λ) is
given by
((τ(λ)(a) · f)(x) = f(a−1x), a ∈ GL(n,R), f ∈ H(Mn,k(R);λ). (4.2.1)
Now, we define a Hom(Vτ , Vλ)-valued polynomial Iλ(x) as
Iλ(x)f = f(x), f ∈ H(Mn,k(R);λ), (4.2.2)
then Iλ(xh)f = f(xh) = λ(h)
−1f(x) = λ(h)−1Iλ(x)f , i.e,
Iλ(xh) = λ(h)
−1Iλ(x).





So Iλ(x) is a Hom(Vτ , Vλ)-valued polynomial on Mn,k(R) which satisfies the
conditions in Proposition 4.1.1, thus Df (g) =< ∂I∗λδ, ω(g)f > is in the space of
the induced representation IndGP ((det)
− k
2 ⊗ τ(λ)⊗ 1).
Consequently we obtain a map
Φ : f 7→ Df
from S(Mn,k(R);λ) to certain induced representation.
From [KV], we note that τ(λ) = H(Mn,k(R);λ).
The following is our main theorem.
Theorem 4.2.3. Let H(Mn,k(R)) =
⊕
λ∈Σ(k)
τ(λ) ⊗ λ, then for any λ ∈ Σ(k), we
have a G-equivariant embedding:
Φ : S(Mn,k(R);λ)→ IndGP ((det)−
k
2 ⊗ τ(λ)⊗ 1).
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We will prove this theorem later.
Recall that a unitary representation of G is called a unitary highest module if
the underlying (g, K)- module is an irreducible quotient of a Verma module for gC.
According to [KV], S(Mn,k(R);λ) is (the smooth part of) a unitary highest
weight module. we have thus embedded a unitary highest module of G into a
degenerate principal series representation.
We have the following from Proposition 3.2.3.








where fˆ is the Fourier transform of f .






∣∣∣∣c = ct ∈ SMn(R)}.
Let f ∈ S(Mn,k(R);λ), I∗λ be a homogeneous polynomial of degree d, we have
the following proposition.
Proposition 4.2.4.











Proof: Recall that ω(σ)f = (i)
nk
2 fˆ , we compute
Φ(f)(n¯(c)) = < ∂I∗λδ, ω(n¯(c))f >


























































Now we proof the theorem.
Proof of Theorem 4.2.3:
It is easy to check that this map is G-equivariant.
Next we show this map is injective.
Let Iλ(x) be as defined in (4.2.2), then I
∗
λ is a homogeneous polynomial (Lemma
4.1.3), let d be the homogeneous degree of I∗.
Suppose for some f ∈ S(Mn,k(R);λ), we have
Φ(f) = 0,
i.e, for any g ∈ G, we have
Φ(f)(g) =< ∂I∗δ, ω(g)f >= 0
Especially, we have
Φ(f)(n¯(c)) = 0.
From Proposition 4.2.4, we have
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Note that Iλ satisfies the conditions in Proposition 4.1 and f ∈ S(Mn,k(R);λ),
then I(x)∗f̂(x) is invariant under the right translation by O(k), from [KV](section
4.6), we have
Iλ(x)
∗f̂(x) = 0 almost everywhere.
Let p ∈ H(Mn,k(R);λ), then we have
< Iλ(x)
∗fˆ(x) | p > = < fˆ(x) |Iλ(x)p >
= < fˆ(x) | p(x) >
= 0,
We recall that
P [Mn,k(R)](λ) = P [xxt] · H(Mn,k(R);λ),
then we have
< fˆ(x) | p(x) > = 0,∀ p ∈ P [Mn,k(R)](λ),
and so
e−Tr(xx
t) < fˆ(x) | p(x) > = 0,∀ p ∈ P [Mn,k(R)](λ).
We know that {e−Tr(xxt)p(x)| p ∈ P [Mn,k(R)](λ)} is dense in
S(Mn,k(R);λ), thus we have fˆ = 0, hence f = 0.
So Φ is an injective map.
( Part of this proof is taken from [KV ].)
Chapter 5
The Image Under The Map Φ
5.1 The Subgroup N of G






















If detD 6= 0, we have the following results from simple computations
A = (Dt)−1(I +BtC),
and
D−1C = Ct(D−1)t = (D−1C)t
BD−1 = (BD−1)t
24
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So the subset MNN is open and dense in Sp(2n,R).





sinceMNN is dense in Sp(2n,R), we know that the image of S(Mn,k(R);λ) under
Φ is determined by Φ(f)|N .
For n¯(c) ∈ N , from Proposition 4.2.4, we have
























then it is well defined for c ∈ SMn(C) if Im(c) is positive definite.
Proof. We need to show that the integral in 5.1.3 is an absolutely convergent
integral.
For any polynomial I(x), we have
‖Iλ(x)∗f̂(x)‖ ≤ (1 + Tr(xxt))N‖f̂(x)‖, for some N.








≤ (∫ e− 12Tr(−xxtIm(c))(1 + Tr(xxt))N‖f̂(x)‖ dx)2
≤ (∫ e−Tr(−xxtIm(c))(1 + Tr(xxt))2N dx)(∫ ‖f̂(x)‖2 dx).




For the first part, we have Im(c) is positive definite and e−Tr(xx
ty)(1+Tr(xxt))2N

















we have the following proposition.






 ((mb+ d)−1)t b
0 mb+ d
 In 0
(mb+ d)−1(ma+ c) In
 .
Proof:
This follows immediately from 5.1.1.
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Let Φ ∈ IndGP (pi ⊗ 1), where pi is a representation of GL(n,R), we have
g · Φ(n¯(m))








( ((mb+ d)−1)t b
0 mb+ d
 In 0
(mb+ d)−1(ma+ c) In
)
= pi(((mb+ d)−1)t)Φ(n¯((mb+ d)−1(ma+ c)))
So we have the formula of the action of G on Φ|N¯ .
5.2 The Image Under The Map Φ
Now, we look at the image of S(Mn,k(R);λ) under the map Φ.
Now let K ∼= U(n) be the maximal compact subgroup of G. We consider
D = K\G, G acts on D by fractional linear transformation. We realize it as the
Siegel upper half plane
{z ∈ SMn(C), Imz > 0}.
Its boundary is
{x ∈Mn,n(R) | x = xt}
and it is called the Shilov boundary of D.
From Lemma 5.1.2, we see that Φ(f)(n¯(c)) allows holomorphic extension to the
Siegel upper half plane.
Let (τ, Vτ ) be an irreducible representation of K. Denote by O(K\G, τ) the
space of all Vτ -valued holomorphic functions on D. As usual, it can be identified
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with the space of holomorphic sections of the homogeneous vector bundle over
K\G associated to τ .
We know that G acts on O(K\G, τ) by
(T (τ)(g)f)(z) = τ(((zb+ d)−1)t)f((zb+ d)−1(za+ c))




Let us consider the space O(K\G, det− k2 ⊗ τ(λ)), the space of all holomorphic
functions on D with values in V
det−
k
2⊗τ(λ). As we mentioned before, Φ(f)(n¯(c))
allows holomorphic extension to the Siegel upper half plane, and the action of
Φ(f) must be compatible. So the elements of Φ(f)|N are the boundary values of
those holomorphic functions in the space O(K\G, det− k2 ⊗ τ(λ)).
So we have embedded S(Mn,k(R);λ) as a subspace of O(K\G, det− k2 ⊗ τ(λ))
in a G-equivalent way.
Remark 5.2.1. In [KV], they consider O(G/K), and G acts on O(G/K, τ) by
(T (τ)(g)f)(z) = τ((cz + d)t)f((az + b)(cz + d)−1)






G = U(n, n)
6.1 The Group U(p, q)
We first review some results on the oscillator representations for G = U(p, q).




x11 x12 x13 l q











For any x ∈ Mq,q(C), let x∗ = x¯t. Then we have the space of hermitian q × q
matrices as
H(q) = {x ∈Mq,q(C)| x = x∗}.
We also define the group U(r) by
U(r) = {x ∈ GL(r,C)| x∗x = Ir}.
29
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Then we can define the group
G = U(p, q) = {g ∈Mp+q,p+q(C)| g∗hg = h}.



























 , u ∈Mr,q(C),







These five types of elements generate the group U(p, q).
6.2 The Oscillator Representation
Now we consider the following Hilbert space:
Lk = { classes of measurable functions ψ(w, v) = ψ(Rew, Imw, v)
(w ∈Mq,k(C), v ∈Mr,k(C)) such that





Here we write w = (w1, w2, · · · , wq)t, (wi ∈ Ck), then the Euclidean measure is
|dw|2 = 2qd(Rew1)d(Imw1)d(Rew2)d(Imw2) · · · d(Rewq)d(Imwq)
on Mq,k(C) and |dv|2 is defined similarly.
Now G acts on Lk via the oscillator representation ω. We have
[ω(g(a))ψ](w, v) = (det a)kψ(a∗w, v),
[ω(t(b))ψ](w, v) = eiT rww
∗bψ(w, v),
[ω(k(α))ψ](w, v) = ψ(w, α−1v),




∗u∗ψ(w, v − uw),
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The unitary group U(k) acts on Lk by
(h · ψ)(w, v) = ψ(wh, vh), h ∈ U(k), ψ ∈ Lk.
It is easy to check that the action of U(k) on Lk commutes with the action of
ω.
For any irreducible representation (λ, Vλ) of U(k), we let
Lk(λ) = {classes of measurable functions ψ(w, v) = ψ(Rew, Imw, v) with
values in Vλ such that
(1) ψ(wh, vh) = λ(h)−1ψ(w, v),




−Trvv∗ |ψ(w, v)|2|dw|2|dv|2 <∞}.
The representation of G in Lk(λ) is given by the same formula as those of Lk.
6.3 The Space of Harmonic Polynomials
In this section, we shall proceed as in the case G = Sp(2n,R).
Let us define the map
r :Mp,k(C)×Mq,k(C) → Mp,q(C)
(x, y) 7→ xyt,
x = (xij)p×k ∈Mp,k(C), y = (yij)q×k ∈Mq,k(C).
So, r(x, y)ij =
k∑
l=1
xilyjl for 1 ≤ i ≤ p, 1 ≤ j ≤ q.





the corresponding second order differ-
ential operator.
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The space of harmonic polynomials on Mp,k(C)×Mq,k(C), denoted by H, is
H = {f(x, y)|(∆ijf)(x, y) = 0, for 1 ≤ i ≤ p, 1 ≤ j ≤ q},
where x ∈Mp,k(C), y ∈Mq,k(C).
H is a representation of GL(p,C)×GL(q,C)×GL(k,C) by the action






For an irreducible holomorphic representation (λ, Vλ) of GL(k,C), we let
H(λ) = {I(x, y) : Vλ − valued harmonic polynomials |
I(xh, y(h−1)t) = λ(h)−1I(x, y)},
and we let





H(λ)⊗ V ′λ .
GL(p,C)×GL(q,C) acts on H(λ) by
((g1, g2) · I)(x, y) = I(g−11 x, gt2y).
We denote this representation by τ(λ), from the result of [KV], we know that
τ(λ) is an irreducible holomorphic representation of GL(p,C) × GL(q,C), so we
can write τ(λ) as
τ(λ) = τ1 ⊗ τ2,
where τ1 is an irreducible holomorphic representation of GL(p,C) and τ2 is an
irreducible holomorphic representation of GL(q,C).
So we have
((τ1(g1)⊗ τ2(g2)) · I)(x, y) = I(g−11 x, gt2y),
g1 ∈ GL(p,C), g2 ∈ GL(q,C), I ∈ H(λ).
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6.4 The Results for G = U(n, n)
6.4.1 The Oscillator Representation
From now on, we deal with the case where p = q = n with the corresponding dual
pair
(U(k), U(n, n)) ⊆ Sp(4kn,R).
















 , then U(n, n) is generated by above three types of
elements : g(a), t(b) and σ.
Let V be the standard module of U(k), namely, V = Ck and V n be the direct
sum of n copies of V , obviously, we can identify V n with Mn,k(C). Let S(Mn,k(C))
be the Schwartz space of Mn,k(C), then G acts on S(Mn,k(C)) via the oscillator
representation ω.
Let a ∈ GL(n,C), b ∈ H(n), f ∈ S(Mn,k(C)), We have
[ω(g(a))f ](z) = (det a)kf(a∗z),
[ω(t(b))f ](z) = eiT r(zz
∗b)f(z),
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Now we look at the action of the group U(k) on S(Mn,k(C)). It is given by
(h · f)(z) = f(zh), h ∈ U(k), f ∈ S(Mn,k(C)), z ∈Mn,k(C).
6.4.2 The Space of Harmonic Polynomials
Now the space of harmonic polynomials on Mn,k(C)×Mn,k(C) is
H(Mn,k(C)×Mn,k(C)) = {f(x, y)|(∆ijf)(x, y) = 0,






The space of harmonic polynomials on Mn,k(C) × Mn,k(C): H(Mn,k(C) ×
Mn,k(C)) is a representation of GL(n,C)×GL(n,C)×GL(k,C) by the action
((a, b, h) · f)(x, y) = f(a−1xh, bty(h−1)t),
where a, b ∈ GL(n,C), h ∈ GL(k,C).
In a similar way, for an irreducible unitary representation (λ, Vλ) of U(k), we
define
S(Mn,k(C);λ) = {Vλ-valued Schwartz functions f |
f(zh) = λ(h)−1f(z), h ∈ U(k)}.
As before, we use the notation P [Mn,k(C)×Mn,k(C)](λ) (resp. H(λ)) to denote
the space of all Vλ-valued polynomials f(x, y) (resp. harmonic polynomials f(x, y))
such that
f(xh, y(h−1)t)) = λ(h)−1f(x, y).
Similarly, we have the following proposition.
Proposition 6.4.2.1.
P [Mn,k(C)×Mn,k(C)](λ) = P [xyt] · H(λ),
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where P [xyt] is the subring of P [Mn,k(C) × Mn,k(C)] generated by (xyt)i,j (1 ≤
i, j ≤ n).
We note the following:
If f(z) is a polynomial of Rez, Imz on the vector space Mn,k(C), where
z = Rez+ iImz ∈Mn,k(C) , then there exists a complex polynomial (which is still
denoted by f) on Mn,k(C)×Mn,k(C) such that f(z, z¯) = f(Rez, Imz).
Note that
{f(z, z¯)e−Tr(zz∗)| f ∈ P [Mn,k(C)×Mn,k(C)](λ)} is dense in S(Mn,k(C);λ).
thus S(Mn,k(R);λ) 6= 0 is equivalent to P [Mn,k(C) × Mn,k(C)](λ) 6= 0, hence
H(λ) 6= 0 from Proposition 6.4.2.1.
So we may use the same notation Σ(k) for the subset of λ ∈ Û(k) such that
S(Mn,k(C);λ) 6= 0.
6.4.3 The Distributions on Mn,k(C)





), for a polynomial p on Mn,k(C)×Mn,k(C).
We have the following proposition.
Proposition 6.4.3.1. If p(z) is a harmonic polynomial on Mn,k(C), then ∂pδ is
an N-invariant distribution.
Proof: We shall only need a small modification in the proof of Proposition
3.4.1.
Note that
[ω(t(b))f ](z) = eiT r(zz
∗b)f(z),
where b ∈ H(n), f ∈ S(Mn,k(C))
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So, to conclude the N -invariance of a distribution D, we need to show
(zz¯t)ijD = 0, 1 ≤ i, j ≤ n
The result follows from a similar argument as in proof of the Proposition 3.4.1.
6.4.4 Degenerate Principal Series Representation
Let λ be some irreducible unitary representation of U(k), τ1, τ2 be some irreducible
holomorphic representations of GL(n,C), I(x, y) be a Hom(Vτ1⊗τ2 , Vλ) -valued
polynomial on Mn,k(C)×Mn,k(C). We choose a scalar product on Vτ1⊗τ2 such that
τ1 ⊗ τ2(g∗1, g∗2) = τ1 ⊗ τ2(g1, g2)∗. We define I∗ by
< I(x, y)∗f | g > = < f | I(x, y)g >, f ∈ Vλ, g ∈ Vτ1⊗τ2 .
Thus, we have a Hom(Vλ, Vτ1⊗τ2)-valued polynomial, (x, y) 7→ I(x, y)∗, to be
denoted by I∗.
For any f ∈ S(Mn,k(C);λ), we shall consider the function
Df (g) =< ∂I∗δ, ω(g)f > .











∣∣∣∣b = bt ∈ H(n)
 .
For a representation pi(a) ofM , we extend it to a representation of P by letting
N act trivially. We denote the corresponding induced representation of G by
IndGPpi ⊗ 1.
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Proposition 6.4.4.1. Let λ be some irreducible unitary representation of U(k),
τ1, τ2 be some irreducible holomorphic representations of GL(n,C), I(x, y) be a
Hom(Vτ1⊗τ2 , Vλ) -valued polynomial on Mn,k(C)×Mn,k(C). Suppose I(x, y) satis-
fies the following conditions:




−1y(h−1)t) = λ(h)−1I(x, y)(τ1(a1)−1 ⊗ τ2(a2)−1), for h ∈ U(k),
a1, a2 ∈ GL(n,C),




τ1 ⊗ τ2 ⊗ 1.
Proof: It is clear that Df is a C
∞ functions on G with values in Vτ1⊗τ2 .
From condition (1), I(x, y) is a harmonic polynomial, then I(x, y)∗ is also a












−1 ⊗ τ2(a∗2)−1)I(x, y)∗.
We recall that
[ω(g(a))f ](z, z¯) = (det a)kf(a∗z, (a∗t)−1z¯), a ∈ GL(n,C), f ∈ S(Mn,k(C)).
Now let p ∈ P , p = g(a)t(b), h ∈ G, we compute
Df (ph)
= < ∂I∗δ, ω(ph)f >
= < ∂I∗δ, ω(g(a)t(b)h)f >
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= < ∂I∗δ, ω(g(a)h)f >
= < ∂I∗δ, (deta)
kω(h)f(a∗z, (a∗t)−1z¯) >
= (deta)k < ∂I∗δ, ω(h)f(a
∗z, (a∗t)−1z¯) >
= (deta)k(deta−1)k(deta−1)k < ∂I((a∗)−1z,(a∗t)z¯)∗δ, ω(h)f(z, z¯) >
= (deta)−k(τ1(a)⊗ τ2(a)) < ∂I∗δ, ω(h)f(z, z¯ >
= (deta)−k(τ1(a)⊗ τ2(a))Df (h)
So Df is in the representation space of Ind
G
P (det)
−k ⊗ τ1 ⊗ τ2 ⊗ 1.
Recall that Σ(k) is the subset of λ ∈ Û(k) such that S(Mn,k(C);λ) 6= 0, from





where λ is an irreducible unitary representation of U(k), τ1(λ) and τ2(λ) are two
irreducible holomorphic representations of GL(n,C).
From section 6.3, we have
((τ1(λ)(a1)⊗ τ2(λ)(a2)) · f)(x, y) = f(a−11 x, at2y),





−1y) = ((τ1(λ)(a1)−1 ⊗ τ2(λ)(a2)−1) · f)(x, y).
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Now we define a polynomial Iλ(x, y) as
Iλ(x, y)f = f(x, y), f ∈ H(Mn,k(C)×Mn,k(C);λ).




−1y(h−1)t) = λ(h)−1I(x, y)(τ1(λ)(a1)−1 ⊗ τ2(λ)(a2)−1),
which satisfies the conditions in Proposition 6.4.4.
Now for every f ∈ S(Mn,k(C);λ), we obtain the map
Φ : f 7→ Df
from S(Mn,k(C);λ) to certain induced representation.
We state it as a theorem.
Theorem 6.4.4.2. Let H(Mn,k(C)×Mn,k(C)) =
⊕
λ∈Σ(k)
τ1(λ)⊗ τ2(λ)⊗ λ, then for
any λ ∈ Σ(k), we have a G-equivariant embedding
Φ : S(Mn,k(C));λ)→ IndGP (det)−k ⊗ τ1(λ)⊗ τ2(λ)∗ ⊗ 1.
Proof:
It is easy to check that this map is G-equivariant.
To show the injectivity, we proceed as in the proof of Theorem 4.2.3.
We write the Dirac distribution as











 ∈ G, where c = c∗ ∈ H(n), we have
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Φ(f)(n¯(c)) = < ∂I∗δ, ω(n¯(c))f > = 0
Using the similar computation as in Proposition 4.2.4, we have






∗f̂(w) dw = 0.
where d is the homogeneous degree of I∗λ.
Thus Iλ(w)
∗fˆ(w) = 0 almost everywhere.
From our choose of Iλ(w)
∗, we have
< fˆ(w) | p(w) >= 0
for p ∈ H(λ).
Hence
< fˆ(w) | p(w) >= 0
for p ∈ P [Mn,k(C)](λ) according to Proposition 6.4.2.
Recall that {p(w, w¯)e−Tr(ww∗)| p ∈ P [Mn,k(C)×Mn,k(C)](λ)} is dense in
S(Mn,k(C);λ), we have fˆ = 0, hence f = 0.
Chapter 7
Parallel Statements For G = O∗(4n)
7.1 The Group O∗(4n)
Now we look at the case G = O∗(4n) with the corresponding dual pair
(Sp(k,H), O∗(4n)) ⊆ Sp(8kn,R).
O∗(4n) is the quaternion symplectic group which preserves the “quaternionic-
symplectic” form






















∣∣∣∣ b = bt\ ∈Mk,k(H)
 .
O∗(4n) is generated by three types of elements: m(a), n(b) and σ.
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7.2 The Oscillator Representation
For a quaternionic matrix
A =

q11 + jp11 q12 + jp12 . . . q1n + jp1n
q21 + jp21 q22 + jp22 . . . q2n + jp2n
. . . . . . . . . . . .
qn1 + jpn1 qn2 + jpn2 . . . qnn + jpnn
 ,





Let V be the standard module of Sp(k), namely, V = Hk and V n be the direct
sum of n copies of V . We can identify V n with Mn,k(H).
Let S(Mn,k(H)) be the Schwartz space of Mn,k(H), then G acts on S(Mn,k(H))
via the oscillator representation ω.
For a ∈ GL(n,H), b = bt\ ∈Mn,n(H), f ∈ S(Mn,k(H)), We have
[ω(m(a))f ](u) = (detH a)kf(a\tu),
[ω(n(b))f ](u) = e
iTrH(uu\tb)
2 f(u),











(See [As] for more properties of the quaternionic determinant detH.)
Note that detH a is the modulas of the linear transformation u 7→ au, u ∈ Hn.
Now we look at the action of the group Sp(k,H) on S(Mn,k(H)). It is given by
(h · f)(u) = f(uh), h ∈ Sp(k), f ∈ S(Mn,k(H)), u ∈Mn,k(H).
It is clear that this action commutes with the action of the oscillator represen-
tation.
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For any irreducible unitary representation (λ, Vλ) of Sp(k,H), we define
S(Mn,k(H));λ) = {f(u) : Vλ − valued polynomials | f(uh) = λ(h)−1f(u)}.
7.3 The Space of Harmonic Polynomials
We now consider M2n,2k(C). We write a typical element u ∈M2n,2k(C) as
u = (z w) , z, w ∈M2n,k(C).
Next we consider the differential equations












The space of harmonic polynomials onM2n,2k(C), denoted byH = H(M2n,2k(C)),
is
H = {f(u)|(∆ijf)(z, w) = 0, for 1 ≤ i, j ≤ n},
where u = (z w) , z, w ∈M2n,k(C).
H is a representation of GL(2n,C)× Sp(2k,C) by the action
((a, h)f)(u) = f(a−1uh), a ∈ GL(2n,C), h ∈ Sp(2k,C), u ∈M2n,2k(C).
Recall that an irreducible finite dimensional holomorphic representation (λ, Vλ)
of Sp(2k,C) is the same as an irreducible finite dimensional unitary representation
of Sp(k,H). We let
H(λ) = {f(A) : Vλ − valued polynomials | f(Ah) = λ(h)−1f(A)}, h ∈ Sp(k,H),
and we let
Σ = {λ ∈ Ŝp(k,H)| H(λ) 6= 0}.
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It is clear that the condition H(λ) 6= 0 is equivalent to S(Mn,k(H);λ) 6= 0.
GL(2n,C) acts on H(λ) by
(a · f)(u) = f(a−1u).






7.4 The Distributions on Mn,k(H)
We follow the arguments as in the previous cases.
For an element u = z + jw ∈ Mn,k(H), we write it as an element (z w) ∈
Mn,2k(C). Thus we identify
Mn,k(H) ∼= Mn,2k(C), u = (z, w).
Now let δ be the Dirac distribution at the origin of Mn,k(H). For a polynomial








Proposition 7.4.1. If I(u) is a harmonic polynomial on M2n,2k(C), then ∂Iδ is
an N-invariant distribution.
Proof: In this case
[ω(n(b))f ](u) = e
iTr(uu\tb)
2 f(u).
This formula is similar to the first case, so we can again follow the same argu-
ment as in the proof of Proposition 3.4.1.
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For element a ∈ GL(n,H), we use the notation a∗ for a\t. Let (τ, Vτ ) be an ir-
reducible holomorphic representation of GL(2n,C), we know that an irreducible
finite dimensional representation of GL(2n,C) is same as an irreducible finite di-
mensional representation of GL(n,H). We choose a scalar product on Vτ such that
τ(a∗) = τ(a)∗, a ∈ GL(n,H).
Recall we identify Mn,k(H) ∼= Mn,2k(C), for any irreducible representation
(λ, Vλ) of Sp(2k,C), we define
S(Mn,k(H);λ) = {Vλ − valued Schwartz function f |
f(uh) = λ(h)−1f(u), h ∈ Sp(k,H), u ∈Mn,k(H)}.
Now for any f ∈ S(Mn,k(H);λ), we consider the function
Df (g) =< ∂I∗δ, ω(g)f >, g ∈ O∗(4n).
where I is a harmonic polynomial on M2n,2k(C).
Proposition 7.5.1. Let λ be some irreducible holomorphic representation of Sp(2k,C),
τ be some irreducible holomorphic representation of GL(2n,C), I(u) be a Hom(Vτ , Vλ)-
valued harmonic polynomial on M2n,2k(C). Suppose that I(u) satisfies the following
conditions:
(1) I(u) is a harmonic polynomial;
(2) I(auh) = λ(h)−1I(u)τ(a)−1, for a ∈ GL(2n,C), h ∈ Sp(2k,C),




Proof: It is clear that Df is a C
∞ function on O∗(4n).
Next, since I(u) is a harmonic polynomial, I(u)∗ is also a harmonic polynomial,
from Proposition 7.4.1, we know that ∂I∗δ is an N -invariant distribution.
From condition (1), we have
I(au) = I(u)τ(a)−1. (7.5.2)
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= < ∂I∗δ, ω(pg)f >
= < ∂I∗δ, ω(m(a)n(b)g)f >
= < ∂I∗δ, ω(m(a)g)f >
= < ∂I∗δ, (detHa)kω(g)f(a∗u) >
= (detHa)k < ∂I∗δ, ω(g)f(a∗u) >
= (detHa)k(detHa−1)2k < ∂I((a∗)−1x)∗δ, ω(g)f(u) >
= (detHa)−kτ(a) < ∂I∗δ, ω(g)f >
= (detHa)−kτ(a)Df (g)
So Df is in the representation space of Ind
G
P ((detH)−k ⊗ τ(λ)⊗ 1).
Now, we define a Hom(Vτ , Vλ)-valued polynomial Iλ(u) as
Iλ(u)f = f(u), f ∈ H(M2n,2k(C);λ).
It is clear that
Iλ(uh) = λ(h)
−1Iλ(u).
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Recall that the representation τ(λ) of GL(2n,C) (defined in Section 7.3) acts
on H(M2n,2k(C)) by right translation, so we have
Iλ(auh) = λ(h)
−1Iλ(u)τ(λ)(a)−1,
which satisfies the conditions in Proposition 7.5.1.
So we obtain a map
Φ : f 7→ Df
from S(Mn,k(H);λ) to certain induced representation.
We state it as a theorem.
Theorem 7.5.3. Let H(M2n,2k(C)) =
⊕
λ∈Σ
τ(λ) ⊗ λ, then for any λ ∈ Σ, we have
a O∗(4n)-equivariant embedding:
Φ : S(Mn,k(H);λ)→ IndGP ((detH)−k ⊗ τ(λ)⊗ 1).
Proof: Similar to the proof of Theorem 4.2.3. Here we use the result that an
irreducible finite dimensional representation of GL(2n,C) is same as an irreducible
finite dimensional representation of GL(n,H) again.
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