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Abstract
In this paper, we are concerned with the global attractivity of the positive equilibrium of the fol-
lowing delay “food-limited” model with exponential impulses:

N ′(t)= p(t)N(t) 1−N(t−τ )1+λN(t−τ ) , t  0, t = tk,
N(t+k )=N(tk)1+bk , k ∈N,
where p ∈ PC([0,+∞)) with p > 0, λ ∈ (0,+∞), τ > 0, bk >−1 for all k ∈N . The initial condi-
tion is x(t)= φ(t), t ∈ [−τ,0], where φ ∈ PC([−τ,0]). The results obtained are new.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with the global attractivity of the positive equilibrium
of the following impulsive delay differential equation:{
N ′(t)= p(t)N(t) 1−N(t−τ )1+λN(t−τ ) , t  0, t = tk,
N(t+k )=N(tk)1+bk , k ∈N,
(1)
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p(t¯+) exist, τ > 0, bk >−1 for all k ∈N . 0 < t1 < t2 < · · · with tk →+∞ (k →+∞),
λ ∈ (0,+∞). N ′(t) denotes the left-hand derivative of N(t).
As usual, we call N(t) defined in [−τ,+∞) a solution of Eq. (1) if N(t) satisfies (1)
and is continuously differentiable everywhere except the points tk at which N(t+k ) and
N(t−k ) exist and N(t
−
k )=N(tk). The initial condition of Eq. (1) is
N(s)= φ(s), s ∈ [−τ,0], (2)
where φ is continuous everywhere except a finite number of points t¯ at which φ(t¯+) and
φ(t¯−) exist and φ  0 and φ(0) > 0. By using the method of steps, it is easy to prove that
the solution of Eq. (1) with the initial condition (2) is unique and positive on [0,+∞).
Equation (1), if impulses disappear, becomes
N ′(t)= p(t)N(t) 1−N(t − τ )
1 + λN(t − τ ) , t  0, (3)
which was proposed in a pioneering paper [1] and discussed by many authors, see papers
[1–4,8,9]. Very recently, Tang and Yu, in [4], proved that if
+∞∫
0
p(s) ds =+∞
and for sufficiently large t ,
t∫
t−τ
p(s) ds  3
2
(1 + λ) (4)
holds, then every solution of Eq. (3) tends to 1 as t tends to infinity.
A problem arises naturally: what conditions guarantee every solution of (1) to tend to 1
as t tends to infinity?
On the other hand, the differential equations with impulses are a basic tool to describe
the evolution processes which are subjected to abrupt changes in their state. Many biolog-
ical, physical and engineering applications exhibit impulsive effects. We refer to [5–7,10]
and references cited therein. The simple case of impulsive differential equations is that in
which impulsive effects occur at fixed moment of the time and the impulsive functions
that regulate the process are linear. Recently, there has been some papers concerning the
properties of impulsive delay differential equations, see [5–7].
In [10], Tang studied the global attractivity of the following delay differential equation
with exponential impulses:{
x ′(t)+ (1 + x(t))f (t, x(g(t)))= 0, t = tk,
x(t+k )= (1+ x(tk))bk − 1, k ∈N,
(5)
by transforming (5) into
y ′(t)+
∏
0tk<t
bk
(
1 + x(t))f (t, (1 + y(g(t)))∏0tk<t bk − 1)= 0, t  0,
where y(t)= (1+ x(t))
∏
0tk<t bk − 1.
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sive equations{
N ′(t)= rN(t)(1 − N(t−τ )
K
), t  0,
∆N(tk)= αkN(tk), k ∈N,
and {
N ′(t)= rN(t) 1−N(t−τ )1+λN(t−τ ) , t  0,
∆N(tk)= αkN(tk), k ∈N.
They studied the stability of above equations by Lyapunov’s direct method.
To the best of our knowledge, the global attractivity of Eq. (1) with impulses has not
been studied since the presence of the impulses causes some difficulties. In this paper,
we overcome this predicament and will solve the problems mentioned above by busing a
method different from that in [11]. Although, the special case of (1) where λ= 0 is{
N ′(t)= p(t)N(t)(1 −N(t − τ )), t  0, t = tk,
N(t+k )=N(tk)1+bk , k ∈N,
which can be transformed into the special case of (5) as follows:{
x ′(t)+ p(t)(1 + x(t))x(t − τ )= 0, t = tk,
x(t+k )= (1+ x(tk))1+bk − 1, k ∈N,
by the change 1−N(t)=−x(t), the methods and the results in this paper are also different
from those in [10].
Now, we present the results in this paper. Some lemmas, which are helpful to prove
the main results will be given in Section 2. The proofs of main results will be given in
Section 3.
Theorem 1. Assume −1 < bk  0 for every k ∈ N and ∑∞n=1 bk = −∞. In addition,∫ t
t−τ p(s)
∏
stk<t (1 + bk) ds is bounded. Then every positive solution of (1) tends to the
equilibrium 1 as t tends to infinity.
Theorem 2. Suppose that for any  > 0, there exists an integer N such that
n+m∏
k=n
(1 + bk) < 1 + , for n >N, m 0. (6)
In addition,
+∞∫
0
p(s)
∏
0tk<s
(1 + bk)−1 ds =+∞ (7)
and
lim sup
t→+∞
t∫
t−τ
p(s)
∏
stk<t
(1 + bk) ds  1 + λ. (8)
Then every positive solution of Eq. (1) tends to the equilibrium 1 as t tends to infinity.
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lim sup
t→+∞
t∫
t−τ
p(s)
∏
t−τtk<s
(1+ bk)−1 ds  32 (1+ λ). (9)
Then every positive solution of Eq. (1) tends to the equilibrium 1 as t tends to infinity.
If the impulses disappear, then we have
Corollary 4. Suppose that
+∞∫
0
p(s) ds =+∞ (10)
and
lim sup
t→+∞
t∫
t−τ
p(s) ds  3
2
(1 + λ). (11)
Then every solution of Eq. (3) tends to the equilibrium 1 as t tends to infinity.
Remark 1. Theorem 1 shows that the global attractivity of the equilibrium 1 solution of (3)
may be caused by impulses.
Remark 2. Theorems 1–3 are new. Corollary 4 improves the main results of [4], i.e., (11)
improves (4) ((3.9) in Theorem 3.1 of [4]). If λ= 0, Theorems 2 and 3 are different from
those in [10].
Remark 3. Let lnN(t)= x(t). Then (1) becomes{
x ′(t)= p(t) 1−ex(t−τ )1+λex(t−τ ) , t = tk,
x(t+k )= (1+ bk)x(tk), k ∈N.
(12)
It suffices to consider the problem: what conditions guarantee every solution of (12) to tend
to zero as t tends to infinity.
2. Preliminary lemmas
In order to prove the main results, we need the following lemmas.
Lemma 1. Suppose that (6) and (7) hold. Then every nonoscillatory solution of Eq. (12)
tends to zero.
Proof. Without loss of generality, suppose that x(t) is an eventually positive solution
of (12). Then there is T1  0 such that x(t − τ ) > 0 for t  T1, t = tk . So (12) implies
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Firstly, we prove α = 0.
Since x(tk) is a left locally minimum value of x(t), there is a subsequence {x(tkj )} such
that limj→+∞ x(tkj )= α. If α = 0, then α > 0. Choose  > 0 such that α −  > 0. Again
there is T > T1, T = tk , such that x(t − τ ) > α −  for t  T . Hence (12) implies
x ′(t) p(t) 1 − e
α−
1 + λeα− , t  T , t = tk.
Integrating the above inequality from T to tkj , we get
x(tkj )−
∏
Ttk<tkj
(1 + bk)x(T )A
tkj∫
T
p(s)
∏
stk<tkj
(1 + bk) ds.
Then
∏
Ttk<tkj
(1 + bk)−1x(tkj )− x(T )
1 − eα−
1 + λeα−
tkj∫
T
p(s)
∏
Ttk<s
(1 + bk)−1 ds.
Let the superior limit j →+∞, either
lim sup
j→+∞
∏
Ttk<tkj
(1 + bk)= 0 or lim sup
j→+∞
∏
Ttk<tkj
(1+ bk) = 0,
it follows that +∞−∞ or −x(T )−∞, a contradiction. Then α = 0.
Now for any t  T , there is tkj such that tkj  t < tkj+1 . Suppose that tkj < tkj+1 <
· · ·< tkj+l  t . Then
0 < x(t) < x
(
t+kj+l
)= (1+ bkj+l )x(tkj+l ) (1 + bkj+l )x(t+kj+l−1)
= (1 + bkj+l )(1+ bkj+l−1)x(tkj+l−1) · · ·
l∏
s=0
(1 + bkj+s)x(tkj ).
From (6), there is a constant A > 0 such that
∏l
s=0(1 + bkj+s ) A for any l and any kj .
So 0 < x(t)Ax(tkj ). Let t →+∞. Then limt→+∞ x(t)= 0 is obvious. ✷
Lemma 2. Suppose that (6) and (7) hold and there is M > 0 such that
t∫
t−τ
p(s)
∏
stk<t
(1 + bk) ds M, t  0. (13)
Then every oscillatory solution of Eq. (12) is bounded.
Proof. Let x(t) be a oscillatory solution of (12). (12) implies
x ′(t) p(t), t  0, t = tk. (14)
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+∞, x(t) 0 for t ∈ [c2i−1, c2i] and x(t) 0 for t ∈ [c2i , c2i+1]. Let
xˆi = sup
t∈[c2i−1,c2i ]
x(t), x˜i = inf
t∈[c2i ,c2i+1]
x(t).
It suffices to prove that {xˆi} and {x˜i} is bounded.
Firstly, we prove that {xˆi} is bounded above. In this step, there are two cases to be
considered.
Case 1. xˆi is the maximum value of x(t) in [c2i−1, c2i].
In this case, there is c ∈ (c2i−1, c2i) such that xˆi = x(c) > 0, x ′(c)  0. (12) implies
x(c− τ ) 0. Then there is ξ ∈ (c− τ, c) such that x(ξ)= 0. Integrating (14) from ξ to c,
we get
xˆi = x(c)
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt M.
Case 2. xˆi is not the maximum value of x(t) in [c2i−1, c2i].
In this case, there is tk+l ∈ (c2i−1, c2i ) such that xˆi = x(t+k+l ). We suppose that c2i−1 <
tk+1 < · · ·< tk+l . There are two cases to be considered.
Case 2.1. x(t+k+j−1)  x(tk+j ), j = 2, . . . , l. Note that 0 = x(c2i−1) < x(tk+1), it fol-
lows that x(t) has maximum x(c) in [c2i−1, tk+1]. By Case 1, we have x(c)M . Hence
xˆi = x(t + k + l+)= (1 + bk)x(tk+l ) · · ·
l∏
s=1
(1 + bk+s)x(tk+1)
M
l∏
s=1
(1+ bk+s).
Case 2.2. There is an integer j∗ ∈ {2,3, l} such that
x
(
t+k+j∗−1
)
< x(tk+j∗) and x
(
t+k+j−1
)
 x(tk+j ), j = j∗ + 1, . . . , l.
Then x(t) has maximum x(c) in [tk+j∗−1, tk+j∗ ]. By Case 1, we have x(c)M . Hence
xˆi = x
(
t+k+l
)= (1 + bk+l)x(tk+l) · · · l∏
s=j∗
(1+ bk+s)x(tk+j∗)
M
l∏
s=j∗
(1 + bk+s).
By condition (6), from Cases 1 and 2, one gets that there is a constant A> 0 such that
xˆi = x(tk+l )M or xˆi = x(tk+l )AM. (15)
This completes the first step.
Next we prove that {x˜i} is bounded below. By (15), there is a constant B > 0 such that
x(t) B for all t  0. (12) implies
x ′(t) 1 − e
B
B
p(t), t  0, t = tk. (16)1 + λe
206 Y. Liu, W. Ge / J. Math. Anal. Appl. 287 (2003) 200–216Using a similar method of that in Cases 1 and 2, we get
x˜i 
1 − eB
1 + λeB M
or
x˜i 
1 − eB
1 + λeB AM.
This shows that {x˜i} is bounded below. The proof is complete. ✷
Lemma 3. Suppose that λ ∈ (0,1] and (6) and (8) hold. Then every oscillatory solution of
(12) tends to zero as t tends to infinity.
Proof. Let x(t) be a oscillatory solution of (12). By Lemma 2, x(t) is bounded. Let
lim inft→+∞ x(t)= u and lim supt→+∞ x(t)= v. Then −∞< u 0 v <+∞. For any
 > 0, (6) implies that there is N > 0 such that ∏n+mk=n (1 + bk) < 1 +  for n  N and
m  0. In addition, for this  there is T > tN such that
∫ t
t−τ p(s)
∏
stk<t (1 + bk) ds <
(1 + λ)(1 + ) and u1 = u−  < u(t − τ ) < v +  = v1 for all t  T . Then (12) implies
x ′(t) p(t) 1 − e
u1
1+ λeu1 , t  T , t = tk, (17)
and
x ′(t) p(t) 1 − e
v1
1+ λev1 , t  T , t = tk.
Choose sequence {cn} such that x(cn)= 0, T < c1 < · · · , cn →+∞, n→+∞, x(t) 0
for t ∈ (c2i−1, c2i ) and x(t) 0 for t ∈ (c2i , c2i+1). Let
xˆi = sup
t∈(c2i−1,c2i )
x(t), x˜i = inf
t∈(c2i,c2i+1)
x(t).
Then lim supi→+∞ xˆi = v, lim infi→+∞ x˜i = u. We divide the proof into two steps.
Firstly, we prove
v  (1 + λ) 1− e
u
1 + λeu .
Case 1. xˆi is the maximum value of x(t) in (c2i−1, c2i ).
In this case, there is c ∈ (c2i−1, c2i ) such that xˆi = x(c) > 0, x ′(c)  0, by (1),
x(c− τ )  0. Then there is ξ ∈ (c − τ, c) such that x(ξ) = 0. Integrating (17) from ξ
to c, we get
xˆi = x(c) 1 − e
u1
1 + λeu1
c∫
ξ
p(s)
∏
stk<c
(1 + bk) ds  (1 + λ)(1 + ) 1 − e
u1
1 + λeu1 .
Case 2. xˆi is not the maximum value of x(t) in (c2i−1, c2i ).
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locally maximum value of x(t), and we can prove that there is j ∈ {1,2, . . . , l} such that
xˆi 
l∏
s=j
(1+ bk+s)x(c)
l∏
s=j
(1 + bk+s)(1+ )(1 + λ) 1 − e
u1
1+ λeu1 .
Then by (6), we get
xˆi  (1 + )2(1 + λ) 1− e
u1
1 + λeu1 .
Let i →+∞, → 0; we get
v  (1 + λ) 1− e
u
1 + λeu .
Similarly, we can show
u (1 + λ) 1− e
v
1 + λev .
By Lemma 2.4 in [9], we get u = v = 0. Then limt→+∞ x(t) = 0. This completes the
proof. ✷
Lemma 4. Suppose that λ > 1 and (6) and (8) hold. Then every oscillatory solution of
(12) tends to zero as t tends to infinity.
Proof. Since λ ∈ (1,+∞), let M(t)= 1/N(t), Eq. (1) becomes
M ′(t)= 1
λ
p(t)M(t)
1 −M(t − τ )
1 +M(t − τ )/λ . (18)
We know that 1/λ ∈ (0,1). Then by Lemma 3, we get Lemma 4. ✷
Lemma 5. Suppose λ ∈ (0,1], (6) and (9) hold. Then every oscillatory solution of Eq. (12)
tends to zero as t →+∞.
Proof. Let x(t) be an oscillatory solution of Eq. (12). By Lemma 2, x(t) is bounded. Let
lim sup
t→+∞
x(t)= v, lim inf
t→+∞ x(t)= u.
Then −∞< u 0 v <+∞. From (6), for any  > 0, there is N such that
n+m∏
k=n
(1 + bk) < 1 + , nN, m 0.
Again for this  > 0, there is T  tN such that{∫ t
t−τ p(s)
∏
t−τtk<s(1+ bk)−1 ds  32 (1+ λ)(1 + ) := δ(1 + ), t  T , (19)u1 = u−  < x(t − τ ) < v +  = v1, t  T .
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x ′(t) 1 − e
u1
1 + λeu1 p(t), t  T , t = tk. (20)
Choose sequence {cn} such that x(cn)= 0, T < c1 < · · · , cn →+∞, n→+∞, x(t) 0
for t ∈ (c2i−1, c2i ) and x(t) 0 for t ∈ (c2i , c2i+1). Let
xˆi = sup
t∈(c2i−1,c2i )
x(t), x˜i = inf
t∈(c2i,c2i+1)
x(t).
Then lim supi→+∞ xˆi = v, lim infi→+∞ x˜i = u. We divide the proof into two steps.
Step 1. Prove
xˆi  (1 + λ)
(
A− 1− λ
6
A2
)
(1 + ) (21)
or
xˆi  (1 + λ)
(
A− 1− λ
6
A2
)
(1 + )2, (22)
where
A= 1− e
u1
1 + λeu1 .
There are two cases to be considered.
Case 1. xˆi is the maximum value of x(t) in (c2i−1, c2i ).
In this case, there is c ∈ (c2i−1, c2i ) such that xˆi = x(c) > 0, x ′(c)  0, by (12),
x(c− τ ) 0. Then there is ξ ∈ (c− τ, c) such that x(ξ)= 0. If t ∈ [ξ, c], then t − τ  ξ .
Integrating (20) from t − τ to ξ , one gets
−
∏
t−τtk<ξ
(1 + bk)x(t − τ )A
ξ∫
t−τ
p(s)
∏
stk<ξ
(1+ bk) ds. (23)
(12) implies
x ′(t) p(t)
1 − exp(−A ∫ ξ
t−τ p(s)
∏
t−τtk<s(1+ bk)−1 ds)
1 + λ exp(−A ∫ ξ
t−τ p(s)
∏
t−τtk<s(1 + bk)−1 ds)
, t  0. (24)
Integrating (23) from ξ to c, noting that (1− ex)/(1 + λex) is decreasing, we get
x(c)
c∫
ξ
p(t)
1 − exp(−A ∫ ξt−τ p(s)∏t−τtk<s(1 + bk)−1 ds)
1 + λ exp(−A ∫ ξt−τ p(s)∏t−τtk<s(1+ bk)−1 ds)
∏
ttk<c
(1 + bk) dt

c∫
ξ
p(t)
∏
ttk<c
(1 + bk)
1 − e−Aδ exp(A ∫ t
ξ
p(s)
∏
t−τtk<s(1 + bk)−1 ds)
1 + λe−Aδ exp(A ∫ tξ p(s)∏t−τtk<s(1+ bk)−1 ds) dt

c∫
p(t)
1− e−Aδ exp(A ∫ tξ p(s)∏stk<c(1+ bk) ds ∏t−τtk<c(1 + bk)−1)
1 + λe−Aδ exp(A ∫ t
ξ
p(s)
∏
stk<c(1 + bk) ds
∏
t−τtk<c(1 + bk)−1)ξ
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∏
ttk<c
(1+ bk) dt

c∫
ξ
p(t)
∏
ttk<c
(1 + bk) 1−e
−Aδ exp(A(1+)−1 ∫ tξ p(s)∏stk<c(1+bk) ds)
1+λe−Aδ exp(A(1+)−1 ∫ tξ p(s)∏stk<c(1+bk) ds) dt
=
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt
− 1+ λ
λA(1 + )−1 ln
1+λe−Aδ exp(A(1+)−1 ∫ cξ p(s)∏stk<c(1+bk) ds)
1+λe−Aδ dt.
Case 1.1.
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt − 1
A
ln
(1 + λ)e−λA(1−λA/2) − 1
λ
(1+ )
= α(1 + ) δ(1 + ).
By the monotone property of the function
x − 1+ λ
λA(1+ )−1 ln(1 + λe
−Aδ+Ax(1+)−1),
we get
x(c) (1 + )
[
α − 1+ λ
λA
ln
1 + λe−Aδ+Aα
1 + λe−Aδ
]
= (1 + )
(
α + 1+ λ
λA
ln
1 + ((1+ λ)e−λA(1−λA/2) − 1)e−Aδ+Aα
1+ λe−Aδ+Aα
)
by using λe−Aα = (1 + λ)e−λA(1−λA/2) − 1. Then by Lemma 1.3 in [4], we get
x(c) (1 + )
[
α + 1+ λ
λA
(
−λA
(
1− λA
2
)
+ λA
2
1 + λ(δ− α)
)]
= (1 + )
[
α − (1+ λ)
(
1− λA
2
)
+Aδ−Aα
]
=−(1 + )
[
(1+ λ)
(
1− λA
2
− 3
2
A
)
+ 1 −A
A
ln
(1 + λ)e−λA(1−λA/2) − 1
λ
]
= (1 + )
[
−(1+ λ)
(
1− 3 + λ
2
A
)
− 1−A
A
ln
(1+ λ)e−λA(1−λA/2) − 1
λ
]
.
Then Lemma 1.1 in [4] implies
x(c) (1 + )
[
−(1+ λ)
(
1− 3 + λ
2
A
)
+ 1+ λ
A
A
(
1 − 1 + λ
2
A− 1 − λ
6
A2
)]
= (1 + )(1+ λ)
[
A− 1− λA2
]
,6
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x(c) (1 + )(1+ λ)
[
A− 1 − λ
6
A2 + 3
2
A
]
. (25)
Case 1.2.
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt  δ(1 + ) < α(1 + ).
In this case, α > (3/2)(1+ λ), i.e.,
− 1
A
ln
(1 + λ)e−λA(1−λA/2) − 1
λ
>
3
2
(1 + λ).
So we know that
A>
(
1 − λ
2
+
√
2(1− λ)
3
+ λ
2
4
)−1
by Lemma 1.4 in [4]. Integrating (24) from ξ to c, we get
x(c) δ(1 + )− 1 + λ
λA(1 + )−1 ln
1+ λe−Aδ exp(A(1+ )−1δ(1 + ))
1 + λe−Aδ
= (1 + )
[
δ− 1 + λ
λA
ln
1 + λ
1+ λe−Aδ
]
= (1 + )
[
δ+ 1 + λ
λA
(
ln
λ+ eδA
1+ λ −Aδ
)]
.
By a similar method of Lemmas 1.5 and 1.6 in [4], we get
xˆi = x(c)
 (1 + )
[
δ+ 1 + λ
λA
(
− λδA
1+ λ +
λδ2A2
2(1+ λ)2 −
λ(1 − λ)δ3A3
6(1+ λ)3
+ λ(1 − 4λ+ λ
2)δ4A4
24(1+ λ)4 −
λ(1 − 11λ+ 11λ2 − λ3)δ5A5
120(1+ λ)5
+ λ(1 + 14λ
2 + λ4)δ6A6
720(1+ λ)6
)]
= (1 + )(1+ λ)A
[(
1− 1 − λ
6
A
)
+ 1
8
(
1 − 19(1− λ)
6
A+ 27(1− 4λ+ λ
2)
16
A2
− 81(1− 11λ+ 11λ
2 − λ3)
160
A3 + 81(1+ 14λ
2 + λ4)
640
A4
)]
 (1 + )(1+ λ)
(
A− 1 − λ
6
A2
)
.
This shows that (25) holds.
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δ(1 + )
c∫
ξ
p(t)
∏
ttk<c
(1+ bk) dt > α(1 + ).
Choosing η ∈ (ξ, c) such that
c∫
η
p(t)
∏
ttk<c
(1 + bk) dt = α(1 + ).
Integrating (20) from ξ to η, one gets
x(η)A
η∫
ξ
p(t)
∏
ttk<η
(1 + bk) dt.
Integrating (24) from η to c, we get
x(c)− x(η)
∏
ηtk<c
(1+ bk)

c∫
η
p(t)
∏
ttk<c
(1 + bk)
1− exp(−A ∫ ξ
t−τ p(s)
∏
t−τtk<s(1 + bk)−1 ds)
1 + λ exp(−A ∫ ξt−τ p(s)∏t−τtk<s(1+ bk)−1 ds) dt.
By deleting x(η), noting e−Aα = ((1+ λ)e−λA(1−λA/2) − 1)/λ, we have
xˆi = x(c)
A
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt
+
c∫
η
p(t)
∏
ttk<c
(1 + bk) 1+λe
−Aδ exp(A(1+)−1 ∫ cξ p(s)∏stk<c(1+bk) ds)
1+λe−Aδ exp(A(1+)−1 ∫ ηξ p(s)∏stk<c(1+bk) ds) dt
=A
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt +
c∫
η
p(t)
∏
ttk<c
(1 + bk) dt
− 1+ λ
λA(1 + )−1 ln
1+λe−δA exp(A(1+)−1 ∫ cξ p(s)∏stk<c(1+bk) ds)
1+λe−Aδ exp(A(1+)−1 ∫ ηξ p(s)∏stk<c(1+bk) ds) .
Using the monotone property of the function
Ax − 1 + λ
λA(1 + )−1 ln
1 + λe−Aδ+Ax(1+)−1
1 + λe−Aδ−Aα+Ax(1+)−1 on
[
0, δ(1 + )],
and by Lemma 1.1 in [4], it follows that
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)
[
Aδ+ (1−A)α − 1+ λ
λA
ln
1 + λ
1 + λe−Aα
]
= (1 + )
[
Aδ+ (1−A)α − (1+ λ)
(
1− λA
2
)]
= (1 + )
[
−(1+ λ)
(
1− 3 + λ
2
A
)
− 1−A
A
ln
(1+ λ)e−λA(1−λA/2) − 1
λ
]
 (1 + )(1+ λ)
(
A− 1 − λ
6
A2
)
+ 3
2
(1 + )(1 + λ)A.
Hence, (25) is also true. Combining Cases 1.1–1.3, we have
xˆi  (1 + )(1+ λ)
(
A− 1 − λ
6
A2
)
. (26)
Case 2. xˆi is not the maximum value of x(t) in (c2i−1, c2i ).
In this case, there is tk+l ∈ (c2i−1, c2i) such that xˆi = x(t+k+l). Suppose c2i−1 < tk+1 <· · · < tk+l . Similar to Case 2 in Lemma 2, there is c ∈ (c2i−1, tk+l ) such that x(c) is a
locally maximum value of x(t), and there is j ∈ {1, . . . , l} such that
xˆi 
l∏
s=j
(1+ bk+s)x(c),
where x(c) satisfies (25). Then by (6) and (5), we get
xˆi  (1 + )x(c) (1+ )2(1+ λ)
(
A− 1 − λ
6
A2
)
. (27)
Let i →+∞, → 0 in (21) and (22), we get
v  (1 + λ)
(
1− eu
1 + λeu −
1 − λ
6
(
1 − eu
1 + λeu
)2)
. (28)
Step 2. Prove
u (1 + λ)
(
1 − ev
1 + λev −
1 − λ
6
(
1− ev
1 + λev
)2)
. (29)
Let B = (1− ev1)/(1+ λev1). Then by (12), we have
x ′(t) Bp(t), t  T , t = tk. (30)
There are two cases to be considered.
Case 1. x˜i is the minimum value of x(t) in (c2i , c2i+1). In this case, there is c ∈
(c2i , c2i+1) such that x(c) = x˜i < 0, x ′(c)  0, then there is ξ ∈ (c − τ, c) such that
x(ξ)= 0. If t ∈ [ξ, c], then t − τ  ξ . Integrating (30) from t − τ to ξ , we get
−
∏
t−τtk<ξ
(1 + bk)x(t − τ ) B
ξ∫
t−τ
p(s)
∏
stk<ξ
(1+ bk) ds.
Then, we get
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1 − exp(−B ∫ ξ
t−τ p(s)
∏
t−τtk<s(1 + bk)−1 ds)
1 + λ exp(−B ∫ ξ
t−τ p(s)
∏
t−τtk<s(1+ bk)−1 ds)
, t ∈ [ξ, c], t = tk,
(31)
We consider two subcases.
Case 1.1.
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt  (1 + )
(
δ + 1
B
ln
(1 + λ)e−λB(1−λB/2) − 1
λ
)
.
In this case, it is easy to see that
− (1 + λ)B
1−B
(
1 − 1+ λ
2
B − 1− λ
6
B2
)
>− (1+ λ)B
2
(
1 + 1 − λ
3
B
)
.
Then by Lemma 1.2 in [4], we get
ln
(1 + λ)e−λB(1−λB/2) − 1
λ
>
1+ λ
2
(
−B − 1− λ
3
B2
)
.
Integrating (30) from ξ to c, we get
x˜i = x(c) B
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt

(
δB + ln (1 + λ)e
−λB(1−λB/2) − 1
λ
)
(1 + )
 (1+ λ)(1 + )
(
B − 1 − λ
6
B2
)
.
Then
x(c) (1 + λ)(1 + )
(
B − 1− λ
6
B2
)
. (32)
Case 1.2.
δ(1 + )
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt
>
(
δ+ 1
B
ln
(1 + λ)e−λB(1−λB/2) − 1
λ
)
(1 + ).
Choose η ∈ (ξ, c) such that
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt =
(
δ+ 1
B
ln
(1 + λ)e−λB(1−λB/2) − 1
λ
)
(1 + ).
Integrating (30) from ξ to η, integrating (31) from η to c, deleting x(η), we get
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 B
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt
+
c∫
η
p(t)
∏
ttk<c
(1 + bk)
1 − exp(−B ∫ ηt−τ p(s)∏t−τtk<s(1+ bk)−1 ds)
1 + λ exp(−B ∫ ηt−τ p(s)∏t−τtk<s(1+ bk)−1 ds)) dt
 B
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt +
c∫
η
p(t)
∏
ttk<c
(1+ bk) dt
− 1 + λ
λB(1 + )−1 ln
1 + λe−Bδ exp(B(1 + )−1 ∫ c
ξ
p(s)
∏
stk<c(1 + bk) ds)
1+ λe−Bδ exp(B(1 + )−1 ∫ ηξ p(s)∏stk<c(1+ bk) ds)
= B
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt +
c∫
η
p(t)
∏
ttk<c
(1+ bk) dt
− 1 + λ
λB(1 + )−1 ln
1+ λe−B(1+)−1δ exp(B ∫ cξ p(s)∏stk<c(1 + bk) ds)
(1 + λ)e−Bλ(1−λB/2)
=−(1 −B)
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt +
c∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt
− (1 + λ)(1 + )
(
1− λB
2
)
− (1 + λ)(1 + )
λB
ln
1 + λe−Bδ exp(B(1 + )−1 ∫ cξ p(t)∏ttk<c(1+ bk) dt)
1 + λ .
Using the monotone property of the function
x − (1+ λ)(1 + )
λB
ln
1 + λe−BδeB(1+)−1x
1 + λ , x ∈
[
0, δ(1+ )],
we get
x(c)−(1 −B)
η∫
ξ
p(t)
∏
ttk<c
(1 + bk) dt + δ(1 + )− (1+ λ)(1 + )
(
1 − λB
2
)
= (1 + )
[
−(1+ λ)+ (1+ λ)(3 + λ)
2
B
− 1 −B ln (1+ λ)e
−Bλ(1−λB/2) − 1]
.
B λ
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xi  (1 + )(1+ λ)
(
B − 1− λ
6
B2
)
. (33)
Case 2. x˜i is not the minimum value of x(t) in (c2i, c2i+1).
In this case, there is tk+l ∈ (c2i , c2i+1) such that x˜i = x(t+k+l). Suppose that c2i < tk+1 <· · ·< tk+l . Similar to Case 2 in Lemma 2, there is c ∈ (c2i−1, tk+l ) such that x(c) is a left
locally minimum value of x(t), and x(c) satisfies (32). Then there is j ∈ {1, . . . , l} such
that
x˜i 
l∏
s=j
(1+ bk+s)(1 + )x(c).
By (6), we have
x˜i  (1 + )(1+ λ)(1 + )
(
B − 1 − λ
6
B2
)
. (34)
Let i →+∞, → 0 in (33) and (34), we get (28).
Let
1− eu
1 + λeu = x,
1 − ev
1 + λev =−y.
Then (28) and (29) become

ln 1+y1−λy  (1+ λ)
(
x − 1−λ6 x2
)
,
ln 1−x1+λx  (1 + λ)
(−y − 1−λ6 y2). (35)
By Lemma 2.4 in [4], x = y = 0. So u = v = 0. Then x(t) tends to zero. The proof is
complete. ✷
Lemma 6. Suppose that λ ∈ (1,+∞), (6), (7) and (9) hold. Then every oscillatory solution
of Eq. (12) tends to zero.
The proof is similar to that of Lemma 4 and thus is omitted.
3. Proofs of theorems
Proof of Theorem 1. It follows from −1 < bk  0 and the fact that
∫ t
t−τ p(s)
∏
stk<t (1+
bk) ds is bounded that (6) holds. Let
y(t)= x(t)
∏
0tk<t
(1 + bk)−1.
Then y(t) is continuous. Similar to the proof of the Lemma 2, we know that y(t) is
bounded. On the other hand, it is well known that if −1 < bk  0, then ∏∞k=1(1 + bk)= 0
if and only if
∑∞
k=1 bk =−∞. Hence x(t)= y(t)
∏
0tk<t (1 + bk) and the conditions of
this theorem imply that x(t) tends to zero as t tends to infinity. ✷
216 Y. Liu, W. Ge / J. Math. Anal. Appl. 287 (2003) 200–216Proof of Theorem 2. By Lemmas 1–4, the proof is complete. ✷
Proof of Theorem 3. By Lemmas 1, 2, 5 and 6, we get Theorem 3. ✷
Proof of Corollary 4. The proof is from Theorem 3. ✷
Remark 4. It is not difficult to extend our results for the following functional differential
equation{
x ′(t)+ (1+x(t))(1−λx(t))1+λ F (t, x(g(t)))= 0, t  0, t = tk,
x(t+k )= (1+ x(tk))1+bk − 1, k ∈N,
(36)
where λ ∈ [0,1], bk and tk are defined in (1), g and F are defined in [10].
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