Introduction
Faces are among the most complex and important visual stimuli in our environment. In the real world, faces move, and natural rigid motion (e.g., head turns and nods) and nonrigid changes in the shape of facial features over time (as in unfolding expressions) serve as important social signals (Barton, 2003) . Dynamic displays of facial expression do not simply provide redundant static information; rather, the specific spatiotemporal information they convey leads to more accurate and faster recognition compared to that observed with displays that show form cues only (Knappmeyer, Thornton, & B¨ulthoff, 2003) . This dynamic advantage is most evident when task demands are high (Horstmann & Ansorge, 2009) , when form information is degraded or distorted as in point-light displays (Bassili, 1978) or morphed sequences (Kamachi et al., 2001) , or when expressions are subtle (Ambadar, Schooler, & Cohn, 2005; Bould & Morris, 2008) or synthetic (Wehrle, Kaiser, Schmidt, & Scherer, 2000) . In each of these circumstances, the expressions are more difficult to identify and the addition of motion cues is beneficial. Behaviorally, the dynamic advantage may be lost when performance is at ceiling (Fiorentini & Viviani, 2011) , but it may still be evident in the form of enhanced neural activation in the core and extended face processing network (Arsalidou, Morris, & Taylor, 2011; Kessler et al., 2011) .
A dynamic advantage is also frequently observed during the processing of facial identity, although, as with expression processing, it is sometimes difficult to demonstrate with unaltered displays (Christie & Bruce, 1998; Knight & Johnston, 1997; Lander, Christie, & Bruce, 1999) , or when the task is not sufficiently demanding (Lander et al., 1999) . During the processing of familiar faces, a dynamic advantage can be observed under a variety of suboptimal viewing conditions (Knight & Johnston, 1997; Lander, Bruce, & Hill, 2001; Lander et al., 1999) , with the greatest effects occurring in the presence of natural (as opposed to slowed or disrupted) movement (Lander & Bruce, 2000; Lander et al., 1999) . One might also expect to find a dynamic advantage in a variety of other challenging situations, such as when viewers see faces briefly, match faces shown from different viewpoints, discriminate between unfamiliar individuals, or match faces displaying different kinds of movements. The results from investigations using nondegraded, unfamiliar faces (Pike, Kemp, Towell, & Phillips, 1997; Pilz et al., 2006; Thornton & Kourtzi, 2002 ) support these predictions. Thornton and Kourtzi (2002) found that participants were quicker to match the identity of a static target to a dynamic prime (moving nonrigidly) than to a static prime when the expressions of the target and prime faces differed. In addition, Pilz et al. (2006) demonstrated a dynamic advantage with nonrigid motion regardless of changes in the viewpoint (i.e., front, left, or right facing) of the prime face, or whether the task involved sequential matching or visual search.
Researchers investigating the dynamic advantage in identity processing often utilize the nonrigid motion of expressive faces, and the benefit of motion may be particularly evident when viewers match faces expressing different emotions (Thornton & Kourtzi, 2002) . One reason for this finding may be that viewers are better able to attend selectively to the identity or expression information in dynamic faces than in static faces, resulting in a greater resistance to interference between the processing of these different facial cues. Alternatively, viewers may be attending to multiple sources of information when processing identity and expression cues in dynamic, as opposed to static, displays-resulting in increased interdependence between the processing of these cues.
One way to study functional independence or, alternatively, interdependence between the processing of different facial cues is to use Garner's classification task (Garner, 1976) . The vast majority of studies using this paradigm to study face processing have employed static displays only (e.g., Baudouin, Martin, Tiberghien, Verlut, & Franck, 2002; Ganel & GoshenGottstein, 2004; Ganel, Goshen-Gottstein, & Goodale, 2005; Schweinberger & Soukup, 1998 ; with the exception of Kaufmann & Schweinberger, 2005 ). Garner's task was originally designed to examine one's ability to process one dimension of a visual stimulus while ignoring another dimension of the same stimulus. The task typically involves presentation of stimuli in two experimental blocks: baseline (or control) and orthogonal (or filtering). In studies using faces, the baseline block comprises trials in which a relevant dimension (e.g., identity) varies while an irrelevant dimension (e.g., expression) is held constant. Participants make speeded judgments regarding the relevant dimension. Accuracy and response times (RTs) in the baseline block are then compared with performance in the orthogonal block, in which both relevant and irrelevant dimensions vary randomly. Equivalent performance in baseline and orthogonal blocks indicates that one's ability to extract the relevant facial dimension is not influenced by variations in the irrelevant dimension. In contrast, Garner interference occurs when significantly less accurate and/or slower responses occur in the orthogonal block compared to the baseline block; this pattern of results suggests that the relevant dimension cannot be processed independently of the irrelevant dimension.
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Using unfamiliar static faces, researchers exploring the dependencies between identity and expression processing using a Garner classification task have generally found no interfering effects from expression when making identity judgments, but significant interfering effects from identity when making expression judgments. This asymmetrical pattern of results has been described in adults (Schweinberger & Soukup, 1998; Schweinberger, Burton, & Kelly, 1999) and typically-developing children (Krebs et al., 2011; Spangler, Schwarzer, Korell, & Maier-Karius, 2010) , and suggests that while systems supporting identity and expression processing may be interconnected, there is only one direction of cross-talk between them. The pattern may change, however, when viewers process even somewhat familiar faces. Viewers may still experience asymmetrical Garner interference with familiar faces, but significant interference occurs in both directions, suggesting a functional interdependence between the processing of these two types of facial cues (Ganel & Goshen-Gottstein, 2004 ). These observations cast doubt on traditional face-processing models that suggest that the processing of identity and expression cues depend on parallel and functionally independent pathways (Bruce & Young, 1986) , subserved by different and largely independent neural structures (Haxby, Hoffman, & Gobbini, 2000) . Of course, the existence of specialized brain areas does not provide a strong argument for strict separation on a functional level, as specialized regions in the intact brain might influence one another within the face-processing network (Fox, Moon, Iaria, & Barton, 2009 ) and within the broader social-cognition system (Beauchamp & Anderson, 2010) . Functional interdependence also makes sense if one considers that a familiar person's idiosyncratic (i.e., characteristic) facial expressions (i.e., that individual's ''facial motion signatures'') can aid in the determination of his or her identity, just as the unique structure of an individual's face can constrain the way that emotions are expressed (Ganel & GoshenGottstein, 2004) .
A key goal of the present study was to determine if the addition of dynamic facial cues alters the strength or nature of the interactions between the processing of identity and expression information. If this was the case, it might explain why dynamic advantages have been observed in many studies of face processing. To investigate this question, we asked adult viewers to complete an identity-matching task and a Garner classification task, in that order. The former task was administered, in part, to familiarize viewers with the identities of the faces and facial expressions used in the Garner task. Given that we were using nondegraded stimuli, we expected a high level of performance on both tasks and, as such, we did not expect to see a dynamic advantage in terms of accuracy or reaction time. However, for the Garner task we hypothesized that dynamic cues would alter the interactions between identity and expression processing, resulting in either increased resistance to interference (reflected in smaller Garner interference scores), or increased interdependence (reflected in larger Garner interference scores).
A second goal of our study was to examine the impact of participant sex on performance on static and dynamic face processing tasks. Studies comparing the processing of static and dynamic faces have not typically considered participant sex. Moreover, previous reports of asymmetrical Garner interference between the processing of identity and expression in static faces are based on studies in which sex distributions were unequal (with the majority of the participants being women, e.g., Ganel & GoshenGottstein, 2004; Kaufmann & Schweinberger, 2005) , or in which small sample sizes precluded the exploration of sex differences (Schweinberger & Soukup, 1998) . This is unfortunate as examining sex differences in Garner interference may provide valuable insights into why women outperform men when processing the identity of unfamiliar faces (Godard & Fiori, 2012; McBain, Norton, & Chen, 2009; Megreya, Bindemann, & Havard, 2011) and facial expressions (see McClure, 2000) (particularly when the faces being viewed are female [see Herlitz & Rehnman, 2009] ). Megreya et al. (2011) showed that this face processing advantage was not due to women showing a general superiority in episodic memory. There is evidence to suggest, however, that women's face processing advantage may be especially evident under more demanding task conditions, such as when displays are masked by visual noise (McBain et al., 2009) or two different facial cues are present. Importantly, as all of the work cited above involved static face stimuli it is not clear whether sex differences in face processing will also be apparent with dynamic stimuli. In the present study, we looked for evidence of sex differences in the magnitude of any interference effects occurring during the Garner classification task. Specifically, we wondered whether previous observations of asymmetrical interference between identity and expression processing with static faces might be more, or less, apparent with dynamic stimuli, and whether this might vary depending on participants' biological sex. Exploring these questions is important if one is to gain a deeper understanding of the factors that underlie individual differences in perceptual processing.
Methods Participants
Our sample consisted of 20 women (aged 18-26 years, M ¼ 20.1, SD ¼ 2.3) and 20 men (aged 18-24 years, M ¼ 19.9, SD ¼ 2.0) from the psychology participant pool at the University of Manitoba, Winnipeg, Canada. All participants had normal or corrected-to-normal visual acuity.
Materials and procedure
The Human Research Ethics Board at the University of Manitoba approved the testing protocol. Participants provided written informed consent and received partial course credit. Participants were tested one at a time in a quiet room. Each participant completed the identity-matching task first to allow us to: (a) examine static versus dynamic face matching, and (b) familiarize participants with the identities and expressions they would view in the Garner's task that followed. The familiarization process helped to ensure that the response options were clear when viewers completed their identity judgments in the Garner task. Note that becoming somewhat familiar with the faces may have increased the likelihood that viewers would be able to extract useful information about facial expression and structure during identity and expression processing, respectively (see Ganel & Goshen-Gottstein, 2004) .
Static face stimuli were supplied by researchers at the Max Planck Institute for Biological Cybernetics, Germany, and have been described in previous work (Pilz et al., 2006) . In generating their face database, these researchers filmed actors sitting against a black background and wearing a black cap and scarf that covered the hair and clothes, so that only the face, ears, and neck were visible in the final images. None of the actors wore glasses or jewelry. Each actor was filmed (at full-face viewpoint) expressing several different emotions, at a frame rate of 25 frames per second. From the 26 static images of each actor displaying each emotion that are available for download, we selected images of four female actors, each displaying the emotions of anger and surprise. We used these images to create dynamic stimuli using QuickTime 7 Pro (Apple Inc., Cupertino, CA). The static stimuli used in the present study were the static images from each set that depicted the apex of the emotion. The width and height of each actor's face in each display subtended 6.68 and 6.68, respectively, at a distance of 57 cm. Both experiments were presented on the monitor of a PC computer using MATLAB (The MathWorks, Inc., Natick, MA).
Identity-matching task
Face stimuli used in this task included all four faces, showing both facial expressions (surprise, anger). On each trial, a white fixation cross appeared on a black background for 500 ms followed by a screen showing two faces (one to the left and one to the right of center) for 1040 ms (see Figure 1 ). Participants determined, as quickly and as accurately as possible, whether the identities of the two faces were the same or different. Half of the participants pressed one key for a ''same'' judgment and another key for a ''different'' judgment, with the key assignments reversed for the remaining observers. The task consisted of 32 static and 32 dynamic trials, with an equal number of same and different trials in each presentation mode. Each face was shown displaying each facial expression an equal number of times. Static trials preceded dynamic trials and the order of trials within each presentation mode was randomized for each participant. To discourage use of picture-based strategies on ''same'' trials, the two simultaneously-presented faces always displayed different expressions. Before beginning the experiment, participants completed 20 static and 20 dynamic practice trials.
Garner classification tasks
Face stimuli used in this task included two of the four faces used in the identity matching task (''Jane'' and ''Anne''), showing both facial expressions (surprise, anger). Participants completed two types of Garner tasks (Identity Judgments, Expression Judgments) in two different presentation modes (Static, Dynamic), for a total of four conditions, the order of which was randomized for each participant. Each condition consisted of a baseline block followed by an orthogonal block. In the baseline block (20 trials, randomly ordered), the relevant task dimension (e.g., Identity: Jane or Anne) varied while the irrelevant dimension (e.g., Expression: surprised or angry) remained constant. The orthogonal block (40 trials, randomly ordered) consisted of all four combinations of the two dimensions (i.e., Jane surprised, Jane, angry, Anne surprised, Anne angry). Each trial began with a central white fixation cross on a black background for 500 ms, followed by a 1040 ms presentation of one stimulus face in the center of the screen (see Figure 2 and supplemental movie). The participant made a twoalternative forced-choice response, as quickly and as accurately as possible, and the next trial began immediately after the response. Half of the participants pressed one key for ''Jane'' or ''surprised'' (depending on the task) and another key for ''Anne'' or ''angry,'' with key assignments reversed for the remaining participants. Before beginning the experiment, participants completed five static practice trials and five dynamic practice trials.
Results
For each participant, trials in which responses occurred outside the window of 200-5000 ms after target onset were eliminated. This represented 3.83% of trials in the identity-matching task, and 0.27% of the trials in the Garner tasks. Presentation sequence for the identity-matching task. Participants viewed two, simultaneously-presented static images (static condition) or dynamic sequences (dynamic condition) for 1040 ms. Across trials, participants made same or different judgments via a key press, using their index fingers. Static face stimuli were supplied by researchers at the Max Planck Institute for Biological Cybernetics, Germany, and have been described in previous work (Pilz et al., 2006 ). Figure  3 .) This did not appear to reflect a speed-accuracy trade-off as the results of a similar analysis conducted on accuracy scores revealed that accuracy was near ceiling (!89%) and comparable in males and females across both static and dynamic testing conditions. However, a signal detection analysis did reveal that viewers' sensitivity to dynamic faces (M d' ¼ 3.40, SD ¼ 0.94) was marginally better than their sensitivity to static faces (
Identity-matching task
M d' ¼ 3.04, SD ¼ 0.89) [F(1,38) ¼ 4.02, p ¼ 0.052, g p 2 ¼ 0.096].
Garner classification tasks
Accuracy scores were submitted to a 2 (Participant Sex: Women, Men) · 2 (Task: Identity Judgments, Expression Judgments) · 2 (Presentation Mode: Static, Dynamic) · 2 (Condition: Baseline, Orthogonal) ANOVA, with repeated measures on the last three factors. Accuracy was slightly higher, overall, during baseline compared to orthogonal trials [97.4% vs.
96.1%; F(1, 38) ¼ 7.12, p , 0.05, g p 2 ¼ 0.158], but this difference-while statistically reliable-was very small. Indeed, accuracy was essentially at ceiling in all conditions of the task for both men and women (!94.3%), with no other significant main effects or interactions being observed. For this reason, we concluded that any main effects and interactions arising in the RT data were unlikely to reflect speed accuracy trade-offs. As such, results presented below focus on median RTs for correctly answered trials. for 1040 ms and responded with a key press using their index fingers. For the Identity judgment task, participants determined whether the face belonged to ''Jane'' or to ''Anne.'' For the Expression judgment task, participants determined whether the expression was one of anger or surprise. Static face stimuli were supplied by researchers at the Max Planck Institute for Biological Cybernetics, Germany, and have been described in previous work (Pilz et al., 2006) . 
Baseline blocks
Median correct RTs were submitted to a 2 (Partic- Figure 4 .)
Garner interference effect
We computed Garner interference scores by subtracting the median RT for correct trials in the baseline block from that seen in the orthogonal block for each participant. Because there were significant differences in the baseline measures for the four test conditions, we divided each participant's Garner interference score in a given condition by his/her median correct RT in the corresponding baseline block. These corrected Garner interference scores reflect the percent change in RT from baseline.
We submitted corrected Garner interference scores to a 2 (Participant Sex: Men, Women) · 2 (Task: Identity Judgments, Expression Judgments) · 2 (Presentation Mode: Static, Dynamic) ANOVA, with repeated measures on the last two factors.
2 Results revealed main effects of Task, F(1, 38) ¼ 12.31, p ¼ 0.001, g p 2 ¼ 0.25, and Presentation Mode, F(1, 38) ¼ 36.00, p , 0.001, g p 2 ¼ 0.49. Overall, participants experienced less interference from expression when making identity judgments than vice versa, and less interference from the irrelevant dimension with dynamic than with static faces. These main effects were mediated by significant Task · Presentation Mode, F(1, 38) ¼ 6.30, p , 0.02, g p 2 ¼ 0.14, and Task · Participant Sex interactions, F(1, 38) ¼ 4.71, p , 0.04, g p 2 ¼ 0.11]. As these two-way interactions had to be interpreted in light of a significant Task · Presentation Mode · Participant Sex interaction, F(1, 38) ¼ 6.24, p , 0.02, g p 2 ¼ 0.14, we limited followup tests to the three-way interaction, which is depicted in Figure 5 .
Inspection of Figure 5 suggested that the interactions arose because of sex differences in task performance during static trials. To test this, for each presentation mode, corrected Garner interference scores were entered into separate 2 (Participant Sex: Women, Men) · 2 (Task: Identity Judgments, Expression Judgments) ANOVAs, with repeated measures on the last factor. With static faces, we observed a main effect of Task, F(1, 38) ¼ 11.10, p ¼ 0.002, g p 2 ¼ 0.23, and a Task · Participant Sex interaction, F(1, 38) ¼ 6.53, p , 0.02, g p 2 ¼ 0.15. Followup tests on the interaction revealed that only women showed an asymmetrical pattern of interference, experiencing four times as much interference from the irrelevant dimension when processing expression than when processing identity, t(19) ¼ 3.61, p ¼ 0.002. Men experienced similar levels of interference during the two tasks, and their performance was comparable to that of women completing the Identity task. In striking contrast to the results that we observed with static stimuli, the analysis conducted on data from dynamic trials did not reveal any significant main effects or interactions.
In additional followup tests, we compared static and dynamic trials for each task, for both men and women. Women experienced less interference in the dynamic compared to the static presentation mode when making expression judgments, t(1, 19) ¼ 4.83, p , 0.001, while men experienced less interference in the dynamic than in the static presentation mode when making identity judgments, t(1, 19) ¼ 3.70, p , 0.003.
In order to determine whether women or men experienced significant levels of Garner interference in any of the testing conditions, we conducted planned one-sample t-tests (comparing corrected Garner interference scores to zero). These tests confirmed that women and men showed significant interference effects for both tasks when viewing static stimuli, t(19) ! 2.78, p , 0.02 in all cases]. Only men experienced significant interference when processing dynamic faces; this was the case whether men were making identity or expression judgments, t(19) ! 2.19, p , 0.05 in both cases. See Figure 5 .
Supplementary analyses
As has been noted elsewhere (Garner, 1983; Schweinberger & Soukup, 1998) , susceptibility to interference may depend on the relative speed with which relevant and irrelevant cues can be extracted. To explore the impact that this might have had on the present findings, we conducted supplementary analyses on the median RT data.
The first set of comparisons was designed to explore the possibility that differences in the relative speed of cue extraction could explain why women showed an asymmetrical pattern of interference in the static condition. As can be seen in Figure 4 , there were large individual differences in the relative speed of cue extraction during static baseline testing. Inspection of the data revealed that 13 participants showed an ''expression advantage'' (i.e., they judged expression faster than identity), two showed no advantage, and 24 showed an ''identity advantage'' (i.e., they judged identity faster than expression). If relative ease of cue extraction was a key factor determining interference levels then, in the Identity task, those showing an identity advantage might be able to make identity judgments before expression processing could cause substantial interference, but in the Expression task identity processing should cause substantial interference with expression processing (i.e., they might show an asymmetrical pattern of interference). The opposite should be true for those who show an expression advantage. Thus, participants might be able to make expression judgements before identity processing could interfere with expression judgments but not the reverse. Only 15 of the 24 participants showing an identity advantage (seven men, eight women) showed less interference in the Identity task than in the Expression task. Only two of the 13 participants showing an expression advantage (both male) showed less interference in the Expression task than in the Identity task. Together, these results suggest that, while differences in relative ease of cue extraction might account (at least in part) for the behavior of a portion of our sample during the static trials (17 of 40 individuals), they do not adequately account for the behavior of the remaining participants.
Using a similar logic to that described above, we explored the possibility that the smaller Garner interference scores seen with dynamic faces might reflect differences in the relative ease of cue extraction between static and dynamic testing conditions. First, we considered the 16 participants who showed an identity advantage during static baseline trials that was amplified during dynamic baseline trials. During the Identity task, we might expect these participants to exhibit less interference from expression with moving faces than with photographs, compared to that seen in participants with a static identity advantage who did not show amplification (n ¼ 8). What we found, however, was that both groups showed an equivalent drop in interference from expression when viewing moving as opposed to static faces (Mode main effect, F(1, 22) ¼ 17.9, p , 0.001, g p 2 ¼ 0.45). Next, we considered the participants who showed an expression advantage during static baseline trials that was amplified during dynamic baseline trials. During the Expression task, we might expect these participants to exhibit less interference from identity with moving faces than with photographs. Only one individual (a woman) showed amplification of her static expression advantage when tested with dynamic faces, and, in this case, the interference from identity was indeed lower in the dynamic than in the static condition. However, it is noteworthy that 11 of the remaining 12 participants who showed an expression advantage during static baseline trials actually showed an identity advantage with moving faces, and these individuals also experienced significantly less interference from identity when viewing dynamic compared to static faces, paired samples t-test, t(10) ¼ 4.4, p ¼ 0.001.
Discussion
The goals of this study were to determine if the addition of dynamic facial cues would affect the processing of identity and/or expression, and whether men and women would respond similarly to this manipulation. The results revealed three important findings: (a) there was no dynamic advantage in either the identity-matching task or in the baseline blocks of the Garner task in terms of RT; (b) bidirectional Garner interference effects occurred between identity and expression processing in the static presentation mode but were minimal for dynamic faces; and (c) in the static condition, only women showed an asymmetrical pattern of Garner interference, with changes in identity affecting expression judgments more than the reverse. Each of these results is discussed, in turn, below.
Identity-matching and baseline performance with static and dynamic faces
The fact that we found little evidence of a dynamic advantage with regard to RT in the matching task, or during the baseline block of Garner's paradigm, was not surprising given that participants were able to perform both tasks with a high level of accuracy. This may have been because the static images we presented were nondegraded and showed fully developed, intense emotional expressions (i.e., they captured the apex of each expression). Under these conditions it may be difficult to demonstrate a dynamic advantage (Fiorentini & Viviani, 2011; Lander et al., 1999) . Key information needed to extract emotion and facial structure would have been immediately available to observers in these images, potentially making the processing of additional information from dynamic cues unnecessary. With dynamic displays, in contrast, the apex of the expression was reached some time after stimulus onset-a fact that may explain why RTs during dynamic trials were significantly longer than those seen during static trials. Interestingly, however, participants did not appear to wait until the apex of an expression was reached before initiating their responses on dynamic trials (see Fiorentini & Viviani, 2011 , for a similar result). Indeed, responses on these trials were completed (on average) either before the apex of the expression or shortly thereafter (within 200 ms), suggesting that participants would have initiated their responses when the expressions were more subtle than those captured in the static stimuli. The movement of facial features may compensate for the ''incompleteness'' of an unfolding expression (Fiorentini & Viviani, 2011) ; this may explain why we see a dynamic advantage with subtle expressions (Ambadar et al., 2005) .
Interference effects with static and dynamic faces
Like previous research in adults (Ganel & GoshenGottstein, 2004) , we found significant interference effects for static stimuli when participants classified faces according to either identity or expression. With static stimuli, then, participants could not avoid computing expression when processing identity, or vice versa. These findings suggest that these aspects of face processing are interdependent, at least when the faces are somewhat familiar to viewers (see Ganel & GoshenGottstein, 2004) .
In contrast to the results with static stimuli, we found little evidence of interference from irrelevant facial cues with dynamic faces-a result which, traditionally, would be interpreted as evidence for functional independence in the processing of those cues (Ganel & Goshen-Gottstein, 2004 ). This result was somewhat surprising as it seems reasonable to expect that facial motion signatures could provide useful, supplemental cues to facial identity, and that motionenhanced recovery of the three-dimensional facial structure could improve one's ability to predict possible constraints on the way a given face moves (Calder & Young, 2005; Ganel & Goshen-Gottstein, 2004; O'Toole, Roark, & Abdi, 2002) . As dynamic faces should convey richer information about identity and expression than static images, viewers might find both types of cues more salient (i.e., more difficult to ignore) in dynamic faces, regardless of the task. Consistent with this, researchers have found greater interference from facial identity during the processing of facial speech with dynamic than with static displays (Kaufmann & Schweinberger, 2005) . The fact that we observed a different pattern in the present study (with interference being significantly more evident with static than dynamic stimuli) supports the view that facial expressions are processed rather differently from facial speech (Fodor, 1983; Liberman & Mattingly, 1985) . It remains to be seen if expression and speech processing interact with identity coding in different ways when dynamic stimuli are used.
The differences in interference effects we observed between static and dynamic faces suggest that photographs of faces are processed quite differently than dynamic faces. It could be that the use of photographs of social stimuli such as faces in research studies biases viewers to adopt strategies specifically evolved for processing images rather than for dealing with complex, naturally moving stimuli. In this regard, there is a large body of evidence suggesting that static faces are processed using a global (holistic) approach (see Farah, Wilson, Drain, & Tanaka, 1998) . One possible interpretation of our results is that the use of a global approach when processing static faces makes it difficult for viewers to ignore task-irrelevant information, leading to significant interference effects. If the introduction of dynamic cues caused participants to shift their attention to local facial features and ignore the global context, then this might explain the reduced interference scores we saw with dynamic displays. In support of this idea, Xiao, Quinn, Ge, and Lee (2012) showed that participants are better able to decompose faces into parts when processing dynamic as compared to static stimuli. In related work, Loucks and Baldwin (2009) found that the processing of local (small-scale) actions (i.e., ''featural information in action,'' p. 87) is elevated relative to the processing of global movement patterns when viewers watch dynamic scenes depicting whole-body human actions. Loucks (2011) later reported that this was not the case with static displays. If increased reliance on a local processing strategy results in greater resistance to interference between identity and expression processing, it appears that this comes at a cost-specifically, an overall increase in processing time. This result is consistent with other research showing that the use of a parts-based strategy can disrupt some aspects of performance (Macrae & Lewis, 2002; Marzi & Viggiano, 2011) .
Although our experiment does not directly address the question of whether there is a shift toward featurebased strategies (or, perhaps, toward the use of a more balanced or flexible approach) while processing dynamic facial cues, this would be a plausible mechanism through which a reduction in interference between the processing of identity and expression cues could be achieved. Specifically, switching to a feature-based processing approach may alter activation patterns within the broader face-processing network, minimizing the involvement of areas specialized for the global processing of facial cues. If such a shift did occur, it might underlie the increase in RTs seen in dynamic testing conditions.
While concluding that the reduction in interference with dynamic faces arises from enhanced attention to features would be consistent with the traditional interpretation of Garner interference, adopting this classic interpretation may be attractive simply because it fits with the popular view that the face processing system has a modular structure (see Calder & Young, 2005) . Another way to interpret the negligible interference seen with dynamic displays is that viewers are better able to integrate multiple facial cues when viewing naturalistic, moving stimuli. Evidence supporting this idea comes from studies examining how invariant and changeable facial cues in dynamic displays interact. In a series of experiments, Knapp-meyer et al. (2003) exposed participants to both form (i.e., identity) and nonrigid motion (i.e., expression) in morphed faces that represented a continuous transition between the identities of two learned faces. Characteristic, nonrigid facial motion associated with a particular form biased participants' identity decisions, suggesting that integration occurs when processing these two types of facial information in dynamic displays. Other research suggests that facial form and motion information are integrated in the superior temporal sulcus (STS) (Puce et al., 2003) , with nonrigid and rigid biological motion eliciting differential activation in an anterior-posterior gradient in the STS (Gr`ezes et al., 2001) . Furthermore, dynamic faces produce more robust activation in multiple parts of the core and extended face processing systems than static faces (e.g., Kessler et al., 2011; Kilts, Egan, Gideon, Ely, & Hoffman, 2003; Schultz & Pilz, 2009 ). Together, these results suggest that the availability of motion cues may cause a shift in the way that different parts of the face processing and social cognition networks work together, which could explain why RTs were longer in the dynamic conditions. The notion that identity and expression cues may be integrated more successfully with dynamic than with static stimuli, resulting in a reduced interference, is consistent with Calder and Young's (2005) idea that separation between regions involved in processing invariant and changeable aspects of faces is relative rather than absolute.
We have suggested here that interference between the processing of different facial cues may be reduced or eliminated when dynamic stimuli are being viewed if participants focus more selectively on specific facial features, or if they integrate multiple cues more effectively. Both of these ideas hold merit and, indeed, it is possible that individual differences in processing style determine which strategy a given viewer will adopt. Future research should explore this possibility. It will also be interesting, and important, to determine whether characteristics of the stimulus face not explored here, such as the particular expression that is displayed, impact performance on identity-matching and Garner tasks.
Sex differences in static face processing
The last major point we want to address relates to the fact that, in the static condition, only women showed an asymmetrical pattern of interference when viewing photographs of faces, with changes in identity affecting expression judgments more than the opposite. Men, in contrast, showed equivalent levels of interference from irrelevant cues in both tasks. Based on work with static stimuli, some researchers have argued that identity coding is obligatory but that expression coding is not (Palermo & Rhodes, 2007) . If this applies more to women than men it could explain the sex difference in interference we observed in the Expression task. Women may be more attentive to multiple nonverbal cues when processing another individual's emotional state in an effort to improve their ability to infer the mental states of others, and/or to empathize with them. If so, this may explain (in part) the fact that women and men show different patterns of neural activation when attempting to solve emotion tasks, including those requiring the recognition of facial expressions in photographs (Alaerts, Nackaerts, Meyns, Swinnen, & Wenderoth, 2011; Baron-Cohen, Wheelwright, Hill, Raste, & Plumb, 2001; Derntl et al., 2010) .
Some have argued that the extraction of identity involves global processing, while extraction of expression requires greater attention to local features (Lipp, Price, & Tellegen, 2009; Song & Hakoda, 2012) , at least in static displays. If, as suggested above, women are more likely than men to process identity and expression information while making their expression judgments, interference could arise from the simultaneous, or sequential, application of these two different processing strategies. Some preliminary evidence supporting this idea comes from the work of Proverbio and colleagues (Proverbio, Brignone, Matarazzo, Del, & Zani, 2006; Proverbio, Riva, Martin, & Zani, 2010) with face stimuli, and Kimchi, Amishav, and Sulitzeanu-Kenan (2009) with nonface stimuli.
It is important to remember that the sex difference we observed with static faces disappeared when dynamic cues were available. However, this does not necessarily mean that men and women are using similar approaches, or neural networks, to process dynamic facial information. Research involving other types of dynamic social stimuli speaks to this issue. For example, Pavlova, Guerreschi, Lutzenberger, Sokolov, and Krageloh-Mann (2010) showed that, although women and men both exhibited ceiling-level performance in their ability to discriminate between random and ''social'' interactions between geometric shapes on the basis of their movement patterns, robust sex differences were apparent in the induced oscillatory response to these displays over left prefrontal cortex-a region implicated in perceptual decision making (Heekeren, Marrett, & Ungerleider, 2008) . Pavlova et al. (2010) speculated that women anticipate social interactions-predicting others' actions ahead of their realization-whereas men require accumulation of more sensory evidence before making decisions regarding the social meaning of actions. Amunts et al. (2007) have also shown sex differences in the cytoarchitecture of motion-sensitive complexes, and suggest that these brain structures work together in different ways in men and women to produce the same kind of behavioral performance in tasks involving the pro-cessing of motion. Given these findings, it might be interesting to explore differences in brain activation patterns during baseline and orthogonal blocks while women and men process identity and expression in static and dynamic facial images. In carrying out this work, it would be interesting to determine whether sex differences in activation vary depending on characteristics of the face stimuli, such as the sex of the individuals depicted (recall that in the present study only female faces were used). Others have reported that a female advantage for static expression processing is particularly evident when the faces being viewed are female (see Herlitz & Rehnman, 2009) . Investigations of this sort may shed light on factors underlying interand intra-individual differences in performance on face processing tasks.
Conclusions
We have shown that different patterns of interference between the processing of facial identity and expression are seen with static and dynamic faces (with interdependence seen in the former but not the latter case). It may be that, in order to make accurate judgments regarding complex, dynamic stimuli, viewers must focus their attention on task-relevant cue(s) to a greater extent than they do with static stimuli, resulting in less interference. This could be achieved by increasing their reliance on a local processing strategy. Alternatively, the lack of interference effects with dynamic faces may suggest that identity and expression information are being integrated more efficiently in moving faces. The fact that, with static displays, sex differences were observed in interference from identity on expression judgments suggests that men and women may use different strategies (or combinations of strategies) to extract various facial cues from photographs. Our findings highlight the importance of using ecologically relevant, dynamic facial stimuli (e.g., Kilts et al., 2003) , and of considering participant sex when characterizing mechanisms involved in face perception.
Keywords: dynamic advantage, expression, identity, nonrigid motion, sex differences 1 Sometimes a correlated block is also included, in which each level of the relevant dimension (e.g., each identity in an identity judgment task) is linked with only one level of the irrelevant dimension (e.g., a particular facial expression). Researchers have suggested that performance in correlated blocks does not provide information about whether two facial dimensions are dependent or independent (Schweinberger & Soukup, 1998) . Instead, it appears to be strongly affected by differences in discriminability, and based on decisional strategies rather than on the perceptual relationship between the two facial cues (see Schweinberger & Soukup, 1998) . Because of this, researchers have either discarded the data from correlated blocks (Schweinberger & Soukup, 1998) , or have not been included these blocks in their experimental designs (Ganel & Goshen-Gottstein, 2002) .
2 Note that submitting uncorrected Garner interference scores to the same analysis produced a very similar pattern of results. Given the differences in baseline performance across conditions, however, interpretation of the corrected scores is more straightforward and was, therefore, preferred.
