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Introduction
Our purpose in this article is introduce and study a class of partially ordered algebraic structures, which we call synaptic algebras, that are simultaneously spectral order-unit normed spaces [8] and special Jordan algebras, and that also incorporate convex effect algebras [12] and orthomodular lattices [3, 14] . We have borrowed from biology the adjective 'synaptic', which is derived from the Greek word 'sunaptein', meaning to join together. A synaptic algebra (Definition 1.1 below) is required to satisfy certain natural conditions suggested by an important spacial case, namely the partially ordered Jordan algebra of bounded Hermitian operators on a Hilbert space.
The generalized Hermitian (GH) algebras introduced and studied by Sylvia Pulmannová and the author in [9, 10] are synaptic algebras that satisfy a rather strong additional condition on bounded ascending sequences of pairwise commuting elements -see Section 6 below for the details. Example 1.2 below exhibits a commutative synaptic algebra which, in general, fails to be a GH-algebra, showing that synaptic algebras are proper generalizations of GH-algebras. In the sequel, we use the symbols R and N for the ordered field of real numbers and the set of positive integers, respectively. Also, we use 'iff' as an abbreviation for 'if and only if', and the symbol ':=' means 'equals by definition'. Ò Ø ÓÒ 1.1º Let R be a linear associative algebra with unity element 1 over R and let A be a (real) vector subspace of R. If a, b ∈ A and B ⊆ A, we write a C b iff a and b commute (i.e. ab = ba) 1 The vector space A is a synaptic algebra with enveloping algebra R iff the following conditions are satisfied: SA1. A is a partially ordered archimedean real vector space with positive cone A + = {a ∈ A : 0 ≤ a}, 1 ∈ A + is an order unit in A, and · is the corresponding order-unit norm. 2 SA2. If a ∈ A then a 2 ∈ A + .
SA3. If a, b ∈ A + , then aba ∈ A + .
SA4. If a ∈ A and b ∈ A + , then aba = 0 =⇒ ab = ba = 0.
SA5. If a ∈ A + , there exists b ∈ A + ∩ CC(a) such that b 2 = a.
SA6. If a ∈ A, there exists p ∈ A such that p = p 2 and, for all b ∈ A, ab = 0 ⇐⇒ p b = 0.
SA7. If 1 ≤ a ∈ A, there exists b ∈ A such that ab = ba = 1.
SA8. If a, b ∈ A, a 1 ≤ a 2 ≤ a 3 ≤ · · · is an ascending sequence of pairwise commuting elements of C(b) and lim n→∞ a − a n = 0, then a ∈ C(b).
We define P := {p ∈ A : p = p 2 }. Elements p ∈ P are called projections. We define the unit interval E in A by E := {e ∈ A : 0 ≤ e ≤ 1}. Elements e ∈ E are called effects. 3 If R is a von Neumann algebra, then the real vector space A of all self-adjoint elements in R is a synaptic algebra. More generally, the self-adjoint elements in a Rickart C*-algebra ( [13, §3] ), and in particular in an AW*-algebra ( [15] ), form a synaptic algebra. Additional examples of synaptic algebras are: JW-algebras ( [17] ), AJW-algebras ( [17, § 20] ), JB-algebras ( [2] ), and the ordered special Jordan algebras studied by Sarymsakov, et al. [16] . All the foregoing examples are norm complete, but the commutative synaptic algebra in the following example need not be norm complete.
Example 1.2. Let F be a field of subsets of a nonempty set X, let A be the commutative and associative real linear algebra, with pointwise operations, of all functions f : X → R such that
Then, with the pointwise partial order, A is a synaptic algebra with A as its own enveloping algebra. The projections in A are the characteristic set functions (indicator functions) of sets in F .
ËØ Ò Ò ××ÙÑÔØ ÓÒ× 1.3º
In the sequel, we assume that A is a synaptic algebra with enveloping algebra 4 R, that E is the set of effects in A, and that P is the set of projections in A. We understand that both E and P are partially ordered by the restrictions of the partial order ≤ on A. To avoid triviality, we assume that 1 = 0. As is customary, we shall identify each real number λ ∈ R with the element λ1 ∈ A, so that R is a one-dimensional linear subspace of A. If n is one of 1, 2, . . . , 8, then [SAn] will always refer to the corresponding condition in Definition 1.1.
By [SA2]
, a ∈ A =⇒ a 2 ∈ A, hence A is organized into a special Jordan algebra under the Jordan product a • b :
A is a unital Jordan algebra.
As a 2 ∈ A and a C a 2 , it follows that a 3 = a • a 2 ∈ A, and by induction, a n ∈ A for all n ∈ N. Consequently, A is closed under the formation of real polynomials in a. Let c :
P r o o f. Assume that a, b ∈ A + and a C b. By Remarks 1.4, ab = ba ∈ A. By [SA5], there exist x ∈ A + ∩ CC(a) and y ∈ A + ∩ CC(b) such that a = x 2 and b = y 2 . As x ∈ CC(a) and a C b, we have x C b; hence, as y ∈ CC(b), it follows that x C y. Therefore, xy = yx ∈ A by Remarks 1.4, and we have (xy) 2 = x 2 y 2 = ab. Consequently, ab ∈ A + by [SA2].
By [SA1],
A is an order-unit normed space according to the following definition (adapted to our present notation).
Ò Ø ÓÒ 1.6º An order-unit normed space [1, pp. 67-69] is a partially ordered real vector space A with a distinguished element 1 ∈ A, called the unit, such that:
(ii) 0 < 1 and 1 is an order unit 5 in A, i.e., for every a ∈ A, there exists n ∈ N such that a ≤ n. 6 The order-unit norm · on A is defined by (iii) a := inf{λ ∈ R : 0 < λ and − λ ≤ a ≤ λ}.
The order-unit norm · is a bona fide norm on A, and it is related to the partial-order structure of A by the following properties, 7 which we shall use routinely in the sequel:
If (a n ) n∈N is a sequence in A and a ∈ A, the notation lim n→∞ a n = a, or simply a n → a, will mean that a is the limit of (a n ) n∈N in the norm topology, i.e., that lim n→∞ a − a n = 0.
Ä ÑÑ 1.7º Let a, b ∈ A and 0 < λ ∈ R. Then:
(ii) a 2 = a 2 .
P r o o f. If −λ ≤ a ≤ λ, then 0 ≤ λ−a, λ+a, and as (λ−a)C (λ+a), Lemma 1.5
To prove (iv), it will be sufficient by normalization to prove that a = b = 1 =⇒ a • b ≤ 1. Thus, we assume a = b = 1, so that a ± b ≤ 2, and therefore by (ii), (a ± b) 2 ≤ 4. Consequently, by (iii),
If a C b, then ab = a • b, so (v) follows immediately from (iv).
Square roots, projections, and carriers
Remarks 2.1º Let a, b ∈ A. Then:
Then there exists a unique r ∈ A such that 0 ≤ r and r 2 = a; moreover, r ∈ CC(a).
As a ∈ C(a), we have a C b. Suppose also that r ∈ A with 0 ≤ r, r 2 = a. Obviously, r C a, whence b C r. It will be sufficient to prove that r = b. By [SA5], there exists s ∈ CC(b) such that 0 ≤ s and s 2 = b. As b, r ∈ C(b), we have s C b and s C r. By [SA5] again, there exists t ∈ CC(r) such that 0 ≤ t and t 2 = r. As b, r ∈ C(r), we have t C b and t C r.
Since s C b and s C r, it follows that
If 0 ≤ a ∈ A, then of course, the unique element r in Theorem 2.2 is called the square root of a, and in what follows we denote it in the usual way as a 1/2 .
Remarks 2.3º
Let p ∈ P . Then, as p = p 2 , [SA2] implies that 0 ≤ p. Also, (1 − p) 2 = 1 − 2p + p 2 = 1 − p, so 1 − p ∈ P , and therefore 0 ≤ 1 − p, i.e., p ≤ 1. Consequently, 0 ≤ p ≤ 1, and it follows that P ⊆ E. Ì ÓÖ Ñ 2.4º Let e ∈ E and p ∈ P . Then the following conditions are mutually equivalent:
(v) e = pe. (v) =⇒ (i). Assume (v). Since (iv) ⇐⇒ (v), we have pe = ep = e, so (1 − e)p = p(1 − e) = p − e, whence 0 ≤ p − e by Lemma 1.5, and therefore e ≤ p. Ä ÑÑ 2.5º Let e ∈ E. Then:
P r o o f. By [SA2], 0 ≤ e 2 , and as eC (1−e) with 0 ≤ e, 1−e, Lemma 1.5 implies that 0 ≤ e(1 − e), whence 0 ≤ e 2 ≤ e ≤ 1, proving (i). Also, 0 ≤ (1 − e) 2 = 1 − 2e + e 2 , so by (i), 0 ≤ e + (e − e 2 ) = 2e − e 2 ≤ 1, proving (ii). Part (iii) follows from (i) and (ii).
Obviously, E is a convex set, and by Remarks 2.3, P ⊆ E. The following theorem characterizes, in various ways, those effects p ∈ E that are projections.
Ì ÓÖ Ñ 2.6º If p ∈ E, then the following conditions are mutually equivalent:
(ii) =⇒ (iii) Assume (ii) and suppose that p = λe
(iii) =⇒ (i) Assume (iii). By parts (i) and (ii) of Lemma 2.5, p 2 , 2p − p 2 ∈ E, and since p = 1
(iv) =⇒ (v) Assume (iv) and suppose that e ∈ E with e ≤ p, 1 − p. Then e, p ∈ E, 0 ≤ e + p ≤ 1, and e, p ≤ p, whence e + p ≤ p by (iv), and therefore e ≤ 0. But 0 ≤ e, so e = 0.
(
Ì ÓÖ Ñ 2.7º Let a ∈ A. Then there exists a unique projection p ∈ P such that, for all b ∈ A, ab = 0 ⇐⇒ p b = 0. P r o o f. By [SA6], there exists p ∈ P such that, for all b ∈ A, ab = 0 ⇐⇒ p b = 0. Suppose q ∈ P and, for all b ∈ A, ab = 0 ⇐⇒ qb = 0. Putting b = 1 − p, we find that a(1 − p) = 0, whence q(1 − p) = 0, i.e., q = qp, and therefore q ≤ p by Theorem 2.4. By symmetry, p ≤ q, so p = q, proving the uniqueness of p. Ò Ø ÓÒ 2.8º If a ∈ A, then the unique projection p in Theorem 2.7 is called the carrier projection of (or for) a and is denoted by a o . Thus, a o ∈ P and, for all b ∈ A, ab = 0 ⇐⇒ a o b = 0. Ä ÑÑ 2.9º Let a, b ∈ A and p ∈ P . Then:
(iv) ab = 0 ⇐⇒ ba = 0. P r o o f. By [SA4] and the fact that 0 ≤ p, we have p b = 0 =⇒ bp b = 0 =⇒ bp = 0, whence p b = 0 =⇒ bp = 0. A similar argument yields the converse, proving (i).
whence a o a = a by (ii), proving (iii). To prove (iv), assume that ab = 0. Then a o b = 0, so ba o = 0 by (i). Also, a = a o a by (iii), whereupon ba = ba o a = 0. Thus, ab = 0 =⇒ ba = 0, and the converse follows by symmetry. (iv) Part (iv) is a consequence of (iii) and Theorem 2.4.
(v) By Lemma 2.9.(iv),
(vi) Suppose that c ∈ C(a) and let d :
Also, as a o d = 0, Lemma 2.9 implies that 0
As aa o = a, we have a n a o = a n , whence (a n ) o ≤ a o by (iii). We have to prove that a o ≤ (a n ) o . Put q := 1 − (a n ) o . By (vi), C(a n ) ⊆ C((a n ) o ), whence a C q. Evidently, a n q = 0, so there is a smallest positive integer k such that a k q = 0. If k is even, then a k/2 qa k/2 = 0, so a k/2 q = 0 by [SA4], contradicting the minimality of k. Therefore, k is odd and a k+1 q = 0, whence a (k+1)/2 qa (k+1)/2 = 0, so a (k+1)/2 q = 0 by [SA4] again, whereupon k ≤ (k + 1)/2, i.e., k = 1. Therefore, aq = 0, whence a = a(a n ) o , and again by (iii), a o ≤ (a n ) o .
Absolute value and polar decomposition
If a ∈ A, then by [SA2], 0 ≤ a 2 , so we can formulate the following definition. Ò Ø ÓÒ 3.1º If a ∈ A, then the absolute value of a is defined and denoted by |a| := (a 2 ) 1/2 . Also we define a + := 1 2 (|a| + a) and a − :
Likewise, as a − = (−a) + and C(a) = C(−a), we have C(a) ⊆ C(q).
(ii) As |a| ∈ C(a), (ii) follows from (i). (iii) By (i), pa = ap. Also, a + = (a + ) o a + = pa + , and since a + a − = 0, it follows that pa − = 0, whence pa = p(a + − a − ) = a + .
(v) By (ii), p C |a|, and as in the proof of (iii), p|a| = p(a + + a − ) = a + . As 0 ≤ p and 0 ≤ |a|, we have 0 ≤ p|a| by Lemma 1.5.
(vi) The proof of (vi) is similar to the proof of (v).
(vii) As a + a − = 0, we have pa − = 0, whence pq = 0.
(viii) By (vii), (p + q) 2 = p 2 + q 2 = p + q, so p + q ∈ P . By (iii) and (iv), a(p + q) = a + − a − = a, whence a o ≤ p + q by Theorem 2.10.(iii). Let r := 1−a o . Then r ∈ P and 0 = ar = a + r −a − r, i.e., a + r = a − r. Consequently, a + r = pa + r = pa − r = pqa − r = 0 by (vii), and it follows that pr = 0. Likewise, qr = 0, so (p + q)r = 0, and therefore (p + q)a o = (p + q) ( 
Also, by parts (vii), (viii), and (iii) of Theorem 2.10,
Let c := (b − a) + and d := (b − a) − . Then by Remarks 3.2 and parts (v) and
By (1) and (3),
Since d C (cb − db) and 0 ≤ d, it follows from (4), (3), and Lemma 1.
As 
Conversely, suppose that a ≤ b, i.e., 0 ≤ b − a. 
P r o o f. We have ab = 0 =⇒ |a||b| = sgn(a)ab sgn(b) = 0, and conversely, |a||b| = 0 =⇒ ab = sgn(a)|a||b| sgn(b) = 0, proving (i). Arguing as above, we find that |a|b = 0 ⇐⇒ ab = 0, whence |a| o = a o , proving (ii). 
Quadratic, compression, and
Let w := sgn(a). Then by parts (ii) and (iv) of Theorem 3.6, w 2 = a o and a = w|a| = |a|w; hence by (1) 
(iii) If p = 0, then p = 1.
whence aba ≤ ( b a 2 ) = a 2 b . By Lemma 1.7.(ii), a 2 = a 2 , proving (i), and (ii) follows from (i). Also by Lemma 1.7.(ii), p 2 = p 2 = p , from which (iii) follows, and (iv) is a consequence of (i) and (iii).
Let p ∈ P and e ∈ E. By Theorem 4.2, J p is linear and order preserving. Ì ÓÖ Ñ 4.7º Let (a n ) n∈N be a sequence in A and suppose that lim n→∞ a n = a ∈ A.
Then:
(i) If a n ≤ b ∈ A for all n ∈ N, than a ≤ b.
(ii) If a 1 ≤ a 2 ≤ · · · , then a is the supremum (least upper bound) of (a n ) n∈N in A.
(iii) The positive cone A + is norm closed in A.
P r o o f. By hypothesis, for each m ∈ N, there exists N m ∈ N such that, for all n ∈ N, N m ≤ n =⇒ a n − a ≤ a n − a ≤ 1/m =⇒ a n ≤ a + 1/m.
(i) Assume the hypothesis of (i). Then, for all m ∈ N,
, so by Lemma 4.4.(iv) and (1), for every m ∈ N,
hence a n ≤ a + 1/m for all n ∈ N. Therefore, for each n ∈ N, we have m(a n − a) ≤ 1 for all m ∈ N, and since A is archimedean, it follows that a n − a ≤ 0, i.e., a n ≤ a. If a n ≤ b ∈ A for all n ∈ N, then by (i), a ≤ b; hence a is the least upper bound of (a n ) n∈N .
(iii) Let (c n ) n∈N be a sequence in A + and suppose that c n → c. Then −c n → −c, and as −c n ≤ 0 for all n ∈ N, (i) implies that −c ≤ 0, i.e., c ∈ A + .
By combining the quadratic mapping J a with the carrier, we obtain the Sasaki mapping on A as per the following definition.
Ò Ø ÓÒ 4.8º
For each a ∈ A, the Sasaki mapping 8 (iv) Follows from (iii).
Then vAv is norm-closed in A and, with the partial order inherited from A, vAv is a synaptic algebra with unit v and enveloping algebra vRv. 9 Moreover, the order-unit norm on vAv is the restriction to vAv of the order-unit norm on A, and for all a, b ∈ vAv, we have:  a • b, a o , |a|, a + , a − , sgn(a To show that vAv satisfies [SA7], suppose that v ≤ b ∈ vAv.
Applying J v to both sides of the latter equation, we find that v = vcbv = vbcv = vcvb = bvcv, and since vcv ∈ vAv, it follows that vAv satisfies [SA7]. Obviously, vAv inherits condition [SA8] from A. We omit the completely straightforward proofs of the remaining assertions of the theorem.
Orthomodularity of the projection lattice
Ò Ø ÓÒ 5.1º The mapping ⊥ : P → P is defined by p ⊥ := 1 − p for all p ∈ P . If p, q ∈ P , we say that p is orthogonal to q, in symbols p ⊥ q, iff p ≤ q ⊥ .
We note that p ⊥ q =⇒ q ⊥ p and that p ⊥ p ⇐⇒ p = 0. In this section we are going to prove that, with p → p ⊥ := 1 − p as the orthocomplementation, P is a orthomodular lattice as per the following definition ( [3, 14] ). Ò Ø ÓÒ 5.2º Let X be a partially ordered set (poset). A mapping x → x ⊥ from X to X is called an involution iff it is order reversing (x ≤ y =⇒ y ⊥ ≤ x ⊥ ) and of period 2 ((x ⊥ ) ⊥ = x) for all x, y ∈ X. An orthomodular poset (OMP) is a partially ordered set X with a smallest element 0, a largest element 1, and an involution ⊥ : X → X, called the orthocomplementation, such that, for all x, y ∈ X:
(i) The infimum (greatest lower bound) x ∧ x ⊥ of x and x ⊥ exists in X and
x ∧ x ⊥ = 0.
(ii) If x ≤ y ⊥ , then the supremum (least upper bound) x ∨ y exists in X.
An orthomodular lattice (OML) is an OMP X that is a lattice (i.e., every pair x, y ∈ X has an infimum x ∧ y and a supremum x ∨ y in X.)
Let X be a poset and let a, b, x, y ∈ X. If we write a = x ∧ y, or x ∧ y = a, we mean that the infimum (greatest lower bound) x ∧ y of x and y exists in X and that it equals a. A similar convention applies to an existing supremum (least upper bound) b = x ∨ y of x and y in X. An involution x → x ⊥ on X gives rise to a De Morgan duality on X whereby existing infima are converted to suprema and vice versa. For instance, if a = x ∧ y, then a ⊥ = x ⊥ ∨ y ⊥ . Also, if X has a smallest element 0 and a largest element 1, then 0 ⊥ = 1 and 1 ⊥ = 0. Obviously, the mapping p → p ⊥ = 1 − p (respectively, e → 1 − e) is an involution on the poset P (respectively, on the poset E), and a → −a is an involution on A.
Suppose that X is an OMP with x → x ⊥ as the orthocomplementation. Then by Definition 5.2.(i) and De Morgan duality, we have both x ∧ x ⊥ = 0 and x∨x ⊥ = 1, i.e., x ⊥ is an orthogonal complement, or for short, an orthocomplement of x in X. Let x, y ∈ X with x ≤ y. Then x ≤ (y ⊥ ) ⊥ , whence x ∨ y ⊥ exists in X by Definition 5.2.(ii), and therefore x ⊥ ∧y = (x∨y ⊥ ) ⊥ exists in X by De Morgan duality. Since x ≤ x∨y ⊥ = (x ⊥ ∧y) ⊥ , it also follows from Definition 5.2.(ii) that the supremum x∨(x ⊥ ∧y) exists in X. The condition x ≤ y =⇒ y = x∨(x ⊥ ∧y) in Definition 5.2.(iii) is called the orthomodular law. Ä ÑÑ 5.3º For all p, q ∈ P :
(v) With p → p ⊥ := 1 − p as the orthocomplementation, P is an OMP.
P r o o f.
(i) Assume that pq = qp. Obviously, (pq) 2 = pq, so pq ∈ P . Also p(pq) = pq and q(pq) = pq, so pq ≤ p, q by Theorem 2.4. Suppose that r ∈ P and r ≤ p, q.
(iv) Let t := (φ p (q ⊥ )) ⊥ = 1 − φ p (q ⊥ ) ∈ P . By (i), φ p (q ⊥ ) ≤ p, whence pC φ p (q ⊥ ) and pφ p (q ⊥ ) = φ p (q ⊥ ). Therefore, by parts (i) and (iv) of Lemma 5.3,
(1)
Suppose r ∈ P and r ≤ p, q. By (ii), φ p (r) = r ≤ q, so φ p (r) ⊥ q ⊥ , and therefore r ⊥ φ p (q ⊥ ) by Theorem 5.4.(i); hence, r ≤ (φ p (q ⊥ )) ⊥ = t. But r ≤ p; hence r ≤ p ∧ t by (1), and it follows that
Ì ÓÖ Ñ 5.6º P is an OML and, for all p, q ∈ P , φ p (q) = p ∧ (p ⊥ ∨ q).
P r o o f. Let p, q ∈ P . Then by Lemma 5.5.(iv), p ∧ q exists in P , so by De Morgan duality, p ∨ q = (p ⊥ ∧ q ⊥ ) ⊥ also exists in P . Therefore, P is an OML. Also, q) ) by the orthomodular law; hence, by Theorem 5.4.(ii) and parts (iii) and (ii) of Lemma 5.5,
Two elements p and q of an orthomodular lattice are said to be compatible (or to commute) iff p = (p ∧ q) ∨ (p ∧ q ⊥ ) [14, p. 20 ]. By a standard argument (e.g., [7, Theorem 3.11] ), if p, q ∈ P , then p and q are compatible in the foregoing sense iff p C q. [CV] Every bounded ascending sequence g 1 ≤ g 2 ≤ · · · of pairwise commuting elements in G has a supremum g in G and g ∈ CC({g n : n ∈ N}).
Synaptic versus GH-algebras
Clearly, a synaptic algebra A is a GH-algebra iff it satisfies [CV] . The condition [CV] is quite strong 11 (see [9, Section 4] ), and the main impetus for the formulation in Definition 1.1 is to replace [CV] by some of its algebraic consequences [SA5], [SA6], and [SA7], accompanied by the considerably weaker condition [SA8].
As an indication of the extent to which synaptic algebras generalize GH-algebras, we may consider the commutative case. The projections in a commutative GH-algebra form a σ-complete Boolean algebra; moreover, every σ-complete Boolean algebra can be realized as the (Boolean) lattice of projections in a commutative GH-algebra [10, Theorem 5.7 ]. On the other hand, the projections in a commutative synaptic algebra form a Boolean algebra, which need not be σ-complete; moreover, every Boolean algebra B can be realized as the (Boolean) lattice of projections in a commutative synaptic algebra. Indeed, by Stone's theorem, B can be represented as the field F of compact open subsets of a totally disconnected Hausdorff space X, and the projection lattice of the commutative synaptic algebra A in Example 1.2 is isomorphic to B.
Invertible and regular elements
As we now show, the results in [10, Section 4] pertaining to invertible and von Neumann regular elements of a GH-algebra G go through for our synaptic algebra A, although we must be a little careful since the proof of [10, Lemma 4.1] depends on the property [CV]. As usual, an element a ∈ A is invertible iff there exists a (necessarily unique) element a −1 ∈ A such that aa −1 = a −1 a = 1. If a is invertible, it is clear that a −1 ∈ CC(a) and that a o = 1. Ä ÑÑ 7.1º Let a ∈ A. Then:
(i) Suppose 0 ≤ a and a is invertible. As aC(a −1 ) 2 and 0 ≤ (a −1 ) 2 , Lemma 1.5 implies that 0 ≤ a(a −1 ) 2 = a −1 .
(ii) Let s := sgn(a). By Theorem 3.6, s ∈ CC(a), s 2 = a o , sa = as = |a|, and s|a| = |a|s = a. Suppose a is invertible. As s ∈ CC(a), we have s C a −1 and |a|(sa −1 ) = (sa −1 )|a| = 1; hence |a| is invertible and |a| −1 = sa −1 . Also, s 2 = a o = 1, and by (i), 0 ≤ sa −1 . But, (sa −1 ) 2 = s 2 (a −1 ) 2 = (a −1 ) 2 , whence
P r o o f. Suppose first that a is invertible. Then, by Lemma 7.1, |a| is invertible. As 1 is an order unit, there exists n ∈ N such that |a| −1 ≤ n, and since |a| commutes with n−|a| −1 , Lemma 1.5 implies that 0 ≤ (n−|a| −1 )|a|, i.e., 1 ≤ n|a|. Consequently, with 0 < := 1/n, we have ≤ |a|.
Conversely, suppose 0 < ≤ |a|. Then 1 ≤ −1 |a|; hence by [SA7], −1 |a| is invertible, and it follows that |a| is invertible with |a| −1 = −1 ( −1 |a|) −1 . Thus a is invertible by Lemma 7.1.
Ò Ø ÓÒ 7.3º Let a ∈ A.
(i) a is von Neumann regular iff there exists b ∈ A such that ab, ba ∈ A and aba = a.
(ii) a is regular iff there exists 0 < ∈ R such that a o ≤ |a|.
Obviously, 0 is both von Neumann regular and regular. The proof of the following theorem is virtually identical 12 to the proof of [10, Theorem 4.5] .
Ì ÓÖ Ñ 7.4º If 0 = a ∈ A, then the following conditions are mutually equivalent:
(i) a is von Neumann regular.
(ii) There exists r ∈ a o Aa o such that ar = ra = a o .
(iii) a is invertible in the synaptic algebra a o Aa o .
(iv) a is regular.
ÓÖÓÐÐ ÖÝ 7.5º
If a ∈ A, then a is invertible iff a is regular and a o = 1.
If 0 = a ∈ A and a is regular, then the (necessarily unique) inverse of a in a o Aa o (Theorem 7.4) is called the pseudo-inverse of a in A, and by definition, the pseudo-inverse of 0 is 0. If a is regular, it is not difficult to show that the pseudo-inverse of a belongs to CC(a). Ì ÓÖ Ñ 7.6º If a ∈ A, then a is regular iff both a + and a − are regular. Suppose that a is regular. Then there exists 0 < ∈ R with (p + q) = a o ≤ |a| = a + + a − , so p = p( (p + q)) ≤ p(a + + a − ) = a + = |a + |, whence a + is regular. Likewise, q ≤ a − , so a − is regular. Conversely, if both a + and a − are regular, there exist 0 < α, β such that αp ≤ a + and βq ≤ a − ; hence with := min{α, β}, we have a o = (p + q) ≤ a + + a − = |a|, and it follows that a is regular. ÓÖÓÐÐ ÖÝ 7.7º a ∈ A is invertible iff a o = 1 and both a + and a − are regular.
Spectral resolution
In this section, we show that the synaptic algebra A is a so-called spectral order-unit normed space; hence the results of [8] are at our disposal. In particular, every element in A both determines and is determined by a family of projections -its spectral resolution.
As per [8, Definition 1.5 (i)], an element a ∈ A is compatible with a projection p ∈ P iff a = J p (a) + J 1−p (a). Thus, by Lemma 4.6.(i), C(p) is the set of all elements of A that are compatible with p; hence, the notation used in [8, Definition 1.5 (i) and ff.] is consistent with our notation in this article. Ì ÓÖ Ñ 8.5º Suppose that λ 0 , λ 1 , . . . , λ n ∈ R with λ 0 < L < λ 1 < · · · < λ n = U , and let γ i ∈ R with λ i−1 ≤ γ i ≤ λ i for i = 1, 2, . . . , n. Define u i := p λ i − p λ i−1 for i = 1, 2, . . . , n, and let := max{λ i − λ i−1 : i = 1, 2, . . . , n}. Then: u 1 , u 2 , . . . , u n ∈ P ∩ CC(a),
According to Theorem 8.5, a can be written as a norm-convergent integral a = U L−0 λ dp λ of Riemann-Stieltjes type; hence a not only determines, but it is determined by its spectral resolution.
ÓÖÓÐÐ ÖÝ 8.6º
There exists an ascending sequence a 1 ≤ a 2 ≤ · · · in CC(a) such that each a n is a finite linear combination of projections in the family (p λ ) λ∈R and lim n→∞ a n = a.
Ò Ø ÓÒ 8.7º A real number ρ belongs to the resolvent set of a iff there is an open interval I in R with ρ ∈ I such that p λ = p ρ for all λ ∈ I. The spectrum of a, in symbols spec(a), is defined to be the complement in R of the resolvent set of a.
As is proved in [8] , spec(a) has all of the expected basic properties. For instance, by [8, Theorem 4.3] , spec(a) is a closed nonempty subset of the closed interval [L, U ] ⊆ R, L = inf(spec(a)) ∈ spec(a), U = sup(spec(a)) ∈ spec(a), and a = sup |α| : α ∈ spec(a) . By [8, Theorem 4.4] , a ∈ A + ⇐⇒ spec(a) ⊆ R + , and by [8, Corollary 5.1], a ∈ P ⇐⇒ spec(a) ⊆ {0, 1}. As a consequence of [8, Theorem 4.2] , every isolated point of spec(a) is an eigenvalue of a, and every eigenvalue of a belongs to spec(a). As a consequence of Corollary 8.6, each element a ∈ A is the norm limit (hence by Theorem 4.7.(ii) also the supremum) of an ascending sequence of pairwise commuting simple elements, and it follows that the simple elements in A (hence by Theorem 8.9, also the regular elements in A) are norm-dense in A.
Ì ÓÖ Ñ 8.10º If b ∈ A, then b C a iff b C p λ for all λ ∈ R.
P r o o f. For λ ∈ R, we have p λ ∈ CC(a); hence b C a implies that b C p λ . Conversely, suppose that b C p λ for all λ ∈ R and let (a n ) n∈N be the ascending sequence in Corollary 8.6. As a n ∈ CC(a) for all n ∈ N, the elements of the sequence (a n ) n∈N commute with each other. As each a n is a finite linear combination of projections p λ , we have a n ∈ C(b) for all n ∈ N, and it follows from [SA8] that a ∈ C(b).
Ì ÓÖ Ñ 8.11º C(a) is norm-closed in A and, with the partial order inherited from A, C(a) is a synaptic algebra with unit 1 and enveloping algebra R. 
