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Abstract
We propose a new algorithm for general constrained derivative-free op-
timization. As in most methods, constraint violations are aggregated into a
single constraint violation function. As in ﬁlter methods, a threshold, or bar-
rier, is imposed on the constraint violation function, and any trial point whose
constraint violation function value exceeds this threshold is discarded from
consideration. In the new algorithm, unlike the ﬁlter method, the amount of
constraint violation subject to the barrier is progressively decreased as the
algorithm evolves.
Using the Clarke nonsmooth calculus, we prove Clarke stationarity of the
sequences of feasible and infeasible trial points. The new method is effective
on two academic test problems with up to 50 variables, which were prob-
lematic for our GPS ﬁlter method. We also test on a chemical engineering
problem. The proposed method generally outperforms our LTMADS in the
case where no feasible initial points are known, and it does as well when
feasible points are known.
Keywords : Mesh adaptive direct search algorithm, ﬁlter algorithm, barrier ap-
proach, constrained optimization, nonlinear programming.
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In [5], we modiﬁed the ﬁlter approach pioneered by Fletcher and Leyffer [15]
to treat general nonlinear constraints without derivatives by a generalized pattern
search (GPS-ﬁlter) algorithm. A ﬁlter aggregates all constraints into a single con-
straint violation function and treats the optimization problem as an unconstrained
biobjective problem with priority given to feasibility versus a low objective func-
tion value.
The convergence results we were able to provide for the GPS-ﬁlter method
are limited by the GPS restriction to a ﬁxed ﬁnite set of directions in which the
space of variables is explored locally. We gave some pathological cases in which
the sequence of GPS-ﬁlter iterates fails to produce limit points that satisfy desir-
able optimality conditions. Still, the GPS-ﬁlter has solved some difﬁcult industrial
problems despite less than desired theoretical support [2, 5, 20, 22, 21].
The mesh adaptive direct search class (MADS) class of algorithms [6] gener-
alizes GPS [26, 4] by removing the restriction of the local exploration of the space
of variables to a ﬁxed ﬁnite set of directions. This enables the algorithm to handle
constraints, including nonlinear ones, by the extreme barrier approach in which in-
feasible points are simply rejected from consideration. We will call this algorithm
MADS-EB, where EB stands for extreme barrier.
Speciﬁc MADS-EB limit points satisfy optimality conditions that depend on
the local smoothness of the objective function under a constraint qualiﬁcation by
Rockafellar [25], i.e., that the hypertangent cone to the feasible region is nonempty
at the limit point. This is a weaker constraint qualiﬁcation than is usually assumed
for derivative-based methods such as SQP. For a strictly differentiable [18] ob-
jective function, the convergence analysis shows that MADS-EB generates limit
points that are KKT points. If the objective function is only Lipschitz near the
limit point, then it is a Clarke stationary point.
In this paper, we propose to combine ideas from the GPS-ﬁlter and MADS-EB
approaches for general nonlinear optimization
min
x∈W
f(x) (1)
where W = {x ∈ X : cj(x) ≤ 0, j ∈ J} ⊂ Rn and f,cj : X → R∪{¥} for all j ∈ J =
{1,2,...,m}, and where X is a subset of Rn. Some useful terminology differen-
tiates between constraints that must always be satisﬁed, such as those that deﬁne
X, and constraints that need only be satisﬁed at the solution, such as the cj(x) ≤ 0.
The former are closed constraints and the latter are open constraints.
Our proposed approached is called MADS with a progressive barrier, MADS-
PB. No differentiability assumptions on the objective and constraints are required
1to apply this new algorithm. However, the strength of the optimality results at a
limit point ˆ x is closely tied to the local smoothness of the functions and to prop-
erties of the tangent cones to W and X at ˆ x. MADS-PB is shown theoretically and
numerically to work for all the cautionary examples we gave for the GPS-ﬁlter
method. As for MADS-EB, we prove convergence of MADS-PB to Clarke sta-
tionary points.
We call the algorithm proposed here a progressive barrier algorithm, as op-
posed to an extreme barrier algorithm. The distinction is as follows. An extreme
barrier algorithm rejects all infeasible trial points. A progressive barrier algorithm
places a threshold on the constraint violation it allows, and progressively tightens
this threshold as the algorithm progresses. We do not use a ﬁlter, but we do use
the notion of dominance fundamental to ﬁlters to determine adaptively how to re-
duce the constraint violation threshold at each iteration. The user has the discretion
within MADS-PB to specify certain constraints to be closed and always treated by
the extreme barrier approach.
Given the strength of the MADS-EB convergence results and the positive re-
ports we hear from users, it is reasonable to ask what motivates us to undertake
this research rather than to abandon the ﬁlter in favor of the barrier for constraints.
There are several reasons.
• First, theMADS-EBapproachrequiresafeasiblestartingpoint. Yetforsome
practical problems like the aircraft planform results given in [2], there is no
initial feasible point. In fact, the ﬁrst feasible point found by the GPS-ﬁlter
was acceptable as a solution. In the MADS-PB method, a user can decide
to treat a constraint as open until it becomes feasible and then move it into
the closed constraints, which are treated by the extreme barrier approach and
whose feasible region deﬁnes X.
• Second, some users have observed that the GPS-ﬁlter method provides use-
ful information about the sensitivity of the solution with respect to the con-
straints. The extreme barrier approach does not provide that information, but
MADS-PB does.
• Third, in an industrial optimization context, the functions deﬁning the prob-
lem often are provided as a black-box computer codes. The codes read input
variables and output some values, or else they may fail to return a value for
various reasons. In this case, the function value is set to inﬁnity. There are
sometimes constraints that return a boolean value that indicates feasibility
or not without quantifying the infeasibility. There might also be some con-
straints that must be satisﬁed in order for the simulation to work because the
objective function f or some constraints cj might not be deﬁned outside X.
2These Boolean constraints are incorporated in the set X, and X is handled
by the proposed algorithm through the barrier approach. Other constraints
quantify the amount by which they are violated, and so they may be treated
by a ﬁlter or progressive barrier if the user desires.
• It is not unreasonable to expect in nonlinear optimization that allowing con-
straint violations in the course of solving a problem often enables one to
solve the problem with fewer function and constraint evaluations. This might
happen if the domain is disjoint, or if feasibility at every step requires the it-
eration to take small steps along an erratic boundary to get into a better part
of the feasible region. Of course this might be mitigated in some problems
for which checking the constraints may be less expensive than computing
the objective function, and neither MADS version asks for function values
at points outside X [19].
Thus, we are providing the user with options by extending MADS-EB to the
MADS-PB algorithm, including the option of deciding which constraints
should be satisﬁed before evaluating the objective function.
The paper is organized as follows. The next section describes the new MADS-
PB algorithm. Section 3 breaks down the convergence analysis into three cases.
First it analyzes subsequences of feasible iterates; the results are similar to those of
MADS-EB [6]. Second, subsequences of infeasible iterates are considered; results
onameasureoftheconstraintviolationsarepresented. Finally, weanalyzethecase
where a subsequence of infeasible iterates converges to a feasible point. Numerical
results are presented in Section 4 on three test problems.
2 A MADS algorithm with a progressive barrier
MADS-PB is an iterative algorithm, and the iteration counter is denoted by the
index k ∈ N. We will use Vk ⊂ X ⊆ Rn to represent the set of points where the
f and all cj function values have been evaluated by the start of iteration k. This
means that they satisfy the closed constraints. Each setVk contains a ﬁnite number
of points. The set of initial points is V0. It may contain feasible and infeasible
points with respect to the open constraints.
32.1 The barrier on constraint violation
Adapting the ﬁlter terminology [15] to a mixture of open and closed constraints,
we deﬁne the constraint violation function
h(x) :=



¥ , if x / ∈ X
å
j∈J
(max(cj(x),0))
2 , otherwise.
With this deﬁnition, h : Rn → R∪{¥} is a nonnegative function, and x ∈ W if and
only if h(x)=0. Moreover, if 0<h(x)<¥ then x∈X\W. The constraint violation
function could have been deﬁned in other ways - the `1 norm is commonly used.
We favor the squared violations since it was shown in [5] that this performs better
in the present context, as it passes on any smoothness of the constraints to h.
We introduce the non-negative barrier parameter hmax
k , which is set at each
iteration. Any trial point whose constraint violation function value exceeds hmax
k is
rejected from consideration. The barrier parameter hmax
k is non-increasing with the
iteration number k; the rules for updating it at the end of an iteration are presented
in Section 2.4. In [6], an extreme barrier is used, i.e., hmax
k = 0 for all k, and every
infeasible trial point is rejected from consideration.
The initial barrier parameter hmax
0 ≥ 0 can be ﬁxed by the user. Alternatively,
the default value implemented in our code is hmax
0 = ¥. In the numerical results,
we will see that setting hmax
0 to a smaller value can be useful when the initial points
are all feasible.
The algorithm proposed here does not require that the initial points are feasi-
ble with respect to the open constraints cj, j ∈ J. The algorithm can be applied
to a problem that satisﬁes only the ﬁrst of the following assumptions. Its analysis
requires the remaining two assumptions. We will say more about the second and
third assumptions when we repeat them as they come into play. In particular, the
hypertangent and generalized derivative are deﬁned in Section 3. We list them for-
mally here to refer to them all together later.
A1 : There exists some point x0 in the user-provided set V0 such that x0 ∈ X,
f(x0) < ¥ and h(x0) < hmax
0 .
A2 : All trial points considered by the algorithm lie in a bounded set.
A3 : For every hypertangent direction v ∈ TH
W (ˆ x) 6= / 0, there exists an e > 0 for
which h◦(x;v) < 0 for all x ∈ {x ∈ X ∩Be(ˆ x) : h(x) > 0}.
The algorithm and its analysis partition the trials point into two sets: the fea-
sible and the infeasible points. The infeasible ones that do not satisfy the closed
4constraints x ∈ X are rejected through the barrier approach. The infeasible ones in
W\X are be treated differently. We next introduce deﬁnitions of best feasible and
infeasible incumbents at iteration k.
2.2 Feasible and infeasible incumbents
At the start of iteration k, two sets of incumbent solutions are constructed from the
set Vk. The ﬁrst one is the set of feasible incumbents. It consists of the feasible
points found by the start of iteration k that have the best objective function value.
Deﬁnition 2.1 At iteration k, the set of feasible incumbent solutions is deﬁned to
be
Fk = {argmin
x∈Vk
{f(x) : h(x) = 0}}.
Thesetofinfeasibleincumbentsolutionsisconstructedwiththenotionofdom-
inance used by ﬁlter algorithms [15, 5]. We ﬁrst introduce the set of infeasible
undominated points.
Deﬁnition 2.2 At iteration k, the set of infeasible undominated points is deﬁned to
be
Uk = {x ∈Vk\W : 6 ∃y ∈Vk\W such that y ≺ x},
where y ≺ x signiﬁes that h(y) < h(x) and f(y) ≤ f(x), or that h(y) ≤ h(x) and
f(y) < f(x).
The set of infeasible incumbent solutions is constructed using the set of un-
dominated infeasible pointsUk, and the barrier parameter hmax
k .
Deﬁnition 2.3 At iteration k, the set of infeasible incumbent solutions is deﬁned to
be
Ik = {argmin
x∈Uk
{f(x) : 0 < h(x) ≤ hmax
k }}.
These two sets, Fk and Ik, allow deﬁnition of the incumbent values at iteration
k. The incumbent feasible f-value is deﬁned to be
fF
k =

¥ if Fk = / 0
f(x), for any x ∈ Fk otherwise,
(2)
5and the incumbent infeasible h and f-value are
(hI
k, fI
k) =

(¥,¥) if Ik = / 0
(h(x), f(x)), for any x ∈ Ik otherwise,
(3)
Figure 1 illustrates the construction of the incumbent values at iteration k. The
circles represent the images of all 13 trial points generated by the algorithm by
the start of iteration k, i.e., the set Vk. The barrier on the constraints rejects all
three trial points that map outside of the shaded area. The set of undominated
infeasible trial points Uk is indicated by arrows. It contains four elements, three of
them with a constraint violation function value less than hmax
k . The one with the
best objective function value is (hI
k, fI
k). Notice that this new incumbent was not
necessarily generated during iteration k−1. It belongs to Vk, but could have been
generated at any iteration prior to iteration k. The role of the parameter r appearing
in the right part of the ﬁgure is detailed in Section 2.5.
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Figure 1: New incumbent values at iteration k.
An immediate result is that if Fk 6= / 0 at some iteration k, then F` 6= / 0 at every
iteration ` ≥ k. We propose in Section 2.4 an update rule for hmax
k that ensures the
analogue result for Ik.
Once the incumbents sets Fk and Ik and incumbent values (0, fF
k ) and (hI
k, fI
k)
are updated by the above deﬁnitions at the start of an iteration, the goal during the
iteration is to change one of the incumbents. This occurs naturally when a trial
point that dominates one of the incumbents is generated. When no such points are
generatedduringaniteration, othermeasuresmustbetaken. IfthesetVk+1 contains
an infeasible point with a smaller constraint violation function value than hI
k, then
the barrier parameter is reduced to the largest value less than hI
k. Otherwise, the
algorithm will reﬁne the exploration in the space of variables. The next section
6details how the algorithm explores the space of variables. Section 2.4 describes the
parameter update rules.
2.3 Description of an iteration : the SEARCH and POLL steps
In GPS, MADS-EB and the present algorithm, every trial point must be chosen on
an underlying mesh deﬁned on the space of variables whose ﬁneness or coarseness
is dictated by a nonnegative scalar called the mesh size parameter Dm
k .
Deﬁnition 2.4 At iteration k, the current mesh is deﬁned to be the following union:
Mk =
[
x∈Vk
{x+Dm
k Dz : z ∈ NnD} ,
where D = GZ ∈ Rn×nD is a positive spanning matrix1, for some non-singular
matrix G ∈ Rn×n and integer matrix Z ∈ Zn×nD.
Note that D,G and Z are ﬁxed matrices, independent of the iteration number k.
Frequent choices for these matrices are G = In, the n×n identity matrix and D =
Z = [In −In]. For convenience, the matrix D will often be treated as a set: d ∈ D
signiﬁes that d is a column of D. The mesh structure allows a convergence analysis
withoutrequiringsufﬁcientdecreaseconditions toacceptnewincumbentsolutions.
There is great algorithmic ﬂexibility in searching for new incumbent solu-
tions. Each iteration is divided into two steps: the SEARCH and POLL steps. In
the SEARCH step, any number of trial points may be generated, as long as these
points belong to the mesh Mk, and that the strategy to identify them terminates in
ﬁnite time.
The SEARCH strategy may, for example, be based on a heuristic exploration of
the domain, or it may employ surrogate functions based on response surfaces, in-
terpolatory models or simpliﬁed physics models.Surrogates are most often tailored
for speciﬁc applications, see, e.g., [5, 7, 9, 19, 20, 22]. Let us simply denote by Sk
the ﬁnite set of mesh points used in the SEARCH step at iteration k.
Unlike the freedom of the SEARCH step, the POLL step is more rigidly deﬁned.
It consists of a local exploration around incumbent solutions in Fk and Ik. The
POLL step depends on another nonnegative scalar called the poll size parameter
D
p
k. There is some ﬂexibility in the choice of the poll size parameter. It must,
however, be tied to the mesh size parameter in a way that satisﬁes:
lim
k∈K
Dm
k = 0 if and only if lim
k∈K
D
p
k = 0, for every inﬁnite subset of indices K.(4)
1 nonnegative linear combinations of the columns of D span Rn, see [13].
7For example, one may set D
p
k =
p
Dm
k (as in [6]) so that the poll size parameter goes
to zero slower than the mesh size parameter. The original idea of a frame is from
[11, 23, 24], and it is more general than the version given below.
Deﬁnition 2.5 At iteration k, Dk(x) is said to be a set of frame directions around
a frame center x ∈Vk if Dk(x) is a ﬁnite set of directions in Nn such that for each
d ∈ Dk(x),
• d 6= 0 can be written as a nonnegative integer combination of the directions
in D, and d = Du for some vector u ∈ NnD that may depend on the iteration
number k and on x;
• the distance from the frame center x to x+Dm
k d is bounded above by a mul-
tiple of the poll size parameter: Dm
k kdk ≤ D
p
k max{kd0k : d0 ∈ D}.
This last deﬁnition is the fundamental difference between GPS and MADS. In
GPS, the directions in the set Dk are restricted to be chosen from the ﬁxed set D. In
MADS, the number of candidates directions in Dk(·) grows without bound as Dm
k
goes to zero.
In MADS-EB, the POLL set was always constructed around a feasible point
since any infeasible point was rejected by the barrier. In the present MADS-PB
approach, we need to adapt the deﬁnition of the POLL set.
Deﬁnition 2.6 At iteration k, the POLL set Pk is deﬁned to be
Pk =



Pk(xF
k ) for some some xF
k ∈ Fk, if Ik = / 0
Pk(xI
k) for some some xI
k ∈ Ik, if Fk = / 0
Pk(xF
k )∪Pk(xI
k) for some some xF
k ∈ Fk and xI
k ∈ Ik, otherwise,
where Pk(x) = {x+Dm
k d : d ∈ Dk(x)}∩X ⊂ Mk is called a frame around x.
Figure 2 illustrates an example in which both a feasible xF
k and an infeasible
incumbent xI
k solution exist. In the ﬁgure, the feasible region W is delimited by the
nonlinear curves, and X =R2. The mesh is constructed using Dm
k and is represented
by the intersection of all thin lines. The poll set is constructed by taking some mesh
points inside the two regions delimited by the thick lines, based on D
p
k >Dm
k . In this
example, the frame around the feasible incumbent is constructed using the positive
spanning set of directions Dk(xF
k ) = {(−3,4)T,(4,0)T,(−1,−4)T} and the frame
around the infeasible one is built using a single direction Dk(xI
k) = {(3,−4)T}.
Therefore, the poll set Pk is the union of the frames Pk(xF
k ) = {p1,p2,p3} with
Pk(xI
k) = {p4}. Implementable strategies of constructing the poll set Pk are pre-
sented in Section 2.5.
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Figure 2: A MADS POLL set Pk = Pk(xF
k )∪Pk(xI
k) = {p1,p2,p3}∪{p4}.
2.4 Parameter update at the end of an iteration
After the POLL and SEARCH steps are completed, the algorithm has evaluated f
and h at one or more trial points. At the end of iteration k, Vk+1 contains all the
trial points since the algorithm was initiated. The function values of the points in
Vk+1 govern the way that the mesh size Dm
k+1 and the barrier hmax
k+1 parameters are
updated.
The way this is done depends on the result of iteration k. There are three possi-
bilities: theiterationmaybedominating, improving, orunsuccessful. Adominating
iteration generates a trial point that dominates an incumbent. An improving itera-
tion is not dominating, but it improves the feasibility of the infeasible incumbents,
and so it replaces the infeasible incumbent set. Unsuccessful iterations are neither
dominating nor improving. These three types of iterations are detailed below and
illustrated by having a point of Vk+1 in the appropriate shaded area of Figure 3.
• Iteration k is said to be dominating whenever a trial point y ∈Vk+1 that dom-
inates an incumbent is generated, i.e., when
h(y) = 0 and f(y) < fF
k , or y ≺ x for all x ∈ Ik.
• Iteration k is said to be improving if it is not dominating, but if there is an
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Figure 3: Mesh size and barier parameter update rules.
infeasible solution y ∈Vk+1 with a strictly smaller value of h, i.e., when
0 < h(y) < hI
k and f(y) > fI
k.
• Iterations that are neither dominating nor improving are called unsuccessful
iterations. This happens when every trial point y ∈Vk+1 is such that:
h(y)=0 and f(y)≥ fF
k , or h(y)=hI
k and f(y)≥ fI
k, or h(y)>hI
k.
To clarify these ideas, we refer to Figure 2 to illustrate various constructions.
Assume that at iteration k the incumbent sets are Fk = {xF
k } and Ik = {xI
k} and that
Vk+1 = {xF
k ,xI
k,p1,p2,p3,p4}, and that no other points have been generated so far.
Let us consider the infeasible points. In the case where 0 < h(p1) < h(p4) < h(xI
k)
and f(p1)> f(p4)> f(xI
k), then the next infeasible incumbent set would be Ik+1 =
{p4}, and iteration k would be improving because h(p4) < (h(xI
k) but p4 6≺ xI
k. The
iteration would have been dominating if instead f(p4) ≤ f(xI
k), or of course, if
either f(p2) or f(p3) were strictly less than f(xF
k ).
The classiﬁcation of the iterations dictates the way that the mesh and poll size
parameters are updated from one iteration to another. More precisely, given a ﬁxed
rational number t > 1, and two integers w− ≤ −1 and w+ ≥ 0, the mesh size
parameter is updated as follow:
Dm
k+1 = twkDm
k (5)
for some wk ∈



{0,1,...,w+}, if iteration k is dominating
{0}, if iteration k is improving
{w−,w−+1,...,−1}, if iteration k is unsuccessful.
10Typical choices [6] are t = 4, and w+ = −w− = 1.
The update rules for the barrier parameter are:
hmax
k+1 =
(
max
y∈Vk+1
{h(y) : h(y) < hI
k} if iteration k is improving
hI
k otherwise.
(6)
There are three sub-cases when an iteration is dominating. First, it is possible that a
trial point that improves the feasible incumbent is generated, and that no trial point
dominates the infeasible one. In that case, the consequence of the update rules is
that (hI
k+1, fI
k+1) = (hI
k, fI
k) but fF
k+1 < fF
k . Second, it is possible that a dominant
trial point t with h(t) = hI
k > 0 is generated. In that case, the consequence of the
update rules is that hI
k+1 = hI
k but fI
k+1 < fI
k. The last possibility is that hI
k+1 < hI
k
and fI
k+1 ≤ fI
k.
Consequences of the barrier parameter update rule (6) are that hmax
k is non-
increasing with respect to k, and if Ik 6= / 0 then I` 6= / 0 at every iteration ` ≥ k.
Figure 4 summarizes our new MADS-PB algorithm. Notice that if the initial
set V0 contains a feasible point, and if hmax
0 = 0, then the algorithm reduces to
MADS-EB [6].
This high-level description of the algorithm contains in the initialization phase
an optional frame center trigger r, which is discussed in the next section.
Remark: Inpractice, someusersmaywishtoallow softconstraintsinproblem(1).
Then one can apply the method described in this paper to the optimization problem
minx{f(x):h(x)≤hmin}wherehmin >0isauser-selectedthresholdonthefunction
h under which any trial point is considered feasible. This may be done by redeﬁn-
ing dominating and improving iterations by replacing h(x) = 0 by h(x) ≤ hmin and
h(x) > 0 by h(x) > hmin.
2.5 A frame center selection rule
We refer the reader to Section 4.1 of [6] for an explicit way to construct the positive
basis Dk used to construct a frame. This construction depends only on the mesh and
poll size parameters Dm
k and D
p
k, and it satisﬁes the requirements of Deﬁnition 2.6.
The set Dk is constructed by ﬁrst generating a direction bk, and then completing it
to a positive basis Bk. This is done is such a way that ∪¥
k=1
n
bk
kbkk
o
is dense in the
unit sphere with probability 1 (see Theorem 4.3 in [6] and [3]). MADS with this
choice of Dk is called LTMADS.
At each iteration, there are either one or two frame centers. When Fk = / 0 or
Ik = / 0, then there is only one frame center, call it x1, and it is arbitrarily chosen in
whichever of Fk or Ik is nonempty (by A1). That frame center is then called the
primary frame center. The POLL set will simply be Pk = Pk(x1) = {x1+Dm
k d : d ∈
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• INITIALIZATION (given a set of initial pointsV0 that satisﬁes assumption A1):
– Deﬁne the mesh matrices G and Z as in Deﬁnition 2.4, and mesh parameters
t, w− and w+ as in equation (5), and 0 < Dm
0 ≤ D
p
0.
– (Optional) Deﬁne the frame trigger r > 0 as in Deﬁnition 2.7.
– Set the iteration counter k ← 0.
• INCUMBENT DEFINITION: Deﬁne the incumbent sets Fk and Ik as in Deﬁni-
tions 2.1 and 2.3, and incumbent values fF
k and (hI
k, fI
k) as in Equations (2)
and (3).
• SEARCH: Evaluate h and f on a ﬁnite set Sk of trial points in X on the current
mesh Mk as in Deﬁnition 2.4. This step is optional, i.e., Sk = / 0 is allowed. If an
improving or dominating point is found in Sk, then the SEARCH may terminate,
skip the next - POLL - step, and go directly to the PARAMETER UPDATE step.
Otherwise the algorithm must go to the POLL step.
• POLL: Evaluate h and f on the poll set Pk of trial points in X on the current mesh
Mk as in Deﬁnition 2.6 (optional: use Deﬁnition 2.7). This step may terminate
opportunistically.
• PARAMETER UPDATE:
– Deﬁne Vk+1 to be the union of Vk with the sets of points in X visited in the
SEARCH and POLL steps.
– Classify the iteration as being dominating, improving, or unsuccessful, and
update Dm
k+1 according to equation (5), and D
p
k+1 according to (4).
– Update the barrier parameter hmax
k+1 as in equation (6).
– Increase k ← k+1 and go back to the INCUMBENT DEFINITION step.
Figure 4: A MADS-PB algorithm for constrained optimization
Dk(x1)} where Dk(x1) is the positive basis constructed in [6] (it is denoted by Dk
in that reference).
In the event that both Fk or Ik are nonempty, a secondary frame center x2 will
be chosen as well as a primary poll center. The next deﬁnition provides a practical
rule to choose which are the primary and secondary frame centers. It is based on
another (optional) user supplied parameter r > 0 called the frame center trigger.
Deﬁnition 2.7 (Frame center selection rule) Let r > 0 be a given constant and
suppose that Fk 6= / 0 and Ik 6= / 0. If fF
k −r > fI
k, then the primary poll center x1
k
is chosen in Ik and the secondary poll center x2
k is chosen in Fk. Otherwise the
primary poll center x1
k is chosen in Fk and the secondary poll center x2
k is chosen in
Ik.
12The dashed horizontal line in Figure 1 just below the feasible incumbent repre-
sents f = fF
k −r. On that particular example, the frame center selection rule would
choose the primary poll center in the infeasible incumbent set Ik. There are both
theoretical and computational reasons for this approach. The following corollary to
a later result shows the theoretical value of the frame center selection rule. In this
corollary, we use the notion of a reﬁning sequence familiar to readers of our earlier
papers. We will deﬁne it later, but for now sufﬁce it to say that reﬁning sequences
are the ones for which our strongest convergence results apply, and reﬁned points
are our solutions.
Corollary 2.8 SupposethatassumptionsA1, A2andA3hold, thentherecannotbe
a reﬁning subsequence of infeasible primary poll centers satisfying the poll trigger
condition that converges to a feasible reﬁned point.
Proof. The proof is immediate from Theorem 3.12, since the feasible points guar-
anteed by that theorem would negate the poll trigger condition.
If the infeasible incumbent is below fF
k −r, then we might hope that by em-
phasizing it as the primary poll center we can reach a better part of the feasible
region than the one containing the feasible incumbent.2
3 Convergence analysis
The MADS-PB algorithm can be applied to any nonlinear problem of the form (1)
provided that assumption A1 is satisﬁed. There are two possible behaviors for
the iterates produced by the algorithm. One possibility is that the iterates go un-
bounded, in which case no necessary optimality conditions may be guaranteed. We
repeat the standard assumption from Section 2.1 that the iterates remain bounded.
A2 : All trial points considered by the algorithm lie in a bounded set.
This assumption may be reformulated in our notation as follows: There exists
some bounded set in Rn containing Vk for every k. By its deﬁnition, Vk does not
contain any points that violate any of the closed constraints. Thus, it is easy to en-
sure A2 is satisﬁed by having membership in a bounded set as a closed constraint.
Indeed, engineering problem statements usually have bounds on all the optimiza-
tion variables.
2We are indebted to Dr. Paul Frank of the Boeing Company for suggesting the utility of this
strategy in the context of the GPS-Filter algorithm given in [5].
13Combining assumption A2 with the mesh structure was shown in [6] to be
enough to ensure that liminfkDm
k = 0. Our main interest will be in the subsequence
of frame centers for which the corresponding mesh size parameters converge to
zero.
Deﬁne U ⊆ N to be the subset of iteration indices corresponding to unsuccess-
ful iterations. The POLL step generates trial points around either or both feasible
and infeasible incumbents. If k ∈ U, and polling was done around xF
k ∈ Fk, then xF
k
is called a feasible minimal frame center. If k ∈ U, and polling was done around
xI
k ∈ Ik, then xI
k is called an infeasible minimal frame center. We need to study both
type of frame centers separately, but notice that if k ∈ U then the iteration neces-
sarily has a minimal frame centers of both types – unless either incumbent set is
empty.
Deﬁnition 3.1 A subsequence of the MADS-PB minimal frame centers, {xk}k∈K
for some subset of indices K ⊆ U, is said to be a reﬁning subsequence if {D
p
k}k∈K
converges to zero.
The limit ˆ x of a convergent reﬁning subsequence is called a reﬁned point. If
limk∈L
dk
kdkk exists for some subset L ⊆ K with poll direction dk ∈ Dk(xk), and if
xk +Dm
k dk ∈ X for inﬁnitely many k ∈ L, then this limit is said to be a reﬁning
direction for ˆ x.
The analysis relies on the following deﬁnitions. The Clarke generalized deriva-
tive of f at ˆ x ∈ W in the direction v ∈ Rn is deﬁned as
f◦(ˆ x;v) = limsup
y → ˆ x, y ∈ X
t ↓ 0, y+tv ∈ X
f(y+tv)− f(y)
t
.
This deﬁnition from Jahn [17] generalizes the original one by Clarke [10] to the
case where f is not deﬁned outside X. Similarly, we say that a function is locally
Lipschitz if it is Lipschitz with a ﬁnite constant in some nonempty neighborhood
intersected with X.
Our convergence results involve different types of tangent cones. As in the
MADS analysis [6], the most important one for the present context is the hypertan-
gent cone [25] to W at ˆ x:
TH
W (ˆ x) = {v ∈ Rn : ∃e > 0 such that y+tw ∈ W
for all y ∈ W∩Be(ˆ x),w ∈ Be(v) and 0 <t < e}.
The analysis is divided into three cases. First, Section 3.1 considers the case
where the algorithm generates a convergent feasible reﬁning subsequence. We give
14conditions under which the Clarke derivative of f is non-negative in the hypertan-
gent cone to W at the feasible reﬁned point. Second, we analyze the function h
in Section 3.2. We give conditions under which the Clarke derivative of h is non-
negative in the hypertangent cone to the closed constraints X at a reﬁned point.
Finally in Sections 3.3 and 3.4, we look at the case where the algorithm generates
an infeasible reﬁning subsequence converging to a point on the boundary of W. We
propose conditions in the form of an external constraint qualiﬁcation under which
the Clarke derivative of f is non-negative in the hypertangent cone to W at the
reﬁned point. Thus, since the Clarke tangent cone is the closure of the hypertan-
gent cone, when the latter is nonempty, all three cases result in a proof of Clarke
stationarity. We ﬁnally brieﬂy summarize our results in section 3.5.
3.1 A feasible reﬁning subsequence: results for f
The analysis presented in this subsection is similar to that of [6] where all con-
straints are treated through the barrier. The following lemma from elementary
analysis will be useful.
Lemma 3.2 If {ak} is a bounded real sequence and {bk} is a convergent real
sequence, then limsupk(ak+bk) = limsupkak+limkbk.
Theorem 3.3 Suppose that assumptions A1 and A2 hold, and that the algorithm
generates a reﬁning subsequence {xF
k }k∈K with xF
k ∈ Fk converging to a reﬁned
point ˆ xF in W, near which f is Lipschitz. If v ∈ TH
W (ˆ xF) is a reﬁning direction for
ˆ xF, then f◦(ˆ xF;v) ≥ 0.
Proof. Let {xF
k }k∈K with xF
k ∈ Fk be a feasible reﬁning subsequence converging to
ˆ xF ∈Wandv=limk∈L
dk
kdkk ∈TH
W (ˆ xF)beareﬁningdirectionfor ˆ xF withdk ∈Dk(xF
k )
for every k ∈ L. For each k ∈ L, deﬁne
tk = Dm
k kdkk → 0 and yk = xF
k +tk

dk
kdkk
−v

→ ˆ xF (7)
(the fact that tk → 0 follows from the last bullet of Deﬁnition 2.5). Since f is
Lipschitz with constant l > 0 near ˆ xF, it follows that

  
f(xF
k )− f(yk)
tk

   ≤ l

  
dk
kdkk
−v

  ,
which then converges to 0. This will be our sequence {bk} of Lemma 3.2 in go-
ing from the ﬁrst to the second line below. Adding and subtracting f(xF
k ) to the
15numerator of the deﬁnition of the Clarke derivative, one gets
f◦(ˆ xF;v) ≥ limsup
k∈L
f(yk+tkv)− f(xF
k )+ f(xF
k )− f(yk)
tk
= limsup
k∈L
f(yk+tkv)− f(xF
k )
tk
+lim
k∈L
f(xF
k )− f(yk)
tk
using eq. (7) = limsup
k∈L
f(xF
k +Dm
k dk)− f(xF
k )
tk
+lim
k∈L
f(xF
k )− f(yk)
tk
≥ 0
For sufﬁciently large k ∈L, xF
k +Dm
k dk ∈W since v is an hypertangent direction.
Therefore, the last inequality follows from the fact that f(xF
k +Dm
k dk) was evaluated
and compared by the algorithm to f(xF
k ), but xF
k is a feasible minimal frame center.
The case where the set of reﬁning directions is dense in a nonempty hypertan-
gent cone to W ensures Clarke stationarity:
Corollary 3.4 Suppose that assumptions A1 and A2 hold, and the algorithm gen-
erates a reﬁning subsequence {xF
k }k∈K with xF
k ∈Fk converging to a feasible reﬁned
point ˆ xF in W, near which f is Lipschitz. If the set of reﬁning directions for ˆ xF is
dense in TH
W (ˆ xF) 6= / 0, then ˆ xF is a Clarke stationary point for (1).
Proof. The assumptions ensure that f◦(ˆ xF;v) ≥ 0 for a set of directions v which
is dense in the closure of TH
W (ˆ xF). Furthermore, the closure of the hypertangent
cone coincides with the Clarke tangent cone wherever the hypertangent cone is
nonempty [25].
3.2 A convergent infeasible reﬁning subsequence: results for h
Beforeconsideringthe f valuesforaninfeasiblereﬁningsequence, weexaminethe
constraint violation function h at limits of reﬁning subsequences. There are two
possibilities for the value at a reﬁned point ˆ xI. One possibility is that h(ˆ xI) = 0.
This means that there is a nonempty feasible region and that the algorithm pro-
duced a global minimizer of h over the domain X deﬁned by the closed constraints.
Otherwise, ˆ xI satisﬁes some necessary conditions to be a local minimizer of h.
The issue of local versus global minimizer is not the main point here. After all,
in analyzing SQP iterations, one generally makes strong assumptions like linear
independence of constraint gradients, which ensures that any local minimizer of h
is a global minimizer. Since we do not assume continuous differentiability, we will
not make that speciﬁc assumption to ensure there are no local minimizers of h over
16X. The real point of this section is to show what happens when there is an empty
feasible region. In either case, the following result shows that we do ﬁnd a Clarke
stationary point for h.
Theorem 3.5 Let assumptions A1 and A2 hold, and assume that the algorithm
generates a reﬁning subsequence {xI
k}k∈K with xI
k ∈Ik converging to a reﬁned point
ˆ xI in X near which h is Lipschitz. If v ∈ TH
X (ˆ xI
k) is a reﬁning direction for ˆ xI, then
h◦(ˆ xI;v) ≥ 0.
Proof. Let {xI
k}k∈K with xI
k ∈Ik be an infeasible reﬁning subsequence converging to
ˆ xI ∈ X and v = limk∈L
dk
kdkk ∈ TH
X (ˆ xI) be a reﬁning direction for ˆ xI, with dk ∈ Dk(xI
k)
for every k ∈ L. If h(ˆ xI) = 0, then the result is trivial. Otherwise, the remainder of
the proof is identical to that of Theorem 3.3, with h and X playing the roles of f
and W, respectively.
The next corollary’s proof is essentially identical to that of Corollary 3.4.
Corollary 3.6 Suppose that assumptions A1 and A2 hold, and the algorithm gen-
erates an infeasible reﬁning subsequence {xI
k}k∈K with xI
k ∈ Ik converging to a
reﬁned point ˆ xI in X, near which h is Lipschitz. If the set of reﬁning directions for
ˆ xI is dense in TH
X (ˆ xI) 6= / 0, then ˆ xI is a Clarke stationary point for
min
x∈X
h(x). (8)
Proof. The assumptions ensure that h◦(ˆ xI;v) ≥ 0 for a set of directions v which
is dense in the closure of TH
X (ˆ xI). Furthermore, the closure of the hypertangent
cone coincides with the Clarke tangent cone, wherever the hypertangent cone is
nonempty [25].
3.3 An external constraint qualiﬁcation
The remaining case that needs to be analyzed further is when MADS generates an
infeasible reﬁning subsequence converging to a feasible point ˆ x. Ideally, we would
like to show that the Clarke derivative of f is nonnegative at ˆ x for all hypertangent
vectors. The following example shows that without additional assumptions on the
constraints that there might be a descent direction v ∈ TH
W (ˆ x) for f. After this
motivating example, we will supply an adequate additional assumption and relate
it to a common constraint qualiﬁcation for SQP.
17Example 3.7 Consider the optimization problem in R1:
min
x∈R
f(x) = x
s.t. c(x) ≤ 0,
(9)
where
c(x) =

0 if x ≤ 0,
4−`(x)p2(v(x)) if x > 0,
with p(x)=−1260+4440x−6015x2+3935x3−1245x4+153x5 andwhere`(x)=
−blog2(x
3)c and v(x) = 2`(x)
3 x. These particular functions where chosen so that
p(1) = 8, p(4
3) = 4, p(2) = 16
p0(1) = 0, p0(4
3) = 0, p0(2) = 0.
and for any x > 0, the values `(x) ∈ Z and v(x) ∈]1, 2] are the unique integer and
scalar such that x = 3×2−`(x)v(x).
Figure 5 illustrates the function c for some ` ∈ Z. One can verify that c is
differentiable on R, that its derivative is Lipschitz continuous, and that for any
` ∈ Z, x = 4×2−` is the unique minimizer of c on the interval [3×2−`,5×2−`].
The feasible region for this problem is simply W =]−¥,0] with X = R.
0 t`=2×2−` 3×2−` x3`=4×2−`
=x3`+1=x3`+2
6×2−`
Dp
3` z }| {
Dp
3` z }| { 4×4−`
16×4−`
64×4−`
256×4−`
c(x)
Figure 5: A differentiable constraint function c(x).
The MADS instance considered here is tailored to produce a bad limit point.
At each three iterations, starting at iteration 2, a SEARCH step is conducted. More
18precisely, at iteration k = 3`+2 for some ` ∈ N, the SEARCH generates the trial
point t` = xk −2`+5Dm
k with Dm
k = (D
p
k)2. At other iterations the SEARCH step
is empty. The poll size parameter satisﬁes D
p
k =
p
Dm
k is doubled at dominating
iterations and halved at unsuccessful ones (i.e., t = 4, wk = w+ = 1 or wk = w− =
−1 in equation (5)).
MADSisinitiatedatx0 =4withDm
0 =D
p
0 =1andD=[1, −1]. Theinitialpoint
x0 is the unique minimizer of c in the interval [3,5] and therefore the POLL step at
iteration 0 fails to generate a new incumbent. Iteration 1 starts at x1 = x0 with
an even smaller poll size parameter D
p
1 = 1
2, thus iteration 1 is also unsuccessful.
Iteration 2 starts at x2 = x1 with mesh and poll size parameters Dm
2 = 1
16 and D
p
2 =
1
4. The SEARCH step at iteration k =3`+2 with `=0 generates the trial pointt` =
x2−25Dm
2 = 4− 32
16 = 2, which is more feasible than x2 and has a better objective
function value f. Iteration 2 is thus dominating, and iteration 3 starts at x3 = 2
with parameters Dm
3 = 1
4 and D
p
3 = 1
2.
For ` ∈ N, we will refer to iterations 3`,3`+1 and 3`+2 as the `th cycle.
Proposition 3.8 For any integer ` ≥ 0, the iterates of cycle ` generated by the
above instance of MADS satisfy x3` = x3`+1 = x3`+2 = 4×2−` and the poll size
parameters satisfy D
p
3` = 2−`, D
p
3`+1 = 2−`−1 and D
p
3`+2 = 2−`−2.
Proof. The proof is done by induction on `. We already veriﬁed in above that the
result holds for cycle ` = 0.
Suppose that iteration k = 3` is initiated with x3` = 4×2−` and D
p
3` = 2−`.
At that point f(x3`) = 2−`+2 and c(x3`) = 16×4−`. As mentioned above, x3` is
the unique minimizer of c in the interval [xk−D
p
k,xk−D
p
k] = [3×2−`,5×2−`] and
therefore the POLL step at iteration 3` fails to generate a new incumbent. Iteration
3`+1 starts at x3`+1 = x3` with even smaller poll size parameter D
p
3`+1 = 2−`−1,
thus iteration 3`+1 is also unsuccessful. Iteration 3`+2 starts at x3`+2 = x3`+1
with poll size parameter D
p
3`+2 = 2−`−2. The SEARCH step at iteration k = 3`+2
generates the trial point
t` = x3`+2−2`+5Dm
3`+2 = x3`+2−2`+5(D
p
3`+2)2
= 4×2−`−2`+5×2−2`−4 = 2×2−`,
where c(t`) = 4×4−` < c(x3`+2) = 16×4−` and f(t`) < f(x3`+2). Therefore iter-
ation 3`+2 is dominating, and iteration 3(`+1) starts at x3(`+1) =t` = 4×2−`−1
with D
p
3(`+1) = 2−`−1.
The previous proposition shows that the entire sequence of MADS frame cen-
ters are infeasible and converge to ˆ x = 0, a feasible point on the boundary of
19W =]−¥,0]. The hypertangent cone to W at ˆ x is nonempty and contains descent
directions for the objective function f(x) = x. In fact, every hypertangent direction
is a descent direction for f since f◦(ˆ x;v) = f0(ˆ x;v) < 0 for every v ∈ TH
W (ˆ x).
The above example shows that in order to derive stronger convergence results,
one must make an additional assumption. We propose the following constraint
qualiﬁcation, where Be(·) denotes a ball of radius e.
A3 : For every hypertangent direction v ∈ TH
W (ˆ x) 6= / 0, there exists an e > 0 for
which h◦(x;v) < 0 for all x ∈ {x ∈ X ∩Be(ˆ x) : h(x) > 0}.
Example 3.7 fails to satisfy assumption A3 since h0(7×2−`; −1) > 0 for any
` ∈ N. We discuss this assumption for the remaining of this subsection. In [6],
we studied the case where the MADS algorithm treats all constraints by the barrier
approach, i.e., X = W. We assumed the existence of an hypertangent vector at a
putative solution ˆ x as a constraint qualiﬁcation. We showed in the continuously
differentiable case that this is equivalent to the Gould and Tolle or Mangasarian
and Fromovitz constraint qualiﬁcation with no equality constraints, see [16, 8].
We restate that result here because we will need it in our investigation of A3.
Theorem 3.9 (from [6]) LetC :Rn →Rm be continuously differentiable at a point
ˆ x ∈ L = {x ∈ Rn : C(x) ≤ 0}, and let A(ˆ x) = {i ∈ {1,2,...,m} : ci(ˆ x) = 0} be
the active set at ˆ x. If v ∈ Rn is a hypertangent vector to L at ˆ x then Ñci(ˆ x)Tv < 0
for each i ∈ A(ˆ x) such that Ñci(ˆ x) 6= 0. Furthermore, if Ñci(ˆ x)Tv < 0 for each
i ∈A(ˆ x), then v ∈ Rn is a hypertangent vector to L at ˆ x.
As we saw in Section 3.1, the existence of a hypertangent vector was sufﬁcient
for us to prove strong results for a reﬁning sequence of feasible iterates, and the
previous theorem relates this assumption to assumptions on C(x) that are weaker
than those usually assumed for SQP.
The following theorem relates the constraint qualiﬁcation A3 to assumptions
on C(x) under continuous differentiability. These assumptions are weaker than
assuming that Ñci(ˆ x) 6= 0 for all i ∈ A(ˆ x), which is in turn weaker than a common
SQP assumption m ≤ n andC0(ˆ x) has full rank.
Theorem 3.10 LetC : Rn → Rm be continuously differentiable at a point ˆ x ∈ W =
{x ∈ X : C(x) ≤ 0}, and assume that TH
W (ˆ x) 6= / 0. Assume that there is an e > 0 for
which
∀x ∈ X ∩Be(ˆ x) with C(x)  0, ∃i ∈A(ˆ x) for which ci(x) > 0 and Ñci(ˆ x) 6= 0.
Then Assumption A3 holds.
20Proof. Let v ∈ TH
W (ˆ x), Then by Theorem 3.9, Ñci(ˆ x)Tv < 0 for each i ∈ A(ˆ x) with
Ñci(ˆ x) 6= 0. By continuity, ∃e > 0 such that for every x ∈ X ∩Be(ˆ x), we still have
that Ñci(x)Tv < 0 for each i ∈A(ˆ x) with Ñci(ˆ x) 6= 0.
Bytakingeevensmallerifnecessary, wecanensurethatfori / ∈A(ˆ x), ci(x)<0
for x ∈ X ∩Be(ˆ x). Now let x be such a point for which h(x) > 0, which implies
C(x)  0. Then, by hypothesis, there must be at least one i ∈ A(ˆ x) for which
ci(x) > 0 and Ñci(ˆ x) 6= 0. Thus Ñci(ˆ x)Tv < 0, and by the choice of e, Ñci(x)Tv < 0
as well.
Since h(x) = å
m
1 (max(cj(x),0))
2, we have from [14] that
h◦(x;v) = Ñh(x)Tv = 2·vTC0(x)TW(x)C(x) , (10)
where W(x) is a diagonal matrix with zeros in the ith position when ci(x) ≤ 0 and
ones when ci(x) > 0. Thus, (10) is nonpositive since it is the inner product of a
nonpositive vector 2·vTC0(x) and a nonnegative vector W(x)C(x). Furthermore, it
is nonzero because for at least one i ∈ A(ˆ x) the ith components of the two vectors
are nonzero. Thus h◦(x;v) < 0.
3.4 A convergent infeasible reﬁning subsequence: result on f and h
We show here that under Assumption A3, the algorithm generates inﬁnitely many
feasiblepoints. Consequently, thereexistsafeasiblereﬁningsubsequence, andthus
the convergence results of Section 3.1 may be applied to that feasible subsequence.
We ﬁrst need the following lemma.
Lemma 3.11 Let v∈TH
X (ˆ x)∩TH
W (ˆ x), be such that assumption A3 is satisﬁed. Then
there exists a scalar d > 0 such that if y ∈ X ∩Bd(ˆ x), and h(y) > 0 and w ∈ Bd(v)
and 0 <t < d, then h(y+tw) < h(y).
Proof. Let v ∈ TH
X (ˆ x)∩TH
W (ˆ x), and e > 0 be small enough so that assumption A3 is
satisﬁed. Suppose that the result is false, i.e., that for any d > 0, there exists some
yd ∈ X ∩Bd(ˆ x), with h(yd) > 0 and some wd ∈ Bd(v) and some 0 <td < d such that
h(yd+tdwd) ≥ h(yd).
Then, if d is sufﬁciently small, then wd ∈ TH
X (ˆ x)∩TH
W (ˆ x), and the entire line
segment I = [yd,yd +tdwd] is contained in X ∩Bd(ˆ x) (by deﬁnition of the hyper-
tangent cone to X). Assumption A3 ensures that h is Lipschitz continuous on I.
Theorem 2.3.7 of Clarke [10] ensures that there is some u ∈ I and some z in the
generalized gradient ¶h(u) such that tdwT
dz = h(yd+tdwd)−h(yd) ≥ 0. Therefore,
by deﬁnition of the generalized gradient, h◦(u;wd) ≥ wT
dz ≥ 0. This contradicts
21assumption A3.
The previous lemma provides sufﬁcient conditions under which h decreases in
some direction w. It will be used in the proof of the next result by substituting
y = xk, t = Dm
k kdkk and w = dk
kdkk.
Theorem 3.12 Let assumptions A1, A2 and A3 hold, and assume that the algo-
rithm generates an infeasible reﬁning subsequence {xI
k}k∈K converging to a fea-
sible reﬁned point ˆ x in W with reﬁning direction v ∈ TH
X (ˆ x)∩TH
W (ˆ x). Then, there
exists a feasible reﬁning subsequence for which the conclusions of Theorem 3.3
and Corollary 3.4 hold:
If v ∈ TH
W (ˆ xF) is a reﬁning direction for ˆ xF, then f◦(ˆ xF;v) ≥ 0.
If the set of reﬁning directions for ˆ xF is dense in TH
W (ˆ xF) 6= / 0, then ˆ xF is a
Clarke stationary point for (1).
Proof. Let ˆ x∈W be the feasible limit of an infeasible reﬁning subsequence {xI
k}k∈K
with reﬁning direction v ∈ TH
X (ˆ x)∩TH
W (ˆ x). But when k ∈ K is sufﬁciently large,
Assumption A3 and Lemma 3.11 ensures that xI
k+Dm
k dk ∈ X since v ∈ TH
X (ˆ x), and
that h(xI
k+Dm
k dk) < h(xI
k) for some polling direction dk ∈ Dk.
If h(xI
k +Dm
k dk) > 0 then iteration k would be either dominating or improving,
as a new infeasible incumbent would be generated. Therefore, for all k ∈ K ⊆ U
sufﬁciently large, h(xI
k+Dm
k dk) = 0 for some frame direction dk ∈ Dk.
We have shown that inﬁnitely many feasible points near ˆ x are generated by
the algorithm. Thus, there exists a feasible reﬁning subsequence for which Theo-
rem 3.3 and Corollary 3.4 hold.
To illustrate this last theorem, consider the simple example of minimizing the
convex function f(x) = (x+p)2 subject to a single linear constraint x ≤ 0 with
infeasible starting point x0 = 1. The sequence of feasible frame centers xF
k of any
MADS-PB instance will converge to the strictly feasible global optimizer ˆ xF =−p.
TheentiresequenceofinfeasibleframecentersxI
k convergestothefeasiblesolution
ˆ xI = 0 on the boundary of W. Polling around the infeasible frame centers will
generate some feasible points close to ˆ xI = 0, but these feasible points will usually
not improve the current feasible incumbent (which will be located near the global
minimizer ˆ xF = −p). However, there are some feasible descent directions for f at
ˆ xI. The point of this last observation is that Theorem 3.3 and Corollary 3.4 may be
applied to the limit of feasible frame centers ˆ xF = −p, and not to ˆ xI = 0.
223.5 A hierarchical convergence analysis
The convergence results presented above may be summarized as follows. Under
assumption A1, the possible outcomes of applying the MADS-PB algorithm to
problem (1) are
-i- The sequence of frame centers is unbounded.
-ii- Under assumption A2, there exists a convergent reﬁning subsequence, con-
verging to some reﬁned point ˆ x.
-iii- In addition to -ii-, if ˆ x ∈ X and if h is Lipschitz near ˆ x, and if the set of
reﬁning directions is dense in TH
X (ˆ x) 6= / 0 then ˆ x is a Clarke stationary point
for the minimization of h over X.
-iv- In addition to -ii-, if ˆ x ∈ W ⊆ X and if h is Lipschitz near ˆ x, and if the set
of reﬁning directions is dense in TH
W (ˆ x) 6= / 0, and if the reﬁning subsequence
contained inﬁnitely many feasible frame centers3, then ˆ x is a Clarke station-
ary point for the minimization of f over W.
The results -iii- and -iv- require that the set of reﬁning directions of the both
feasible and infeasible reﬁning subsequences formed a dense set of directions. This
is ensured by the LTMADS way of deﬁning the polling directions [6].
The above convergence analysis may be pushed further by assuming more on
the differentiability of f and on the nature of the tangent cones. We refer the reader
to [6] for deﬁnitions of strict differentiability, regularity and of the contingent cone.
With these notions, we may extend the hierarchy of convergence results to:
-v- In addition to -iii-, if h is strictly differentiable at ˆ x, then ˆ x is a Clarke KKT
stationary point for the minimization of h over X.
-vi- In addition to -iv-, if f is strictly differentiable at ˆ x, then ˆ x is a Clarke KKT
stationary point for the minimization of f over W.
-vii- In addition to -iii-, if X is regular ˆ x, then ˆ x is a contingent stationary point
for the minimization of h over X.
-viii- In addition to -iv-, if W is regular at ˆ x, then ˆ x is a contingent stationary point
for the minimization of f over W.
-ix- If -v- and -vii- hold, then ˆ x is a contingent KKT stationary point for the
minimization of h over X.
3 Assumption A3 is sufﬁcient, but not necessary, to ensure the existence of inﬁnitely many feasi-
ble frame centers.
23-x- If -vi- and -viii- hold, then ˆ x is a contingent KKT stationary point for the
minimization of f over W.
The proof of the results -v- through -x- are practically identical to the similar
results in [6], and are omitted here.
4 Numerical results
We compare four types of runs. The ﬁrst three use methods already in the litera-
ture: GPS under the extreme barrier approach [26, 4], GPS with the ﬁlter approach
described in [5] and LTMADS with the extreme barrier approach [6]. The two
other runs are both with the present MADS-PB approach with a standard primary
poll set. They are differentiated by using either one or two secondary poll direc-
tions and labelled as LTMADS-PB 1 and LTMADS-PB 2, respectively. Due to the
randomness present in the LTMADS algorithm, the reported results are the average
of ﬁve distinct calls with different random seeds.
In all runs, the default parameters are used: D = [Ik −Ik] is the standard 2n
set of coordinate directions, in GPS the poll points are reordered by success, and
in LTMADS the opportunistic SEARCH is performed (these strategies are detailed
in [6]). The frame around the secondary poll center will be constructed using either
the single direction −b(`) from page 203 of [6], or the two opposite directions
−b(`) and b(`).
We consider three different problems. The ﬁrst two are there to compare the
behavior of the algorithm on convex and non-convex problems of dimensions rang-
ing from 5 to 50. These two problems can easily be solved analytically to ensure
that we know the correct solution. The third problem is an engineering problem
with a black box function.
For all three problems, we report results from both feasible and infeasible
starting points. The runs that use the extreme barrier approach from an infeasi-
ble point are performed in two phases: First, a feasible point is found by solving
the problem (8) using GPS-EB or LTMADS-EB and stopping as soon as a point
with h(x) = 0 is found. Second, this feasible point is used as starting point for
solving problem (1). The number of function evaluations of both steps are taken
into account.
We give plots of the progression of the incumbent feasible objective function
value versus the number of evaluations.
4.1 Linear optimization on an hypersphere
The following convex optimization problem was posed in [6].
24min
x∈Rn
n
å
i=1
xi
s.t.
n
å
i=1
x2
i ≤ 3n,
Starting points :
Feasible (0,0,0,...,0,0)
Infeasible (3,3,3,...,3,3).
There is a single global optimal solution to that problem: x∗
i = −
√
3 for all i and
f(x∗) = −
√
3n. The purpose of this simple example is to illustrate the effect of the
dimension. We will test the values n = 5,10,20 and 50 on two sets of runs. The
algorithm terminates at the 600nth function evaluation.
Figures 6 and 7 illustrate the behavior of the algorithm from the feasible and
infeasible starting points, respectively.
0 1000 2000 3000
 8
 6
 4
 2
0
Number of evaluations
f
n=5
0 2000 4000 6000
 15
 10
 5
0
Number of evaluations
f
n=10
 
 
O GPS EB
+  GPS filter
LTMADS EB
LTMADS PB 1
LTMADS PB 2
0 2000 4000 6000 8000 1000012000
 30
 25
 20
 15
 10
 5
0
Number of evaluations
f
n=20
0 1 2 3
x 10
4
 80
 60
 40
 20
0
Number of evaluations
f
n=50
Figure 6: Progression of the objective function value vs the number of evaluations
on a convex problem from a feasible starting point.
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Figure 7: Progression of the objective function value vs the number of evaluations
on a convex problem from an infeasible starting point.
One can observe that all runs involving LTMADS converge to the global min-
imizer. The GPS runs are very similar and converge to a suboptimal point on the
boundary of the domain.
The feasible domain for this problem is convex and full-dimentional. Thus,
LTMADS-EB has no difﬁculty ﬁnding a feasible point from an infeasible start.
LTMADS-PB behaves similarly except for n = 50 when starting from a feasible
point. The logs of the runs reveals that a similar behavior occurs in two of the ﬁve
LTMADS-PB runs with a single secondary direction, and in one of the runs with
two secondary directions. The behavior is that the ﬁrst infeasible trial point gener-
ated has a large value of h. Then, for several iterations, the infeasible incumbents
are the primary poll centers, and a lot of function evaluations are used to move
back toward the domain.
26To investigate the role of the initial barrier parameter, we have made some
runs on the problem with n = 50 from the feasible starting point setting hmax
0 to
0,100,1000,10000 and 100000. These are illustrated on Figure 8 zooming in on
the ﬁrst 15000 function evaluations. The ﬁrst infeasible trial point generated by
LTMADS always has an h value inferior to 10000, and therefore the runs with
hmax
0 =10000,100000 or ¥ are identical. Setting hmax
0 =0 is equivalent to applying
LTMADS-EB, which in this case turns out to be among the best strategies. It also
appears in this case that the use of a single secondary direction is preferable to
using two such directions. This suggests the following strategy for the choice of
hmax
0 : Set it to zero if there is no infeasible starting point, otherwise set it to inﬁnity.
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Figure 8: Progression of the objective function value vs the number of evaluations
on a 50 variable convex problem from an feasible starting point with various values
of hmax
0 .
4.2 Linear optimization over a non-convex set
Consider the optimization of a linear function over a non-convex domain:
min
x∈Rn xn
s.t.
n
å
i=1
(xi−1)2 ≤ n2 ≤
n
å
i=1
(xi+1)2,
Starting points :
Feasible (n,0,0,...,0,0)
Infeasible (n,0,0,...,0,−n).
27There is a single optimal solution to that problem: x∗ = (1,1,1,...,1,1−n)T with
f(x∗) = 1−n. The algorithm terminates at the 600nth function evaluation.
Figures 9 and 10 illustrate the behavior of the algorithm from the feasible and
infeasible starting point, respectively.
Again, both GPS runs, from the feasible and infesasible starting points, fail to
approach the global solution because. GPS always generates trial points along the
same ﬁxed directions.
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Figure 9: Progression of the objective function value vs the number of evaluations
on a non-convex problem from a feasible starting point.
From the feasible starting point, both the extreme and progressive barrier ap-
proach produce similar results, as expected. However, the usefulness of the pro-
gressive barrier approach is conﬁrmed when starting from the infeasible point. Ta-
ble 4.2 gives the average number of function evaluations to generate a ﬁrst feasible
28solution and the objective function value at this feasible point. It also gives the best
value found by the end of the run. These statistics are given for both LTMADS-
EB and LTMADS-PB. Both strategies where there are a single and two secondary
directions are combined since they give similar results.
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Figure10: Progressionoftheobjectivefunctionvaluevsthenumberofevaluations
on a non-convex problem from an infeasible starting point
Let us analyze the situation where n=50 in more detail because this is our ﬁrst
example to illustrate the effectiveness of the progressive barrier approach. The ex-
treme barrier strategy required on average 1004 evaluations to generate a feasible
point while solving (8). The average objective function value was −22.2 (all values
were between −4 and −33). LTMADS-PB required 2402 evaluations (more than
twice the number of evaluations) to reach feasibility. But, since the progressive
barrier approach gives some importance to the objective function while searching
for a feasible solution, it always generated a solution whose value is −46.0. Ob-
29LTMADS-EB LTMADS-PB
n First feasible sol Best sol First feasible sol Best sol
# evals f-value f-value # evals f-value f-value
5 18.8 -0.4 -3.766 29.0 -2.6 -3.992
10 49.0 -1,4 -8,896 76.2 -7.2 -8.981
20 181.2 -8.0 -18.680 374.2 -16.8 -18.974
50 1004.0 -22.2 -45.902 2401.9 -46.0 -48.795
Table1: ComparisonofLTMADSwithanextremebarrierandaprogressivebarrier
servethatthisvalueisbetterthananygeneratedbyLTMADS-EBevenafter50,000
evaluations, and the average function value at the 2402-th evaluation of LTMADS-
EB is only −25.481. Clearly the progressive barrier approach used its strategy of
trying to decrease both f and h to go to a better part of the feasible region as we
hoped.
4.3 Optimization of a styrene production process
In [1], we model the optimization of a styrene process production process with 8
continuous variables, and 4 closed yes-no constraints and 7 open constraints. Each
call to the black box requires between 1 and 3 seconds and still may fail to return a
value for some input parameters. The c++ code is freely available [12] and can be
used by designers of other derivative-free methods. The starting points are
Feasible (0.54,0.66,0.86,0.08,0.29,0.51,0.32,0.15)
Infeasible (0.44,0.99,0.76,0.39,0.39,0.48,0.43,0.05).
Figures 11 illustrate the behavior of the algorithm from both starting points.
Once again, the LTMADS runs outperform the GPS ones. The LTMADS-EB
and LTMADS-PB runs from the feasible starting point again are similar to each
other. The LTMADS-PB runs with one or two secondary directions are also simi-
lar. Once that feasibility is reached, LTMADS-PB reduces the feasible incumbent
function value faster than LTMADS-EB.
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Figure11: Progressionoftheobjectivefunctionvaluevsthenumberofevaluations
on the styrene problem.
5 Discussion
The objective of this paper was to present an alternative to the barrier approach to
handle constraints in the context of the MADS algorithm. Our algorithm allows
infeasible points whose constraint violation function value is below a threshold
hmax
k that depends adaptively on the iteration number k. This threshold is non-
increasing with respect to k. When an initial feasible point is known, setting this
value to zero reduces the algorithm to MADS-EB [6].
Our numerical experiments suggest that our new approach is not necessarily
better than LTMADS-EB when a feasible starting point is known. Thus, a user
might set hmax
0 to a small value, or perhaps even to 0, when a feasible starting
point is given. In the test problems that we considered, the sequence of feasible
and infeasible incumbents were converging to the same solution. There was a case
where a lot of infeasible solutions were generated. This indicates the utility of hmax
0
as a control.
The main use of our new approach is for non-convex problems where no initial
feasible point is known. In all these cases, LTMADS-PB converged faster than a
two-phase LTMADS-EB approach. The two-phase approach neglects the objective
function in the ﬁrst phase and generates a ﬁrst feasible point with a larger objective
31function value. The LTMADS-PB approach takes more time to reach feasibility,
but this ﬁrst feasible point is usually much closer to the global solution.
We need more tests, but we tentatively conclude that since LTMADS-PB is
better from infeasible starts and about the same from feasible starts, it is the better
choice. The earlier GPS approaches seem to be noncompetitive. However, the
artful use of surrogates can make all these algorithms more effective for difﬁcult
problems. See [2, 5] for some GPS-ﬁlter results illustrating this point.
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