Recent theoretical work allows accounting for a number of effects previously not or not fully accounted for but potentially playing an important role to understand the wave-particle interaction underlying Ion Cyclotron Resonance Heating. In [1] a semi-analytical method was proposed to evaluate the dielectric response of a plasma to electromagnetic waves in the ion cyclotron domain of frequencies accounting for drift orbit effects in an axisymmetric tokamak. It relies on subdividing the orbit into elementary segments in which the integrations can be performed analytically or by tabulation. Using the coefficients evaluated using this semi-analytical method, a 3-D Fokker-Planck code is being developed. The underlying equations and their implementation, as well as some results of this new 3-D Fokker-Planck code are briefly presented. The adopted numerical resolution technique relies on a subdivision of the integration domain in tetrahedrons. This specific shape of the elementary volumes allows imposing the boundary conditions along curved surfaces -in particular the "bi-local" conditions across the curved trapped/passing boundary connecting one trapped to two passing orbits -elegantly. Results are presented of Fokker-Planck modelling accounting for the actual electric field wave structure, particle orbits and tokamak geometry. A discussion is also provided on the feasibility of further upgrading the description. 
INTRODUCTORY REMARKS
In the last few years enormous progress was made in the modeling of radio frequency heating in tokamaks (see e.g. [2, 3, 4, 5, 6] ). Not only have the adopted models gradually gained in realism, also the present generation of computers has allowed to study wave-particle interaction effects with previously unattainable detail. A general theory to describe the interaction between charged particles and electromagnetic waves in an axisymmetric tokamak was proposed by Kaufman [7] already as early as in 1972. In his early work, the 2 aspects of radio frequency heating (energy loss by waves as is described by the wave equation, and energy gain by charged particles as can be studied solving the associated Fokker-Planck equation) were treated on an equal footing. Hence, a fully selfconsistent description of the heating was -at least formally -guaranteed. When modelling the interaction of charged particles and RF waves the focus is commonly on the study of the increase of the average energy (tail formation). One of the peculiarities of Kaufman's model is that it automatically includes a supplementary effect: the RF induced radial transport of the particles. The importance of the inclusion of finite orbit width effects in the expressions of the dielectric and RF diffusion tensor components has been recognized fully since experiments in JET have clearly identified the impact of the RF induced radial pinch (see e.g. [8] ).
A SIMPLE YET POWERFUL MODEL TO STUDY RF HEATING IN TOKAMAKS
An unperturbed orbit in a tokamak is fully defined by specifying its 3 constants of
, v); notations: see [1] . Fixing the normalized magnetic moment x and the velocity v, the contour lines of the toroidal angular momentum p ϕ are the (guiding center) orbits. Instead of actually integrating the corresponding equations of motion, a contour line tracer of the definition of p ϕ when
, is used to determine the orbits; γ = 2πmR o B oϕ /q. This procedure is efficient and fast as it only requires evaluating a function of known quantities on the specified equilibrium grid equally needed by the wave solver. For very thin orbits (low velocities) such an evaluation is not sufficiently accurate unless an unpractically dense grid is considered. For such orbits a Taylor series expansion
− x truncated at second order in terms of ψ − p ϕ yields an approximate expression to determine ψ for a each possible poloidal angle.
The Fokker-Planck equation governing the combined effects of RF heating of a population of charged particles and their slowing down as well as scattering under the influence of Coulomb collisions can be written in the general form Making a number of simplifications (for details and definitions of various used quantities, see [1] ), the general expression for the dielectric response can be written as a bounce integral. One can use the usual poloidal angle θ as the independent variable when evaluating these integrals. Each orbit, characterized by a set of constants of the motion Λ, is broken into small segments in which all relevant functions are varying only moderately but in which the resonance crossing is captured accurately. One obtains an expression of the form d xd vG 
The integrals I 1 and I 2 are readily found. For M = 0 one gets e.g.
Substituting the usual resonant denominator by a more sophisticated expression D, effects of decorrelation can be taken into acount. Likewise a proper treatment of the absorption at the turning points can be incorporated by adding a supplementary "switch-off" function S in the integrand. For a sufficiently refined grid, the upgraded expression forQ RF is a sum of terms of the formQ
It is important to reiterate that expressions such as the one above can never be fully rigorous since they do not catch the full richness of the phenomena described by the bounce spectrum arising from the periodicities in the tokamak. The interested reader is advised to consult e.g. [1, 10, 11] for further details.
FINITE ELEMENT IMPLEMENTATION
On magnetic surfaces near the magnetic axis -where the variations of the confining field B o are small -most particles are passing. Further away from the axis, B o is less uniform and more trapped orbits appear. The trapped/passing boundary equally depends on the energy of the particle when the reference magnetic field strength B re f is not unique. If one wants to ensure e.g. that x always varies from 0 to 1, B re f is the minimal B o along the orbit. Hence, the trapped/passing surface commonly is a curved surface. Across this surface the particle flux needs to be conserved to guarantee the overall particle conservation in cases when all orbits are confined. As the incoming fluxes from families of two (one co-and one counter-) passing orbits feed single trapped orbits, this boundary condition is "bi-local" rather than local. Instead of cutting up the configuration space along coordinate surfaces and having 3-D parallelepipeds as elementary volumes, it is more appropriate to use a grid that is nonuniform, and to adopt tetrahedrons as elementary volumes. Inside each of the tetrahedrons ABCD a local coordinate system is set up. To span the 3-dimensional volume of the tetrahedron, 3 independent coordinates ζ 1 , ζ 2 and ζ 3 suffice. They parametrize the independent directions DA, DB and DC, respectively. It is, however, useful to define a fourth (dependent) coordinate, ζ 4 , related to the former 3 by ζ 1 + ζ 2 + ζ 3 + ζ 4 = 1. All four are always comprised between 0 and 1. In the tetrahedron, each of the corner points has 1 coordinate that is 1 while the other 3 are zero.
Locally, Λ − Λ D = B. ζ in which the matrix B has the vector components of DA, DB and DC as columns so that the volume of the -regular -parallelepiped formed by the 3 vectors, DA × DB. DC, is the determinant of B and the Jacobian of the local transformation Λ → ζ . Adopting the four ζ i as test functions G yields 4 linear equations relating the values of the distribution function at the grid points. The value of F o at a particular grid point appears in all the equations involving test functions that are nonzero in the tetrahedrons of which the point is one of the corners. Looping over all points using "hat" base functions that are 1 at the point of interest and drop linearly to zero towards all the other corners of the various tetrahedrons of which the present point is a corner, provides a system of coupled linear equations,
in which the summation on the 3 β labels was done implicitly to avoid needlessly heavy notation. In the above
is perpendicular to the surface S P k opposite to point P k and the minus sign appears because the outward flux is needed while g P k points inwards. For a sufficiently dense grid the variation of the coefficients can be neglected so that all integrals can be reduced to elementary integrals that only have to be evaluated and tabulated once and for all. A more refined description consists in expressing not only F o but also the various coefficients in terms of their values at the corner points.
Because the considered base functions are linear, the flux as well as the partial derivatives of F o unphysically jump at the interfaces shared by 2 neighboring tetrahedrons. The mathematically most satisfactory way to cure this is to adopt higher order base functions. But this would mean at least adding the 3 derivatives ∂ F o /∂ Λ i to the here used F o at each of the grid points i.e. to multiply the number of unknowns in the linear system to be solved by at least 4. As the size of the linear system corresponding to the 3D Fokker-Planck equation is already appreciable even in its simplest form with linear base functions, this option is not very practical. A simpler way, inspired on higher order finite difference schemes and adopted here, is to substitute the surface term by the average of half the local surface term in the present and half that of the neighboring tetrahedron sharing the interface.
Aside from diffusion and convection terms, the solved Fokker-Planck equation contains a source and a sink term. Beam heating is modeled by providing a localized source of particles in Λ-space. In absence of a source, the solution can only be determined up to a constant. To avoid obtaining the trivial solution, one point of the distribution is then supposed to be known. Moving the corresponding terms to the right hand side then con- stitutes the "source" term of the linear system. After the computation, the actual value of the distribution can be obtained by identifying the total number of particles in the machine with the density integral N = d ΛJF o . Provided no particles are lost at the outer edges, the sink term −F o /τ should be switched off in such an injection-less case to enable reaching a steady state solution. When solving the 3-D Fokker-Planck equation using the finite element method, the memory space required for storing the associated system of linear equations soon becomes totally excessive when general purpose matrix inversion routines are adopted: A grid of a mere 10 grid points in each direction yields 10 3 unknowns and a square matrix of 10 6 elements. The Fokker-Planck equation being a (partial) differential equation and not an integro-differential one, the matrix of the associated linear system is sparse rather than full and algorithms exploiting this fact can be used to significantly reduce both the memory space and computation time required to solve the system. PSPARSLIB is a library of parallel iterative solvers for linear systems with sparse matrices [12] . It is versatile and easy to exploit. Input to the chosen PSPARSLIB solver is the matrix of the system stored in the so-called Harwell-Boeing form, which only stores the nonzero elements and uses a set of pointers to relate the stored values to the places where they belong in the original "big" square matrix. The linear system is first partitioned and subtasks are sent to different processors. In spite of the work being distributed over various processors, no knowledge on parallel processing procedures is required from the user: PSPARSLIB autonomously takes care of this task. Figures 2 and 3 provide an example of an RF heated hydrogen minority heated at its fundamental cyclotron frequency in JET.
CONCLUSIONS AND DISCUSSION ON REQUIRED UPGRADES
A newly written 3-D bounce averaged Fokker-Planck code was presented. The coefficients of the equation account for drift orbit effects and are computed semi-analytically making use of the relation between the magnetic surface labeling variable and the toroidal angular momentum, thus avoiding having to integrate the equation of (unperturbed) motion. The finite radial width of the orbit yields RF as well as Coulomb col-
