We consider semiclassical self-adjoint operators whose symbol, defined on a two-dimensional symplectic manifold, reaches a non-degenerate minimum b 0 on a closed curve. We derive a classical and quantum normal form which allows us, in addition to the complete integrability of the system, to obtain eigenvalue asymptotics in a window (−∞, b 0 + ) for > 0 independent on the semiclassical parameter. These asymptotics are obtained in two complementary settings: either a symmetry of the system under translation along the curve, or a Morse hypothesis reminiscent of Helffer-Sjöstrand's "miniwell" situation.
Wells on closed loops
Let (M, ω) be a symplectic surface without boundary. When introducing quantization, we will assume for simplicity that M = T * R or M = T * S 1 . Let γ ⊂ M be a smooth embedded closed loop. We say that a smooth function p ∈ C ∞ (M ) admits a non-degenerate well on the loop γ if there exists a neighborhood Ω of γ in M such that 1. p Ω is minimal on γ:
2. and this minimum is Morse-Bott non-degenerate: at each point m ∈ γ, the restriction of the Hessian p (m) to the transversal direction to γ does not vanish.
Thus by the Morse-Bott lemma, there exists a neighborhoodΩ ⊂ Ω of γ, and coordinates (x, t) :Ω → γ ×[−δ, δ] such that γ = {t = 0} and p = b 0 +t 2 q(x), for some smooth, non-vanishing function q on γ.
An example of such a p can be obtained in the following way. Let f : M → R be smooth and proper, and let c ∈ R be a regular value of f . Let γ be a connected component of f −1 (c) . Then define p = (f − c) 2 . We see that γ is a non-degenerate well for p.
As we will see below, this is actually the universal form of a non-degenerate well. However, this normal form is not sufficient to describe the semiclassical quantization of our setting, because assumption (1) is not stable under perturbation. In fact, generic perturbations of p create isolated local extrema along γ. Local minima are called mini-wells and local maxima mini-saddles. The quantization of the classical universal form will introduce such perturbations. Theorem 1.1. Let I 0 be the first Bohr-Sommerfeld invariant of γ (see Subsection 2.2). There exists a neighborhood Ω of γ, > 0, and a Fourier integral operator U : L 2 (X) → L 2 (S 1 ) such that 1. U is microlocally unitary from Ω to {(θ, I) ∈ T * S 1 , |I − I 0 | < }.
2. Q = U P U * = b 0 + (g ( i ∂ ∂θ )) 2 + V (θ) + R, where V is an -dependent potential on S 1 with an asymptotic expansion V (θ) = V 0 (θ) + V 1 (θ) + · · · , g ∈ C ∞ 0 (R) is supported on an -independent set, with g (I) = g 0 (I) + g 1 (I) + · · · , and g 0 is a local diffeomorphism from a neighborhood of I = I 0 to a neighborhood of 0 ∈ R. Here, R is such that, for every u with W F (u ) ⊂ {(θ, I) ∈ T * S 1 , |I −I 0 | < }, one has Ru = O( ∞ ) u .
The first systematic treatment of quantum mini-wells was proposed in [11] , where P = − 2 ∆ + V is a Schrödinger operator in several dimensions, and the potential V is Morse-Bott and minimal on a compact submanifold. Then, under a non-degeneracy assumption on the mini-wells, one has a complete expansion, as well as sharp decay estimates, for the lowest energy eigenfunction of P . This result generalizes to any Morse-Bott principal symbol which reaches its minimum on a compact isotropic submanifold, see [4] for a treatment in the Berezin-Toeplitz setting.
Other settings in which the principal symbol vanishes in a Morse-Bott way include magnetic Laplacians, where the minimal set is the zero set of the kinetic energy of the classical charged particle. In the two-dimensional case, under the assumption that the magnetic field does not vanish, the minimal set is symplectic, and one obtains an effective 1D quantum Hamiltonian by viewing the minimal set as the reduced phase space. This gives rises to spectral asymptotic to all orders, see [14] . In the three-dimensional case, under the assumption of a maximal rank magnetic 2-form, and a non-degenerate minimum for the magnetic intensity, one obtains a more intricate reduction, which contains half-integer powers of the semiclassical parameter , see [10] .
In this paper, we focus on the 1D case. Despite the critical points, we are able to to formulate Bohr-Sommerfeld conditions (in a folded covering) for the eigenvalues in a macroscopic window [min Sp(P ), min Sp(P ) + c] for c small, see Propositions 5.7 and 5.10. The invariant I 0 appears in the low-lying eigenvalues under a symmetry hypothesis.
. . , V k of the potential do not depend on θ. Suppose also that P − b 0 is elliptic at infinity. Then the following is true.
1. There exists f : S 1 → R non-constant such that the first eigenvalue e 0 of P satisfies: 3) ).
2.
Let e 1 similarly denote the second eigenvalue of P (with multiplicity). There exists a sequence ( j ) j∈N → 0 such that
This oscillatory behaviour of the first eigenvalue was remarked in recent work on the magnetic Laplacian [9] . It is related to the topological nature of the problem: low-energy eigenfunctions are microsupported on a noncontractible set (here, γ). In previous works by one of the authors [16, 15] , quantum maps between open sets of non-trivial topology were already discussed.
In the generic case where V 0 is a Morse function, this oscillatory behaviour disappears at the bottom of the spectrum: because of these subprincipal effects, eigenfunctions with energies smaller than b 0 + max(V 0 ) will microlocalise on a contractible set, and one can build a quantum normal form independent of I 0 .
This paper is organized as follows: Section 2 contains a classical normal form for functions admitting a non-degenerate well on a closed loop and a reminder on the invariant I 0 . In preparation for the quantum normal form, Section 3 contains a treatment of formal perturbations of the normal form above. Then, in Section 4 we derive a corresponding quantum normal form, microlocally near the non-degenerate well. In Section 5 we apply this quantum normal form to obtain asymptotics of the low-lying eigenvalues.
Reduction of Morse-Bott functions 2.1 Local symplectic normal form
The Morse-Bott condition on p near γ amounts to the following: there exist a neighbourhood Ω 1 of γ and (non necessarily symplectic) smooth coordinates
In particular, γ = {t = 0} is a regular level set of the function t.
By the action-angle theorem, there exists a possibly smaller open neighborhood of γ, Ω 2 , equipped with symplectic coordinates (θ, I) ∈ T * S 1 , such that t = g(I) for some smooth function g, with 1. γ = {I = 0};
2. g (0) = 0.
Thus we obtain Proposition 2.1. If p admits a non-degenerate well along a closed curve γ, then there exists "folded action-angle" coordinates (θ, I) near γ that are adapted to p, in the sense that p = b 0 + (g(I)) 2 , for some smooth function g : (R, 0) → (R, 0) with non-vanishing derivative. Remark 2.2. It follows that the set of leaves defined by p, i.e. the space of connected components of levels sets of p, is a smooth one-dimensional manifold C (parameterized by I orĨ := g(I)) , and the induced mapp − b 0 : C → R is a simple fold:Ĩ →Ĩ 2 .
For any δ ∈ C, and h ∈ C ∞ (Ω), we define
Let us denote by ϕ t H the hamiltonian flow of the function H at time t. We notice that, for all m ∈ δ,
where T δ = 2π g (I(δ)) is the period of the Hamiltonian flow of f on δ. This defines a map m → h δ ∈ C ∞ (Ω), that we denote by h .
The first Bohr-Sommerfeld invariant
Let us recall, in this context, the appearance of an invariant associated to γ when quantizing the symplectic change of variables of Proposition 2.1. Proof. In case 1, I 0 is clearly a symplectic invariant.
In case 2, (and in fact the same reasoning applies to case 1 as well) let α = Idθ be the canonical Liouville 1-form of T * S 1 ; then we have I 0 (γ) = γ α (because both sides of this equality vanish when γ is {I = 0}.) If X is a Hamiltonian vector field, then by Cartan's formula, L X α is an exact 1-form and hence acts on the cohomology class of α restricted to γ (known as the Liouville class of γ). Therefore, a Hamiltonian flow preserves the Liouville class. On T * S 1 this means that it preserves the integral γ α. Remark 2.5. In the case 2 above, I 0 is not a symplectic invariant of γ; indeed any curve of the type {ξ = C}, for C ∈ R can be sent to {ξ = 0} by the symplectic change of variables (θ, I) → (θ, I − C). However, for this curve, I 0 = C. Remark 2.6. Note that the Liouville class I 0 is the first Bohr-Sommerfeld invariant, i.e. the principal term in the Bohr-Sommerfeld cocycle defined in [15] (the subprincipal terms involve Maslov indices and the 1-form induced by the subprincipal symbol of P ). In the case of Berezin-Toeplitz quantization, I 0 can be defined using parallel transport along γ on the prequantum bundle [1] . In this case, I 0 is defined up to a sign and modulo Z, but the choice does not impact the oscillations in Proposition 1.2 since, for Toeplitz quantization, −1 takes integer values.
In the rest of this section, we use Proposition 2.1 to build normal forms given by Hamiltonian diffeomorphisms.
There exists > 0 and a symplectic change of variables σ : R 2 → R 2 , equal to the identity outside of a compact set, such that, for all (x, ξ) ∈ R 2 ,
Proof. Let r 0 = √ 2I 0 . By Proposition 2.1, there exists a symplectic change of variables σ 0 from a neighbourhood Ω 0 of γ to a neighbourhood of
Let Ω i be a neighbourhood of the compact component of R 2 \ Ω 0 , such that Ω i is delimited by a connected component of a level set of p. The open set Ω i is contractible; let φ i : Ω i → B(0, r i ) be a diffeomorphism smooth up to the boundary, where r i is fixed by a scaling and such that vol(Ω i ) = πr 2 i . The map φ i • σ −1 0 is a smooth diffeomorphism from the boundary {x 2 + ξ 2 = r 2 i } to itself, and is the boundary value of an orientation-preserving, smooth map. Hence it has winding number 1 and is smoothly isotopic to the identity. This allows us to correct φ i into φ i , which satisfies the same conditions, and such that φ i • σ −1 0 is the identity near {x 2 + ξ 2 = r 2 i }. We apply the same strategy to a neighbourhood Ω e of the infinite component of R 2 \ Ω 0 , and obtain a smooth diffeomorphism φ e , equal to identity outside a very large ball. Now the three smooth functions φ i , φ e , and σ 0 , coincide on the intersections of their domains of definition, so that gluing them yields a smooth diffeomorphism φ satisfying the following conditions.
• There exists a neighbourhood Ω 1 of γ on which φ is a symplectomorphism and
• The volume of the compact component K i of R 2 \ Ω 1 is equal to the volume of its image by φ.
• φ is identity outside a large ball B(0, R)
• The volume of K e , the infinite component of
, is equal to the volume of its image by φ.
It only remains to modify φ into a volume-preserving transformation. To this end, we will apply the Moser trick.
On φ(K i ), consider the standard volume form ω st , and the pushed-forward volume form φ * ω st . These two forms coincide on a neighbourhood of the boundary and have same integral. The interpolation
yields a family of exact symplectic forms: every (closed) 2-form with zero integral is exact. By Moser's argument, there exists a diffeomorphism ψ i : φ(K i ) → φ(K i ), sending φ * ω st to ω st , and equal to identity near the boundary. In particular, one can correct φ into a symplectic change of variables on K i , without modifying φ near the boundary of K i .
To conclude, we play the same game on φ(K e ).
Remark 2.8. In the previous Proposition, if a ball B(0, c) lies inside the compact component of R 2 \ γ, one can impose that σ is equal to identity on B(0, c − ). Indeed, in this case, one can prescribe that φ i is the identity on B(0, c − /2), and the corrections in the rest of the proof preserve the fact that φ i is the identity on B(0, c − ).
Then there exists > 0 and a Hamiltonian diffeomorphism σ :
Proof. Let R > 0; consider the following symplectomorphism from
(θ, I) → {( 2(I + 5R/2) cos(θ), 2(I + 5R/2) sin(θ))}.
Through this symplectomorphism, we are reduced to Proposition 2.7: because of the volume considerations, one can extend the symplectic normal form given by Proposition 2.1 to a hamiltonian change of variables, equal to
The symplectic change of variables at the beginning of the last proof can be quantized; this will allow us in Section to quantize the normal form 2.1 into a unitary operator, up to O( ) error, but where I is replaced with I − I 0 . Improving this O( ) error is the topic of the next section.
Formal perturbations
Suppose that p admits a non-degenerate well along γ, with p(γ) = b 0 , and let
where p 1 is smooth. We consider infinitesimal Hamiltonian deformations of p, i.e. functions of the form exp( ad a )p = p + {a, p } + O( 2 ), where the generator of the deformation is the smooth function a (and ad a (h) := {a, h} = −ad p (a)). We have exp( ad a )p = p + (
This leads to the study of the cohomological equation {a, p} = r where r is given and a is unknown. As in the previous section, we let f be the smooth branch of
There exists a neighborhoodΩ of γ on which, for any h ∈ C ∞ (Ω), the following holds.
1. h ∈ ker ad p if and only if h = q • f for some smooth function q.
Proof.
In the action-angle variables of Proposition 2.1 one has
where g : (R, 0) → (R, 0) is a smooth diffeomorphism.
On Ω 2 , one has {p, h} = 2g (I)g(I)∂ θ h(θ, I).
In particular, {p, h} = 0 if and only if h depends only on I, that is,
We search for a ∈ C ∞ (Ω 2 , R), of the form
such that {a, p} = h.
One can compute
The action of ad p is diagonal with respect to the Fourier series decomposition; h belongs to its image if and only if h 0 = 0 and for every k = 0, h k belongs to the ideal generated by g, that is, h k (0) = 0. This concludes the proof.
Let π θ :Ω → γ be given by (θ, I) → θ. The space of functions that depend only on θ is then denoted π * θ C ∞ (γ). Inside ker ad p , let (ker ad p ) 0 denote the subspace of functions vanishing on γ.
Corollary 3.2. There is a direct sum decomposition
Proof. Let us write again h as a Fourier series in θ:
We
This concludes the proof.
In particular, we obtain the following:
By induction, this leads to the following Birkhoff normal form.
Theorem 3.4. Let p be a formal deformation of p:
There exists a symplectic diffeomorphism ϕ in a neighborhood of γ, depending smoothly on , such that
where g ∈ C ∞ (R, 0), V = π * θ V for some V ∈ C ∞ (γ); moreover both g and V (and hence V ) admit an asymptotic expansion in integer powers of (for the C ∞ topology), and moreover g = g + O( ) and g (0) = g(0).
In other words, there exists canonical coordinates (θ, I) ∈ T * S 1 in which
Proof. By the classical normal form we may assume that p
Suppose by induction that
for some N ≥ 1 (if N = 1 we choose g = g and V = 0). Let (a, q, V ) be as in Proposition 3.3. We have
Hence
Finally if we assumed that ϕ was the time-one flow of a Hamiltonian a , we see that the left-hand side of (2) is the flow of the Hamiltonian a + N a modulo O( N +1 ). This proves the induction step.
Semiclassical normal form 4.1 Quantum maps
In order to quantize the results of Section 2, we need a proper notion of quantum map corresponding to a symplectic change of variables.
In the whole of this section, to simplify notation, we will use the subscript to denote that an object depends on a parameter belonging to a punctured neighbourhood of zero within a closed subset of R + . 
For every
A linear operator U satisfying conditions 1 and 2 above will be called a microlocal unitary transform.
A broad class of examples of quantum maps is given by the Egorov Theorem (see [18] ). Indeed, if (M 1 , ω 1 ) = (M 2 , ω 2 ) = T * X where X is a smooth, compact manifold, if Op is the Weyl quantization, and if σ is a global Hamiltonian transformation (corresponding to a time-dependent Hamiltonian H(t) for t ∈ [0, 1]), then one can construct U as follows: for u 0 ∈ L 2 (X), U u 0 is the solution at time t = 1 of the differential equation i ∂ t u(t) = Op W (H(t))u(t) with initial value u(0) = u 0 . This procedure also works in more general quantization contexts.
In this section, we will use two particular quantum maps from T * S 1 to R 2 , which we define now. For > 0 and k ∈ N 0 , let φ k, ∈ L 2 (R) denote the k-th Hermite eigenfunction of the -harmonic oscillator, defined by the following induction relation:
The toric quantum map (T , Ω 1 , Ω 2 , σ) is defined by its action on the Fourier basis as Proof. By definition, one has, for k ≥ 0,
In other terms, if Op 1 denotes left quantization [18] ,
Weyl quantization and left quantization are equivalent for smooth symbols.
Taking the symmetric and antisymmetric part yields, with the same hypotheses,
Then, by the Weyl calculus, one can determine T * Op (P (x, ξ))T for any polynomial P , and eventually of any smooth function.
Definition 4.4.
Let (x 0 , ξ 0 ) ∈ R 2 and let r < π.
Let
Let σ x 0 ,ξ 0 ,r :
be a smooth function equal to 1 on a neighbourhood of [−r, r] and to 0 on a neighbourhood of R \ [−π, π]. We then define W x 0 ,ξ 0 ,r : L 2 (S 1 ) → L 2 (R) as follows: for u ∈ L 2 (S 1 ),
and we define the unrolling quantum map as (W x 0 ,ξ 0 ,r , Ω 1 , Ω 2 , σ).
The unrolling quantum map is a quantum map by definition of Op W on T * S 1 .
Quantization of the normal form
From now on, M = T * X, with X = R or X = S 1 ; our semiclassical analysis will be concerned with Weyl quantization. The results can be transported to other geometrical settings (manifolds with asymptotically conic or hyperbolic ends, Berezin-Toeplitz quantization of compact manifolds, ...) as long as one has a good notion of ellipticity at infinity and a microlocal equivalence with Weyl quantization, and provided that one can make sense of the invariant I 0 above. One should note, however, that the Morse condition of Section 5.3 is not invariant under a change of quantization.
Let P be a semiclassical pseudo-differential operator on X with a classical symbol in a standard class,
We assume that the principal symbol p 0 admits a non-degenerate well on a loop γ.
We are now ready to prove Theorem 1.1 Proof. One proceeds as in Theorem 3.4. The starting point is a quantization U 0 of the symplectic normal form given by Proposition 2.1.
In our setting, there are three possible topological situations for γ, and we give the three corresponding constructions of U 0 .
1. If M = R 2 , then γ is contractible and one can apply Proposition 2.7.
Let H be a (time-dependent) Hamiltonian satisfying the conditions of Proposition 2.7 (in particular, H is constant near infinity, so it belongs to the symbol class S 0 ). We let exp(−i −1Ĥ ) be the corresponding quantum evolution. We now let, for > 0 small enough,
2. If M = T * S 1 and γ is contractible, we let Σ be the compact connected component of M \γ, and we let (B((θ i , ξ i ), r i )) i∈I be a finite covering of a contractible neighbourhood of Σ by disks of radius < π, and (χ i ) i∈I be an associated partition of unity. We then let (x i ) i∈I be a family of real numbers such that [x i ] = θ i and (B((x i , ξ i ), r i )) i∈I is a covering of a connected preimageΣ of Σ by the rolling map. Then, we define
NearΣ, one can apply Proposition 2.7 as in the previous case, and we let U 0 = T * exp(−i −1Ĥ )W.
3. If M = T * S 1 and γ is not contractible, then we apply Proposition 2.9; if H is a (time-dependent) Hamiltonian satisfying Proposition 2.9, then we let
In all cases, by the Egorov theorem, there exists a sequence (q k ) k≥1 of symbols such that, for all u microlocalised in a neighbourhood of {ξ = I 0 }, one has
It remains to correct U 0 by induction, in order to get an O( ∞ ) remainder. To this end, we proceed exactly as in Theorem 3.4, replacing exp( N ad a ) with exp(i N −1 Op W (a)) which acts the same way up to a next-order error.
Low-energy spectrum under global ellipticity
If γ is a global minimum for p, then from Theorem 1.1 one can hope to describe the spectrum of P at low energies. This section is devoted to the spectral study of Q under two different assumptions.
1. Case where V 0 is constant. When varies, the eigenvalues are located on smooth branches (parabolas) and the smallest eigenvalue regularly "jumps" from one branch to the other (See Figure 1 ). In the case of Schrödinger operators with a strong magnetic field, this oscillatory effect is known as "Little-Parks", see Figure 1 in [12] and [8] .
2. Generic subprincipal symbol. Then we can reduce to a Schrödinger-like operator with Morse potential V , but after a √ zoom in the variable I. We consider the two following interesting cases.
(a) local mimina of the potential: we get "mini-wells";
(b) local maxima: we can describe the concentration on hyperbolic trajectories.
Before studying these assumptions, we recall that the microlocal knowledge of P near γ is sufficient to treat low-energy eigenvalues if the symbol is elliptic at infinity. 
Microlocal confinement
From now on, we make the following assumption:
The curve γ is a global minimum for p. Moreover, p − b 0 is elliptic at infinity in a scattering symbol class S m, with m ≥ 0 and ≥ 0. That is,
Proposition 5.1. Suppose Assumption 1 holds. Then there exists E 0 > b 0 and h 0 > 0 such that, for any < h 0 and any eigenpair (u, E) of P with E < E 0 and u L 2 (X) = 1, one has U u L 2 (S 1 ) = 1 + O( ∞ ) and
Proof. Let E 0 > p(γ) be such that
By standard elliptic estimates (see Appendix E in [7] , for instance), u is O( ∞ ) outside {p ≤ E 0 }, so that U u L 2 = 1 + O( ∞ ) by item 1 in Theorem 1.1; moreover the characteristic of U is the graph of φ −1 0 , so that W F (U u) ⊂ {|I − I 0 | ≤ η}. Thus, one can apply item 2 in Theorem 1.1.
The S ρ,1−ρ -calculus for ρ < 1 2 then leads to the following, more precise localisation estimate. 
Here, for v ∈ L 2 (S 1 ),v is the semiclassical discrete Fourier transform of v, which we view as an element of 2 ( Z).
Case with a symmetry
In this section we suppose that V 0 is constant, and we prove Proposition 1.2.
We first give a proof in the simpler case when one has also V 1 constant. Then the first eigenvalue of P is given,
Proof. For all k ∈ Z, let
Let us also write a Fourier decomposition of V 1 as
Then, by the ellipticity assumption, the first eigenvalue of P coincides, modulo O( 3 ), with the first eigenvalue of
where A is the following operator on 2 (Z):
The spectrum of the operator A is 1-periodic as a function of σ = I 0 −1 . Indeed, λ k (σ) = λ k+1 (σ + 1).
In particular, the first eigenvalue of P has the requested form, but it remains to prove that f is not constant.
To this end, observe that A has compact resolvent and analytic dependence on σ, so that if its first eigenvalue is constant, the corresponding eigenspace E 0 is also constant.
However, we observe that ∂ 2 σ A = g 0 (I 0 ) 2 Id, with g 0 (I 0 ) = 0. In particular, since E 0 does not depend on σ, ∂ 2 σ A| E 0 = g 0 (I 0 ) 2 Id, so that the first eigenvalue cannot be constant. This concludes the proof.
Remark 5.5. Since g 2 0 reaches a non-degenerate minimum at I 0 , the first eigenvalue of P is, in this case,
for typical values of (unless I 0 − 1 2 g 1 (I 0 )− 1 2 is -close to an integer, in which case it might be k + 1 or k − 1). In particular, this proves Proposition 1.2.
The function V 0 is the pseudodifferential equivalent of the "Melin value" µ introduced and studied in [4] . In particular, if the subprincipal symbol p 1 of the original operator is identically zero, then so is V 0 . However, the term V 1 is, in general, non-zero.
Example 5.6. Let S ∈ 1 2 N >0 . Consider the normalized spin operator
This operator is the Berezin-Toeplitz quantization of the symbol (x, y, z) → z 2 − on S 2 , where the semiclassical parameter is = 1 2S . This symbol vanishes on the equator in a Morse-Bott way; here I 0 = 1 2 . In this rotational invariant case, one has V = 0.
Even though is a discrete parameter, the oscillation phenomenon of Figure 1 is also found here: for integer values of S, the lowest eigenvalue of S 2 z is 0; whereas for half-integer values of S it is 1 8(S+1) 2 . Spin operators are models for magnetism in solids. In some contexts, the behaviour of a spin system is expected to strongly depend on whether the spin is integer or half-integer (Haldane conjecture). These effects may be related to the model case above.
Morse case
In this section we make Assumption 2. We give Bohr-Sommerfeld quantization rules in two overlapping regimes: the first one consists of energies smaller than b 0 + C for any fixed C > 0. The second consists of energies in the window [b 0 + C , b 0 + c] for C > 0 large enough and c > 0 small enough. Propositions 5.7 and 5.10 yield together the spectrum of P 0 up to energies b 0 + c.
Small energies
Proposition 5.7. Let the following operators act on L 2 (S 1 ):
Let C > 0 and > 0. Then there exists C 1 > 0 such that the spectrum of P , in the interval [5] for the regular case, [2] for the elliptic case (a), and [3] for the hyperbolic case (b).
In particular, away from the critical values of V 0 , for instance on [max V 0 + c, C], the principal symbol of H 0 is regular and consists of two connected components. On each of these components, the Bohr-Sommerfeld rule yield O( )-quasimodes for H 0 + √ H 1 , whose associated eigenvalues are separated by √ for small enough depending on c. Notice that, the unitary conjugation on L 2 (S 1 ) given by multiplication by Remark 5.9. If V 0 is Morse, the smallest eigenvalue of P admits an expansion in powers of √ [4] . The oscillations in Figure 1 , of order O( 2 ), are destroyed by the perturbation induced by V 0 , which at this scale is of order 3/2 . This fact stresses out again the topological nature of the invariant I 0 . If V 0 is Morse, the lowest-energy eigenfunctions of P will microlocalise near the minimal points of V 0 , so that a quantum normal form only needs to be built in a neighbourhood of these points, instead of in a whole neighbourhood of γ.
Large energies
It remains to study the spectrum of Q in the window [b 0 + C , b 0 + c 1 ] for C large enough.
To In particular, f (0, y) = (g 0 (I 0 )y). are non-degenerate circles, so that the eigenvalues and eigenfunctions of the model operator are given by the Bohr-Sommerfeld rules.
Again, the error O( 2 ) is very small compared to the spectral gap of the model operator in each branch, which is √ E, as long as is small enough. Hence, in practical cases one can determine O( ∞ )-quasimodes for P .
