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With the recent development of information communication technology, many
kinds of signals are collected by sensors that are installed in various places and
techniques for extracting useful information from these signals have been studied.
For example, automatic danger detection with security camera and image process-
ing, speech controlled machine with microphone and automatic speech recognition,
and so on. Sound source location is useful information for these applications. For
instance, in surveillance systems, abnormity in blind areas of security cameras can
be detected based on sound source location. Moreover, in speech interface, desired
talkers would be close to the microphone and undesired talkers can be distinguished
based on sound source location.
Required location information is dierent by the application. In automatic video
camera control for abnormal sound, accurate sound source direction and distance
are necessary. In that case, the sound source localization methods using multiple
microphones that utilize phase dierences among observed signals are suitable. On
the other hand, accurate sound source direction and distance are unnecessary for de-
sired/undesired talker discrimination in speech interface. Whether the talker would
be within the certain distance is sucient location information for this purpose. A
close/distant talker discrimination method with single microphone suits these cases
better than sound source localization with multiple microphones. However, real-
time processing is dicult in both conventional sound source localization methods
with single or multiple microphones.
iii
In this thesis, the author proposed (I) multi-resolution scanning in spatial and
frequency domains for sound source localization method with multiple microphones,
and (II) close/distant talker discrimination method with single microphone based on
kurtosis of linear prediction residual signals for real-time processing.
As component (I), in the research into sound source localization, various methods
with microphone-array have already been developed, and these methods localize
a sound source based on spatial scanning by xed resolution in each frequency.
Therefore, elapsed time is increased, and real-time processing is dicult with higher
spatial resolution. To overcome this problem, the author proposed the localization
method based on multi-resolution scanning in spatial and frequency domains. The
results of evaluation experiments indicated that the proposed method could realize
real-time processing without degrading the localization accuracy.
Finally, as component (II), conventional close/distant talker discrimination method
with single microphone is dicult to realize real-time processing because this method
needs higher-order linear prediction analysis. In this thesis, the author proposed a
new method to discriminate close-talking speech from distant-talking speech with
a single microphone based on the kurtosis of the linear prediction residual signals,
and it can be calculated with lower-order linear prediction analysis. The exper-
imental results revealed that the proposed method could distinguish close-talking
speech from distant-talking speech within a 10% equal error rate (EER) in ordinary
reverberant environments with real-time processing.
Keywords:
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近年の情報通信技術（Information and Communication Technology; ICT）の発展
に伴い，様々な場所に設置したセンサで収集した信号から有用な情報を抽出する技
術が研究されている．例えば，防犯カメラで取得した映像情報に対して画像処理を
行い，異常を自動で検知する技術 [1, 2, 3, 4]や，マイクロホンで取得した音声信号を
認識することで，操作に習熟する必要なく簡単に機器を操作する音声インタフェー
ス技術 [5, 6, 7, 8, 9, 10, 11, 12]，テレビ会議などのアーカイブ化・構造化を行う自
動マルチメディアトランスクリプション技術 [13, 14, 15, 16]，話者音声のみを自動
的に強調することで明瞭な通話を実現する音声通信技術 [17, 18]や雑音環境下でも

















































































Classication)法 [33]と，マルチチャンネル 2D-CSP (Two-Dimensional Cross-power
Spectrum Phase analysis)法 [35]，及び従来の計算量低減法である遺伝的アルゴリズ








定した音源方向の交点を求めることで音源位置を推定する交点法 [28, 29, 30, 31]で
4
: Sound source : Microphone
(a) 平面波仮定 (b) 球面波仮定
図 2.1 音波の伝播
あり，もう 1つは, 音源の存在が想定される空間内を一定の空間分解能で走査し音源
位置を推定する空間走査法 [32, 33, 34, 35]である．
交点法は，図 2.1 (a)に示すように音源から各マイクロホンへ到来する音波を平面




























本研究では音源位置を方向と距離の 2次元と定義する．図 2.2はN 個の音源から
放射された音波が反射のない自由空間を伝播してM個のマイクロホンで観測される














Sn(!) = jSn(!)jexp( j!Sn(!)); (2.1)
HSn;i(!) = jHSn;i(!)jexp( j!i(n; rn)); (2.2)
ここで，jは虚数単位を，Sn(!)は音源 nにおける周波数 !の基準時刻を，n; rnは
それぞれ n番目の音源の方向と距離を，i(n; rn)は n番目の音源から i番目のマイ
クロホンまでの音波の到来時間を示す．i(n; rn)は，方向 nと距離 rnを式 (2.3),
(2.4)により直交座標系に変換した上で，式 (2.5)により計算される．
x = rnsin(n); (2.3)
y = rncos(n); (2.4)
i(n; rn) =
p




























































関行列の計算については様々な方法が提案されている [32, 33, 34, 35]．例えば，遅
延和法 [47]におけるM個のマイクロホンで観測された入力信号ベクトルX!とその
相関行列R!はそれぞれ式 (2.7), (2.8)により表せる．





























単純な場合には簡単に計算できる．二つ目は，有限要素法 (Finite Element Method,








































ここで，Lは計算に用いるフレームの総数を示す．次に， R!の固有値 i;!(i = 1;  
;M)と，その固有値 i;!に対応する固有ベクトル ei;!(i = 1;   ;M)を計算し，指
向性音源に対応する信号部分空間とそれ以外の音源に対応する雑音部分空間に分割
する．雑音部分空間に対応する固有ベクトルは式 (2.14)で表せる．
En;! = [eN+1;!;   ; eM;!]; (2.14)






ある．音源の方向を , 音源までの距離を rとすると，音源位置 (; r)における周波
11
数 !の位置ベクトル d!(; r)は式 (2.15)によって表せる．
d!(; r) = [exp( j!1(; r)); ; exp( j!M(; r))]T ; (2.15)
ここで i(; r)は音源位置 (; r)からマイクロホン iまでの音波の到来時間を表し，式
(2.5)により計算できる．
3) 空間スペクトルの計算
球面波仮定において 2D-MUSIC法の空間スペクトルP!(; r)は，相関行列 R! の









いて (; r)と真の音源位置が一致した場合，分母が 0となりP (; r)は無限大となる．
4) 平均空間スペクトルの計算
空間スペクトル P!(; r)は，目的音源の周波数特性に応じて複数の周波数におい
て計算される．そのため，周波数毎に計算された P!(; r)の平均を式 (2.17)により
計算する．
P (; r) =
!HX
!=!L
P!(; r)=(!H   !L + 1); (2.17)
ここで，P (; r)は P!(; r)の周波数平均を，!Lは推定に使用する周波数の下限を，
!H は推定に使用する周波数の上限を表す．
5) 音源位置の推定
最後に式 (2.18)で示すように，P (; r)が最大となる (; r)を推定音源位置 (^; r^)と
する．
(^; r^) = argmax
(;r)



























マルチチャンネル 2D-CSP法の空間スペクトル P!(; r)は，相関行列の時間平均
R! と位置ベクトル d!(; r)を用いて，式 (2.20)によって計算される．




式 (2.20)において (; r)と真の音源位置が一致した場合，入力信号から計算した位
相差と位置ベクトルの各要素間の位相差が一致するため，P (; r)は大きな値となる．
4) 平均空間スペクトルの計算
マルチチャンネル 2D-CSP法は 2D-MUSIC法同様，式 (2.17)によって周波数毎に
計算した P!(; r)から平均空間スペクトル P (; r)を計算する．
5) 音源位置の推定






遺伝的アルゴリズム (Genetic Algorithm, GA)[38, 39]はある範囲内で定義されて
いる変数 xの関数 f(x)の最大値あるいは最小値を与える xを，高速に求めるための
最適化・探索アルゴリズムの一つである．遺伝的アルゴリズムは生物の進化の過程
に着想を得た基本原理を基にしており，様々な最適化・探索の問題に適用ができる．
例えば音響・画像分野におけるフィルタの設計 [56, 57, 58]や，建築などにおける構













N 個の個体から構成される．i個目の個体 I(i)とその 2進表現である遺伝子型G(i)
を式 (2.21), (2.22)のように表す．
I(i) = [(i); r(i)]; (i = 1; 2;    ; N) (2.21)














ここで，(i); r(i)はそれぞれ個体 iの音源までの方向と距離を，G(i); Gr(i)はそれぞ
れ (i); r(i)の遺伝子型 (2進表現)を表す．また，遺伝子型の表現には通常の 2進数
表現であるバイナリ表現 (Binary coding)の他に，グレイ表現 (gray coding)[39]があ
る．グレイ表現は隣接するコードのハミング距離が 1，すなわち隣り合うコードが
1 bitのみ異なる表現である．バイナリ表現とグレイ表現の例を表 2.1に示す．表 2.1










生物集団中の各個体 I(i)の適応度 e(i)を式 (2.23)により計算する．
e(i) =
1
1 + j1  P ((i); r(i))j ; (2.23)








表 2.1 方向の走査範囲とそのバイナリ表現とグレイ表現の例 (4 bits)








































る．交差の方法としては一点交差 (One-point crossover) や多点交差 (Multi-point
crossover)，一様交差 (Uniform crossover)など様々な方法がある．ここでは最も基本
的な交差方法である一点交差について述べる．
ペアとして選択された個体 I(a); I(b)の遺伝子型 G(a); G(b)が次式で表されてい
るとする．
G(a) = 111101; (2.25)




る．3 bits目と 4 bits目の間を交差位置とした場合，G(ab1); G(ab2)は次式のように
なる．
G(ab1) = 111010; (2.27)
G(ab2) = 000101: (2.28)
18





































音源が (方向 , 距離 r) = (0, 100)に存在する場合に，マルチチャンネル 2D-CSP法
を用いて計算した空間スペクトルを図 2.72.9に示す．図 2.7は 0.3 kHzの空間スペ










































































































を用いる方法 [34, 69]や，直接音対間接音比の推定に基づく方法 [70]が提案されて
いる．これらの方法では，音源までの距離を推定できる反面，複数のマイクロホン
が必要となる．また単一のマイクロホンを用いて音源までの距離を推定する方法と















(a) 音声波形 (100 mm) (b) 音声波形 (1,000 mm)
　



























[b(1);   ; b(P )]T
=
2666664
r(0) r(1)    r(P   1)


































































































Higher freq. Lower freq.
Interpolating spatial spectrum
・・・
Higher freq. Lower freq.
Averaging spatial spectrum
Estimated sound source location
No
Yes
l < Maximum iterations L
Initializing spatial resolution 
and number of iterations l = 1
Resetting spatial resolution 






: Scanning position : 1st Estimated location
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: Scanning position: Microphone
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(a) 低域
( )HH rωωθ 11 ,

















1 + (i  1)l;!); (3.1)




1 + (i  1)rl;!); (3.2)
ここで，N l;! は l回目の音源位置推定の周波数 !における方向の走査点数を，N l;!r




l;!L >    > l;!H ; (3.3)









究では 3次スプライン補間 [78]を用いて空間スペクトルの補間値P 0!(l; rl)を計算す
る．ここで，l; rlは l回目の音源位置推定における補間後の走査方向と距離を示す．
3) 平均空間スペクトルの計算
空間スペクトルの補間値P 0!(l; rl)を用いて平均空間スペクトルP (l; rl)を式 (3.5)
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により計算する．






l; rl)=(!H   !L + 1): (3.5)
4) 音源位置の推定
式 (3.6)に示すように，P (l; rl)が最大となる (l; rl)を推定音源位置 (^l; r^l)とする．
(^l; r^l) = argmax
(l;rl)
(P (l; rl)): (3.6)
5) 走査範囲と空間分解能の再設定
l+1回目の音源位置推定における周波数!の方向の走査範囲l+1;!i (i = 1; ; N l+1;! )
と，距離の走査範囲 rl+1;!j (j = 1;   ; N l+1;!r )は，推定音源位置 (^l; r^l)を中心として
式 (3.7)，(3.8)を満たすように設定する．
^l  l;!L < l+1;!i < ^l +l;!L ; (3.7)
r^l  rl;!L < rl+1;!j < r^l +rl;!L : (3.8)
また，l+1回目の音源位置推定の周波数 !における方向と距離の空間分解能を式
(3.9)，(3.10)を満たすように設定する．
l+1;! < l;!; (3.9)




































ここで，T は位置推定に用いる信号長を，s(t); n(t)はそれぞれ時刻 (t)における目的
音と雑音の振幅を示す．また位置推定には，音声が支配的なパワーを持つ 0.3  3.3
kHzの帯域を使用した．
従来の音源位置推定法として，入力信号の空間相関行列の雑音部分空間を用いて音




(Reverberation time) (T[60] = 400 ms)
Number of microphones 3 mics.
Distance between microphones 0.3 m spacing
Sound sources Speech signals
(Number of speakers and words) (2 speakers * 10 words)
Noise source White noise
Signal to noise ratio (SNR) 0, 10, 20 dB
Frequency range for estimation 0.3  3.3 kHz
FFT length 1,024 samples
Frame length 512 samples
Frame shift 128 samples
Number of frame 16 frames
Signal length 2,432 samples (152 ms)
Scanning direction -90  90 degs.
Scanning distance 0.2  2.6 m
Sampling frequency 16 kHz
Quantization 16 bits
Ambient noise power level 21.0 dB
(A-weighted sound pressure level)
Microphone HOSIDEN, KUC-1333
Microphone amplier Thinknet, MA-2016
Mouth simulator Bruel & Kjr, Type 4227
Loudspeaker MITSUBISHI, DIATONE DS-7
Speaker amplier BOSE, 1705II































The number of population 40
Bit length for direction 7 bits
Bit length for distance 4 bits
Bit-string representation Gray coding
Maximum number of generations 100
Selection strategy Elitist selection (3 %) and
roulette-wheel selection (97 %)
Crossover rate 100 %
Crossover technique One-point crossover
Mutation rate 3 %
Evaluation formula for tness e = 1
1+j1 P (;r)j
[33]，マイクペア間の推定到来時間差を用いることで高速に音源位置を推定するマ
ルチマイクペア 2D-CSP(Two-Dimensional Cross-power Spectrum Phase analysis,
MPCSP)法 [32, 34]，及び入力信号の空間相関行列の位相差のみを用いて音源位置
を推定するマルチチャンネル 2D-CSP(MCCSP)法 [35]を用いた．さらに，従来の計
算量削減のための最適化法として遺伝的アルゴリズム (Genetic Algorithm, GA)[38]
を用いた．遺伝的アルゴリズムは表 3.2に示すパラメータで制御し，適合度の最大
値が同じ世代が 5世代続いた場合に学習を終了した．表 3.2において適合度計算に
用いるP (; r)はマルチチャンネル 2D-CSP法 [35]を用いて計算した平均空間スペク
トルであり，方向 と距離 rの 2つのパラメータを遺伝的アルゴリズムにより最適
化する．
表 3.3に従来法と提案法の空間分解能を示す．表 3.3は位置推定に使用した 0.3 
3.3 kHzの帯域を 1.0 kHz毎に 3分割した時の各帯域における方向と距離の分解能を
示す．2D-MUSIC, マルチマイクペア 2D-CSP(MPCSP), 遺伝的アルゴリズム (GA)
はそれぞれ 1種類の条件で，マルチチャンネル 2D-CSP法は提案法との比較を行う
ため 4種類の条件 (MCCSP 1  4)で，提案法のMSSFDは表 3.3に示す 7種類の条
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表 3.3 音源位置推定に用いた空間分解能
1st scan 2nd scan
0.3 1.3 2.3 0.3 1.3 2.3
o o o o o o
1.3 2.3 3.3 1.3 2.3 3.3
kHz kHz kHz kHz kHz kHz
2D-MUSIC  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
MPCSP  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
GA  [deg.] 1.41 1.41 1.41 -
r [m] 0.07 0.07 0.07 -
MCCSP 1  [deg.] 1 1 1 -
r [m] 0.1 0.1 0.1 -
MCCSP 2  [deg.] 2 2 2 -
r [m] 0.2 0.2 0.2 -
MCCSP 3  [deg.] 3 3 3 -
r [m] 0.3 0.3 0.3 -
MCCSP 4  [deg.] 4 4 4 -
r [m] 0.4 0.4 0.4 -
MSSFD (Const. in  [deg.] 2 2 2 1 1 1
freq. domain) 1 r [m] 0.2 0.2 0.2 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 3 3 3 1 1 1
freq. domain) 2 r [m] 0.3 0.3 0.3 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 4 4 4 1 1 1
freq. domain) 3 r [m] 0.4 0.4 0.4 0.1 0.1 0.1
MSSFD (Const. in  [deg.] 4 2 1 -
spatial domain) 1 r [m] 0.1 0.1 0.1 -
MSSFD (Const. in  [deg.] 1 1 1 -
spatial domain) 2 r [m] 0.4 0.2 0.1 -
MSSFD (Const. in  [deg.] 4 2 1 -
spatial domain) 3 r [m] 0.4 0.2 0.1 -
MSSFD  [deg.] 18 12 6 3 2 1
r [m] 0.8 0.6 0.3 0.3 0.2 0.1
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件で実験を行った．ここでMSSFD (Const. in freq. domain) 1  3に示す 3条件で
は，反復回数L = 2として，各反復における周波数帯域毎の空間分解能は一定の値




































値を，は許容誤差を示す．本実験では を 0.2 mとした．また，本実験では CPU







信号長 152 msを 1として正規化した場合の各方法の相対計算時間であり，走査点の
総数における括弧内の値は各方法における走査点の総数をMCCSP 1 を 1.0 として
正規化した値である．表 3.4の結果は全SNRにおける平均を示す．図 3.6，3.7及び表
3.4の結果から，提案法 (MSSFD)は従来法 (2D-MUSIC)よりも約 98 % 少ない計算
時間で方向・距離ともに推定精度が高いことがわかる．同様に，従来法 (MPCSP)は
提案法 (MSSFD)の約 15 % の計算時間で音源位置を推定可能である反面，距離の推
定精度がどの SNRにおいても約 20  30 % 低下していることと，SNRが 0 dBの場
合に方向の推定精度が約 12 % 低下していることがわかる．また，提案法 (MSSFD)
は従来法 (GA)よりも約 84 % 少ない計算時間で距離の推定精度が約 10  15 % 向
上していることがわかる．さらに，従来法 (MCCSP 1  4)は低い空間分解能を用
いた場合，計算時間を削減できる反面，推定精度も低下することが確認できる．そ
れに対し提案法のMSSFDは従来法 (MCCSP 1)と比較した場合，従来法と同程度
の推定精度で計算量を約 95 % 削減できていることがわかる．以上の結果から，提




を全て走査する従来法 (MCCSP 1)よりも計算量を約 62 % 低減し，方向の推定精度





































































































































































図 3.7 SNR毎の音源位置推定精度 (距離)
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表 3.4 計算時間と走査点数
Elapsed time (Relative Number of scanning points
elapsed time ratio)
2D-MUSIC 8,981 ms (59.08) 873,325 (1.0)
MPCSP 24 ms (0.16) 873,325 (1.0)
GA 1,017 ms (6.69) -
MCCSP 1 2,694 ms (17.72) 873,325 (1.0)
MCCSP 2 697 ms (4.59) 228,319 (0.26)
MCCSP 3 343 ms (2.26) 105,957 (0.12)
MCCSP 4 217 ms (1.42) 62,146 (0.07)
MSSFD (Const. in 718 ms (4.72) 233,144 (0.27)
freq. domain) 1
MSSFD (Const. in 381 ms (2.51) 115,414 (0.13)
freq. domain) 2
MSSFD (Const. in 275 ms (1.81) 77,779 (0.09)
freq. domain) 3
MSSFD (Const. in 1,647 ms (10.84) 516,750 (0.59)
spatial domain) 1
MSSFD (Const. in 1,690 ms (11.12) 529,425 (0.61)
spatial domain) 2
MSSFD (Const. in 1,253 ms (8.24) 391,950 (0.45)
spatial domain) 3





図 3.6，3.7の空間・周波数領域多重解像度走査 (MSSFD (Const. in freq. domain)









次に図 3.6，3.7における空間・周波数領域多重解像度走査 (MSSFD (Const. in
spatial domain) 1  3)と従来法 (MCCSP 1)の結果を比較する．空間を離散化する
際に低域の方向の分解能を低くした場合 (MSSFD (Const. in spatial domain) 1)は，
方向・距離ともに従来法と同程度の推定精度であることがわかる．また，低域の距
離の分解能を低くした場合 (MSSFD (Const. in spatial domain) 2)と方向・距離の










また，図 3.8(a)，(b)に SNR 10 dBにおける従来法 (MCCSP 1  4)と提案法の音
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MCCSP                                                  MSSFD (Const. in freq. domain)     
MSSFD (Const. in spatial domain)      MSSFD





































False localization rate (distance) [%]








図 3.8 SNR 10 [dB]での相対計算時間と位置誤推定率 (実線はMCCSPの回帰線)
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源位置推定精度と相対計算時間の関係を示す．図 3.8(a)の横軸は，許容誤差 3 degs.











る．したがって，表 3.4の走査点数は従来法 (MCSSP 1)と比較して提案法などによ
り削減可能な計算時間の上限を表しているといえる．表 3.4より，提案法 (MSSFD)






また，図 3.9(a)，(b)に提案法 (MSSFD)の 2度目の位置推定による 1度目の音源
位置推定からの推定精度の改善量を示す．図 3.9から，いずれの SNRにおいても，2






























































































































時間的に拡散することが知られている [84, 85]．図 4.1(a), (b)はクリーン音声と残
響音声の時間波形をそれぞれ示す．クリーン音声信号はパルス列と 10次の適当な係
数のAR(Autoregressive)フィルタから作成し，残響音声はクリーン音声に振幅が時

















































































ここで，Efgは t = 1;   ; N の期待値演算を示し，定数項の 3は正規分布における









表 4.1 収録条件 (防音室)
Reverberation time T[60]=100 ms
Size of room 2,350  3,250  2,150 mm
Distances between 100, 300, 500, 1,000,
microphone and speaker 1,200, 2,000 mm
Distances between 250, 500, 1,170 mm
microphone and wall
表 4.2 収録条件 (研究室)
Reverberation time T[60]=450 ms
Size of room 3,000  6,000  2,600 mm
Distances between 100, 300, 500, 1,000,
microphone and speaker 1,200, 2,000, 2,700,
3,000, 4,000 mm












表 4.3 収録条件 (会議室)
Reverberation time T[60]=600 ms
Size of room 8,300  6,800  2,700 mm
Distances between 100, 300, 500, 1,000, 1,200,
microphone and speaker 2,000, 2,700, 3,000, 4,000,
5,000 mm
Distances between 250, 500, 3,350 mm
microphone and wall
表 4.4 収録条件 (エレベータホール)
Reverberation time T[60]=850 ms
Size of room 9,300  6,300  2,700 mm
Distances between 100, 300, 500, 1,000, 1,200,
microphone and speaker 2,000, 2,700, 3,000, 4,000,
5,000 mm











Sampling frequency 8 kHz
Quantization 16 bits
Number of speakers 104 (52 females, 52 males)
Total utterances 1,001
Eleven Japanese digits:
Vocabularies \ichi," \ni," \san," \yon,"
\go," \roku," \nana," \hachi,"
\kyu," \zero," and \maru."
表 4.6 提案法の分析条件
Frame length N 512 samples
Frame shift h 80 samples
Window function Hamming
Number of order for LP p 10
Threshold " 0  20 in steps of 0.01
での距離をそれぞれ変更し，インパルス応答を計測した．表 4.14.4にそれぞれの
環境における収録条件を示す．収録にはマウスシミュレータ (Bruel & Kjr, Type
4227)を使用し，人の発話の放射特性を模擬した．マウスシミュレータはマイクロホ
ンの方向に向けて配置した．インパルス応答はサンプリング周波数 48 kHz, 量子化








Number of order for pre-whitening P 12 samples
Number of order for LP L 2,000 samples






jection Rate, FRR)と遠隔音声を近接音声と誤った割合である誤受理率 (False Ac-












数を示す．FRRと FARはトレードオフの関係にあり，式 (4.6)における閾値 "に依











図 4.3は各環境における提案法の FRRと FARを示す．図中の各線は，近接話者
と遠隔話者とを判別する境界となる距離を示し，各距離よりも近い距離で発話され
た音声を近接発話とした．また表 4.8，4.9はそれぞれ従来法と提案法の，判別の境
界となる距離毎の FRRと FARが等しくなる値である等誤り率 (Equal Error Rate,



























k(s; ds; dw; u); (4.9)


























































図 4.3 各環境における様々な判別境界の FRRと FAR
60
表 4.8 各環境における従来法の等誤り率
Discrimination Soundproof Laboratory Conference Lift station
boundaries room room
300 mm 4.8 % 5.9 % 4.0 % 4.8 %
500 mm 7.2 % 15.2 % 11.3 % 11.6 %
1,000 mm 23.4 % 20.2 % 15.0 % 15.3 %
2,000 mm 30.6 % 25.4 % 22.1 % 25.2 %
3,000 mm - 29.2 % 27.5 % 30.3 %
4,000 mm - 27.6 % 25.5 % 32.1 %
表 4.9 各環境における提案法の等誤り率
Discrimination Soundproof Laboratory Conference Lift station
boundaries room room
300 mm 33.9 % 12.7 % 16.1 % 13.3 %
500 mm 30.9 % 10.0 % 12.2 % 11.2 %
1,000 mm 25.3 % 7.8 % 8.7 % 9.0 %
2,000 mm 17.1 % 11.0 % 10.5 % 10.4 %
3,000 mm - 20.5 % 17.5 % 18.3 %






300 mm 4.9 % 14.0 %
500 mm 12.7 % 11.1 %
1,000 mm 16.8 % 8.5 %
2,000 mm 24.2 % 10.6 %
3,000 mm 29.0 % 18.8 %
4,000 mm 28.4 % 21.8 %
表 4.11 処理時間
Conventional method 10.721 ms/sample
Proposed method 0:0702 ms=frame
80 sample
= 0:0009 ms=sample



























































































響環境下 (T[60] = 450  850 ms)では，話者までの距離を推定することは困難である
が，特に 1,0002,000 mmを境界とした近接話者と遠隔話者の判別に対しては有効
な特徴であるといえる．




































































































































































Distance between speaker 
and microphone [mm]
(d) エレベータホール





























































































































































2.の課題に対しては，音声のスパース性 [91, 92, 93]を利用するなど時間-周波数
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