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Epigraphical Relaxation for Minimizing
Layered Non-Proximable Mixed Norms
Seisuke Kyochi, Shunsuke Ono, Member, IEEE, and Ivan Selesnick, Fellow, IEEE
Abstract—This paper proposes an epigraphical relaxation
(ERx) technique for non-proximable mixed norm minimization.
Mixed norm regularization methods play a central role in signal
reconstruction and processing, where their optimization relies on
the fact that the proximity operators of the mixed norms can be
computed efficiently. To bring out the power of regularization,
sophisticated layered modeling of mixed norms that can capture
inherent signal structure is a key ingredient, but the proximity
operator of such a mixed norm is often unavailable (non-
proximable). Our ERx decouples a layered non-proximable mixed
norm into a norm and multiple epigraphical constraints. This
enables us to handle a wide range of non-proximable mixed
norms in optimization, as long as both the proximal operator of
the outermost norm and the projection onto each epigraphical
constraint are efficiently computable. Moreover, under mild
conditions, we prove that ERx does not change the minimizer
of the original problem despite relaxing equality constraints
into inequality ones. We also develop new regularizers based
on ERx: one is decorrelated structure-tensor total variation for
color image restoration, and the other is amplitude-spectrum
nuclear norm (ASNN) for low-rank amplitude recovery. We
examine the power of these regularizers through experiments,
which illustrates the utility of ERx.
Index Terms—Convex optimization, epigraph, epigraphical
projection, image recovery, structure tensor total variation
I. INTRODUCTION
C
ONVEX optimization with sparsity and low-rankness
promoting norms, needless to say, has been a fun-
damental tool for many tasks in modern signal processing
and machine learning1, e.g., signal/data recovery, regression,
classification, and so on [1]–[7]. Although such norms, for
instance, the ℓ1-norm and the nuclear norm, often fall into a
class of non-smooth functions, recent advances of proximal
methods in convex optimization [8], [9] enable us to handle
a wide range of minimization problems including non-smooth
norms.
To accurately recover or estimate signals, we should care-
fully design a suitable convex regularizer that models the
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1Recently, deep neural networks have become state-of-the-arts in many
applications, including image denoising and super-resolution. However,
optimization-based methods and regularizations are still important in inverse
problems because they can explicitly take models into account, do not require
training data set, and are robust to noise level change.
desired properties of target signals. Some conventional regu-
larizers are characterized by composite norm functions, called
mixed norms. Well-known examples are a class of total
variation regularizers (TV) [10]–[14] and its extensions [15]–
[18], which are formulated by using the ℓ1,2-norm to model
piecewise-smoothness of images.
These successes tempt us to model various aspects of the
group sparsity or low-rankness of signals by introducing a
more involved mixed norm. However, exploring the efficient
computation of the proximity operator2 of such an involved
mixed norm is, in general, a very challenging task, and this
difficulty motivates us to develop and use non-proximable
mixed norms3 forming a multiple-layered composite function
in regularization.
To circumvent this dilemma, we propose a new method-
ology named epigraphical relaxation (ERx). ERx decouples
a layered mixed norm function into an outermost norm and
multiple epigraphical constraints via the relaxation of equality
constraint into an inequality one. By this manipulation, we can
tackle the original minimization problem involving a layered
non-proximable mixed norm, as long as both the proximity
operator for the outermost norm and the projection4 onto
each epigraphical constraint (called epigraphical projection)
are available. Since ERx changes the original problem, one
may think that the minimizers to the relaxed problem are not
guaranteed to be identical to the ones of the original problem.
Fortunately, however, we can prove that, for certain types of
mixed norms, the minimizers to the problem after ERx are the
same as the original ones.
A. Related Work
Epigraphical techniques have already been successfully ap-
plied to handling involved norm ball constraints, e.g., mul-
ticlass SVM [19], randomized data-fidelity constraints [20],
(non-local) TV, total generalized variation (TGV), and (non-
local) structure-tensor TV (STV) constraints [21]–[23]. In
these methods, a mixed norm constraint is decoupled into
2The proximity operator, denoted as proxγf : R
N → RN , is defined for
a function f ∈ Γ0(RN ) (Γ0(RN ) is the set of proper lower semicontinuous
convex functions on RN [8]) and an index γ ∈ (0,∞) by [8] proxγf (x) :=
argmin
y∈RN
γf(y) + 1
2
‖x− y‖22.
3In this paper, we refer to a non-proximable function as a function that
does not have a closed-form proximity operator.
4The projection onto a convex set C ⊂ RN , denoted as PC(x) :
RN → RN , is one the special case of the proximity operator, which can
be represented as proxγιC (x) = PC(x) := argmin
y∈RN
γιC(y)+
1
2
‖x−y‖22,
where ιC is the indicator function of C defined by ιC(x) = 0 (x ∈
C), ιC(x) =∞ (x /∈ C).
2an epigraphical constraint and a half-space constraint (this
technique is termed as epigraphical splitting). Inspired by
the epigraphical splitting, our ERx converts a non-proximable
mixed norm into a proximable norm and epigraphical con-
straints, where their epigraphical projections can be computed
in closed-form. What distinguishes ERx from these existing
methods is that ERx targets non-proximable norms in objective
function while they focus on non-projectable constraints.
B. Contributions
The contributions of this paper are in the following.
1) We introduce a generic computational procedure of ERx
for layered mixed norm minimization problems.
2) We thoroughly investigate sufficient conditions under
which ERx keeps the minimizer of the original prob-
lem. We start by discussing a multi-layered composite
function (not necessarily norm) minimization problem.
As will be clarified, a key observation is that each
function except for the innermost one should satisfy
the convexity and a strictly increasing property (see
Definition 1). Then we analyze whether the ℓp-type
vector/matrix norms (p ∈ [1,∞]) and the Schatten-
p norms (p = 1, 2,∞) satisfy the strictly increasing
property or not.
3) We construct two effective regularizers as practical us-
ages of ERx. The first one is termed as decorrelated
structure-tensor TV (DSTV) that is STV defined on
a luminance-chrominance (luma-chroma) color space,
whereas the original STV [16]–[18] is defined on the
RGB space, for effective image restoration. We also
present a closed-form computation of the epigraphical
projection of the ℓ1-norm for solving optimization prob-
lems with DSTV.
The second regularizer is named as amplitude spectrum
nuclear norm (ASNN) for promoting the low-rankness of
the amplitude spectra of signals. ASNN is integrated into
the robust PCA framework (RPCA) [24] that extracts
principal components from a data matrix corrupted by
outliers. In general, a low-rank signal and its shifted
version have an identical amplitude spectrum, meaning
that both have the same low-rank amplitude spectra in
the frequency domain. However, the standard nuclear
norm cannot capture this inherent structure when the
signal is shifted because it is performed in the signal
domain. By replacing the nuclear norm by the ASNN in
RPCA, which is termed as frequency-domain robust (F -
RPCA), we can robustly extract principal components
from a data matrix even in the presence of misalignment
(and outliers).
The preliminary work of this paper is presented in [25],
where we only discuss the sufficient condition to keep the
minimizer by ERx in the case of the ℓp-vector norms (p ∈
[1,∞)). In contrast, this paper treats a much wider class
of functions (i.e., strictly increasing vector/matrix functions)
and thoroughly investigates a variety of types of the ℓp-
vector/matrix norms (p ∈ [1,∞]) and whether or not the
TABLE I: Basic notations
Notation Terminology
N, R, and R+ Natural, real, and nonnegative real numbers
R
N N -dimensional real-valued vector space
R
M×N M ×N real-valued matrices
j Complex unit
√−1
I, J, O Identity, reversal identity, and zero matrix
X⊤ Transpose of X
xn and [x]n n-th element of a vector x
Xm,n and [X]m,n (m,n)-th element of a matrix X
xn ∈ RN0 n-th subvector of x ∈ RLN0 (0 ≤ n ≤ L− 1)
Xm,n ∈ RM0×N0 (m,n)-th subblock of X ∈ R
LvM0×LhN0
(0 ≤ m ≤ Lv − 1, 0 ≤ n ≤ Lh − 1)
|x|, |X| Element-wise absolute value,
[|x|]n = |xn|, [|X|]m,n = |Xm.n|
vec(X) ∈ RMN Vectorization of X ∈ R
M×N ,
xMn+m = Xm,n
bvec(Mb,Nb)(X)
∈ RLvMbLhNb
Mb ×Nb-block-wise vectorization of
X ∈ RLvMb×LhNb ,
[vec(X0,0)⊤ . . . vec(XLv−1,Lh−1)
⊤]⊤
mat(X), bmat(X) ∈ RM×N
Reverse operation of
vec(·) and bvec(Mb,Nb)(·),
X = mat(vec(X)),
X = bmat(Mb,Nb)(bvec(Mb,Nb)(X))
diag(a0, . . . , aN−1),
diag(A(0), . . . ,A(N−1))
Diagonal/block-diagonal matrices.
‖x‖p (p ∈ [1,∞)) ℓp-norm, ‖x‖p =
(∑N−1
n=0 |xn|p
) 1
p
‖x‖∞ ℓ∞-norm, ‖x‖∞ = max{|xn|}
Bp(y, ǫ) p ∈ [1,∞] y-centered ℓp-norm ball with the radius of ǫ,Bp(y, ǫ) = {x ∈ RN | ‖x− y‖p ≤ ǫ}
‖x‖p,q (p, q ∈ [1,∞))
ℓp,q-mixed norm,
‖x‖p,q =
(∑N−1
n=0 ‖xn‖qp
) 1
q
‖X‖p (p ∈ [1,∞))
ℓp-matrix norm,
‖X‖p =
(∑M−1
m=0
∑N−1
n=0 |Xm,n|p
) 1
p
‖X‖p,q (p, q ∈ [1,∞))
ℓp,q-mixed matrix norm,
‖X‖p,q =
(∑M−1
m=0
∑N−1
n=0 ‖Xm,n‖qp
) 1
q
σr(X) r-th singular value of X
‖X‖Sp (p ∈ [1,∞))
Schatten p-matrix norm,
‖X‖Sp =
(∑R−1
r=0 σr(X)
p
) 1
p
‖X‖∗ Nuclear norm (Schatten 1-matrix norm),‖X‖∗ = ‖X‖S1
x ≤ y (x, y ∈ RN ) xn ≤ yn (0 ≤ ∀n ≤ N − 1).
f(k1,k2) (k1 < k2)
(k2 − k1 + 1)-layer
composite function of {f(k)}k2
k=k1
,
f(k1,k2) := f(k1) ◦ f(k1+1) ◦ · · · ◦ f(k2)
Schatten-p norms (p = 1, 2,∞) keep the minimizer. Moreover,
this paper newly presents the ASNN.
The rest of this paper is organized as follows. Sec. II reviews
the epigraphical projection, epigraphical splitting, and primal-
dual splitting. Then, ERx for involved layered mixed norms
is explained in Sec. III. Sec. IV introduces the proposed reg-
ularizers, i.e., the DSTV and ASNN regularization functions,
and the algorithms for minimizing those layered mixed norms.
The proposed regularizers are evaluated in the experiments of
compressed image sensing and signal decomposition in Sec.
V. Finally, this paper is concluded in Sec. VI.
C. Notations
Bold-faced lower-case letters and upper-case letters are
vectors and matrices, respectively. The other mathematical
notations are summarized in Table I.
II. PRELIMINARIES
A. Epigraph and Epigraphical Projection
Epigraph of a function f ∈ Γ0(RN ) is a subset of the
product space epif ⊂ RN × R defined by epif = {(x, ξ) ∈
3R
N × R | f(x) ≤ ξ} [9]. Here, several examples of the
epigraphical projection Pepif are given in the following.
1) ℓp-norm (p = 1, 2,∞) [9]: For ∀(x, ξ) ∈ RN × R, the
projection onto the epigraph of the ℓ1-norm is expressed as
[9]:
Pepi‖·‖1 (x, ξ) =
{
(x, ξ) (‖x‖1 ≤ ξ)
(Tλ⋆(x), ξ + λ⋆) (‖x‖1 > ξ)
, (1)
where λ⋆ is any positive root of the non-increasing function:
ϕ(λ) = ‖Tλ(x)‖1 − λ− ξ. (2)
Tλ : RN → RN is the soft-thresholding operator, i.e.,
[Tλ(x)]i = sgn(xi)max{|xi| − λ, 0}. The projection onto the
epigraph of the ℓ2-norm is expressed as:
Pepiτ‖·‖2 (x, ξ) =

(x, ξ) (‖x‖2 ≤ ξτ )
(0, 0) (‖x‖2 < −τξ)
α (x, τ‖x‖2) (otherwise)
, (3)
where α = 11+τ2
(
1 + τξ‖x‖2
)
. The projection onto the epi-
graph of the ℓ∞-norm is expressed as:
Pepi‖·‖∞ (x, ξ) = (x⋆, ξ⋆),
x⋆n = sign(xn)min{|xn|, ξ⋆},
ξ⋆ = max
{
ξ +
∑N−1
n=n vn
N − n+ 1 , 0
}
,
where {vn}N−1n=0 ⊂ R+ is a sequence obtained by sorting the
sequence {|xn|}N−1n=0 in ascending order and set v−1 = −∞,
vN =∞. n ∈ {0, . . . , N} is the unique integer such that
vn−1 ≤ ξ +
∑N−1
n=n vn
N − n+ 1 ≤ vn. (4)
2) Schatten p-norm (Sp-norm) [23]: For
∀(X, ξ) ∈
R
M×N × R and the singular value decomposition X =
UΛV⊤, Pepi‖·‖Sp is represented as
(UΛ⋆V⊤, ξ⋆) =Pepi‖·‖Sp (X, ξ), (5)
where Λ⋆ ∈ RM×N is a diagonal matrix. Its diagonal entries
λ⋆ =
[
λ⋆0 . . . λ
⋆
min{M,N}−1
]⊤
and ξ⋆ are obtained by the
epigraph projection of the ℓp-norm:
(λ⋆, ξ⋆) = Pepi‖·‖p (λ, ξ), (6)
where λ is the vector consisting of the singular values of X.
3) Block-wise epigraph [9]: Let xℓ ∈ RNℓ (0 ≤ ℓ ≤ L −
1), x =
[
x⊤0 · · · x⊤L−1
]⊤ ∈ R∑L−1ℓ=0 Nℓ , ξ ∈ RL, and ‖ ·
‖(ℓ) : RNℓ → R. Let epi{‖·‖(ℓ)}L−1
ℓ=0
= {(x, ξ) ∈ R
∑L−1
ℓ=0 Nℓ ×
R
L | (xℓ, ξℓ) ∈ epi‖·‖(ℓ)} be a block-wise epigraph. If all the
norms ‖ · ‖(ℓ) are the same, i.e., ‖ · ‖(ℓ) = ‖ · ‖, we simply
denote as epi{‖·‖(ℓ)} = epi‖·‖. The block-wise epigraphical
projection (x⋆, ξ⋆) = Pepi
{‖·‖(ℓ)}
L−1
ℓ=0
(x, ξ) is given as
(x⋆ℓ , ξ
⋆
ℓ ) = Pepi‖·‖(ℓ) (xℓ, ξℓ). (7)
B. Epigraphical Splitting
Let us consider the following convex optimization problem
with an inequality constraint:
x⋆ ∈ argmin
x
f(x) s.t.
L−1∑
ℓ=0
gℓ(xℓ) ≤ η, (8)
where x =
[
x⊤0 · · · x⊤L−1
]⊤ ∈ R∑L−1ℓ=0 Nℓ , f ∈
Γ0(R
∑L−1
ℓ=0 Nℓ), and gℓ ∈ Γ0(RNℓ) (gℓ 6= 0, 0 ≤ ∃ℓ ≤ L− 1).
Epigraphical splitting [19]–[23] equivalently reformulates the
above inequality constraint into multiple epigraphical con-
straints and a half-plane one by introducing new variable
ξ ∈ RL as follows:
x⋆ ∈ argmin
x, ξ
f(x) s.t.
L−1∑
ℓ=0
ξℓ ≤ η, (x, ξ) ∈ epi{gℓ}L−1ℓ=0 .
(9)
Thus, as long as each epigraphical projection for epigℓ has the
closed-form expression, the involved constraint in (8) can be
handled efficiently by using some proximal splitting algorithm,
such as the primal-dual splitting algorithm (PDS) [26]–[28]
presented in the next section.
C. Primal-dual Splitting
Consider the following convex optimization problem to find
x⋆ ∈ argmin
x∈RN
G(x) +H(Lx), (10)
where G ∈ Γ0(RN ), H ∈ Γ0(RM ), and L ∈ RM×N ,
respectively. Then the PDS [26]–[28] for solving (10) is given
as follows:{
x(n+1) = proxγ1G[x
(n) − γ1L⊤z(n)]
z(n+1) = proxγ2H∗ [z
(n) + γ2L(2x
(n+1) − x(n))] , (11)
where prox denotes the proximity operator and H∗ is the
conjugate function5 of H [8].
III. EPIGRAPHICAL RELAXATION
This section introduces a minimization approach for the
layered mixed-norm regularization that does not have a closed-
form proximity operator by using ERx. Sec. III-A states the
general problem formulation. Sec. III-B, Sec. III-C, and Sec.
III-D present the procedure for ERx and discuss a theoretical
guarantee on keeping the minimizer for each vector/matrix
norm.
5For ∀f ∈ Γ0(Rp), the conjugate function f∗ of f is defined as: f∗(ξ) =
sup
x∈RN
〈x, ξ〉−f(x), and the proximity operator of the conjugate function
is defined as: proxγf∗ (x) = x− γprox 1
γ
f
(
1
γ
x
)
.
4A. Problem Formulation
Let us consider the following minimization problem in-
cluding a K-layered composite function f (1,K) : RNK →
R+ (see its definition in Table I) with a coercive function
g ∈ Γ0(RN ) (i.e., if ‖x‖ → ∞, g(x) → ∞) consisting of
the sum of proximable functions g(x) :=
∑M−1
m=0 gm(Bmx)
(gm : R
Nm → R+, Bm ∈ RNm×N ) as
Sx := argmin
x∈RN
f (1,K)(Ax) + g(x) (6= ∅), (12)
where A ∈ RNK×N and the composite function f (1,K)
follows the three assumptions (A1)–(A3) below.
(A1) f (1) : RN1 → R+ is a convex function.
(A2) For an input vector x =
[
x⊤0 . . . x
⊤
Nk−1−1
]⊤ ∈ RNk
(Nk =
∑Nk−1−1
b=0 Nk,b, Nk,b is the dimension of the b-th
block of the vector), f (k) : RNk → RNk−1 (2 ≤ k ≤ K)
are block-wise convex functions. Specifically,
f (k)(x) =
[
f
(k)
0 (x0) . . . f
(k)
Nk−1−1
(xNk−1−1)
]⊤
,
where each block function f
(k)
n : RNk/Nk−1 → R+ (2 ≤
k ≤ K − 1, 0 ≤ n ≤ Nk−1 − 1) is convex,
(A3) f (1) and f
(k)
n (2 ≤ k ≤ K − 1, 0 ≤ n ≤ Nk−1 − 1) are
strictly increasing functions on RN1+ and R
Nk/Nk−1
+ , re-
spectively. f
(K)
n (0 ≤ n ≤ NK−1−1) is not necessary to
be strictly increasing. The definition of strictly increasing
functions in this paper is given as follows.
Definition 1. A function f : RN → R is said to
be a strictly increasing function if for any x,y ∈ RN
satisfying x ≤ y and xn0 < yn0 for some 0 ≤
n0 ≤ N − 1, then f(x) < f(y). A function f :
R
N → RM , f(x) = [f0(x0) . . . fM−1(xM−1)]⊤ , (x =[
x⊤0 . . . x
⊤
M−1
]⊤ ∈ RN , xm ∈ RN/M ) is said to be a
block-wise strictly increasing function if all the block functions
fn : R
N/M → R are strictly increasing.
Example 1. The ℓp,q norm ‖ · ‖p,q : RN1N → R+ (p, q ∈
[1,∞)) , for example, is an example of a 2-layered composite
function whose setup in the assumptions (A1) and (A2) is
f (1) = ‖ · ‖p : RN1 → R+,
f (2)n = ‖ · ‖q : RN → R+ (0 ≤ n ≤ N1 − 1). (13)
Remark 1. Note that each function f (1) and f
(k)
n (2 ≤ k ≤
K − 1, 0 ≤ n ≤ Nk−1− 1) can be a composite function itself
as long as it is a strictly increasing convex function.
Remark 2. Following the definition in [29], we call a (block-
wise) function f : RN → RM (M ≥ 1) non-decreasing (block-
wise) function if for any x,y ∈ RN satisfying x ≤ y then
f(x) ≤ f(y).
The convexity condition for 2-layered composite functions is
presented in [29], and we can easily extend the condition for
K-layered ones as in the following proposition.
Proposition 1. Assume that all the functions f (k) : RNk →
R
Nk−1 (1 ≤ k ≤ K , RN0 = R+) are (block-wise) convex
functions and f (k) (1 ≤ k ≤ K − 1) are non-decreasing.
Then, f (1,K) is a convex function.
Proof:
f (1,K)(λx+ (1− λ)y)
= f (1)(· · · (f (K−1)(f (K)(λx+ (1− λ)y))) · · · )
≤ f (1)(· · · (f (K−1)(λf (K)(x) + (1 − λ)f (K)(y))) · · · )
≤ f (1)(· · · (λf (K−1,K)(x) + (1 − λ)f (K−1,K)(y))) · · · )
≤ λf (1,K)(x) + (1− λ)f (1,K)(y), (14)
where the (block-wise) non-decreasing property and the con-
vexity are used from the third line to the last line.
According to Proposition 1, f (1,K) satisfying the assump-
tions (A1), (A2), and (A3), i.e., strictly increasing property, is
a convex function.
As important realizations, we can build such functions f (1)
and f
(k)
n (2 ≤ k ≤ K − 1, 0 ≤ n ≤ Nk−1 − 1) based on the
ℓp-norm as shown in the following proposition.
Proposition 2. For p ∈ [1,∞), the ℓp-norm and the ℓp-type
mixed norm (i.e., all the block functions of all the layers in
a composite function are the ℓp-norm) are strictly increasing
convex functions on RN+ .
Proof: For any x,y ∈ RN+ satisfying x ≤ y and xn0 <
yn0 for some n0. From the definition, it follows that
‖y‖pp − ‖x‖pp ≥ ypn0 − xpn0 > 0. (15)
Similarly, the statement for the ℓp-type mixed norms holds true.
Thus, the ℓp,q norm (p, q ∈ [1,∞)) satisfies the assumptions
(A1)–(A3).
B. On Solution Conservation by Epigraphical Relaxation for
ℓp-type (p ∈ [1,∞)) Mixed Norms
In this section, we consider composite functions satisfying
the assumptions (A1)–(A3) that do not have the closed-form
proximity operator. First, we reformulate the equation (12) by
introducing a auxiliary variable z(1) as follows:
argmin
x,z(1)
f (1)(z(1)) + g(x) s.t. f (2,K)(Ax) = z(1). (16)
Since the constraint is not convex, we relax the constraint as
argmin
x,z(1)
f (1)(z(1)) + g(x) s.t. f (2,K)(Ax) ≤ z(1). (17)
In the above equation, the epigraph constraint appears
(Ax, z(1)) ∈ epif(2,K) and this relaxation is termed as
epigraphical relaxation (ERx). Then, the equation (17) is
further manipulated by introducing a new variable z(2), convex
relaxation, and the epigraph notation as
argmin
x,{z(k)}2
k=1
f (1)(z(1)) + g(x)
s.t. (z(2), z(1)) ∈ epif(2) , f (3,K)(Ax) = z(2),
ERx−−−→ argmin
x,{z(k)}2
k=1
f (1)(z(1)) + g(x)
s.t. (z(2), z(1)) ∈ epif(2) , (Ax, z(2)) ∈ epif(3,K) . (18)
5In similar fashion, we repeatedly apply ERx to (18) as
S˜x ×
K−1∏
k=0
S˜z(k) := argmin
x,{z(k)}K
k=1
f (1)(z(1)) + g(x)
s.t. (z(k), z(k−1)) ∈ epif(k) (2 ≤ k ≤ K − 1),
(Ax, z(K)) ∈ epif(K) . (19)
Note that the optimization problem (19) is not the same as
(12) due to ERx. Nevertheless, under the assumptions (A1)–
(A3), we can derive the equivalence of the solution sets for
the original problem and its modified problem by ERx as in
the following theorem and corollary.
Theorem 1. We assume that functions f (k) (1 ≤ k ≤ K)
satisfy the assumptions (A1)–(A3). Then, the minimizer x⋆ and
{z⋆(k)}Kk=1 for (19) satisfies
f (k)(z⋆(k)) = z⋆(k−1) (2 ≤ k ≤ K − 1),
f (K)(Ax⋆) = z⋆(K). (20)
Thus, x⋆ is also the minimizer of (12), i.e., Sx = S˜x.
Proof: See Appendix A.
Corollary 1. Let f (k) (1 ≤ k ≤ K − 1) be a (block-wise)
ℓp-type (mixed) norm (p ∈ [1,∞)) and f (K) be any type of
block-wise norm. Then, the set of the minimizers for (12) and
(19) are identical (Sx = S˜x).
C. On Solution Conservation by Epigraphical Relaxation for
ℓ∞-type Mixed Norms
This section discusses the case of the ℓ∞-type mixed norms,
i.e., composite functions including the ℓ∞-norms in their
layers. Concerning the ℓ∞-norm, the following proposition
holds true.
Proposition 3. The ℓ∞-norm is not a strictly increasing
function but a non-decreasing one on RN+ , i.e., for x,y ∈ RN+ ,
if x ≤ y and xn0 < yn0 (0 ≤ ∃n0 ≤ N − 1) then
‖x‖∞ ≤ ‖y‖∞.
Proof: We can easily choose x, y ∈ RN+ satisfying
x ≤ y, xi < yi (0 ≤ ∃n0 ≤ N − 1), and max{xn}N−1n=0 =
max{yn}N−1n=0 . This results in ‖x‖∞ = ‖y‖∞.
From the proposition, the ℓ∞-type mixed norms do not
satisfy the assumptions (A1)–(A3) and thus the ℓ∞-type norm
cannot keep the minimizers due to the lack of the strictly
increasing property. Here, we modify the ℓ∞-type (mixed)
norm to make it strictly increasing.
Proposition 4. Define the modified ℓ∞-norm as ‖ · ‖∞,ǫ :=
‖ · ‖∞+ ǫ‖ · ‖2, where ǫ > 0 is assumed to be a small positive
value. Then, the following statements hold true.
1) ‖ · ‖∞,ǫ is a norm. ‖ · ‖∞ = limǫ→0 ‖ · ‖∞,ǫ.
2) ‖ · ‖∞,ǫ is a strictly increasing function on RN+ .
Proof:
1) It can be trivially verified.
2) According to Proposition 2 and Proposition 3, for x,y ∈
R
N
+ , x ≤ y, and xn0 < yn0 (0 ≤ ∃n0 ≤ N − 1),
‖x‖∞,ǫ ≤ ‖y‖∞ + ǫ‖x‖2
< ‖y‖∞ + ǫ‖y‖2 = ‖y‖∞,ǫ. (21)
From Proposition 4, the following corollary holds.
Corollary 2. Let all the functions f (1) and f
(k)
n of f
(1,k)
in (12) be the ℓp-type (p ∈ [1,∞)) or the modified ℓ∞-type
(mixed) norm. Then, the set of the minimizers for (12) and
(19) are identical (Sx = S˜x).
1) Optimization Algorithm Based on Epigraphical Splitting:
This section designs an optimization algorithm for the case of
the modified ℓ∞-type mixed norm minimization by PDS. For
simplicity, we consider the following 2-layered mixed norm:
Sx = argmin
x∈RN
f (1,2)(Ax) + g(x),
f (1) : RN1 → R+ : x 7→ ‖x‖∞,ǫ,
f (2) : RN2 → RN1 :[
x⊤0 . . . x
⊤
N1−1
]⊤ 7→ [‖x0‖∞,ǫ . . . ‖xN1−1‖∞,ǫ]⊤ .
(22)
By using ERx, the above problem can be converted as follows:
Sx × Sz = argmin
x∈RN , z
‖z‖∞ + ǫ‖z‖2 + g(x)
s.t. f (2)(Ax) ≤ z. (23)
The above constraint can be reformulated by using epigraph-
ical splitting as:
f (2)(Ax) ≤ z⇐⇒ f (2)‖·‖∞(Ax) + f
(2)
ǫ‖·‖2
(Ax) ≤ z,
⇐⇒ f (2)‖·‖∞(Ax) ≤ η1, f
(2)
ǫ‖·‖2
(Ax) ≤ η2,
η1 + η2 − z ≤ 0,
f
(2)
‖·‖∞
: RN2 → RN1 :[
x⊤0 . . . x
⊤
N1−1
]⊤ 7→ [‖x0‖∞ . . . ‖xN1−1‖∞]⊤ ,
f
(2)
ǫ‖·‖2
: RN2 → RN1 :[
x⊤0 . . . x
⊤
N1−1
]⊤ 7→ [ǫ‖x0‖2 . . . ǫ‖xN1−1‖2]⊤ . (24)
The minimization problem can be solve by PDS as
p =
[
x⊤ z⊤ η1
⊤ η2
⊤
]⊤
, G(p) = 0,
H(q) = ‖q1‖∞ + ǫ‖q2‖2 + g(q3) + ιepi‖·‖∞ (q4,q5)
+ ιepiǫ‖·‖2 (q6,q7) + ι[−∞,0](q8),
q = Lp,
L =

O O I O O O O −I
I I O A⊤ O A⊤ O O
O O O O I O I I
O O O O O O O I

⊤
, (25)
where the proximity operator of ‖ ·‖2 is shown in [9] and that
of ‖ · ‖∞ is calculated through the unit-ball projection of its
conjugate norm, i.e. the ℓ1-norm [3].
D. Epigraphical Relaxation for Mixed Matrix Norms
This section discusses ERx on mixed matrix norms. To
apply the formulation based on vectors in (12) for matrices, we
use the (block-wise) vectorized notation as bvec(M0,N0)(X) ∈
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Fig. 1: Example of a composite function for matrices.
R
MN , instead of X ∈ RM×N (see the definition for bvec in
Sec. I-C), and seek the minimizer x⋆, then reshape it to the
matrix X⋆ = bmat(M0,N0)(x
⋆).
x⋆ ∈ argmin
x=bvec(M0,N0)(X)∈R
MN
f (1,K)(Ax) + g(x),
X⋆ = bmat(M0,N0)(x
⋆), (26)
where the specifications of each function at k-th layer in f (1,K)
are
• f (1) : RN1 → R+, f (K) : RNK → R+,
• for an intermediate output vector
bvec(Mk,Nk)(mat(x)) =
[
x⊤0 . . . x
⊤
Nk−1−1
]⊤ ∈ RNk
(Nk =
∑Nk−1−1
b=0 Nk,b, Nk,b is the dimension of
the b-th block of the vector), f (k) : RNk → RNk−1
(2 ≤ k ≤ K − 1) are
f (k)(bvec(Mk,Nk)(mat(x)))
= f (k)(Pkx) =
[
f
(k)
0 (x0) . . . f
(k)
Nk−1−1
(xNk−1−1)
]⊤
,
(27)
where Pk is a certain permutation matrix corresponding
to the reordering operation of bvec(Mk,Nk)(mat(·)). An
example of a composite function f (1,3) for matrices is
given in Fig. 1.
1) ℓp-type Mixed Matrix Norm: From the definition, the ℓp-
matrix norm is equivalent to the ℓp-norm for their vectorized
versions ‖X‖p = ‖vec(X)‖p = ‖bvec(X)‖p. Thus, the ℓp-
matrix norm (p ∈ [1,∞)) is a strictly increasing function on
R
M×N
+ and keeps the minimizers. Similarly, if the modified
ℓ∞-norm ‖ · ‖∞,ǫ, instead of the ℓ∞-norm, is used for layered
mixed norms, the minimizers of the original problem are kept.
2) Schatten-p-type Mixed Matrix Norm: Besides the ℓp-
matrix norm, the Schatten-p-matrix norms are widely used
in many research fields of signal processing. This section
discusses the important cases p = 1, 2,∞.
Proposition 5. The Schatten-2 norm ‖ · ‖S2 is a strictly
increasing function and the Schatten-∞ norm ‖ · ‖S∞ is a
non-decreasing function on RM×N+ .
Proof: See Appendix B.
From Proposition 5, the Schatten-∞ norm cannot be intro-
duced into layered mixed norms for keeping the minimizer.
Inspired from the modified ℓ∞-norm in Sec. III-C, we define
the modified Schatten-∞, ǫ norm ‖ · ‖S∞,ǫ = ‖ · ‖S∞ + ǫ‖ ·
‖F . In similar discussion in Proposition 4, we can verify that
Schatten-∞, ǫ norm is a strictly increasing function.
Unfortunately, the nuclear norm (the Schatten-1 norm) is
neither a strictly increasing function nor a non-decreasing one
as follows:
A =
[
1 1
1 0.9
]
, B =
[
1 1
1 1
]
=⇒ ‖A‖∗ > ‖B‖∗. (28)
Thus, nuclear norm-based mixed norms satisfy neither the
assumption (A3) nor the convexity.
IV. APPLICATION OF EPIGRAPHICAL RELAXATION IN
SIGNAL RECOVERY
This section introduces two practical examples, the DSTV
and the ASNN regularizers, that do not have the closed-form
proximity operator and cannot be tractable without using ERx.
A. Decorrelated Structure-tensor Total Variation
This section introduces the new regularization function by
extending decorrelated vectorial variation (DVTV) proposed in
[14]. VTV [11] evaluates the variation of the RGB channels
for color images (see Appendix D) and DVTV is the extended
version of VTV that calculates VTV on the luma-chroma color
space. For an N -sample color image x ∈ R3N , DVTV is
defined as
‖x‖DVTV =
N−1∑
n=0
w
√√√√ 1∑
j=0
d2y,n,j +
√√√√ 2∑
c=1
1∑
j=0
d2c,n,j
 ,
= ‖P(1)D(C0 ⊗ I)x‖(w,2,4)1,2 ,
‖x‖(w,2,4)1,2 = w‖x1‖1,2 + ‖x2‖1,2,
x =
[
x⊤1 x
⊤
2
]⊤
, (x1 ∈ R2N , x2 ∈ R4N ),
D = diag(D0,D0,D0),
D0 =
[
D⊤v D
⊤
h
]⊤
, (29)
where dy,n,0 and dy,n,1 are the n-th luma vertical and hori-
zontal differences, dc,n,0 and dc,n,1 are the n-th chroma ones.
Dv, Dh ∈ RN×N are the vertical and horizontal difference
matrices, respectively, and C0 ∈ R3×3 the DCT matrix which
acts as the RGB-luma/chroma color space transformation.P(1)
permutes the vertical and horizontal differences of the luma
and chroma channels of each sample as
P(1)Dx =
[
d⊤y d
⊤
c
]⊤
,
dy =
[
d⊤y,0 . . . d
⊤
y,N−1
]⊤
,
dy,n =
[
dy,n,0 dy,n,1
]⊤
,
dc =
[
d⊤c,0 . . . d
⊤
c,N−1
]⊤
,
dc,n =
[
d1,n,0 d1,n,1 d2,n,0 d2,n,1
]⊤
. (30)
Now we generalize DVTV to DSTV which is defined as
‖x‖DSTV =
N−1∑
n=0
w‖Xy,n‖∗ +
N−1∑
n=0
√√√√ 2∑
c=1
‖Xc,n‖2∗,
Xy,n =
[
d
(X)
y,n,0 d
(X)
y,n,1
]
, Xc,n =
[
d
(X)
c,n,0 d
(X)
c,n,1
]
,
(31)
7where d
(X)
y,n,0 ∈ RW
2
and d
(X)
y,n,1 ∈ RW
2
are the vertical and
horizontal differences in the W ×W local patch centered at
the n-th luma sample, and dc,n,0 and dc,n,1 are those of the
chroma sample. DSTV is reduced to DVTV when W = 1.
Since the structure tensor captures first-order information
around a local region, it carries more flexible and robust
measures of image variation than DVTV. Moreover, DSTV
evaluates the mixed norm of chroma STVs that promotes
the group sparsity of the STVs. This formulation is natural
because if a region is very smooth, both chroma STVs are
expected to be zero simultaneously.
DSTV can be expressed by using a mixed norm as
‖x‖DSTV = ‖EP(1)D(C0 ⊗ I)x‖(w)1,2,∗
= f (1,2)(EP(1)D(C0 ⊗ I)x),
‖x‖(w)1,2,∗ =
N−1∑
n=0
w‖xn‖∗ +
N−1∑
n=0
√√√√ 2∑
c=1
‖xc,n‖2∗, (32)
where E ∈ R6W 2N×6N is an expansion operator that dupli-
cates all the gradients P(1)D(C0 ⊗ I)x in all the patches.
Since f (1,2) = f (1) ◦ f (2), where f (1) = ‖ · ‖(w,2,4)1,2 is the
ℓp-type mixed norm and f
(2) is a block-wise nuclear norm,
f (1,2) satisfies the assumptions (A1)–(A3).
Here, let us consider to recover the original image x̂ ∈
[0, 1]3N from the incomplete measurement y ∈ RM . We
assume that the observation is contaminated by additive Gaus-
sian noise n ∈ R after some degradation Φ ∈ RM×3N as
y = Φx̂ + n. Image recovery by the DSTV minimization
with the ℓ2-ball data fidelity constraint is formulated as
Sx = argmin
x∈[0,1]3N
‖EP(1)D(C0 ⊗ I)x‖(w)1,2,∗
s.t. Φx ∈ B2(y, ǫ). (33)
Since ‖ · ‖1,2,∗ does not have a closed-form expression of the
proximity operator, we apply ERx for (33) as
Sx × Sz = argmin
x∈R3N ,z
‖z‖(w,2,4)1,2 + ιB2(y,ǫ)(Φx)
+ ιepi‖·‖∗ (EP
(1)D(C0 ⊗ I)x, z) + ι[0,1]3N (x).
(34)
In this paper, we construct the solver for (34) by PDS. The
detail algorithm is summarized in Algorithm 1, where
p =
[
x⊤ z⊤
]⊤
, G(p) = ι[0,1]3N (x),
H(q) = ‖q1‖1 + ιB2(y,ǫ)(q2) + ιepi‖·‖∗ (q3,q4),
q =
[
q⊤1 q
⊤
2 q
⊤
3 q
⊤
4
]⊤
= Lp,
L =
[
O Φ⊤ (EP(1)D(C0 ⊗ I))⊤ O
I O O I
]⊤
. (35)
The proximity operator of ‖·‖(w,2,4)1,2 is a group thresholding
operator given in [14] and that of ιB2(y,ǫ) is the ℓ2-norm ball
projection [8] as:
x⋆ = PB(y,ǫ)(x) =
{
x x ∈ B(y, ǫ)
y + ǫ x−y‖x−y‖2 (otherwise)
. (36)
Algorithm 1 Solver for (34) by PDS
1: set n = 0 and choose initial parameters for p(0) , q(0) .
2: while ‖p(n) − p(n−1)‖2 > ǫstop do
3: p˜(n) :=
[
x˜(n)⊤ z˜(n)⊤
]⊤
= p(n) − γ1L
⊤q(n)
4: p(n+1) =
[
proxι
[0,1]N
(x˜(n))⊤ z˜(n)⊤
]⊤
5: t(n) = q(n) + γ2L(2p
(n+1) − p(n))
6: q(n+1)1 = t
(n)
1 − γ2prox 1
γ2
‖·‖
(w,2,4)
1,2
(
1
γ2
t
(n)
1
)
.
7: q(n+1)2 = t
(n)
2 − γ2prox 1
γ2
ιB2(y,ǫ)
(
1
γ2
t
(n)
2
)
.
8: (q(n+1)3 ,q
(n+1)
4 ) = (t
(n)
3 , t
(n)
4 ) −
γ2prox 1
γ2
epi‖·‖∗
(
1
γ2
(t
(n)
3 , t
(n)
4 )
)
.
9: n = n+ 1.
10: end while
11: Output x(n).
The epigraphical projection of the nuclear norm (Pepi‖·‖S1 in
(5)) requires the computation of the epigraphical projection of
the ℓ1-norm (Pepi‖·‖1 ). Although the general formulation of
the epigraphical projection of the ℓ1-norm (1) was shown in
[9], the specific value of λ⋆ was not. The closed-form solution
λ⋆ is given in the next section.
1) Closed-form Epigraphical Projection of ℓ1-Norm:
Proposition 6. Let λ⋆ be a positive root of the function (2),
and ρ : [0, N − 1] → [0, N − 1] be a mapping to permute
the elements of x ∈ RN in descending order in terms of
the absolute value (|xρ(0)| ≥ . . . ≥ |xρ(N−1)|). λ⋆ can be
represented as
λ⋆ =
{
−s (s < −|xρ(0)|)
SN0−s
N0+2
(ŜN0,0 ≤ s < ŜN0,1)
,
ŜN0,m = SN0 − (N0 + 2)|xρ(N0+m)| (m = 0, 1), (37)
where 0 ≤ N0 ≤ N −1 and SN0 =
∑N0
n=0 |xρ(n)|. We assume
that xρ(N) = 0.
Proof: See Appendix C.
B. Amplitude Spectrum Nuclear Norm Promoting and Its
Application to Frequency-domain RPCA
As well as sparse modeling, low-rank modeling is also one
of the most effective approaches that can analyze and extract
an intrinsic structure from observations [24], [30]–[37]. For
example, robust PCA (RPCA) [24], [30], [35], [37] can extract
principal components lying a low-dimensional subspace from
an observed matrix in the presence of outliers. An example of
low-dimensional components L̂0 ∈ R25×20 is shown in Fig.
2(a), where m-th column of L̂s is set as
[L̂s]m,n =
{
1 (sn ≤ m ≤ sn+ 4)
0 (otherwise)
. (38)
The problem formulation for RPCA is given as follows [24]:
{L⋆, S⋆} ∈ argmin
L, S
‖L‖∗ + φ(S) s.t. X = L+ S, (39)
where φ is a sparsity-promoting function, e.g., the ℓ1-norm
and the ℓ1-norm ball constraint
6.
6Although the original RPCA [24] employs the ℓ1-norm as φ, we use
the ℓ-norm ball constraint for experiments in Sec. V-B for fair performance
comparison between the nuclear norm and the ASNN.
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Fig. 2: Examples of target signals.
One of the drawback of RPCA is the sensitivity against the
shift or the misalignment of target components. Fig. 2(b) and
(c) show target components shifted every one and two sample
L̂1, L̂2 ∈ R25×20, respectively. When target components are
not aligned exactly due the shift (Fig. 2(b) and (c)), they are
not lying low-dimensional subspace any more. Consequently,
RPCA cannot extract the intrinsic structure precisely.
To resolve this drawback, we utilize the fundamental signal
processing theory: the amplitude spectra of an original and
its (circularly) shifted signals are the same. For example, for
given L̂s =
[
ℓ̂s,0 · · · ℓ̂s,N−1
]
,
|Wℓ̂s,n1 | = |Wℓ̂s,n2 |, (40)
where W denotes the FFT matrix ([W]m,n =
exp
(−j2πN mn)). According to this nature, we design
ASNN ‖ · ‖ASNN : RM×N → R as:
‖X‖ASNN = ‖|WX|‖∗. (41)
The ASNN takes small value when columns in X have an
isomorphic structure even in the presence of shift.
Now we modify the cost function of RPCA by using the
ASNN, which is termed as frequency-domain RPCA (F -
PCA), as:
{L⋆, S⋆} ∈ argmin
L, S
‖X‖ASNN + φ(S) s.t. X = L+ S
= argmin
L, S
‖|WL|‖∗ + φ(S) + ι{X}(L+ S)
= argmin
L, S
‖|WL|‖∗ + φ˜(L,S,X), (42)
where φ˜(L,S,X) = φ(S) + ι{X}(L + S). Note that the
absolute value of a complex number can be considered as the
ℓ2 norm of the real and imaginary parts: |a+jb| =
√
a2 + b2 =∥∥∥[a b]⊤∥∥∥
2
. With this in mind, |WL| can be reformulated as:
|WL| = |(C− jS)L| =
∥∥∥∥P [ C−S
]
L
∥∥∥∥
∗,2
= ‖TL‖∗,2 , (43)
where [C]m,n = cos
(
2π
N mn
)
, [S]m,n = sin
(
2π
N mn
)
, and ‖ ·
‖∗,2 : R2M×N → R is defined as:
X :=
 x0,0 · · · x0,N−1... . . . ...
xM−1,0 · · · xM−1,N−1
 , (xm,n ∈ R2)
‖X‖∗,2 := ‖g‖·‖2(X)‖∗,
g‖·‖2(X) :=
 ‖x0,0‖2 · · · ‖x0,N−1‖2... . . . ...
‖xM−1,0‖2 · · · ‖xM−1,N−1‖2
 . (44)
As shown in Sec. III-D, the nuclear norm is not a non-
decreasing function on RM×N+ . Thus, ‖·‖∗,2 is not even a
convex function.
To find an approximated solution for the problem (42), we
introduce ERx as follows:
argmin
L, S
‖TL‖∗,2 + φ˜(L,S,X)
= argmin
L, S
‖Z‖∗ + φ˜(L,S,X) s.t. g‖·‖2 (TL) = Z,
ERx−−−→ argmin
L, S
‖Z‖∗ + φ˜(L,S,X) s.t. g‖·‖2 (TL) ≤ Z
= argmin
L, S
‖Z‖∗ + φ˜(L,S,X) + ιepi‖·‖2 (TL,Z) ,
{ℓ˜, s˜} ∈ argmin
ℓ, s
‖z‖∗ + φ˜(ℓ, s,x) + ιepi‖·‖2
(
T̂ℓ, z
)
, (45)
where x = vec(X), ℓ = vec(L), s = vec(S), and T̂ = I⊗T.
Since the objective function in the last line of (45) is con-
vex, the global minimizer can be found by PDS. Note that
the problem (45) is obtained by epigraphical relaxation, the
minimizer for (45) is not the one for (42). The minimization
problem can be solve by PDS as
p =
[
ℓ⊤ s⊤ z⊤
]⊤
, G(p) = 0,
H(q) = ‖q1‖∗ + φ(q2) + ι{x}(q3) + ιepi‖·‖2 (q4,q5),
q = Lp, L =
O O I T̂⊤ OO I I O O
I O O O I
⊤ . (46)
The detailed algorithm is summarized in Algorithm 2.
Remark 3. We can easily extend the ASNN in the 1-
dimensional signal case to the multidimensional signal
case. For given D-dimensional array tensors {Xn}N−1n=0 ⊂
R
N0×N1×···×ND−1 , we define the multidimensional ASNN
(MASNN) as
‖X‖MASNN = ‖|WDX|‖∗ = ‖TX‖∗,2 ,
X =
[
vec(X0) · · · vec(XN−1)
] ∈ R∏D−1d=0 Nd×D,
WD = W ⊗ · · · ⊗W, T = P
[
T⊤r T
⊤
i
]⊤
, (47)
where Tr and Ti are the combination of the Kronecker
products of C and S. For example D = 2,
W2 = W ⊗W = (C− jS)⊗ (C− jS),
Tr = (C⊗C)− (S⊗ S),
Ti = − ((C⊗ S) + (S⊗C)). (48)
V. EXPERIMENTAL RESULTS
This section evaluates the proposed regularizers, DSTV and
the ASNN, in practical applications. DSTV is applied to image
recovery in Sec. V-A and the ASNN signal decomposition in
Sec. V-B. The following experiments were performed using
MATLAB (R2019b, 64bit) on Mac OS X (Version 10.15.4)
with an Intel Core i7 2.8 GHz quad-core processor and 16
GB LPDDR3 memory.
9(a) Image 1 (b) Observation (c) VTV (d) DVTV (e) STV (f) ASTV (g) DSTV
(h) Image 2 (i) Observation (j) VTV (k) DVTV (l) STV (m) ASTV (n) DSTV
(o) Image 3 (p) Observation (q) VTV (r) DVTV (s) STV (t) ASTV (u) DSTV
(v) Image 4 (w) Observation (x) VTV (y) DVTV (z) STV (aa) ASTV (ab) DSTV
Fig. 3: Reconstructed images of compressed image sensing. Numerical results (PSNR [dB]), (Image 1) VTV: 21.44, DVTV:
26.22, STV: 21.42, ASTV: 25.49, DSTV: 27.24, (Image 2) VTV: 23.20, DVTV: 27.59, STV: 23.34, ASTV: 27.64, DSTV:
29.14, (Image 3) VTV: 29.14, DVTV: 31.24, STV: 29.19, ASTV: 30.98, DSTV: 32.09, (Image 4) VTV: 24.89, DVTV: 27.83,
STV: 24.98, ASTV: 28.72, DSTV: 29.17.
Algorithm 2 Solver for (42)
1: set n = 0 and choose initial parameters for p(0) , q(0) .
2: while ‖p(n) − p(n−1)‖2 > ǫstop do
3: p(n+1) = p(n) − γ1L
⊤q(n)
4: t(n) = q(n) + γ2L(2p
(n+1) − p(n))
5: q
(n+1)
1 = t
(n)
1 − γ2prox 1
γ2
‖·‖∗
(
1
γ2
t
(n)
1
)
.
6: q
(n+1)
2 = t
(n)
2 − γ2prox 1
γ2
φ
(
1
γ2
t
(n)
2
)
.
7: q(n+1)3 = t
(n)
3 − γ2prox 1
γ2
ι{x}
(
1
γ2
t
(n)
3
)
.
8: (q
(n+1)
4 ,q
(n+1)
5 ) = (t
(n)
4 , t
(n)
5 ) −
γ2prox 1
γ2
epi‖·‖2
(
1
γ2
(t
(n)
4 , t
(n)
5 )
)
.
9: n = n+ 1.
10: end while
11: Output x(n).
A. Image Recovery by DSTV
We evaluated the performance of the proposed DSTV in
compressed sensing reconstructions by using the minimiza-
tion problem in (33). We also evaluated VTV [11], DVTV
[14], STV [16], and ASTV [34] as conventional methods by
replacing DSTV to them in (33). For STV regularizers, the
patch size is 3×3. For DVTV and DSTV, we set the weighting
parameter w = 0.5 in (29) and (32). Four test images from
Berkeley Segmentation Database (BSDS300) [38] shown in
Figs. 3(a), (h), (o), and (v) were used. The size of the cropped
images was set to 256 × 256. In compressed image sensing,
0 200 400 600 800 1000
Number of iterations
10
-15
10
-10
10
-5
10
0
M
S
E
Without ERx
With ERx
Fig. 4: Profile of MSE: (red) the minimizer of VTVwoERx/the
updated solution of VTVwERx, (dashed black) the minimizer
and the updated solution of VTVwoERx.
each incomplete observation y = Φx̂ + n (Φ := SΦ˜) is
obtained by the Noiselet transform [39] Φ˜ followed by random
downsampling S ∈ RL×N (L = 0.2 × N) in the presence
of additive white Gaussian noise n with standard derivation
σ = 0.1. The radius ǫ was set to the oracle value, i.e.,
ǫ = ‖Φx̂− y‖2.
First, we demonstrate the identity of the minimizers be-
tween the VTV minimization problems without and with ERx
(VTVwERx and VTVwoERx) by using the test image Image
1. Appendix D describes the detail algorithms for VTVwERx
and VTVwoERx. The solver for VTVwERx is given in Al-
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gorithm 3. In Fig. 4, the red curve shows the profile of the
MSE between the minimizer of VTVwoERx (x⋆woERx) and
the updated solution of VTVwERx (x
(n)
wERx) in each iteration
( 13N ‖x(n)wERx − x⋆woERx‖2) and the dashed black curve shows
the one between x⋆woERx and the updated solution of VTV-
woERx (x
(n)
woERx) in each iteration (
1
3N ‖x(n)woERx−x⋆woERx‖2).
The stop criteria in Algorithm 3 was set to ǫe = 10
−7. As
the red curve indicates, the updated solution to VTVwERx
is monotonically approaching the minimizer to VTVwoERx.
In addition, although the convergence rate of VTVwERx is
slightly slower than that of VTVwoERx, the difference is not
remarkable as the two curves show. Average times for one
iteration for VTVwoERx and VTVwERx are 0.013 [sec] and
0.016 [sec], respectively.
Next, we show the reconstructed images in Fig. 3. DSTV
can reduce the false-color and stair-casing artifacts better
due to the benefits from decorrelation and STV. As well
as subjective quality, DSTV achieves the best reconstruction
performance in terms of the reconstruction error (PSNR [dB]).
B. Frequency-domain Robust PCA
This section demonstrates F -PCA by the ASNN presented
in Sec. IV-B. In this experiment, we extract target components
with an isomorphic structure L̂s from an observed signal
corrupted with sparse noise asX = L̂s+Ŝs. The target compo-
nents used in this experiment are L̂0, L̂1, and L̂2 given in Fig.
2. The sparse noise Ŝs ∈ {0, 1}43×20 contains 1s in the region
ofNs = {(m,n) ∈ {0, 1, . . . , 42}×{0, 1, . . . , 19} | [Ls]m,n =
0} with the probability of p = 0.025, 0.05, 0.1. We apply
RPCA and F -PCA to extract the target component L̂s. φ is
set to the ℓ1-ball constraint as φ(s) = B1(s, ǫ) where ǫ is
set as the oracle value, i.e., ǫ = ‖Ŝs‖1. The stop criteria in
Algorithm 2 is ǫe = 10
−5.
Fig. 5 show the original signals L̂s, the sparse noise signals
Ŝs, and their estimates L
⋆
s and S
⋆
s obtained from RPCA and
F -PCA, respectively. Note that, in Fig. 5, L̂0 and Ŝ0 and their
estimates are flipped as JL̂0 and JŜ0 for clearer visualization.
In the case of the shift of 0, the target components L̂0
are lying in 1-dimensional subspace. In this case, RPCA
decomposes the target components and the noise components
almost perfectly by minimizing the nuclear norm. On the other
hand, the accuracy for decomposition by F -PCA is worse
than RPCA because the ASNN cannot distinguish the similar
components with an identical frequency structure. However,
in the case of the shift of 1 and 2, F -PCA can estimate
the original component L̂s much better than RPCA due to
low-rankness promoting for amplitude spectrum. As well as
subjective quality, F -PCA achieved higher PSNR than RPCA
as shown in Table II.
1) Promising Applications of ASNN: Although we have
conducted the experiments by using only the synthetic data, the
ASNN for promoting low-rankness of the amplitude spectrum
is expected to be effective in many research fields of signal
processing.
In speech and audio denoising, enhancement, and separa-
tion, many methods [40], [41] typically attempt to find low-
rank components from the amplitude spectrogram obtained
TABLE II: Numerical results (PSNR [dB])
p = 0.025 p = 0.05 p = 0.1
Shift:0
RPCA 103.57 103.95 102.63
F -RPCA 42.56 26.68 16.47
Shift:1
RPCA 18.92 16.75 13.69
F -RPCA 43.32 27.41 16.55
Shift:2
RPCA 16.19 13.02 10.79
F -RPCA 45.32 27.39 16.54
by the short-time Fourier transform (STFT) of an input sig-
nal, because the targeted amplitude spectrogram of interest
often tends to be low-rank. However, since the amplitude
spectrogram-based approaches do not pay attention to the
phase spectra estimation, the estimated signal is not necessarily
proper. In order to find a more reasonable estimate, recent stud-
ies have suggested phase-aware approaches by using complex-
valued spectrograms [42]–[46]. From the viewpoint of low-
rank modeling approach, Emiya et.al. have clarified the fact
that the rank of the complex spectrogram is the number of
sinusoids forming an input signal [45], then Masuyama et.al.
have proposed an effective way of promoting low-rankness of
the complex spectrograms [46]. Here, we should note that the
rank of the complex spectrogram increases when the number
of sinusoids of a target signal increases, even though the rank
of the amplitude spectrogram is much lower. In such a case,
it becomes more difficult to estimate the target signal. The
situation would be more severe if the observation suffers from
some interference, e.g., a high level of noise. By introducing
the ASNN into phase-aware approaches, we can consider low-
rankness of both the amplitude and complex spectrograms.
Finally, a more reasonable estimate could be obtained robustly.
Low-rankness-aware approaches also contribute many im-
age processing tasks, e.g., foreground/background decompo-
sition, illumination and occlusion correction, and reflection
removal from multiple images [30]. In those tasks, image mis-
alignment due to the shift during observation, e.g., handshak-
ing and camera pan, causes severe degradation to accuracy.
The ASNN can handle this problem because it can robustly
extract low-dimensional components under the shift.
VI. CONCLUDING REMARKS
In this paper, we proposed a generic framework of ERx
for non-proximable mixed norms. As long as the closed-form
proximity operators of a decoupled norm and epigraphical
constraints can be computed in closed-form, we can efficiently
handle multi-layered non-proximable mixed norms by proxi-
mal splitting algorithms. We theoretically proved that if each
function, except for the innermost function, was a strictly
increasing function, we could guarantee the equivalence of
the minimizers between the original problem and the modi-
fied problem by ERx. Then, we thoroughly investigated the
strictly increasing property for the ℓp vector/matrix norms
(p ∈ [1,∞)) and the Schatten-p norms (p = 1, 2). Moreover,
for the ℓ∞-vector/matrix norms and the Schatten-∞ norm, we
modified them strictly increasing and presented optimization
procedure by using epigraphical splitting. Then, we intro-
duced two non-proximable regularization functions. The first
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(a) Original JL̂0 (b) Noise JŜ0 (c) Original L̂1 (d) Noise Ŝ1 (e) Original L̂2 (f) Noise Ŝ2
(g) RPCA JL⋆0 (h) RPCA JS
⋆
0 (i) RPCA L
⋆
1 (j) RPCA S
⋆
1 (k) RPCA L
⋆
2 (l) RPCA S
⋆
2
(m) F−RPCA JL⋆0 (n) F−RPCA JS⋆0 (o) F−RPCA L⋆1 (p) F−RPCA S⋆1 (q) F−RPCA L⋆2 (r) F−RPCA S⋆2
Fig. 5: Original target components, noise components with the probability of p = 0.05, and their estimates obtained by RPCA
and F -RPCA. Numerical errors (PSNR [dB]) between the original target components L̂s and their estimates L⋆s are (Shift:0)
RPCA: 102.23, F -PCA: 26.93, (Shift:1) RPCA: 17.9, F -RPCA: 27.57, (Shift:2) RPCA: 12.98, F -RPCA: 27.68.
is DSTV. For DSTV, the epigraphical projection of the ℓ1-
norm required to the DSTV minimization was shown. Finally,
the DSTV-based image recovery achieved better performance
than the conventional TV and STV regularizers. The second
is the ASNN that can robustly evaluate the similarity of the
structure among signals in the presence of the misalignment. In
the experiments, F -RPCA with the ASNN can extract intrinsic
components from an observed matrix with sparse noise, even
if the target components are misaligned due to the shift.
APPENDIX A
PROOF FOR THEOREM 1
Proof: If, for k = 2, f (2)(z⋆(2)) 6= z⋆(1), then there exist,
at least, one index i1 ∈ {0, . . . , N − 1} and ǫi1 ∈ (0, 1)
satisfying
0 ≤ [f (2)(z⋆(2))]i1 ≤ ǫi1z⋆(1)i1 < z
⋆(1)
i1
, ∃ǫi1 ∈ (0, 1). (49)
Define z˜(1) by replacing the i1-th element of z
⋆(1) as
z˜(1) :=
[
. . . z
⋆(1)
i1−1
ǫi1z
⋆(1)
i1
z
⋆(1)
i1+1
. . .
]⊤
. (50)
Then, f (1)(z˜(1)) < f (1)(z⋆(1)) ((z⋆(2), z˜(1)) ∈ epif(2)) from
the strictly increasing property of f (1). This contradicts that
z⋆(1) is the minimizer of the problem (19).
Next, let us assume that the equalities (20) hold for k = 2,
and does not for k = 3, i.e., f (2)(z⋆(2)) = z⋆(1), f (3)(z⋆(3)) 6=
z⋆(2). Then there exist, at least, one index i2 ∈ {0, . . . , N−1}
that satisfies
0 ≤ [f (3)(z⋆(3))]i2 ≤ ǫi2z⋆(2)i2 < z
⋆(2)
i2
, ∃ǫi2 ∈ (0, 1). (51)
Define z˜(2) :=
[
. . . z
⋆(2)
i2−1
ǫi2z
⋆(2)
i2
z
⋆(2)
i2+1
. . .
]⊤
. Since
f (2) is a block-wise strictly increasing function, there exists,
at least, one index i1 ∈ {0, . . . , N − 1} that satisfies
[f (2)(z˜(2))]i1 < ǫi1z
⋆(1)
i1
< z
⋆(1)
i1
(= [f (2)(z⋆(2))]i1 ). (52)
Define z˜(1) as in (50), then, by the same discussion, we can
derive that f (1)(z˜(1)) < f (1)(z⋆(1)). By repeating the same
discussion, we can verify the theorem.
APPENDIX B
PROOF FOR THEOREM 5
Proof: It follows trivially for Schatten-2 norm ‖ · ‖S2
since it is equivalent to the Frobenius norm ‖ · ‖F . As for the
Schatten-∞ norm ‖ ·‖S∞ , it is equivalent to the induced norm
‖ · ‖ind based on ℓ2 norm as:
‖A‖∞ = ‖A‖ind = max
‖x‖2≤1
‖Ax‖2. (53)
We first remark that for ∀A ∈ RM×N+ , there exists x⋆ ∈
R
N
+ or R
N
− achieves the maximum x
⋆ ∈ argmax
‖x‖2≤1
‖Ax‖2. To
prove this we assume the maximizer x⋆ includes positive and
negative values x⋆n ≥ 0 (n ∈ Np) and x⋆n < 0 (n ∈ Nn), where
Np ∪ Nn = {0, . . . , N − 1}. Then, from the basic triangle
inequality (a + b)2 = |a + b|2 ≤ (|a| + |b|)2, we derive the
contradiction as follows:
‖Ax⋆‖22 =
∑
m
∑
n∈Np
Am,nx
⋆
n +
∑
n∈Nn
Am,nx
⋆
n
2
≤
∑
m
∑
n∈Np
Am,nx
⋆
n +
∑
n∈Nn
Am,n(−x⋆n)
2
= ‖Ax˜‖22, (54)
12
where
[x˜]n =
{
x⋆n (n ∈ Np)
−x⋆n (n ∈ Nn)
, x˜ ∈ RN+ , ‖x˜‖2 ≤ 1. (55)
This contradicts the assumption. Obviously, if x˜ ∈ RN+ is the
minimizer, then −x˜ ∈ RN− (the set of the vectors with non-
positive entries) is also the maximizer.
Next, we assume A, B ∈ RM×N+ satisfy Am,n ≤ Bm,n
and Am0,n0 < Bm0,n0 and x
⋆ ∈ RN+ is such that x⋆ ∈
argmax
‖x‖2≤1
‖Ax‖2. Then Ax⋆
‖A‖2S∞ = ‖Ax⋆‖22
=
∑
m
∑
n6=n0
Am,nx
⋆
n +Am0,n0x
⋆
n0
2
≤
∑
m
∑
n6=n0
Bm,nx
⋆
n +Bm0,n0x
⋆
n0
2
= ‖Bx⋆‖22 ≤ max
‖x‖2≤1
‖Bx‖22 = ‖B‖2S∞. (56)
Thus, ‖ · ‖S∞ is a non-decreasing function. It is, however, not
a strictly increasing function as in the following example. For
A and B be A =
[
1 0
0 0
]
, B =
[
1 0
0 0.9
]
, we can easily
verify A ≤ B, A1,1 < B1,1, and ‖A‖S∞ = ‖B‖S∞ .
APPENDIX C
PROOF FOR PROPOSITION 6
Proof: We consider the following two cases. First, we
assume that λ⋆ is greater than the highest absolute value in
the input vector, i.e., λ⋆ > |xρ(0)|. In this case, the solution
λ⋆ should satisfy the following equation:
ϕ(λ⋆) = −λ⋆ − s = 0 ⇒ λ⋆ = −s (> |xρ(0)|). (57)
Next, let us consider |xρ(N0)| ≥ λ⋆ > |xρ(N0+1)|. In this
case, ψ(λ⋆) =
∑N0
n=0(|xσ(n)| − λ⋆) − λ⋆ − s = 0. Thus, the
solution λ⋆ should satisfy
|xσ(N0+1)| < λ⋆ =
SN0 − s
(N0 + 2)
≤ |xσ(N0)|. (58)
Conversely, we can verify (37) by introducing into φ(λ).
APPENDIX D
VECTORIAL TOTAL VARIATION MINIMIZATION
ALGORITHMS WITH AND WITHOUT EPIGRAPHICAL
RELAXATION
Let us consider vectorial TV (VTV) [11] ‖x‖VTV for color
images x =
[
x⊤0 x
⊤
1 x
⊤
2
]⊤ ∈ R3N which is a mixed norm
formulated as
‖x‖VTV =
N−1∑
n=0
√√√√ 2∑
c=0
(d2c,n,0 + d
2
c,n,1), (59)
where dc,n,0 and dc,n,1 are the c-th channel vertical and
horizontal differences of the n-th pixel, respectively. Then,
Algorithm 3 Solver for (61)
1: set n = 0 and choose initial parameters for x(0) , {q
(0)
k
}.
2: while ‖x(n) − x(n−1)‖2 > ǫstop do
3: x˜(n) = x(n) − γ1(Φ
⊤q
(n)
2 +D
⊤P(2)⊤q
(n)
3 )
4: z˜(n) = z(n) − γ1(q
(n)
1 + q
(n)
4 )
5: x(n+1) = proxι
[0,1]N
(x˜(n)), z(n+1) = z˜(n)
6: t(n)1 = q
(n)
1 + γ2(2z
(n+1) − z(n))
7: t(n)2 = q
(n)
2 + γ2Φ(2x
(n+1) − x(n)).
8: t
(n)
3 = q
(n)
3 + γ2P
(2)D(2x(n+1) − x(n))
9: t(n)4 = q
(n)
4 + γ2(2z
(n+1) − z(n)).
10: q(n+1)1 = t
(n)
1 − γ2prox 1
γ2
‖·‖1
(
1
γ2
t
(n)
1
)
.
11: q(n+1)2 = t
(n)
2 − γ2prox 1
γ2
ιB2(y,ǫ)
(
1
γ2
t
(n)
2
)
.
12: (q(n+1)3 ,q
(n+1)
4 ) = (t
(n)
3 , t
(n)
4 ) −
γ2prox 1
γ2
ιepi‖·‖2
(
1
γ2
t
(n)
3 ,
1
γ2
t
(n)
4
)
.
13: n = n+ 1.
14: end while
15: Output x(n).
the definition (59) can be equivalently reformulated by using
the ℓ1,2-mixed norm as
‖x‖VTV = ‖P(2)Dx‖1,2 = f (1) ◦ f (2)(PDx),
f (1) : RN → R+ : x 7→ ‖x‖1,
f (2) := f‖·‖2 : R
6N → RN+ :[
x⊤0 . . . x
⊤
N−1
]⊤ 7→ [‖x0‖2 . . . ‖xN−1‖2]⊤ , (60)
where P(2) is the permutation matrix that permutes
the vertical and horizontal differences of the R, G,
and B channels of each sample consecutively aligned
as P(2)Dx =
[
d⊤0 · · · d⊤N−1
]⊤
, where dn =[
d0,n,0, d0,n,1, d1,n,0, d1,n,1, d2,n,0, d2,n,1
]⊤
. From Propo-
sition 2, VTV satisfies the assumption of (12).
Hereafter we show the algorithms for VTV minimization
with/without ERx (VTVwERx/VTVwoERx). First, we apply
ERx as
Sx = argmin
x∈[0,1]3N
‖P(2)Dx‖(6)1,2 s.t. x ∈ B2(y, ǫ),
ERx−−−→ Sx × Sz = argmin
x∈R3N ,z
‖z‖1 + ιB2(y,ǫ)(x)
+ ιepi‖·‖2 (P
(2)Dx, z) + ι[0,1]3N (x), (61)
The algorithm of VTVwERx can be solve by PDS as
p =
[
x⊤ z⊤
]⊤
, G(p) = ι[0,1]3N (x),
H(q) = ‖q1‖1 + ιB2(y,ǫ)(q2) + ιepi‖·‖2 (q3,q4),
q = Lp, L =
[
O Φ⊤ (P(2)D)⊤ O
I O O I
]⊤
. (62)
The proximity operator of ι[0,1]3N is the clipping operation to
[0, 1], ‖ · ‖1 is the soft-thresholding operator, that of ιepi‖·‖2 is
given in (3), and that of ιB2(y,ǫ)(x) is the projection onto the
ℓ2-norm ball as shown in (36). The algorithm is summarized
in Algorithm 3. For VTVwoERx, we apply PDS as
p = x, G(p) = ι[0,1]3N (x), H(q) = ‖q1‖1,2 + ιB2(y,ǫ)(q2),
q = Lp, L =
[
(P(2)D)⊤ Φ⊤
]⊤
, (63)
where the proximity operator of the ℓ1,2-norm is the group
soft-thresholding operator [9].
13
REFERENCES
[1] S. Theodoridis, Machine Learning: A Bayesian and Optimization Per-
spective, 1st ed. Orlando, FL, USA: Academic Press, Inc., 2015.
[2] S. Sra, S. Nowozin, and S. J. Wright, Optimization for Machine
Learning. The MIT Press, 2011.
[3] F. Bach, R. Jenatton, J. Mairal, and G. Obozinski, “Optimization with
sparsity-inducing penalties,” Found. Trends Mach. Learn., vol. 4, no. 1,
pp. 1–106, Jan. 2012.
[4] P. L. Combettes and J.-C. Pesquet, “A proximal decomposition method
for solving convex variational inverse problems,” Inverse Problems,
vol. 24, no. 6, p. 065014, Nov. 2008.
[5] T. Goldstein and S. Osher, “The split Bregman method for L1-
regularized problems,” SIAM J. Imag. Sci., vol. 2, no. 2, pp. 323–343,
Apr. 2009.
[6] N. Pustelnik, C. Chaux, and J. Pesquet, “Parallel proximal algorithm
for image restoration using hybrid regularization,” IEEE Trans. Image
Process., vol. 20, no. 9, pp. 2450–2462, Sep. 2011.
[7] M. V. Afonso, J. M. B.-Dias, and M. A. T. Figueiredo, “An augmented
lagrangian approach to the constrained optimization formulation of
imaging inverse problems,” IEEE Trans. Image Process., vol. 20, no. 3,
pp. 681–695, Mar. 2011.
[8] H. H. Bauschke and P. L. Combettes, Convex Analysis and Monotone
Operator Theory in Hilbert Spaces. New York, NY, USA: Springer-
Verlag, 2011.
[9] A. Beck, First-Order Methods in Optimization. Philadelphia, PA:
Society for Industrial and Applied Mathematics, 2017.
[10] L. I. Rudin, S. Osher, and E. Fatemi, “Nonlinear total variation based
noise removal algorithms,” Phys. D, vol. 60, no. 1-4, pp. 259–268, Nov.
1992.
[11] X. Bresson and T. F. Chan, “Fast dual minimization of the vectorial
total variation norm and applications to color image processing,” Inverse
Probl. Imag, vol. 2, no. 4, pp. 455–484, Nov. 2008.
[12] R. H. Chan, Y. Dong, and M. Hintermuller, “An efficient two-phase
L1-TV method for restoring blurred images with impulse noise,” IEEE
Trans. Image Process., vol. 19, no. 7, pp. 1731–1739, Jul. 2010.
[13] I. Bayram and M. E. Kamasak, “Directional total variation,” IEEE Signal
Process. Letters, vol. 19, no. 12, pp. 781–784, Sep. 2012.
[14] S. Ono and I. Yamada, “Decorrelated vectorial total variation,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2014, pp.
4090–4097.
[15] K. Bredies, K. Kunisch, and T. Pock, “Total generalized variation,” SIAM
J. Imag. Sci., vol. 3, no. 3, pp. 492–526, Sep. 2010.
[16] S. Lefkimmiatis, A. Roussos, P. Maragos, and M. Unser, “Structure
tensor total variation,” SIAM J. Imag. Sci., vol. 8, no. 2, pp. 1090–1122,
2015.
[17] G. Chierchia, N. Pustelnik, B. Pesquet-Popescu, and J. C. Pesquet,
“A nonlocal structure tensor-based approach for multicomponent image
recovery problems,” IEEE Trans. Image Process., vol. 23, no. 12, pp.
5531–5544, Dec. 2014.
[18] S. Lefkimmiatis and S. Osher, “Nonlocal structure tensor functionals
for image regularization,” IEEE Trans. Image Process., vol. 1, no. 1,
pp. 16–29, Mar. 2015.
[19] G. Chierchia, N. Pustelnik, J. Pesquet, and B. Pesquet-Popescu, “Epi-
graphical proximal projection for sparse multiclass SVM,” in Proc. IEEE
Int. Conf. Acoust., Speech, Signal Process. (ICASSP), May 2014, pp.
8312–8316.
[20] S. Ono, “Efficient constrained signal reconstruction by randomized
epigraphical projection,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process. (ICASSP), May 2019, pp. 4993–4997.
[21] G. Chierchia, N. Pustelnik, J.-C. Pesquet, and B. Pesquet-Popescu,
“Epigraphical projection and proximal tools for solving constrained
convex optimization problems,” Signal, Image and Video Processing,
vol. 9, no. 8, pp. 1737–1749, Nov. 2015.
[22] S. Ono and I. Yamada, “Second-order total generalized variation con-
straint,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process.
(ICASSP), May 2014, pp. 4938–4942.
[23] G. Chierchia, N. Pustelnik, J. Pesquet, and B. Pesquet-Popescu, “An
epigraphical convex optimization approach for multicomponent image
restoration using non-local structure tensor,” in Proc. IEEE Int. Conf.
Acoust., Speech, Signal Process. (ICASSP), May 2013, pp. 1359–1363.
[24] E. J. Cande`s, X. Li, Y. Ma, and J. Wright, “Robust principal component
analysis?” J. ACM, vol. 58, no. 3, Jun. 2011.
[25] S. Kyochi, S. Ono, and I. Selesnick, “Epigraph reformulation for non-
proximal mixed norms,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process. (ICASSP), 2020.
[26] A. Chambolle and T. Pock, “A first-order primal-dual algorithm for
convex problems with applications to imaging,” J. Math. Imag. Vis.,
vol. 40, no. 1, pp. 120–145, Dec. 2010.
[27] L. Condat, “A primal–dual splitting method for convex optimization
involving lipschitzian, proximable and linear composite terms,” Journal
of Optimization Theory and Applications, vol. 158, no. 2, pp. 460–479,
Aug. 2013.
[28] B. C. Vu, “A splitting algorithm for dual monotone inclusions involving
cocoercive operators,” Adv. Comput. Math., vol. 38, no. 3, pp. 667–681,
Nov. 2011.
[29] S. Boyd and L. Vandenberghe, Convex Optimization. USA: Cambridge
University Press, 2004.
[30] J. Wright, A. Ganesh, S. Rao, Y. Peng, and Y. Ma, “Robust principal
component analysis: Exact recovery of corrupted low-rank matrices via
convex optimization,” in Advances in Neural Information Processing
Systems 22, Y. Bengio, D. Schuurmans, J. D. Lafferty, C. K. I. Williams,
and A. Culotta, Eds. Curran Associates, Inc., 2009, pp. 2080–2088.
[31] G. Liu, Z. Lin, S. Yan, J. Sun, Y. Yu, and Y. Ma, “Robust recovery
of subspace structures by low-rank representation,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 35, no. 1, pp. 171–184, 2013.
[32] S. Ono, T. Miyata, and I. Yamada, “Cartoon-texture image decompo-
sition using blockwise low-rank texture characterization,” IEEE Trans.
Image Process., vol. 23, no. 3, pp. 1128–1142, Mar. 2014.
[33] S. Ono and I. Yamada, “Color-line regularization for color artifact
removal,” IEEE Trans. Comput. Imag., vol. 2, no. 3, pp. 204–217, Sep.
2016.
[34] S. Ono, K. Shirai, and M. Okuda, “Vectorial total variation based on
arranged structure tensor for multichannel image restoration,” in Proc.
IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP), Mar. 2016,
pp. 4528–4532.
[35] X. Song, D. Xiang, K. Zhou, and Y. Su, “Improving rpca-based clutter
suppression in gpr detection of antipersonnel mines,” IEEE Geoscience
and Remote Sensing Letters, vol. 14, no. 8, pp. 1338–1342, 2017.
[36] J. Yin, C. Unal, M. Schleiss, and H. Russchenberg, “Radar target and
moving clutter separation based on the low-rank matrix optimization,”
IEEE Trans. Geosci. Remote Sens., vol. 56, no. 8, pp. 4765–4780, 2018.
[37] F. H. C. Tivive, A. Bouzerdoum, and C. Abeynayake, “GPR target
detection by joint sparse and low-rank matrix decomposition,” IEEE
Trans. Geosci. Remote Sens., vol. 57, no. 5, pp. 2583–2595, 2019.
[38] D. Martin, C. Fowlkes, D. Tal, and J. Malik, “A database of human
segmented natural images and its application to evaluating segmentation
algorithms and measuring ecological statistics,” in Proc. IEEE Int. Conf.
Comput. Vis. (ICCV), vol. 2, Jul. 2001, pp. 416–423.
[39] R. Coifman, F. Geshwind, and Y. Meyer, “Noiselets,” Applied and
Computational Harmonic Analysis, vol. 10, no. 1, pp. 27 – 44, 2001.
[40] A. Ozerov and C. Fevotte, “Multichannel nonnegative matrix factoriza-
tion in convolutive mixtures for audio source separation,” IEEE Trans.
Audio, Speech, and Language Process., vol. 18, no. 3, pp. 550–563,
2010.
[41] K. Wilson, B. Raj, and P. Smaragdis, “Regularized non-negative matrix
factorization with temporal dependencies for speech denoising,” 01
2008, pp. 411–414.
[42] H. Kameoka, Nobutaka Ono, Kunio Kashino, and Shigeki Sagayama,
“Complex NMF: A new sparse representation for acoustic signals,” in
Proc. IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP), 2009,
pp. 3437–3440.
[43] M. Krawczyk and T. Gerkmann, “Stft phase reconstruction in
voiced speech for an improved single-channel speech enhancement,”
IEEE/ACM Trans. Audio, Speech, and Language Process., vol. 22,
no. 12, pp. 1931–1940, 2014.
[44] P. Mowlaee, R. Saeidi, and Y. Stylianou, “Advances in phase-aware
signal processing in speech communication,” Speech Communication,
vol. 81, pp. 1 – 29, 2016, phase-Aware Signal Processing in Speech
Communication.
[45] V. Emiya, R. Hamon, and C. Chaux, “Being low-rank in the time-
frequency plane,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process. (ICASSP), 2018, pp. 4659–4663.
[46] Y. Masuyama, K. Yatabe, and Y. Oikawa, “Low-rankness of complex-
valued spectrogram and its application to phase-aware audio processing,”
in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process. (ICASSP),
2019, pp. 855–859.
