Abstract-We study the rate-distortion performance of Sparse Regression Codes where the codewords are linear combinations of subsets of columns of a design matrix. It is shown that with minimum-distance encoding and squared error distortion, these codes achieve R * (D), the Shannon rate-distortion function for an i.i.d. Gaussian source. This completes a previous result which showed that R * (D) was achievable for distortions below a certain threshold. The proof is based on the second moment method, a popular technique to show that a non-negative random variable X is strictly positive with high probability. We first identify the reason behind the failure of the vanilla second moment method for this problem, and then introduce a refinement to show that R * (D) is achievable for all distortions.
I. INTRODUCTION
Developing practical codes for lossy compression at rates approaching Shannon's rate-distortion bound is an important goal of information theory. To be feasible, we need a codebook with low storage complexity as well as encoding and decoding with low computational complexity. A class of codes called Sparse Regression Codes (SPARCs) has recently been proposed for lossy compression of continuous-valued sources with the squared-error distortion criterion [1] , [2] . These codes were first introduced by Barron and Joseph for communcation over the AWGN channel [3] , [4] . The codewords in a SPARC are linear combinations of columns of a design matrix A. The storage complexity of the code is proportional to the size of the matrix, which is polynomial in the block length n. A computationally efficient compression encoder for SPARCs was proposed in [2] and shown to achieve rates approaching the Shannon rate-distortion function for Gaussian sources.
In this paper, we study the compression performance of SPARCs under optimal (minimum-distance) encoding. We show that for any ergodic source with variance σ 2 , SPARCs with optimal encoding attain the Shannon rate-distortion function for i.i.d. Gaussian sources, given by R * (D) = D . The performance of SPARCs with optimal encoding was first studied in [1] , where it was shown that for any distortion-level D, rates greater than
are achievable with the optimal error-exponent. The rate in (1) is equal to R * (D) when D ≤ 
. Though minimum-distance encoding is not practically feasible (indeed, the main motivation for sparse regression codes is that they enable low-complexity encoding and decoding), characterizing performance measures such as the rate-distortion function and error exponent under optimal encoding establishes a benchmark to compare the performance of various computationally efficient encoding schemes. Further, the results of this paper and [1] together show that SPARCs retain the good covering properties of the i.i.d. Gaussian random codebook, while having a compact representation in terms of a matrix whose size is a low-order polynomial in the blocklength.
Let us specify some notation before proceeding. Upper-case letters are used to denote random variables, lower-case for their realizations, and bold-face letters to denote random vectors and matrices. All vectors have length n. The source sequence is S := (S 1 , . . . , S n ), and the reconstruction sequence iŝ S := (Ŝ 1 , . . . ,Ŝ n ). x denotes the 2 -norm of vector x, and |x| = x √ n is the normalized version. N (µ, σ 2 ) denotes the Gaussian distribution with mean µ and variance σ 2 . Logarithms are with base e unless otherwise mentioned. κ denotes a generic positive constant whose exact value is not needed. The notation a n ∼ b n means that lim n→∞ 1 n log a n = lim n→∞ 1 n log b n , and w.h.p is used to abbreviate the phrase 'with high probability'.
As we shall describe in Section II, the codewords in a SPARC are of the form Aβ where A is a pre-specified matrix and β is a sparse vector. The positions of non-zeros in β uniquely determine the codeword Aβ. To show that a rate R can be achieved at distortion-level D, we need to show that with high probability at least one of the e nR choices for β satisfies
If β satisfies (2), we call it a 'solution'. If we denote the number of solutions by X, the goal is to show that X > 0 with high probability when R > R * (D). Analyzing the probability P (X > 0) is challenging because the codewords in a SPARC are dependent: codewords Aβ(1) and Aβ(2) will be dependent if β(1) and β(2) share common non-zero terms. To handle the dependence, we use the second moment method (second MoM), a technique that is commonly used to study random graphs, random constraint satisfaction problems etc. For any non-negative random variable X, the second MoM [5] lower bounds the probability of the event X > 0 as , where X(β) denotes the total number of solutions conditioned on the fact that a given β is a solution.
(Recall that β is a solution if |S − Aβ| 2 ≤ D) Thus when the second MoM fails, the expected number of solutions is much smaller than the expected number of solutions conditioned on the event that β is a solution. This happens because for any S, there are atypical realizations of the design matrix that yield a very large number of solutions. The total probability of these matrices is small enough that EX in not significantly affected by these realizations. However, conditioned on β being a solution, the probability that the design matrix is one that yields an unusually large number of solutions is larger -large enough to make E[X(β)] EX.
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To rectify the second MoM failure, the key is to show that X(β) ≈ EX with high probability although E[X(β)] EX. We then apply the second MoM to count just the 'good' solutions, i.e., solutions β for which X(β) ≈ EX. This succeeds, proving that X > 0 with high probability.
The remainder of the paper is structured as follows. After reviewing the construction of sparse regression codes in Section II, the main result is stated in Section III. In Section IV, we set up the proof and show why the second MoM fails for
The proof of the main result is then given in Section V. Due to space constraints, the proof of one of the key technical lemmas is omitted; we briefly describe the intuition behind it instead. A detailed proof can be found in [7] .
II. SPARCS WITH OPTIMAL ENCODING
A sparse regression code is defined in terms of a design matrix A of dimension n × M L whose entries are i.i.d.
(3) follows from the Cauchy-Schwarz inequality
2 This is similar to the inspection paradox in renewal processes.
A:
The positions of the non-zeros in β correspond to the gray columns of A which combine to form the codeword Aβ.
N (0, 1). Here n is the block length and M and L are integers whose values will be specified in terms of n and the rate R. As shown in Fig. 1 , one can think of the matrix A as composed of L sections with M columns each. Each codeword is a linear combination of L columns, with one column from each section. Formally, a codeword can be expressed as Aβ,
with the following property: there is exactly one non-zero
, and so forth. The non-zero values of β are all set equal to c :=
where γ is a constant that will be specified later. Denote the set of all β's that satisfy this property by B M,L . Minimum-distance Encoder: This is defined by a mapping g : R n → B M,L . Given the source sequence S, the encoder determines the β that produces the codeword closest in Euclidean distance, i.e.,
Decoder: This is a mapping h : B M,L → R n . On receiving β ∈ B M,L from the encoder, the decoder produces reconstruction h(β) = Aβ.
Since there are M columns in each of the L sections, the total number of codewords is M L . To obtain a compression rate of R nats/sample, we therefore need
For our constructions, we choose
Thus L is Θ (n/ log n), and the number of columns M L in the dictionary A is Θ (n/ log n) b+1 , a polynomial in n.
III. MAIN RESULT
The probability of error at distortion-level D of a ratedistortion code C n with block length n and encoder and decoder mappings g, h is
The probability measure in (6) is with respect to the random source sequence S and the random design matrix A.
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Definition 1: A rate R is achievable at distortion level D if there exists a sequence of SPARCs {C n } n=1,2,... such that lim n→∞ P e (C n , D) = 0 where for all n, C n is a rate R code defined by an n × L n M n design matrix whose parameter L n satisfies (5) with a fixed b and M n = L b n . Theorem 1: Let S be a drawn from any ergodic source with mean 0 and variance
, and
) and b > b min , there exists a sequence of rate R SPARCs {C n } n=1,2... for which lim n→∞ P e (C n , D) = 0, where C n is defined by an n×L n M n design matrix with L n determined by (5) 
, and the result in [1] already gives the optimal rate-distortion function.
IV. INADEQUACY OF THE SECOND MOM A. First steps of the proof
Fix a rate R > R * (D), and b greater than the minimum value specified by the theorem.
Code Construction: For each block length n, pick L as specified by (5) 
The decoder receivesβ and reconstructsŜ = Aβ. Denoting the probability of error for this random code by P e,n , we can show that
where E(S) is the event that |S − Aβ| 2 is greater than D for all β ∈ B M,L .
The ergodicity of the source guarantees that
To bound the second term in (7), without loss of generality we can assume that the source sequence S = (ρ, . . . , ρ). This is due to the rotational invariance of the codebook distribution.
(Recall that the design matrix consists of i.i.d. N (0, 1) entries.) We enumerate the codewords as Aβ(i), where β(i) ∈ B M,L for i = 1, . . . , e nR . Define the indicator random variables
We can then write
For a fixed S, the U i (S)'s are dependent. Suppose that the codewordsŜ(i),Ŝ(j) correspond to the vectors β(i), β(j) ∈ B M,L , respectively. Recall that each vector in B M,L is uniquely defined by the position of the non-zero value in each of the L sections. If β(i) and β(j) overlap in r of their non-zero positions, then the column sums forming codewordsŜ(i) and S(j) will share r common terms.
For brevity, we will denote U i (S) by just U i . Applying the second MoM with X = e nR i=1 U i , we have from (3)
where (a) is obtained by expressing E[X 2 ] as follows.
The last equality in (12) holds because a) EX = e nR i=1 P (U i = 1), and b) the code construction is symmetric.
From Cramér's large deviation theorem [8] , it can be shown [1, Lemma 4.1] that the expected number of solutions is
where
We note that
In words, the probability that a randomly chosen i.i.d. N (0, y) codeword is within distortion z of the sequence S is approximately e −nf (x,y,z) when |S| 2 = x. When x ≤ z, we can achieve the required distortion by just using the all-zero codeword (including an extra codeword has negligible effect on the rate); therefore P (U 1 = 1) ≈ 1 in this case. The function f will play an important role in the sequel.
Next consider E[X| U 1 = 1]. If β(i) and β(j) overlap in r of their non-zero positions, the column sums forming codewords Ŝ (i) andŜ(j) will share r common terms. Therefore,
where F 12 (r) is the event that the codewords corresponding to U 1 and U 2 share r common terms. In (18) (18) and (14) together give
where it was shown in [1, Appendix A] that
with
Recall that we require the left side of (19) to tend to 1 as n → ∞. Therefore, we need
The inequality in (19) is asymptotically tight, as is the one in (20). It can be verified that when
, and the second MoM fails.
define X α (β) to be the number of solutions β(k) that share αL non-zero terms with β. X(β) is the total number of solutions given that β is a solution, i.e., X(β) = α=0,
Using this notation, we have
where (a) holds because the symmetry of the code construction allows us to condition on a generic β ∈ B M,L being a solution; (b) follows from (19). Note that E[X α (β)] and E[X(β)] are expectations evaluated with the conditional distribution over the space of design matrices given that β is a solution. The key ingredient in the proof is the following lemma, which shows that
∼ e n∆α n→∞ −→ ∞.
D and let b > b min , the value specified by Theorem 1. If β ∈ B M,L is a solution, then
with probability at least 1 − η for sufficiently large L where
The probability measure in Lemma 1 is the conditional distribution on the space of design matrices A given that β is a solution. The proof of the lemma is omitted due to space constraints, but the intuition behind it is discussed in Subsection V-A. The reader is referred to [7] for the complete proof.
Definition 2:
Since we have fixed S = (ρ, . . . , ρ), whether a solution β is -good or not is determined by the design matrix. Lemma 1 guarantees that w.h.p any solution β will be -good, i.e., if β is a solution, w.h.p the design matrix is such that the number of solutions sharing any common terms with β is less E[X].
To prove Theorem 1, the trick is to apply the second MoM only to -good solutions. Fix = L −0.5 . For i = 1, . . . , e nR , define the indicator random variables
(27) The number of -good solutions, denoted by X g , is given by
We will apply the second MoM to X g to show that P (X g > 0) → 1 as n → ∞. We have
where the second equality is obtained by writing E[X
Lemma 2: a) EX g ≥ (1−η)EX, where η is defined in (25).
Due to the symmetry of the code construction,
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In (30), (a) follows from the definitions of V i in (27) and U i in (9). Given that β(1) is a solution, Lemma 1 shows that
with probability at least 1 − η. As = L −0.5 , β(1) is -good according to Definition 2 if (31) is satisfied. Thus EX g in (30) can be lower bounded as
For part (b), first observe that the total number of solutions X is an upper bound for the number of -good solutions X g . Therefore
Given that β(1) is an -good solution, the expected number of solutions can be expressed as
There are (M − 1) L codewords that share no common terms with β(1). Each of these codewords is independent of β(1), and thus independent of the event V 1 = 1.
Next, note that conditioned on β(1) being an -good solution (i.e., V 1 = 1),
with certainty. This follows from the definition of -good in (26). Using (35) and (36) in (34), we conclude that
This proves Lemma 2. Using Lemma 2 in (29), we obtain
As L → ∞, η defined in (25), and = L −0.5 both tend to 0. Thus we have shown that for all R > 
The first step in proving the lemma is to show that w.h.p the SPARC defined by each subset of αL sections will leave a residual distortion of at least D α . In other words, in a typical realization of the design matrix, all the sections contribute roughly equal amounts to finding a codeword within D of S. On the other hand, if some αL sections of the SPARC can represent S with distortion less than D α , the remainingᾱL section have less "work" to do and this creates a proliferation of solutions that share these αL common sections with β. Consequently, the total number of solutions is much greater than EX for these atypical design matrices.
The second step in the proof of the lemma is showing that when each subset of αL sections leaves a residual distortion of at least D α , the number of solutions with any terms in common with β with β is small compared to EX.
VI. CONCLUSION
We have shown that for any rate R, sparse regression codes can be used to compress a unit variance ergodic source with distortion close to e −2R , the optimal distortion for an i.i.d. Gaussian source. In an extended version of this paper, we will also discuss error exponents for rates R < (1 − D σ 2 ). This will establish that with optimal encoding, SPARCs are essentially as good as random i.i.d. Gaussian codebooks both in terms of distortion-rate function and error exponent.
Given the success of refining the second MoM in two very different problems (random hypergraph coloring and compression with SPARCs), we expect that this approach will be relevant to other problems involving random structures or random constraint satisfaction where the vanilla second MoM is inadequate.
