Abstract
Introduction

11
A large part of cortical function can be characterized as transforming sensory inputs to behavioral 12 outputs. While this transformation is conceptually unidirectional, the anatomical structures imple-13 menting it are largely bidirectional [1] . In this review, we will concentrate on discussing progress 14 in understanding feedback signals (FB) that influence neural responses in early visual areas, and 15 their relation to classically feedforward (FF) models of sensory processing. We expect the discussed 16 techniques and computational frameworks to also be useful in understanding neural responses in 17 other sensory or motor areas.
18
The transformation of sensory inputs into behavioral outputs can be understood on at least 19 two levels. On the first one, we would like to understand how a stimulus, S, influences neural 20 responses, r, and how these responses influence behavior, B. On a more abstract level, one can try 21 to understand how a stimulus affects internal states, I, and how these internal states are linked to 
44
We will first describe the implications of extending the concept of a tuning function to charac- 45 terizing the influence of internal states on neural responses. We will then describe recent efforts to 46 distinguish between feedforward and feedback influences on neural responses, and the implications for the information represented by sensory neurons. Just as the dependence of a neuron's firing rate on an external parameter yields a tuning curve, a similar dependence on some internal state may be thought of as "tuning" to that internal state, though the value of that state may not be precisely known [2] . Taken together, we can write a population's response as a vector-valued 'tuning' function of the external parameters and internal states on which it depends : :
Taking the linear approximation of f (Figure 2 ), the covariance between two neurons' responses takes the form of a sum of outer products [18 ‚ , 19 ‚‚ , 16 ‚ ]:
where C 0 is 'intrinsic' covariance (i.e. the covariance of the noise) and u, v P vars represents any of the internal or external variables that f depends on. Equation (2) makes explicit how shared sources of variability introduce structured covariability into a population. Importantly, both variation in internal states and variation in external stimulus parameters affect a population's covariance analogously. By analyzing a population's covariance structure, then, we can learn about both stimuli and internal states modulating neural responses. The population tuning of two neurons to some parameter, f paq, entails response co-variability along f (blue) [18 ‚ ], often called 'signal correlations' when a reflect the stimulus, and 'noise correlations' when it reflects uncontrolled internal variability [20, 21] . b: Variability in multiple parameters adds (eq. 2). c-d: Population responses of [22] replotted to illustrate conceptual similarity between tuning with respect to outside stimulus (d), and tuning with respect to behavior (c). Here, monkeys performed a motion-based detection task while the authors recorded from macaques' MT neurons. c: Dependence of a neuron's 'detect probability' (DP) on its preferred motion direction relative to the task direction measured. DP is closely related to the difference in the mean responses associated with the two choices, ∆f {∆choice What covariability reveals about internal states: The above approaches can all be consid- finding a significant contribution of task-related covariability to both.
130
In Box 1 we argued that response correlations (or more precisely, covariances) may be usefully understood as the sum of 'intrinsic' covariability with outer products of the population's 'tuning' to each independently varying parameter. [38 ‚‚ ] used essentially this idea, which we replicate and make more explicit here. The authors measured pairwise noise correlations between MT neurons in a motion discrimination task, where the discriminated directions changed from trial to trial. Recording from pairs of neuron at the same time, switching tasks implied that firing by the two neurons either supported the same decision, or opposite decisions. Their results showed noise correlations change depending on whether the neurons support the same choice or different choices, implying an influence of the internal state 'task context' on MT responses (Figure 3 , bottom left). Following [38 ‚‚ ], we assume two independently varying internal states, x and y: one for alternating 'attention' between the discriminated directions, and one for fluctuating 'attention' to both of the task-relevant motion directions concurrently [19 ‚‚ ]. 
154
Most studies taking the second approach manipulate the attentional state of the subject, e.g. 1 , e.g. by variability in an internal state whose tuning is aligned with f 1 , assuming that this internal state contains no information about a. must be due to feedback signals.
170
In this framework, training on a task induces a task-specific association or relationship between between trials, then they will increase information.
193
Consider the result that attention reduces covariability in the f 1 f 1J´d irection where the deriva- carry.
212
Acknowlegdements
213
We thank Alexander Ecker, Ruben Moreno-Bote, and Daniel Chicharro for feedback on the manuscript.
214
References and recommended reading 
