Recently, there has been a flourish of research related to graphically representing factorizations of elements in integral domains and, more generally, in commutative cancellative monoids. We recall the notions of irreducible divisor graphs and simplicial complexes introduced over the past decade and introduce a new related structure, the compressed irreducible divisor simplicial complex. We compare this structure with previous constructions and extend previous results using these structures to give information about factorizations of given elements. We conclude by studying unique and non-unique factorization. Specifically, we give a characterization of prime elements using these graphical structures and improve known bounds on elasticities of elements.
Introduction
Unique and non-unique factorization of elements in integral domains has been well-studied over the past century and a half. Over the past 50 years, many techniques have been introduced to better understand the multiplicative structure in these rings and, more generally, multiplicative monoids (see [6] for a comprehensive overview of the present state of non-unique factorization theory). In [5] Coykendall and Maney introduced the irreducible divisor graph which gives a way to graphically represent the factorizations of a fixed element in an integral domain. In fact, this idea of graphically representing factorizations was introduced earlier in a different context to compute minimal representations of numerical semigroups (see [8] ). Since the seminal paper [5] where the authors were able to use graphs to characterize certain classes of domains including unique factorization domains (UFDs), finite factorization domains (FFDs), and half factorial domains (HFDs), several authors (see [1, 2, 3, 4] ) have used this idea in an attempt to understand how elements factor as a product of irreducibles. Thus far, three graphical structures have been introduced in the cancellative setting; irreducible divisor graphs [5] , compressed irreducible divisor graphs [1] , and irreducible divisor simplicial complexes [4] . Our goal in the current manuscript is to (1) introduce a fourth structure, the compressed irreducible divisor simplicial complex, (2) compare and contrast the four graphical structures, (3) extend known results using the new object and how it relates to the other three, and (4) study unique and non-unique factorization in commutative cancellative monoids via these four graphical structures.
In the remainder of this section we recall the necessary preliminary terminology and notation. In Section 2 we give the definitions of each of the four irreducible divisor graphical structures and provide examples of each. In Section 3 we make some preliminary observations about how certain graphical information can be used to study factorizations and give some results comparing the four structures. Finally, in Section 4 we study unique and non-unique factorization using the four graphical structures. In particular, we first give a characterization of prime elements using graphs and simplicial complexes; secondly, we improve known bounds on the elasticity of an element when given information about of the corresponding irreducible divisor simplicial complex and compressed irreducible divisor simplicial complex.
In each of the previously mentioned articles (except [3] ), factorization was considered only in commutative integral domains. However, in each case only the multiplicative structure of the domain was used. Consequently, we present our work in the more general setting of commutative cancellative monoids; that is, commutative semigroups H such that for all x, y, z ∈ H with xy = xz, y = z. Usually one does not care to distinguish factorizations that differ only by associativity of their factors. Hence we restrict our attention to reduced monoids; that is, monoids for which the multiplicative identity 1 is the only multiplicative unit. Note that if D
• is the set of nonzero elements of an integral domain D and ∼ is the associate relation (a ∼ b ⇔ a = ub for some unit u ∈ D), then D red = D
• / ∼ is a reduced commutative cancellative monoid with respect to multiplication. Let H denote such a monoid. An element a ∈ H\{1} is irreducible if whenever a = bc with b, c ∈ H, either b = 1 or c = 1. We define Irr(H) to be the set of irreducible elements in H. An element p ∈ H\{1} is prime if whenever p | ab, then either p | a or p | b. As will be recalled in Section 4, an element h in the monoid H has unique factorization if and only if every irreducible divisor of h is prime. We now recall some important classes of monoids. A monoid H is said to be atomic if every x ∈ H\{1} can be factored as a (finite) product of irreducible elements. An atomic monoid H is a finite factorization monoid (FFM) if every x ∈ H\{1} has only finitely many distinct irreducible divisors and is a bounded factorization monoid (BFM) if for each x ∈ H\{1} there is a finite bound on the lengths of factorizations of x as a product of irreducible elements. Specifically, H is a half factorial monoid (HFM) if for every x ∈ H\{1} the number of irreducible factors in each factorization of x is constant and H is a factorial monoid if every x ∈ H\{1} can be expressed uniquely (up to a permutation of the factors) as a product of irreducible elements.
We now give a brief overview of the requisite terminology and notation pertaining to graphs and simplicial complexes. For the purpose of this work, a graph, denoted G = (V, E), is an ordered pair where V is a nonempty set of vertices of G and E the set of edges in G whose elements are either subsets of V of cardinality 2 or a multiset of the form {a, a} where a ∈ V . We note that in graph theory, a multiset of the form {a, a} in E is called a loop, and that a graph with loops and multiple edges between vertices is usually referred to as a multigraph. However, since we never include multiple edges between distinct vertices, we keep the term graph as has been used in this context throughout the literature. We say that vertices u and v of V are adjacent in G if {u, v} ∈ E. The order of G is the cardinality of V and the size of G is the cardinality of E. A walk between two vertices u and v in G is a sequence of edges {u, a 1 }, {a 1 , a 2 }, . . . , {a n−1 , a n }, {a n , v} in G, the first being incident with u and the last being incident with v. The graph G is connected if for every pair of vertices u and v in G, there is a walk from u to v in G. The graph G is complete if every pair of distinct vertices in G are adjacent, and the complete graph of order n is denoted by K n . A simplicial complex, denoted by S = (V, F ), is an ordered pair where V is a nonempty set of vertices and F is a set of faces (subsets of V ) along with, perhaps, multisets of the form {a, a} where a ∈ V , in S that satisfy the following properties: (1) {v} ∈ F for all v ∈ V, and (2) if B ∈ F and A ⊂ B, then A ∈ F . As is the case with graphs, simplicial complexes do not, traditionally, have loops. However, we wish to encode additional algebraic information which we represent by placing loops on certain vertices. The dimension of a face A ∈ F of finite cardinality |A| is dim A = |A|−1. We denote the set of faces of S of dimension i by F i . The maximal faces of S with respect to containment are called facets. For a positive integer n, the n-skeleton of S, denoted k n (S), consists of all faces of dimension at most n. Clearly, simplicial complexes generalize graphs to higher dimensions. In particular, note that for any simplicial complex S, k 1 (S) is a graph.
Four Graphical Structures
In this section we introduce four graphical structures: the irreducible divisor graph, the compressed irreducible divisor graph, the irreducible divisor simplicial complex, and the compressed irreducible divisor simplicial complex. We begin with the irreducible divisor graph that was introduced in two very different contexts in [5 Definition 2.1. Let H be an atomic monoid and let x ∈ H\{1}. The irreducible divisor graph of x, denoted G H (x), is given by (V, E) with vertex set V = {y ∈ Irr(H) : y | x} and edge set E = {{y 1 , y 2 } : y 1 y 2 | x}. If y ∈ V with y n | x and y n+1 x, then we place n − 1 loops on the vertex y. When the monoid H is clear from context, we write G(x) in place of G H (x).
The compressed irreducible divisor graph was introduced in [2, Definition 3.1 & Definition 3.2] in an attempt to better understand factorizations. The general idea is to identify two vertices in G H (x) if and only if the corresponding elements always appear together in factorizations of x. Definition 2.2. Let H be an atomic monoid and let x ∈ H\{1}. We say a, b ∈ Irr(H) are x-equivalent, and write a ∼ x b, if whenever a appears in a factorization of x, b does as well and vice versa. Then ∼ x is an equivalence relation on Irr(H) and we denote the equivalence class of a ∈ Irr(H) by [a] x . The compressed irreducible divisor graph of x, denoted G c (x), is given by (V, E) with vertex set V = {[y] x : y ∈ Irr(H) and y | x} and edge set E = {{[ 
The irreducible divisor simplicial complex was introduced in [4, Definition 3.1]. The vertices and edges are as in the irreducible divisor graph, but additional information about factorizations of the element x are captured by introducing faces of higher degree. Definition 2.3. Let H be an atomic monoid and let x ∈ H\{1}. The irreducible divisor simplicial complex of x, denoted S H (x), is given by (V, F ) with vertex set V = {y : y ∈ Irr(H) and y | x} and face set F = {{y 1 , . . . , y n } :
We now introduce a new graphical structure, the compressed irreducible divisor simplicial complex which is defined analogously to the compressed irreducible divisor graph. As will be made clear with the examples and results in the subsequent sections, this structure (either alone or used together with one of the other structures) provides means for better understanding factorizations of elements in atomic monoids.
Definition 2.4. Let H be an atomic monoid and let x ∈ H\{1}. Let ∼ x denote the relation on Irr(H) given in Definition 2.2. The compressed irreducible divisor simplicial complex of x, denoted S c (x), is given by (V, F ) with vertex set V = {[y] x : y ∈ Irr(H) and y | x} and face set
. . , [a n ] x } and note that it may be the case that [a i ] = [a j ] for some i and j with i = j. As with the compressed irreducible divisor graph, loops are not well-defined and we omit them.
For each of these objects, vertices are represented graphically as points, and edges (faces of dimension one) are represented by line segments. We graphically represent two-dimensional faces by shading in the triangle with vertices a, b, and c where a, b, c ∈ Irr(H) such that abc | x. Three-dimensional faces are graphically represented by solid tetrahedra. The representation of faces of dimension larger than three are left to the reader's imagination. We now illustrate these definitions with three examples that we will refer to in later sections. 
The graphical structures G(108) and S(108) are given in Figure 1 . We note that in this case, the compressed structures G c (108) and S c (108) are identical to the noncomressed structures, except for the suppression of the loops on certain vertices. 
In each of G(108) and S(108), the vertex set is V = {2, 3, α, α, β, β}. The 1-skeleton of S(108) is clearly G(108) as the face set of S(108) consists of the faces in G(108) along with 16 faces of dimension two, 9 faces of dimension three, and a single face of dimension four ({2, α, α, β, β}). Note that G(108) contains a complete subgraph consisting of all six of the irreducible divisors of 108, yet there is no factorization of 108 that involves all of these factors. The clear advantage of S(108) is that we can see that there is no such factorization since there is no face of dimension larger than four.
We now consider another example to illustrate that it is possible G c (x) and S c (x) to be identical while G(x) and S(x) are not. Figure 2 . In our final example we will consider factorizations of an element in a block monoid. The purpose of this example is to illustrate an improved bound on elasticity that we give in Section 4.
g∈G n g g = 0 be the block monoid of Z/4Z; that is, the monoid of formal sequences with entries in the cyclic group with four elements whose sum in Z/4Z is zero. Let x = 1 8 3 8 . The only factorizations of x in H are 1
, and S c (1 8 3 8 ) are given in Figure 3 .
Observations
In this section we have two main goals. The first is to illustrate how factorizations of an element x can be determined from S(x) and S c (x). We have already recalled, in Example 2.5, that it is difficult or impossible to determine factorizations by simply considering G(x) or G c (x). The second purpose is to compare the various structures defined in Section 2. [13] where each m(α) is a nonnegative integer depending on α and x. (4) [7] If x is square-free, then every factorization of x corresponds to a facet of S c (x).
We note that the converse of Proposition 3.1 (1) • red , yet {3, α, α} is not a facet of S(108). The same example, considering S c (108), illustrates the failure of the converse of Proposition 3.1 (3) .
We now give a new result that uses both S(x) and S c (x) to obtain information about factorizations of an element x in an atomic monoid. Proposition 3.2. Let H be an atomic monoid and let x ∈ H\{1}. Suppose that
. Then all factorizations of x involving any a i ∈ A must involve all a i ∈ A. Moreover, this factorization cannot involve any irreducible b ∈ A.
Proof. By Proposition 3.1 (1), since A is a facet of S(x) there exists a factorization of x of the form x = a
, every factorization of x that involves some a i must involve all other a i . Suppose, for the sake of contradiction, there exists a factorization involving each of a 1 , · · · , a t but also involves some elements {b 1 , . . . , b s } with b j = a i for all i ∈ {1, . . . , t} and j ∈ {1, . . . , s}, that is x = a 
Comparing Structures.
We now compare the four graphical structures. In particular, we determine conditions for two or more of the structures to be identical as in Example 2.6. Before giving these comparisons, we define what we mean for two of the graphical structures to be the same. Definition 3.4. We say that G(x) is equal to G c (x) if there is no compression; that is, [a] x = {a} for all a ∈ Irr(H) with a | x. More precisely, we consider the natural graph isomorphism from V (G(x)) to V (G c (x)) defined by a → [a] x as an equivalence and write G(x) = G c (x). Similarly, we write S(x) = S c (x) if [a] x = {a} for all a ∈ Irr(x) and again implicitly view the equality through the natural graph isomorphism defined by a → [a] x . Since the 1-skeleton of a simplicial complex is a graph, we write S(x) = G(x) and S c (x) = G c (x) to indicate that the simplicial complex has no faces of dimension larger than one.
The first such comparison to appear in the literature was given for integral domains in [1, Proposition 5.6] and compared G(x) to G c (x). We state the result here in terms of elements of a commutative cancellative monoid.
Proposition 3.5.
[1] Let H be an atomic monoid and let x ∈ H\{1}. Suppose G(x) K 2 and that G(x) contains no subgraph isomorphic to
We now provide a comprehensive comparison of the four structures defined in Section 2. Proposition 3.6. Let H be an atomic monoid and let x ∈ H\{1}.
(1) Suppose that whenever G(x) contains a subgraph isomorphic to K n with n ≥ 3 having vertices {y 1 , . . . , y n }, it follows that y 1 · · · y n x. Then S(x) = G(x). (2) Suppose that one of the following holds.
(
Suppose that one of the following holds.
(a) S(x) = (V, F ) with F = {∅, {a}, {b}, {a, b}} for some a, b ∈ V , there is no f ∈ F with |f | ≥ 3, and that k 1 (S(x)) is connected. (b) For each facet A = {a 1 , . . . , a n } of S(x) and each i ∈ {1, . . . , n} there exists b i ∈ V (S(x)) such that {a i , b i } ∈ F 1 (S(x)) and {a j , b i } / ∈ F 1 (S(x)) for all i = j. (c) For each facet A = {a 1 , . . . , a n } of S(x), suppose the following:
Proof. The proofs of (1) and (2) is connected, there exists c ∈ V (S(x)) \ {a, b} such that either {a, c} ∈ F (S(x)) or {b, c} ∈ F . Without loss of generality, assume {a, c} ∈ F . Since [a] x = [b] x , every factorization involving a must also involve b and hence {a, b, c} ∈ F , contradicting the hypothesis that F contains no face of cardinality 3. Therefore S(x) = S c (x).
(b) Suppose A = {a 1 , . . . , a n } is a facet of S(x). By Proposition 3.1 (1) x = a
is a factorization of x for some m 1 , . . . , m n ≥ 1. By hypothesis, for each i ∈ {1, . . . , n}, there exists b i ∈ V (S(x)) with {a i , b i } ∈ F 1 (S(x)) and {a j , b i } / ∈ F 1 (S(x)) for all j = i. Then, for each i, there is a factorization of x of the form x = a Consequently, [a n ] = [a i ] for each i ∈ {1, . . . , n − 1}. By hypothesis, if c ∈ V (S(x)) with {a n , c} ∈ F 1 (S(x)), then c ∈ A. Ergo the only factorization of x containing a n has the form x = a
for some positive integers m 1 , . . . , m n . Thus |[a n ]| = 1 as well and S(x) = S c (x).
Consider the element
• and its corresponding irreducible divisor graphs and simplicial complexes as illustrated in Example 2.6. Clearly the hypotheses of (2a) of Proposition 3.6 hold since the only facets of S(x 81 ) are {x 16 , x 20 , x 29 } and {x 22 , x 28 , x 31 } which each compresses to a facet of dimension one in S c (x 81 ). Thus S c (x 81 ) = G c (x 81 ). Now consider the factorizations of 1 8 3 8 in B(Z/4Z) as illustrated in Example 2.7. The hypotheses of (2b) of Proposition 3.6 hold since k 1 (S c (1
Example 3.7. Consider the element
• . The only factorizations of x 22 in H are
Clearly the hypothesis of (3a) of Proposition 3.6 hold since for each facet f ∈ S(x 22 ) we have |f | ≤ 2. Thus S(x 22 ) = S c (x 22 ) as illustrated in Figure 4a . Now consider the element
• . Then the only factorizations of x 42 in H are
As we see in Figure 4b , the facets of S(x 42 ) are {x 10 , x 12 }, {x 10 , x 16 }, {x 12 , x 15 }, and {x 10 , x 15 , x 17 }.
The hypotheses of (3c) of Proposition 3.6 can readily be verified. Therefore S(x 42 ) = S c (x 42 ) as illustrated in Figure 4b .
Unique and non-unique factorizations
In this section we use the observations of Section 3 to study uniqueness and non-uniqueness of factorization in an atomic monoid H. We first use irreducible divisor graphs to characterize prime elements of H. We then use the four graphical structures defined in Section 2 to obtain bounds on the elasticities of elements of H. Lemma 4.1. Let H be an atomic monoid and let p be an irreducible element in H. Then p is prime if and only if whenever p occurs in a factorization of an element x ∈ H it occurs in every factorization of x.
In the following theorem we see that if p is a prime element in an atomic monoid H, then p is the center of a star subgraph of G(x) whenever x ∈ H and p | x. In fact, we will see that these two properties are equivalent. (1) p is prime in H.
Proof. Suppose that p is prime and p ∈ V (G(x)) for some x ∈ H\{1, p}. By definition, p occurs in some factorization of x. By Lemma 4.1, since p is prime, p occurs in every factorization of x. Now for each b ∈ V (G(x))\{p}, pb | x in H and hence {p, b} ∈ E(G(x)). Now assume that for all x ∈ H \ {1, p}, if p | x, then p is the center of a star subgraph of G(x). Define S = {x ∈ H\{1, p} : p | x but p is not involved in every factorization of x} and let m = min z∈S {k : z = π 1 · · · π k where each π i ∈ Irr(x)\{p}}. Then there exists y ∈ S such that y = π 1 · · · π m with each π i is an irreducible different than p. Note that m ≥ 2 since y is not irreducible. Since y ∈ S and {p, b} ∈ E(G(y)) for all b ∈ V (G(y))\{p}, there must exist another factorization of y given by y = pπ 1 α 1 · · · α l with each α j irreducible. Then y = π 1 · · · π m = pπ 1 α 1 · · · α l and so y π 1 = π 2 · · · π m = pα 1 · · · α l contradicting the minimality of m. Therefore S = ∅ and if x ∈ H with p | x, every factorization of x involves p. By Lemma 4.1, p is prime.
Since the irreducible divisor graph G(x) is a sub complex of the irreducible divisor simplicial complex S(x), we easily obtain the following analog of Theorem 4.2 in terms of the irreducible divisor simplicial complex. Corollary 4.3. Let H be an atomic monoid and let p be an irreducible element in H.
(1) If p is prime and p | x for some x ∈ H\{1, p}, then p ∈ f for every facet f ∈ F (S(x)). (2) Suppose that for each x ∈ H\{1, p} with {p} ∈ F (S(x)) we have {p, b} ∈ F (S(x)) for each b ∈ V (S(x))\{p}. Then p is prime.
Proof.
(1) If p is prime, then by Theorem 4.2, {p, b} ∈ F (S(x)) for each b ∈ V (S(x))\{p}. Moreover, S(x) has no facet of dimension 0. Since every face is contained in some facet, the result follows. (1) H is a factorial.
(2) G(x) is complete for each x ∈ H\{1}. (3) G(x) is connected for each x ∈ H\{1}.
4.2.
Elasticity. In this final section we consider bounds on the elasticity of an element obtained from the graphical structures defined in Section 2. In particular, we give some improvements to the bounds given in [2] and [4] . Recall that if x is a nonunit of a BFM H, L(x) = {t : x = a 1 · · · a t with each a i irreducible} is the set of lengths of x and that
is the elasticity of x. We note that ρ(x) = 1 for all x ∈ H if and only if H is a HFM and thus the elasticity gives a measurement of how non-unique factorizations of x can be. Before giving our improvements, we recall the bounds on elasticity given in [2] and [4] . .
The main impediment in finding bounds for the elasticity is finding large enough lower bounds for min L(x). We now utilize the compressed irreducible divisor simplicial complex to do just this given certain additional hypotheses on S c (x). , which is the actual elasticity of x 81 . This certainly gives an improvement over the bounds given in Proposition 4.5.
In Proposition 4.6 we gave improvements to the known bounds for min L(x). Even when considering the compressed irreducible divisor simplicial complex we are generally unable to improve the bound on max L(x). The problem lies in the occurrence of loops on the vertices. However, in certain circumstances, by considering both S(x) and S c (x) we can make a slight improvement on this bound. Proof. By Proposition 3.1 (1), since A is a facet, x = a n 1 1 · · · a n k k · a . . , a k , but none of the vertices a k+1 , . . . , a t . Moreover, since there is no vertex b / ∈ {a 1 , . . . , a t } with {b, a j } ∈ F (S(x)) for any j ∈ {1, . . . , t}, this factorization has the form x = a r 1 1 · · · a r k k with r s ≥ 1 for all s ∈ {1, . . . , k}. Then a n 1 1 · · · a n k k · a k . For the sake of contradiction, suppose n s ≥ r s for all s ∈ {1, . . . , k}. Then, since {a 1 , . . . , a k } ⊆ {a 1 , . . . , a t } the cancellative property yields a n 1 −r 1 1 · · · a n k −r k k a n k+1 k+1 · · · a nt t = 1, a contradiction since each a i is irreducible. Thus n s < r s for some s ∈ {1, . . . , k} and at least one of the loops on the vertices A does not correspond to the factorization of x of maximal length. Therefore max L(x) ≤ t + l 
