While many statistical models and methods are now available for network analysis, resampling network data remains a challenging problem. Cross-validation is a useful general tool for model selection and parameter tuning, but is not directly applicable to networks since splitting network nodes into groups requires deleting edges and destroys some of the network structure. Here we propose a new network resampling strategy based on splitting edges rather than nodes, applicable to both cross-validation and bootstrap for a wide range of network model selection tasks. We provide a theoretical justification for our method in a general setting and examples of how our method can be used in specific network model selection and parameter tuning tasks. Numerical results on simulated networks and on a citation network of statisticians show that this cross-validation approach works well for model selection.
Introduction
Statistical methods for analyzing networks have received a lot of attention because of their wide-ranging applications in areas such as sociology, physics, biology and medical sciences. Statistical network models provide a principled approach to extracting salient information about the network structure while filtering out the noise. Perhaps the simplest statistical network model is the famous Erdös-Renyi model [Erds and Rényi, 1960] , which served as a building block for a large body of more complex models, including the stochastic block model (SBM) [Holland et al., 1983] , its variants such as the degree-corrected stochastic block model (DCSBM) [Karrer and Newman, 2011] or mixed membership block model (MMBM) [Airoldi et al., 2008] , and the latent space model [Hoff et al., 2002] , to name a few.
While there has been plenty of work on models for networks and algorithms for fitting them, inference frameworks for these models are commonly lacking, making it hard to take advantage of the full power of statistical modeling. Resampling methods provide a general and relatively model-free inference framework and are commonly used in modern statistics, with bootstrap and cross-validation being the tools of choice for a large number of inference tasks. Neither of these procedures are directly applicable to network, because, while they differ in details, they both face the challenge of sampling multiple networks which are "similar" to the observed network but not the same; formally, they need to be sampled from the same distribution, but the distribution is unknown and we only have one network we observed from it. This seems an impossible problem, except there is often structure in the network that can be estimated and exploited to create a sampling mechanism. The method we propose in this paper is equally applicable to creating bootstrap samples or to performing cross-validation. For simplicity of presentation, we present the method in the context of cross-validation, but the multiple noisy version of the original network it creates can be equally well used for bootstrap.
Cross-validation is important in most network modeling situations -while there are plenty of models to choose from, it is a lot less clear how to select the best model for the data, and how to choose tuning parameters for the selected model, which is often necessary in order to fit it.
In classical settings where the data points are assumed to be an i.i.d. sample, cross-validation (CV) is one of the most general and appealing ways for model selection and parameter tuning. In general, cross-validation works by splitting the data into multiple parts (folds), holding out one fold at a time as a test set, fitting the model on the remaining folds and computing its error on the held out-fold, and finally averaging the errors across all folds to obtain the cross-validation error. The tuning parameter is then chosen to minimize this error. To explain the challenge of applying this idea to networks, we first introduce a probabilistic framework.
Let V = {1, 2, · · · , n} =: [n] denote the node set of a network, and let A be its n × n adjacency matrix, where A ij = 1 if there is an edge from node i to node j and 0 otherwise. For undirected networks, A is a symmetric matrix. We view the elements of A as realizations of independent Bernoulli variables, with EA = M , where M is a matrix of probabilities. For undirected networks, we further assume M is symmetric and the unique edges A ij , i < j are independent Bernoulli variables, and A ji = A ij . The general task is to estimate M from the data A, under various structural assumptions we might make to address the difficulty of having a single realization of A.
To perform cross-validation on networks, one has to decide how to split the data contained in A, and how to treat the resulting partial data which is not a complete network any more. To the best of our knowledge, there is little work available on the topic. Cross-validation was used by Hoff [2008] under a particular latent space model, and Chen and Lei [2017] propose a novel cross-validation strategy for model selection under the stochastic block model and its variants. In this paper, we do not assume any specific model for the network, but instead make a more general structural assumption of M being approximately low rank, which holds for most popular network models. We propose a new general edge cross-validation (ECV) strategy for networks, splitting node pairs rather than nodes into different folds, a natural yet crucial choice. Treating the network after removing the entries of A for some node pairs as a partially observed network, we apply low rank matrix completion to "complete" the network and then fit the relevant model. This reconstructed network has the same rate of concentration around the true model as the full network adjacency matrix, allowing for valid analysis. Our method is valid for many types of network models, including directed and undirected, binary and weighted networks. As concrete examples, we show how ECV can be applied to determine the latent space dimension for random dot product models, select between block model variants, tune regularization for spectral clustering, and tune neighborhood smoothing for graphon models.
The rest of the paper is organized as follows. Section 2 introduces the new general edgebased cross-validation algorithm ECV and establishes a general error bound for it. Section 3 develops the application of ECV to several specific network model selection and parameter tuning tasks. Section 4 presents extensive simulation studies of ECV and its competitors for the tasks from Section 3. Section 5 presents an application to a statisticians citation network, and Section 6 concludes with discussion. The Appendix contains proofs and additional numerical results.
2 The edge cross-validation (ECV) algorithm
Notation and model
For simplicity of presentation, we derive everything for binary networks, but it will be clear that our framework is directly applicable to weighted networks, which are prevalent in practice. In Section 5, we apply the method to a real weighted network.
Recall n is the number of nodes in the network and A is its n × n adjacency matrix. For undirected networks, A is a symmetric matrix. Let D = diag(d 1 , d 2 , · · · , d n ) be the diagonal matrix with node degrees d i = j A ij on the diagonal. The (normalized) Laplacian of a network is defined as L = D −1/2 AD −1/2 . Finally, we write I n for the n × n identity matrix and 1 n for n × 1 column vector of ones, suppressing the dependence on n when it is clear from the context. For any matrix M , we use M to denote its spectral norm and M F to denote its Frobenius norm.
We follow the exchangeable random graph model framework [Aldous, 1981] which includes most current random network models in statistics. Generically, all such models assume that given a n × n matrix of probabilities M , the A ij 's are independent Bernoulli variables with P(A ij = 1) = M ij , and the model assumptions are made on the structure of M . As we have discussed, without any assumptions on M inference is impossible since we only have one observation. On the other hand, we would like to avoid assuming a specific parametric model, since one of the goals of cross-validation is exactly to choose between models, and thus we would rather not assume we know exactly how the network was generated. As a compromise, we make a weak structural assumption on M , assuming it is low rank, which holds for many popular network models. Consider the following examples:
Random dot product graph model (RDPG). The RDPG [Young and Scheinerman, 2007 ] is a general low-rank network model and a special case of the latent space model. RDPG assumes each node of the network is associated with a latent K-dimensional vector Z i ∈ R K , and M ij = Z T i Z j . RDPG has been successfully applied to a number of network problems [Sussman et al., 2014 and its limiting behaviors can also be studied [Tang and Priebe, 2016] . More details can be found in the review paper of .
Stochastic block model (SBM) and its generalizations. The SBM is perhaps the most widely used undirected network model with communities. The SBM assumes that M = ZBZ T where B ∈ [0, 1] K×K is a symmetric probability matrix and Z ∈ {0, 1} n×K has exactly one "1" in each row, with Z ik = 1 if node i belongs to community k. Let c = {c 1 , · · · , c n } be the vector of node membership labels c i taking values in 1, . . . , K. The SBM assumes P (A ij = 1) = B c i c j , that is, the probability of edge between two nodes depends only on the communities they belong to. One of the commonly pointed out limitations of the SBM is that it forces equal expected degrees for all the nodes in the same community, therefore ruling out "hubs". The degree corrected stochastic block model (DCSBM) corrects this by allowing nodes to have individual "degree parameters", θ i associated with each node i, and models P (A ij = 1) = θ i θ j B c i c j . The DCSBM needs a constraint to ensure identifiability, and here we enforce the constraint c i =k θ i = 1, for each k, proposed by Karrer and Newman [2011] .
Both the SBM and the DCSBM result in the probability matrix M of rank K, and are in fact special cases of the RDPG. There are other variants of SBM that are also low rank, for example the mixed membership block model proposed by Airoldi et al. [2008] where P = ΓBΓ with Γ ∈ R n×K and each row of Γ i is generated from a Dirichlet distribution. More about the recent developments on this class of models can be found in the review paper by .
Graphon models. Aldous [1981] showed the probability matrix of any exchangeable random graph can be written as
(called the graphon) symmetric in its two arguments, and ξ i , i ∈ [n] are independent uniform random variables on [0, 1]. The representation is determined only up to a measure-preserving transformation [Diaconis and Janson, 2007] . There is a substantial literature on estimating the graphon under various assumptions on f [Wolfe and Olhede, 2013 , Choi and Wolfe, 2014 , Gao et al., 2015 . In general, graphon models typically do not assume a low rank M . However, when the function f is smooth in certain sense, the corresponding matrix can typically be approximated reasonably well by a low rank matrix [Chatterjee, 2015] , and f is not smooth, the sample size of 1 makes inference impossible once again. For this setting, even though the low rank assumption is not strictly correct, our proposal can be viewed as a cross-validation procedure based on the best low rank approximation (details discussed in Section 4.4).
The ECV procedure
For notational simplicity, we only present the algorithm for directed networks; the only modification needed for undirected networks is treating node pairs (i, j) and (j, i) as one pair. The key insight of ECV is to split node pairs rather than nodes, resulting in a partially observed network. We randomly sample node pairs (regardless of the value of A ij ) with a fixed probability 1 − p to be in the held-out set. By exchangeable model assumption, the values of A corresponding to held-out node pairs are independent of those corresponding to the rest. The leftover training network now has missing edge values, which means many models and methods cannot be applied to it directly. Our next step is to reconstruct a "complete" networkÂ from the training node pairs. Fortunately, the missing entries are missing completely at random by construction, and this is the classic setting for matrix completion. Any low-rank based matrix completion algorithm can now be used to fill in the missing entries, for example Candes and Plan [2010] , Davenport et al. [2014] . We postpone the algorithm details to Section 2.3.
Once we completeÂ through matrix completion, we can fit the candidate models onÂ and evaluate the relevant loss on the held-out entries of A, just as in standard cross-validation. There may be more than one way to evaluate the loss onÂ if the loss function itself is designed for binary input; we will elaborate on this in examples in Section 3. The general algorithm is summarized as Algorithm 1 below. We present the version with many random splits into training and test pairs, but it is obviously applicable to K-fold cross-validation if the computational cost of many random splits is prohibitive.
Algorithm 1 (The general ECV procedure). Input: an adjacency matrix A, a loss function L, a set C of Q candidate models or parameter values to select from, the training proportion p, and the number of replications N .
1. For m = 1, . . . , N (a) Randomly choose a subset of node pairs Ω ⊂ V × V, selecting each pair independently with probability p.
(b) Apply a low-rank matrix completion algorithm to (A, Ω) to obtainÂ.
(c) For each of the candidate models q = 1, . . . , Q, fit the model on theÂ, and evaluate its loss L by averaging the loss function L with the estimated parameters over the held-out set
and returnq = argmin q L q (the best model from set C).
The two crucial parts of ECV are splitting node pairs at random and applying low-rank matrix completion to obtain a full matrix A. While we focus on cross-validation for model selection in this paper, it is clear that the exact same procedure can be used to create a bootstrap sample from A, of networks of the same size, which can be viewed as independent noisy versions of A.
Network recovery by matrix completion
There are many algorithms that can be used to recoverÂ from the training pairs. Define operator P Ω : R n×n → R n×n by
replacing held-out entries by zeros. A generic low-rank matrix completion procedure solves the problem
subject to rank(Z) ≤ K where K is the rank constraint and F is a loss function measuring the discrepancy between Z and A on entries in Ω, for example, sum of squared errors or binomial deviance. The problem is non-convex due to the rank constraint, so many computationally feasible variants of (1) have been proposed for use in practice, obtained via convex relaxation and/or problem reformulation. While any such method can be used in ECV, for concreteness we follow the singular value thresholding procedure to construct a low rank approximation
where
This matrix completion procedure is similar to the universal singular value thresholding (USVT) method of Chatterjee [2015] , except we fix K and always use top K eigenvalues and USVT uses a universal constant to threshold σ's. This method is very computationally efficient as it only requires a partial SVD of the adjacency matrix with held out edges replaced by zeros, which is typically sparse. It runs easily on a network of size 10 4 − 10 5 on a laptop. There are more involved matrix completion algorithms, such as, for example, Keshavan et al. [2009] and Mazumder et al. [2010] , which may sometimes give better accuracy. One can choose a more sophisticated method if the size of the network allows, but considering completion accuracy is not the ultimate goal here, since we expect and in fact need noisy versions of A, it may not be worth the extra computational cost: we tried the iterative method which appears as a primal version of the hardImpute algorithm in Mazumder et al. [2010] , and while it improves matrix completion accuracy itself, the improvement in the model selection task is very small.
One could also consider binary rather than general matrix completion methods, also known as 1-bit matrix completion [Davenport et al., 2014 , Cai and Zhou, 2013 , Bhaskar and Javanmard, 2015 , which are in fact more appropriate since A is a binary matrix. However, 1-bit matrix completion methods are generally much more computationally demanding than the Frobenius norm-based completion. For the rest of this paper, we use non-binary completion, which can also be thought of as estimating EA, using truncated SVD (2) because of its low computational cost.
It remains to specify the rank K. In some situations, K itself is directly associated with the model to be selected, and thus there is an obvious choice, as in problems in Sections 3.1 and 3.3. In other situations, such as the graphon estimation problem in Section 3.4, K is not directly available, so we simply add K as an extra model selection parameter; see Section 3.1. One can also avoid selecting a K entirely by using the universal threshold proposed for USVT by Chatterjee [2015] , but in practice we found this leads to lower model selection accuracy.
Remark 1.
If an upper bound on M ∞ is available, say M ∞ ≤d/n, an improved estimatorÃ can be obtained by truncating the entries ofÂ onto the interval [0,d/n], as in Chatterjee [2015] . A trivial option of truncating to the interval [0, 1] is always available, ensuringÃ is a better estimator of M in Frobenius norm thanÂ. We did not observe any substantial improvement in model selection performance from truncation, however. In some applications, a binary adjacency matrix may be required for subsequent model fitting; if that is the case, a binary matrix can be obtained fromÃ by using one of the standard link prediction methods, for example, by thresholding at 0.5
Remark 2. An alternative to matrix completion is to simply replace all of the held out entries by zeros and use the resulting matrix A 0 for model estimation. The resulting model estimate M 0 of the probability matrix EA 0 is a biased estimator of M , but since we know the missing probability p, we can remove this bias by setting M * = M 0 /p as in Chatterjee [2015] and Gao et al. [2016] , then use M * for prediction and calculating the cross-validation error. This method is valid as long as the adjacency matrix is binary and probably the simplest of all (though, surprisingly, we did not find any explicit references to this in the literature). In particular, for the stochastic block model it is equivalent to our general ECV procedure when using (2) for matrix completion. However, in applications beyond block models these two approaches will give different results, and we have empirically observed that ECV with matrix completion works better and is much more robust to the choice of p. Moreover, filling in zeros instead of doing matrix completion does not work for weighted networks, since that would clearly change the weight distribution which cannot be fixed by a simple rescaling by p. We do not pursue this version further.
Theoretical justification
Intuitively, ECV should be valid as long asÂ reflects relevant properties of the true underlying model. The following theorem formalizes this intuition. We make two assumptions:
Assumption A2 can be satisfied trivially by setting d = n. However, in many network models the entries of M are assumed to be o(1) in order to avoid a dense graph, and our bounds can be improved if additional information about d is available.
Theorem 1. Let M be a probability matrix satisfying A1 and A2. Let A be an adjacency matrix with edges sampled independently and E(A) = M . Let Ω be an index matrix for a set of edges selected independently with probability p ≥ C 1 log n/n for some absolute constant C 1 , with Ω ij = 1 if the edge (i, j) is selected and 0 otherwise. If d ≥ C 2 log(n) for some absolute constant C 2 , then with probability at least 1 − 3n −δ for some δ > 0, the completed matrixÂ defined in (2) satisfies
whereC =C(δ, C 1 , C 2 ) is a constant that only depends on C 1 , C 2 and δ. This also implies
This theorem holds for both directed and undirected networks. The Frobenius error bound (4) can be directly compared with other bounds in the matrix completion literature. For binary matrix completion, Davenport et al. [2014] give
using nuclear norm relaxation of the rank constraint. The same bound was obtained by Chatterjee [2015] for the USVT without using a pre-defined K. Since both Davenport et al. [2014] and Chatterjee [2015] assume M ∞ is bounded, for comparison we take d = n in A2. This gives
Our bound and (5) differ by a factor of O(max(
np )since we require p ≥ C 1 log n n in Theorem 1. Therefore as long as K = o((np) 1/3 ), our bound is better. Moreover, in ECV we control p and can treat it as a constant, which makes our bound better as long as K = o(n 1/3 ). The gain comes from pre-defining K in the matrix completion procedure, as opposed to the universal threshold used by the USVT of Chatterjee [2015] Next, we compare Theorem 1 with known rates for previously studied network problems. Again, we set p to be a constant, so the spectral norm error bound (3), taking into account the assumption d ≥ C 2 log n, becomes
The bound (6) implies the rate of concentration ofM around M is the same as the concentration of the full adjacency matrix A around its expectation [Lei and Rinaldo, 2014 , Chin et al., 2015 , Le et al., 2017 , as long as Kd n ≤ 1. The sparser the network, the weaker our requirement for K. For instance, when the network is moderately sparse with d = O(log n), we only need K ≤ (n/ log n). This may seem counter-intuitive but this happens because the dependence on K in the bound comes entirely from M itself. A sparse network means that most entries of M are very small, thus replacing the missing entries in A with zeros does not contribute much to the overall error and the requirement on K can be less stringent. While for sparse networks the estimator is noisier, the noise bounds have the same order for the complete and the incomplete networks (when p is a constant), and thus the two concentration bounds still match.
Theorem 1 essentially indicates
if we assume Kd ≤ n. Thus in the sense of concentration in spectral norm, we can treatÂ as a network sampled from the same model. Under the block models (see Section 3.2), such concentration ofÂ is sufficient to ensure model estimation consistency at the same rate as can be obtained from using the original matrix A.
Examples of ECV for model selection 3.1 Model-free rank estimators
The rank constraint for the matrix completion problem is typically unknown, and in practice we need to choose or estimate it in order to apply ECV. When the true model is a generic low-rank model such as RDPG, selecting K is essentially selecting its latent space dimension. More generally, selection of K can itself be treated as a model selection problem, since the completed matrixÂ itself is a low rank approximation to the underlying probability matrix M . Since M is of course unknown, we will need to compareÂ to A in some way in order to select K.
One natural approach is to directly compare the values ofÂ on the held-out entries of A. For instance, we can use the sum of squared errors,
or alternatively compute the binomial deviance (when the network is unweighted) on this set, and pick the value of K to minimize it.
Another possibility is to consider how wellM performs on predicting links (for unweighted networks). We can predictÂ ij = I{M ij > c} for all entries in the hold-out set Ω ⊥ for a threshold c, and vary c from 0 to 1 to obtain a sequence of link prediction results. A common measure of prediction performance is the area under the ROC curve (AUC), which compares false positive rates to true positive rates for all values of c, with perfect prediction corresponding to AUC of 1, and random guessing to 0.5. We can then select the K to maximize the AUC.
In practice, we have observed that both the imputation error and the AUC work well in general rank estimation tasks. For block models, they perform comparably to likelihoodbased methods most of the time.
Model selection for block models
In this example, we show how to use ECV for model selection for SBM and DCSBM (referred to together for conciseness). The choice of fitting method is not crucial for model selection, and many methods are now available and known to be consistent for fitting the SBM and DCSBM [Karrer and Newman, 2011 , Zhao et al., 2012 , Amini et al., 2013 .
Here we use one of the simplest, fastest, and most common methods, spectral clustering on the Laplacian L = D 1/2 AD 1/2 , where D is the diagonal matrix of node degrees. For SBM, spectral clustering takes K leading eigenvectors of L, arranged in a n × K matrix U , and applies the K-means clustering algorithm to the rows of U to obtain cluster assignments for the n nodes. For DCSBM, the rows need to be normalized first.
Spectral clustering enjoys asymptotic consistency under the SBM when the average degree grows at least as fast as log n [Rohe et al., 2011 , Lei and Rinaldo, 2014 , Sarkar and Bickel, 2015 . The possibility of strong consistency for spectral clustering is recently discussed by Eldridge et al. [2017] , and Su et al. [2017] . Variants of spectral clustering are consistent under the DCSBM, for example, spherical spectral clustering Rohe, 2013, Lei and Rinaldo, 2014] which normalizes the rows of U before applying K-means and the SCORE method [Jin, 2015] that divides each column of U by the first column of U .
Note that since both SBM and DCSBM are undirected network models, we use the undirected variant of ECV, selecting edges at random from the set of pairs (i, j) with i < j only and including the pair (j, i) whenever (i, j) is selected. Once node memberships are estimated, the other parameters are easy to estimate by conditioning on node labels. Specifically, for the SBM we simply take the MLE conditional on the node labels evaluated on the available node pairs. LetĈ k = {i : (i, j) ∈ Ω,ĉ i = k} be the estimated member sets for each group k = 1, . . . , K. Then we can estimate the entries of the probability matrix B aŝ
wheren
Under DCSBM, the probability matrix can be estimated similarly to Karrer and Newman [2011] , Zhao et al. [2012] and Joseph and Yu [2016] via the Poisson approximation, lettinĝ
and settingθ
The probability estimateP is scaled by p to reflect missing edges, which makes it slightly different from the estimator for the fully observed DCSBM [Karrer and Newman, 2011] . This rescaling happens automatically in the SBM estimator (7) since the sums in both the numerator and the denominator range over Ω only.
Finally, we need to specify a loss function to be evaluated on the held-out set. Natural loss functions for these models are either the squared error loss
or, to match the maximum likelihood estimators of parameters, the binomial deviance function
In practice, we observed that the L 2 loss works slightly better for model selection under both SBM and DCSBM.
The model selection question for block models includes the choice of SBM vs DCSBM and the choice of K. Suppose we want to select between SBM and DCSBM, with the number of communities ranging from 1 to K max . The candidate set of models in Algorithm 1 is then C = {SBM-K, DCSBM-K, K = 1, . . . , K max } where the number after the model name is the number of communities. The ECV algorithm for block model selection is summarized below as Algorithm 2.
Algorithm 2. Input: an adjacency matrix A, the largest number of communities to consider K max }, the training proportion p, and the number of replications N .
1. For m = 1, . . . , N (a) Randomly choose a subset of node pairs Ω, selecting each pair (i, j), i < j independently with probability p, and adding (
i. Apply matrix completion to (A, Ω) with rank constraint K to obtainÂ K . ii. Run spectral clustering onÂ K to obtain the estimated SBM membership vectorĉ
1,K , and spherical spectral clustering to obtain the estimated DCSBM c (m) 2,K . iii. Estimate the two models' probability matricesÂ 
..,Kmax L q,K as the best model (withq = 1 indicating SBM andq = 2 indicating DCSBM).
As a special case, one can also select just the number of communities K under the SBM (or DCSBM), a task recently considered by Latouche et Lei [2016] , Saldana et al. [2014] , , Chen and Lei [2017] , Le and Levina [2015] .
Theorem 1 can be made more informative under the SBM and DCSBM, thanks to the many available results under these models. Specifically for SBM, we make the following standard assumption:
Assumption A3. The probability matrix B (n) = ρ n B 0 , where B 0 is a fixed K × K symmetric nonsingular matrix with all entries in [0, 1] and K is a fixed number. Therefore the expected node degree is of the order λ n = nρ n . Furthermore, there exists a constant γ > 0 such that min k n k > γn where n k = |{i : c i = k}|.
Many different versions of K-means can be used in spectral clustering. Here we state the result for the version of K-means used by Lei and Rinaldo [2014] .
Proposition 1 (Community recovery for each ECV split under the SBM). Let A be the adjacency matrix of a network generated from a SBM satisfying A3 with K blocks, and M = EA. LetÂ be the recovered adjacency matrix in (2). Assume the expected node degree λ n ≥ C log(n). Letĉ be the output of spectral clustering onÂ. Thenĉ coincides with the true c on all but O(nλ −1 n ) nodes (up to a permutation of block labels), with probability tending to one.
To state an analogous result for the DCSBM, we need one more standard assumption on the degree parameters, similar to Jin [2015] , Lei and Rinaldo [2014] , Chen and Lei [2017] .
Proposition 2 (Community recovery for each ECV split under the DCSBM). Let A be an adjacency matrix from a DCSBM satisfying A3 and A4 with K blocks, and M = EA. LetÂ be the recovered adjacency matrix in (2). Assume the expected node degree λ n ≥ C log(n). Letĉ be the output of spherical spectral clustering onÂ. Thenĉ coincides with the true c on all but O(nλ −1/2 n ) nodes (up to a permutation of block labels), with probability tending to one.
Comparison with cross-validation of Chen and Lei [2017]
The network cross-validation (NCV) algorithm by Chen and Lei [2017] was introduced explicitly for the purpose of model selection in block models, and thus it is of interest to compare with ours. The NCV algorithm first splits nodes at random into two groups N 1 and N 2 , and then trains on pairs (i, j) corresponding to i ∈ N 1 and j ∈ N 1 ∪ N 2 are arranged into a rectangular matrix. The right singular vectors of this matrix are passed on to either spectral clustering for SBM or spherical spectral clustering for DCSBM to estimate node labels, with the same theoretical guarantees as ECV. The SBM model parameters can be estimated by standard estimators. However, standard estimators of DCSBM model parameters cannot be easily extended to a rectangular matrix, so a modified estimator is proposed in Chen and Lei [2017] . The node pairs (i, j) corresponding to i, j ∈ N 2 are then used as a test set to evaluate the loss function and choose the best model. The ECV is more general than the NCV, since it works with any low-rank approximation and does not rely on block structure in the data, and it also works for both directed and undirected networks, whereas NCV is for undirected networks only. As NCV does not recover the adjacency matrix, it cannot be used to evaluate methods that are based on certain transformations of the adjacency matrix, such as the problem in Section 3.3. Further, ECV is less likely than NCV to create isolated nodes in the training sample, which are useless in model fitting. To see this, consider the following simple calculation: assume that a given node i has degree d, and that all its d neighbors also have degree d. Suppose we apply NCV by deleting n/N rows of A, and hold out a matching number of entries at random via ECV. Let p n and p e be the probabilities that all neighbors of the given node i are assigned to the held-out set by NCV and ECV, respectively. Then a simple combinatorial calculation combined with Stirling's formula shows that for large n, the ratio of the two probabilities is approximately
This ratio achieves its maximum 0.64 when N = 2 and d = 1 and can be much smaller if N > 2, d > 1. Table 1 shows p e /p n when n = 300 and N = 3, for different d. Although this example is a simplified calculation for one fixed node, it shows an important advantage of ECV over NCV under the block models, since isolated nodes are assigned to blocks randomly and decrease overall accuracy. In simulations, we also observed that ECV is much less likely to result in isolated nodes than NCV.
Parameter tuning in regularized spectral clustering
Regularized spectral clustering has been proposed to improve performance of spectral clustering in sparse networks, but regularization itself frequently depends on a tuning parameter that has to be selected correctly in order to achieve the improvement. Several different regularizations have been proposed and analyzed [Chaudhuri et al., 2012 , Amini et al., 2013 . ECV can be used to tune all of them, but for concreteness here we focus on the proposal by Amini et al. [2013] , who replace the usual normalized graph Laplacian L = D −1/2 AD −1/2 , where D is the diagonal matrix of node degrees, by the Laplacian computed from the regularized adjacency matrix
whered is the average node degree and τ is a tuning parameter, typically within [0, 1]. The scale of the multiplier is motivated by theoretical results under the SBM [Gao et al., 2017 , Le et al., 2017 . This regularization is known to improve concentration [Le et al., 2017] , but also the larger τ is, the more noise it adds, and thus we aim to select the best value of τ that balances these two effects. Joseph and Yu [2016] proposed a data-driven way to select τ called DKest based on theoretical bounds obtained under the SBM and the DCSBM. Using ECV is an alternative general data-driven way of selecting τ which does not rely on model assumptions.
Choosing a good τ is expected to give good clustering accuracy, defined as proportion of correctly clustered nodes under the best cluster matching permutation,
We can directly use Algorithm 1 with the candidate set C being a grid of τ values and the matrix completion procedure applied to regularized partial adjacency matrices for each τ , as long as we can specify a loss function. Ideally, we would prefer a model-free loss function, applicable even when the block model does not hold. In general, choosing a loss function for cross-validation in clustering is difficult. While there is some work in the classical clustering setting [Tibshirani et al., 2001 , Sugar and James, 2003 , Tibshirani and Walther, 2005 , it has not been discussed much in the network setting, and the loss function we propose next, one of a number of reasonable options, may be of independent interest.
For any cluster label vector c, the set of node pairs V × V will be divided into K(K + 1)/2 classes defined by H(i, j) = (c i , c j ). We treat each H(i, j) as an unordered pair, since the network is undirected in spectral clustering. To compare two vectors of labels c 1 and c 2 , we can compare their corresponding partitions H 1 and H 2 by computing co-clustering difference (CCD) or normalized mutual information (NMI) between them [Yao, 2003] . For instance, the co-clustering matrix for H 1 is defined to be the n 2 × n 2 matrix G 1 such that G 1,(j−1)n+i,(q−1)n+p = I{H 1 (i, j) = H 1 (p, q)}, reflecting whether or not two edges are in the same partition of H 1 . Then the CCD between H 1 and H 2 is defined as the squared Frobenius norm of the difference between the two co-clustering matrices
We apply this measure to choose the tuning parameter τ as follows: for each split m = 1, 2, · · · , N of ECV and each candidate value of τ , we complete the adjacency matrix after removing the held-out entries and estimate cluster labelsĉ by regularized spectral clustering on the completed matrix with the candidate value of τ . We also computeĤ τ , the partition corresponding to regularized spectral clustering on the full adjacency matrix with the same value of τ . Then we choose τ by comparing these partitions constrained to the held-out set,
Intuitively, if τ is a good value, the label vectors that generateĤ
andĤ τ,Ω ⊥ m should both be close to the truth, and so the co-clustering matrices should be similar; if τ is a bad choice, then both label vectors will contain more errors, likely to be non-matching, and the corresponding CCD will be larger.
Tuning graphon model estimation method
Graphon (or probability matrix) estimation is another general task which often relies on tuning parameters that can be determined by cross-validation. Zhang et al. [2015] proposed a method called "neighborhood smoothing" to estimate M instead of f under the assumption that f is a piecewise Lipschitz function, avoiding the measure-preserving transformation ambiguity. They showed their method achieves a nearly optimal rate while requiring only polynomial complexity for computation (optimal methods are exponential). The method depends on a tuning parameter h which controls the degree of smoothing. The theory suggests h = τ log n n for a constant τ . This is a setting where we have no reason to assume a known rank of the true probability matrix and M does not have to be low rank. However, for a smooth graphon function a low rank matrix can approximate M reasonably well [Chatterjee, 2015] . The ECV procedure under the graphon model now has to select the best rank for its internal matrix completion step. Specifically, in each split, we can run the rank estimation procedure discussed in Section 3.1 to estimate the best rank for approximation and the correspondingÂ as the input for the neighborhood smoothing algorithm. The selected tuning parameter is again the one minimizing the average prediction error.
Stability selection
Stability selection [Meinshausen and Bühlmann, 2010] was proposed as a general method to reduce noise by repeating model selection many times over random splits of the data and keeping only the features that are selected in the majority of splits; any cross-validation procedure can benefit from stability selection since it relies on random data splits. An additional benefit of stability selection in our context is increased robustness to the choice of p and N (see Appendix B.3). Chen and Lei [2017] applied this idea to NCV as well, repeating the procedure multiple times and choosing the most frequently selected model. We use the same strategy for ECV (and NCV in comparisons) , choosing the model selected most frequently out of 20 replications. When we need to select a numerical parameter rather than a model, we can also average the values selected over the 20 replications (and round to an integer if needed, say for the number of communities). Overall, picking the most frequent selection is more robust to different tasks, though picking the average may work better in some situations. More details are given in Section 4.
Numerical performance evaluation
In this section, we use extensive simulation studies to evaluate performance of ECV for the tasks discussed in Section 3: estimating rank for a general low-rank network model, model selection for block models (SBM vs DCSBM and the choice of K), tuning regularized spectral clustering and tuning neighborhood smoothing for graphon estimation.
The two internal parameters we need to set for the ECV are the selection probability p and the number of repetitions N . Our numerical experiments suggest (see Appendix B.3) that the accuracy is stable for p ∈ (0.85, 1) and the choice of N does not have much effect after applying stability selection, In all of our examples, we take p = 0.9 and N = 3, for a fair comparison with the recommended configuration for the NCV method of Chen and Lei [2017] under block models. This configuration seems to work well in all settings.
Rank estimation for general directed networks
Here we demonstrate the generality of ECV on the task of selecting the best rank for a directed network model. There are no obvious competitors for this task, since the NCV is designed for the block model family. Assume M = XY T where X, Y ∈ R n×K are such that M ij ∈ [0, 1]. This can be viewed as a directed random dot product graph model [Young and Scheinerman, 2007] , with K being the dimension of its latent space. We can use the ECV with either the AUC loos or the SSE loss for model selection in this case, and with either of the two stability selection methods (average or mode). In simulations, we generate two n×K matrices S 1 and S 2 with each element drawn independently from the uniform distribution on (0, 1), and set P = S 1 S T 2 . We then normalize to [0, 1] by setting M = (max i,j P ij ) −1 P and generate the network adjacency matrix A with independent Bernoulli edges and EA = P .
We fix K = 3 or K = 5 in the model and vary the number of nodes n. The candidate set is K ∈ {1, 2, · · · , 8}. Table 2 shows the distribution of estimatedK under various settings. When the sample size is sufficiently large, all versions of ECV can estimate K well. The AUC-based ECV is always more accurate that the SSE-based ECV, and works better for smaller sample sizes. The estimation is already quite stable for this task so stability selection does not offer much improvement. The setting for all simulated networks in this section is as follows. For the DCSBM, we first sample 300 values from the power law distribution with the lower bound 1 and scaling parameter 5, and then set the node degree parameters θ i , i = 1, · · · , n by randomly and independently choosing one of these 300 values. For the SBM, we set θ i = 1 for all i. Let π ∝ (1, 2 t , · · · , K t ) be the proportions of nodes in the K communities; t controls the size balance (when t = 0 the communities have equal sizes). Let B 0 = (1 − β)I + β11 T and B ∝ ΘB 0 Θ, so that β is the out-in ratio (the ratio of between-block probability and withinblock probability of edge). The scaling is selected so that the average node degree is λ. We consider several combinations of size and the number of communities: (n = 600, K = 3), (n = 600, K = 5) and (n = 1200, K = 5). For each configuration, we then vary three aspects of the model:
1. Sparsity: set the expected average degree λ to 15, 20, 30, or 40, fixing t = 0 and β = 0.2.
2. Community size: set t to 0, 0.25, 0.5, or 1, fixing λ = 40 and β = 0.2.
3. Out-in ratio: set β to 0, 0.25, or 0.5, fixing λ = 40 and t = 0.
All results are based on 200 replications.
Overall model selection
The four methods compared on this task are ECV with L 2 loss (ECV-l2), the stable version of ECV where the most frequent selection of 20 independent repetitions of ECV-l2 is returned (ECV-l2-mode), and the corresponding versions of the NCV procedure (NCV-l2, NCVl2-mode). We only show the results from using the L 2 loss for model selection since we observed it works better than binomial deviance for both ECV and NCV. The performance using binomial deviance as loss can be found in Appendix B.1. Table 3 shows the fraction (out of the 200 replications) of times the correct model was selected when the true model is the DCSBM. Over all settings, stability selection improves performance as long as cross-validation is working reasonably well to start with. This is expected, since stability selection is only a variance reduction step, and it cannot help if the original procedure is not working. The NCV works well in easier settings (smaller number of communities, denser networks, more balanced communities, smaller out-in ratio). As the problem becomes harder, the NCV quickly loses accuracy on model selection. The ECV gives better selection than NCV in all cases, and in harder settings the difference is very large. For instance, when K = 5, n = 1200, λ = 30, β = 0.2 with balanced communities, NCV completely fails (0% correct) while ECV gives the correct answer 100% of the time. Table 4 shows the corresponding results when the underlying true model is the SBM. The task is easier under the SBM as the model is simpler, but the general pattern is very similar to the DCSBM setting. Stability selection clearly improves performance and the ECV performs better than NCV overall. 
Selecting the number of communities
When the model (SBM or DCSBM) is known or assumed, there are multiple methods available for selecting the number of communities K which can be compared to general crossvalidation methods. For this task, we compare the following cross-validation procedures: the previously mentioned ECV-l2, NCV-l2, and the model-free ECV with the SSE and the AUC as loss functions, described in Section 3.1 (ECV-SSE and ECV-AUC, respectively), with two versions of stability selection (average or mode). We include two additional methods designed specifically for choosing K under the block models, which we would expect to be at least as accurate as cross-validation considering that they use the true model and crossvalidation does not. The method of is a BIC-type criterion (LR-BIC) based on an asymptotic analysis of the likelihood ratio statistic. Another BIC-type method proposed by Saldana et al. [2014] is based on the composite likelihood (CL-BIC) but it is computationally infeasible for networks with more than 1000 nodes (using the implementation on the authors' website) and it was less accurate than LR-BIC in our experiments on smaller networks, so we omitted it from comparisons. From the class of eigenvalues-based methods proposed by Le and Levina [2015] , we include the best-performing variant based on the Bethe-Hessian matrix with moment correction (BHmc). Due to the large number of methods, we first compare just the cross-validation methods, ECV-l2, NCV-l2, ECV-AUC, ECV-SSE, and their stabilized versions, and then we compare the best of the cross-validation methods with the other two. The results under the DCSBM as the true model are included in this section; the corresponding results for the SBM are given in Appendix B.2. Table 5 shows the comparison between the cross-validation methods when we vary the average network degree with fixed β = 0.2 and balanced communities. Both stability selection methods improve the accuracy of ECV, and the average is better for all versions of the ECV. On the other hand, for NCV the most frequently selected K is typically more accurate than the rounded average. Further, all the variants of the ECV work as well as or better than NCV in all configurations. For example, when n = 1200, K = 5, λ = 15, the ECV accuracy is in the range 0.83-0.85, while the NCV completely fails. The model-free ECV-AUC is similar to ECV-l2 on this task, but it cannot be used to select between the SBM and the DCSBM. The ECV-SSE version is slightly inferior but still works much better than NCV. Tables 6 and 7 compare the same methods when we vary t fixing λ and β, and vary β while fixing λ and t, respectively. The pattern is very similar to Table 5 . 1.00 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 30 1.00
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Next, we compare the best of cross-validation methods (ECV-l2-avg, NCV-l2-mode, ECV-AUC-avg) with the model-based methods LR-BIC and BHmc, with results shown in Table 8 . The LR-BIC and BHmc perform perfectly most of the time, and outperform cross-validation when K is large and the network is sparse (harder settings). This is expected since crossvalidation is a general method and the other two rely on the true model; they also cannot be applied to any other tasks. It is also not clear how they behave under model misspecification (important given that in the real world not many networks follow exactly the SBM or the DCSBM), while cross-validation can still be expected to give reasonable results; in particular, the ECV selection can be interpreted as the optimal model from the block model family in terms of link prediction for the observed network. 
Tuning regularized spectral clustering
Another application of ECV discussed in Section 3.3 is choosing the tuning parameter for regularized spectral clustering. We test the ECV on this task on networks generated from the DCSBM under the setting described in Section 4.2.1, with n = 600, K = 3, a power law distribution for θ i , balanced community sizes π = (1/3, 1/3, 1/3), out-in ratio β = 0.2, and average degree λ = 5, since regularization is generally only relevant when the network is sparse. The candidate set for the tuning parameter τ is C = {0.1, 0.2, · · · , 1.9, 2}. Without regularization, at this level of sparsity spectral clustering works very poorly. We use the ECV procedure described in Section 3.3 as well as its two stabilized versions to select τ . We also report the accuracy for each fixed value of τ in C as well as the DKest estimator of τ proposed by Joseph and Yu [2016] .
In the sparse setting, spectral clustering may occasionally suffer from bad local optima found by K-means. Thus we report the median clustering accuracy out of 200 replications, as well as its 95% confidence interval calculated by bootstrap. Figure 1 shows the confidences intervals for the median accuracy of regularized spectral clustering for all tuning strategies out of 200. Without regularization, the clustering accuracy is below 0.5 (not shown). The accuracy jumps up with regularization for small τ values, and decreases slowly as τ increases. All data-driven methods give close to optimal performance, with DKest and ECV-avg giving the best result, closely followed by ECV without stability selection and ECV-mode. Again, considering that DKest is a model-based method designed specifically for this purpose, and ECV is a generic tuning method, this is a good result for the ECV. 
Tuning nonparametric graphon estimation
In this example, we demonstrate the performance of ECV in tuning the neighborhood smoothing estimation for a graphon model. As discussed before, the theory in Zhang et al.
[2015] suggests h = τ log n n for a constant τ , but does not give any information about the value for τ . As we show next, the choice of τ matters in practice and ECV can be used to pick a good value.
The tuning procedure is very stable for the graphon problem and stability selection is unnecessary. Figure 2 shows the tuning results for two graphon examples taken from Zhang et al. [2015] , both for networks with n = 500 nodes. Graphon 1 is a block model (though this information is never used), which is a piecewise constant function, and M is low rank. Graphon 2 is a smoothly varying function which is not low rank; see Zhang et al. [2015] for more details. The errors are pictured as the median over 200 replications with a 95% confidence interval (calculated by bootstrap) of the normalized Frobenius error M − M F / M F . For Graphon 1, which is low rank, the ECV works extremely well and picks the best τ of the candidate set most of the time. For Graphon 2, which is not low rank and therefore more challenging for a procedure based on a low-rank approximation, the ECV does not always choose the very best τ , but still achieves a fairly competitive error rate by successfully avoiding the "bad" range of τ . This example illustrates that the choice of constant can lead to a big difference in estimation error, and the ECV is successful at choosing it. In this section, we demonstrate model selection by ECV on a publicly available dataset complied by Ji et al. [2016] . This dataset contains information (title, author, year, citations and DOI) about all papers published between 2003 and 2012 in four top statistics journals (Annals of Statistics, Biometrika, Journal of the American Statistical Association -Theory and Methods, and Journal of the Royal Statistical Society Series B). This dataset was carefully curated by Ji et al. [2016] to resolve name ambiguities and is relatively interpretable, at least to statisticians.
The dataset contains 3607 authors and 3248 papers. The citations of all the papers are available so we can construct the citation network between authors (as well as papers, but here we focus on authors as we are looking for research communities of people). We thus construct a weighted undirected network between authors, where the weight is the total number of their mutual citations. The largest connected component of the network contains 2654 authors. Thresholding the weight to binary resulted in all methods for estimating K selecting an unrealistically large and uninterpretable value, suggesting the network is too complex to be adequately described by a binary block model. Since the weights are available and contain much more information than just the presence of an edge, we analyze the weighted network instead; seamlessly switching between binary and weighted networks is a strength of ECV.
Many real world networks display a core-periphery structure, and citation networks especially are likely to have this form. We focus on analyzing the core of the citation network, extracting it following the procedure proposed by Wang et al. [2016] : delete nodes with less than 15 citations (in either direction) and their corresponding edges, and repeat until the network no longer changes. This results in a network with 706 authors shown in Figure 3 . The individual node citation count ranges from 15 to 703 with a median 30.
Block models are not defined for weighted networks, but the Laplacian is still well-defined and so the spectral clustering algorithm for community detection can be applied. The model-free version ECV-SSE can be used to determine the number of communities. We apply the ECV-SSE procedure with p = 0.9 and N = 3 and repeat it 200 times, with the candidate values for K from 1 to 50. The stable version ECV-SSE-mode selects K = 20. We also used ECV to tune the regularization parameter for spectral clustering, as described in Section 3.3. It turns out the regularization does make the result more interpretable. We list the 20 communities in Table 9 , with each community represented by 10 authors with the largest number of citations, along with subjective and tentative names we assigned to these communities. Note that the names are assigned based on the majority of authors' interests or area of contributions, and that it is based exclusively on data collected in the period 2003-2012, so people who have worked on many topics over many years tend to appear under the topic they devoted the most attention to in that time period. Many communities can be easily identified by their common research interests; high-dimensional inference, a topic that many people published on in that period of time, is subdivided into several sub-communities that are in themselves interpretable (communities 1, 2, 4, 5, 10, 12, 15) . Overall, these groups are fairly easily interpretable to those familiar with the statistical literature of this decade.
Discussion
We have proposed a general framework for resampling networks based on, in a nutshell, leaving out adjacency matrix entries at random and using matrix completion to fill them back in before proceeding with the task at hand for the training data. While for specific problems like selecting the number of communities under the block models there are existing methods that work well, our proposal has the advantage of being general and competitive with specialized methods across the board. It relies on an approximately low rank assumption which we know to be reasonable for many real networks. However, if another structural assumption makes more sense for a given dataset, one can always replace the matrix completion method with something more appropriate for the situation, while the general principle remains the same. Under the low rank assumption on the underlying probability matrix, we showed that the completed matrix retains the same order of concentration around the truth as the full adjacency matrix; in practice, we expect the method to work well for approximately low rank structures as well.
The general scheme of leaving out entries at random followed by matrix completion can be useful in any resampling-based method, not just cross-validation. Establishing rigorous guarantees for bootstrap in this context is left for future work. Another direction we leave for future work is when there are additional node features available [Li et al., 2016, Newman and Clauset, 2016] . The strategy we use for ECV could be modified to include resampling node features as well as edges in this context. Finally, the strategy may also prove useful in cross-validation on dynamic networks changing over time [Zhang et al., 2017, Rossetti and Cazabet, 2017] , and in general any situation where one needs to create an artificial sample of networks based on a single observed network. Table 9 : The 10 authors with largest total citation numbers (ignoring the direction) within 20 communities, as well as the community interpretations. The communities are ordered by size and authors within a community are ordered by mutual citation count. product.
Lemma 2. Let G an adjacency matrix of an Erdös-Renyi graph with the probability of edge p ≥ C 1 log n/n for a constant C 1 . Then for any δ > 0, with probability at least 1 − n −δ , the following relationship holds for any Z ∈ R n×n with rank(Z) ≤ K
where C = C(δ, C 1 ) is the constant from Lemma 1 that only depends on δ and C 1 .
Proof of Lemma 2. Let Z = U V T , where U ∈ R n×K and V ∈ R n×K are the matrices that achieve the minimum in the definition of Z max . Denote the th column of U by U · and the th row by U · .
Given any unit vectors x, y ∈ R n , we have
Let1 = 1 n / √ n be the constant unit vector. For any 1 ≤ ≤ n, let y • U · = α 1 + β 1 ⊥ in which1 ⊥ is a vector that is orthogonal to1. It is easy to check that
Similarly, we also have
LetḠ = p11 T be the expectation of G with respect to the missing mechanism. Then
Notice that1 TḠ = np1 T , and therefore
Further, sinceḠ1 ⊥ = 0 for any , we can rewrite (18) as
) probability 1. Then for any δ > 0,
in which C = C (σ, δ) is a constant that only depends on δ and σ,
Proof of Theorem 1. Our proof is valid regardless of whether the network is directed, as Lemma 1 holds for both directed and undirected networks. So we ignore the fact that M can be symmetric. Let W = A − M , so EW = 0. It is known that
Therefore, we have
Since rank(M ) ≤ K, by Lemma 2, we have
with probability at least 1 − n −δ for any δ > 0.
We want to apply the result of Lemma 3 to control II, by conditioning on W . Notice that
Clearly we can set σ = 1 in the lemma. Also,
in which the last inequality comes from (14). Similarly, we have
Now by Lemma 3, we know that given W ,
with probability at least 1 − n −δ where C (δ) is the C (1, δ) in Lemma 3.
Finally, applying Lemma 1 to (28), we have for any δ 2 , δ 3 > 0
with probability at least 1 − 2n −δ where C (δ, C 2 ) = 2C (δ) max(C(δ, C 2 ), 1).
Combining (27) and (29) gives
with probability at least 1 − 3n −δ whereC(δ,
The bound about Frobenius norm (4) directly comes from (11) since rank(Â − M ) ≤ 2K.
Proof of Proposition 1 and 2. A direct consequence of Theorem 1 is the concentration bound
with high probability. Then the conclusion of Proposition 1 can be proved following the strategy of Corollary 3.2 of Lei and Rinaldo [2014] . The same concentration bound also holds for DCSBM. To prove Proposition 2, recall that n k = |{i : c i = k}|. Following Lei and Rinaldo [2014] , define θ k = {θ i } c i =k and
Letñ k = θ k 2 be the "effective size" of the kth community. Under A4, we have
Furthermore, when A3 and A4 hold, we have
Proposition 2 can then be proved by following the proof of Corollary 4.3 of Lei and Rinaldo [2014] and applying (30).
B Additional simulation results for model selection under the block models B.1 Using binomial deviance loss function for overall block model selection
As discussed in the paper, we can use both L 2 loss and binomial deviance as loss functions in selecting between different block models. Empirically we found the L 2 loss gives better results, shown in Section 4. For completeness, we include overall block model selection correct rate using binomial deviance for both ECV (ECV-dev) and NCV (NCV-dev) in Table 10 (when the true model is DCSBM) and Table 11 (when the true model is SBM). The pattern is the same as for the L 2 loss; both methods benefit from stability selection and ECV always dominates NCV. The difference between the two methods is very large under the DCSBM and smaller under the SBM. Table 8 in the paper shows the accuracy of selecting K from multiple methods under the DCSBM, and results under the SBM are given in Table 12 below. The pattern is similar, except ECV-AUC has a problem with perfectly separated communities (β = 0, an unrealistic scenario, presumably due to many ties affecting the AUC). LR-BIC is more robust than BHmc to unbalanced community sizes but is the most vulnerable of all methods to high out-in ratio. B.3 The impact of training proportion p and replication number N This simulation study illustrates the impact of p and N on the performance of ECV on the task of block model selection considered in Section 4.2. The true model is the DCSBM with K = 3 equal-sized communities, n = 600, average degree 15, and the out-in ratio 0.2. The results are averaged over 200 replications. Figures 4 and 5 show the effects of varying p and N on model selection and estimation of K, respectively. Clearly, a small p will not produce enough data to fit the model accurately. A very large p is also not ideal since the test set will be very small so the validation becomes noisy. The larger the number of replications N , the better in general. The stability selection step makes our procedure much more robust to the choice of p and N , with similar performance for p > 0.85 and all values of N considered. In all our examples in the paper, we use p = 0.9, N = 3. 
