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This thesis is concerned with the electrical characterization of the key players 
of the innate immune cells. Innate immunity is basically the nonspecific immune 
response that is triggered by any foreign body that attacks the human system. The key 
players of the innate immune system are mainly dendritic cells and macrophages. 
Accurately classifying these cell types helps us understand the mechanism of the 
immune system thereby enabling the development of models to improve new 
prospects for the therapeutics and diagnostics. The characterization described in this 
thesis is based on extracting the capacitance for each biological cell using I-V curves. 
The main aim of this thesis is to overcome the drawbacks of the conventional 
techniques used to characterize and differentiate between these immune cells. The 
main challenges with the conventional techniques are the problem of cross-referencing 
and lack of biological identity for each cell. A matlab mathematical model was 
developed to extract the capacitance from the I-V curves obtained from the DropSens 
machine. The results obtained display the concept of immunophenotyping, meaning 
the ability to accurately define and characterize the different types of cells. 
Our results for the capacitance are in concordance with the area for each cell 
type and the published literature. 
Keywords: Innate immunity, adaptive immunity, THP-1, dendritic cells, 
macrophages, electrical characterization, I-V curves, capacitance, image processing, 
flowcytometry. 
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During assessments of diseases, it is essential to identify and categorize 
diseases based on their systematic method of action and to subsequently re-evaluate 
the importance of the functional analysis of the host’s response represented by the 
innate immune cells. Classifying the innate immune system players is a key step to 
comprehensively and quantitatively evaluate the interactions between the innate 
immune system and the adaptive immune system, thereby enabling the development 
of models to predict behavior and improve new prospects for the therapeutics and 
diagnostics. Rapid development in technologies that allow the accurate and rapid 
classification of cell types in action provided insights into the field of innate immunity 
and established the action of some therapies [1-3]. This thesis aims to offer a novel 
approach in characterizing and differentiating between the two most important cell 
types of the innate immune system, namely the dendritic cells and macrophages. 
Scientists have been using known and conventional techniques in defining these two 
cells such as Western blotting, FACs analysis, immunohistochemistry and Polymerase 
Chain Reaction (PCR). These techniques and approaches have proven their 
efficiencies and utilities. However, they are time consuming, costly, require highly 
trained technicians and most importantly have little reliability since the markers used 
to differentiate between these two cell types overlap significantly. In this thesis, we 
are presenting a characterization method that uses the current-voltage curves to extract 




1.2 Statement of the Problem 
 
The innate immune system is a complex system that is compromised of the 
physical barriers, mechanical defenses, microbiota and effector cells [4]. In practice, 
the process of differentiating between the two key players of the innate immune cell, 
macrophages and dendritic cells, in vitro is not straightforward [5]. It has heavily 
relied on cell-surface markers assumed to be solely present on one cell type and not 
the other. However, growing evidence suggests that many cell surface markers 
previously used to differentiate between these two cell types overlap [6]. This further 
complicates our understanding of the mononuclear innate system and confirms the 
need for a more reliable system to distinguish between these two key immune cell 
types. Scientists have been using conventional techniques such as Western blotting 
[7], flow cytometry (FACs) [8], immunohistochemistry [9] and PCR [10] to 
differentiate between dendritic cells (DCs) and macrophages. Flow cytometry, the 
most common technique used in classifying immune cells, segregates cell types based 
on cell-surface-markers expressed on their outer cell membranes. However, growing 
evidence suggests that when it is used to compare between DCs and macrophages, the 
markers overlap and display lack of specificity. 
 
1.3 Relevant Literature for the Biological System 
 
1.3.1 Innate Versus Adaptive Immune System 
 
The human immune system is divided into two main categories, innate and 
adaptive immune systems [11]. Figure 1 displays the main components of each system; 
the innate and adaptive immune systems meet at specific immunological locations that 
will be explained later in the thesis. The different components, characteristics and traits 




categories are not mutually exclusive due to the properties these different cells share. 
Innate immunity can be defined by the nonspecific immune response that is triggered 
by the chemical properties of the antigen; the foreign body that attacks the immune 
system. The key players of the innate immune system are the antigen presenting cells 
(APCs) [4]. Antigen presentation requires special heterogeneous immune cells that 



















Figure 1: The interaction of the innate and adaptive immune systems. 
 
The innate immune system starts with the physical barriers and ends with the 
effector cells that are the joining point between the innate and adaptive immune 
systems. Effector cells of the innate immune system interact with the adaptive immune 
system at specific immunological locations. 
The mechanism adopted by the APCs involves recognizing and processing and 
the antigen into fragments that are later presented on Major Histocompatibility 
Complex (MHC) molecules for T cell recognition [12]. Usually the innate immune 
response arises instantly or within a short time of the antigen’s presence in the body. 
Although the APCs play the most important role at the innate immune system, they 
are also supported with the physical barriers of the physiological system, mechanical 











1.3.2 Physical Barriers 
 
Physical barriers are a representation of the basic form of the innate immune 
system [4]. They can be divided into several important components. 
a. The physical barrier - the skin: The complexity of the skin is evident 
when studying its composition of three different layers; epidermis, 
dermis and hypodermis, which strengthen its capability to defend the 
body from foreign pathogens [14]. Keratin that compromises the top 
layer of the skin supports the system against bacterial enzyme 
degradation. The frequent shedding of this layer removes any attached 
microbes and provides continuous protection against microbial attacks 
[15]. In theory, compromising the skin barrier by a wounds, skin burns 
and even insect bites are the ways for pathogens to enter a host and 
proliferate. 
b. Mucous Membranes: These are the linings that cover the inside of the 
internal organs and produce secretions to support the innate immune 
system. Mucous membranes secretions provide protection from debris 
and small microbes. However, it is the actual mechanical action of the 
membranes that pushes the pathogens outside the body [16]. The 
physiological structure of the mucous membranes depends on their 
location. Lungs have hair-like structures, called cilia, with mucous 
secretions to trap and flush the out microbes [17]. The digestive tract 
on the other side contracts in an action called peristalsis to excrete 
pathogens and microbes in the feces. 
c.  Cell junctions that make up different tissues in the body; are classified 




joined areas of the plasma membrane, desmosomes where cells are 
connected by the actin filaments and gap junctions that are connective 
tunnels between two cells [18, 19]. 
1.3.3 Mechanical Defenses 
 
Preventing the microbes from taking up space inside the body is carried out 
using mechanical defenses developed by the body. In addition to the examples 
mentioned in the mucous membranes in the previous sections, the process of flushing- 
by urine and tears ensures the purging of some toxins and pathogens [20]. 
1.3.4 Chemical Defenses 
 
The body produces defensive chemicals to protect itself from pathogens. 
Chemical defenses are found in different parts of the body. The skin secrets 
bactericidal chemicals enhancing the skin as the first line of defense. Also, the mucous 
membrane’s secretions contain gastric juices that dissolve most bacteria. Finally the 




The microbiota is not only essential for the human development but it plays an 
important role in defense against pathogens. Their main role in defense is by 
competing with the invading pathogens on binding sites and nutrients [22, 23]. 
1.3.6 Antigen Presenting Cells (APCs) 
 
APC’s are classically defined as cells that present antigenic peptides on 
specific proteins called MHC molecules [24]. Their role is to bind the fragments of the 
antigens and present them to T cells to mount the appropriate immune response [25]. 




interaction that happens between MHC molecules and T cell receptors (TCR) [26]. 
The three main types of Professional APCs are dendritic cells, macrophages and B 
cells. All are of hematopoietic origin. Although both macrophages and dendritic cells 
are antigen presenting cells, they differ in their function. Dendritic cells are specialized 
for surveillance and detection of pathogens and, as their name suggests, have elongated 
structures arising from the cell called dendrites. It is important to note that the dendrites 
increase the surface area of the dendritic cells compared to the cell’s volume [27, 28]. 
Dendritic cells originate from the bone marrow and are resident in tissues that are in 
contact with the external environment [16]. They also circulate in the blood while in 
their immature state before activation and migration. Dendritic cells are categorized 
into two groups: myeloid dendritic cells (mDCs) with their subsets mDC-1 that is 
specialized for T-cell activation, and mDC-2 that fights infections caused by wounds 
[27]. Plasmacytoid dendritic cells share characteristics of plasma and mDCs, and they 
secret significant amounts of interferon-alpha [29]. Like dendritic cells, macrophages 
patrol for pathogens and they take different forms at different body parts. The second 
and very important role macrophages play is phagocytosis of microbial substances, 
pathogens and even cancer cells. The final role for macrophages is in regulating the 
immune system by releasing cytokines for anti-inflammation [28, 30, 31]. This is 
clearly displayed in the two subsets of macrophages: M1 and its role in phagocytosis 
and inflammation, and M2 that function for homeostasis, wound healing and for the 
activation of repair mechanisms [32]. In healthy tissues, macrophages circulate in the 
blood as monocytes or are already resident in different tissues (the type of macrophage 
depends on their tissue location). As the body is responding to an infection, monocytes 
leave the blood circulation towards the site of injury/disease by a process called 




chemotaxis and once they are activated, they release cytokines to attract more immune 
cells [34]. Once monocytes encounter the pathogen, they undergo changes and 
differentiate to become macrophages. Phagocytosis is the process by which 
macrophages eliminate pathogens, microbes and dead cells. Phagocytosed microbes 
are contained into a vacuole called phagosome that fuses with another organelle called 
lysosome to form phagolysosome [35]. The lysosome is a membranous structure 
containing degradative enzymes that acts on degrading the engulfed microbes. Table 
1 is a comparison between the two main APCs dendritic cells and macrophages and it 
explains the markers used to characterize each cell, as the table summarizes surface 
markers CD11c, CD11b, MHCII are for both DCs and macrophages. CD68 is also 
used for both cells however it highly displayed on macrophages. On the other hand 
DC-sign can only characterize DCs and not macrophages. In addition, Table 1 
summarizes the functionality for each cell, DCs are stronger in stimulating T cells, 
antigen presentation and migration to lymph nodes. However, macrophages are 









Figure 2: Dendritic cell (Left) Macrophage (Right). Dendritic cells have elongations 
called dendrites. Macrophages are larger in size and lack the elongations. 
 
Table 1: Comparison of surface markers and functions between the main cells, 
Dendritic Cells and Macrophages. XX: very strong, X: strong. 
 
Markers 
Surface Markers Dendritic cells Macrophages 
CD11c X X 
CD11b X X 
MHCII X X 
CD68 X XX 
DC-Sign X  
Functions 
Functional Characteristics Dendritic cells Macrophages 
T-Cell stimulation XX X 
Antigen Presentation XX X 
Phagocytosis X XX 
Cytotoxicity X X 




1.3.7 Adaptive Immune System 
 
Both macrophages and dendritic cells are the link between the innate and 
adaptive immune system [29, 36]. Following encounter and engulfing of the pathogen, 
APCs migrate to lymph nodes to activate a specific response by the adaptive immune 
system. The adaptive immune system consists of lymphocytes that originate from the 
bone marrow and are found circulating the blood and home into lymphoids tissue [37]. 
The adaptive immune system is categorized into two main types of cells T and 
B cells. Both originating from the bone marrow. T cells travel to thymus and mature 
there, whereas B cells remain and mature in the bone marrow [37, 38]. T cells are 
distinguishable by the presence of a T cell receptor that recognizes the antigen 
presented on histocompatibility complexes on antigen presenting cells. Different 
responses emerge from T cells which contributes to shaping, regulating and controlling 
the variation of the immune system [39]. Studies have summarized the role of T cells 
in several main groups, T helper cells (CD 4+ T cell) which express CD4 on their 
surfaces CD4 does not play role in antigen recognition but plays role in signal 
transduction following antigen recognition by T cells. Once T helper cells are activated 
they proliferate, secrete cytokines for the direction of other T cells subtypes [40]. 
Subtypes of CD4+ T helper cells such as Th1, Th2, Th 17 produce various cytokines 
that supports responses against different invaders including intracellular bacteria, 
viruses and cancer [41]. They aid in the differentiation and induction of antibodies 
production by B cells. They also play an important role in the defense against 
helminths and pathogens at the mucosal barrier. CD4+ T cells only help activate and 
propagate the response of the adaptive immune system, however the second main 
category of T cell, called cyototoxic T cells or CD8+, directly kills virus infected cells 




I on target cells surfaces [43]. Killing is then triggered by the release of cytotoxic 
proteins. Granzymes and perforins work together as the perforin penetrates and 
polymerizes on the surface of target cells to form a pore like structure, allowing the 
granzymes to enter and induce programmed cell death [44]. The other way CD8+ T 
cells induces killing is through the Fas ligand expressed on some target cells. After the 
binding of CD8 + T cells and the infected cell through the Fas/Fas ligand, caspase gets 
activated and leads to apoptosis in the target cell [45]. All the pathways explained 
previously for CD8+ T cells requires direct cell contact; however, CD8+ T cells can 
induce killing by the secretion of IFN-γ and tumor necrosis factor- α [44]. These 
cytokines binds to their receptors on the target cell and activate the caspase cascade 
leading to cell death. The above three main ways summarize the pathways taken for 
CD8+ T cells to kill cells. These ways are crucial for the study of tumor regression and 
they are considered in many therapeutic treatments for enhancing cancer treatment. 
Our immune system orchestrates a way to respond faster to foreign pathogens through 
responses by memory T cells. Memory T cells recall previous encounters with antigens 
and enhance the response rate by minimizing the time required for antigen recognition 
and therefore faster induction of inflammation [46]. Upon activation, T cells 
differentiate into memory and effector T cells. There are different types of memory T 
cells : 1. Central memory T cells: with high expression of CCR7 and CD44 which is 
used to distinguish between naïve and memory T cells, and usually found in lymph 
node and peripheral circulation, 2. Effector memory T cells: lack CCR7 but express 
CD45RO, and are found in peripheral circulation and tissues 3. Tissue Resident 
memory T cells: they do not circulate and are resident in specific tissues. Deep 




development help scientists in designing vaccines and therapeutic options for 
immune-mediated diseases [47]. 
Humoral immunity is an important component of the adaptive immune system 
and is governed by B lymphocytes. Humoral immunity is defined by the secretion of 
antibodies by B cells. unlike T cells, B cells express B cell receptors on their surfaces 
that allow direct antigen recognition by B cells, consequently triggering the immune 
response. This was previously mentioned in the sections covering APC, but it is very 
important to remark that B cells are antigen presenting cells as well [48]. 
For every antigen there is an antibody produced by a certain B cell. Antigens 
recognized by B cells can be classified into two groups. Antigens that need the help of 
T cells to activate B cells and these are mainly peptides and are known as T cell- 
dependent antigens (TD) [38]. The other types of antigens, such as lipids, nucleic 
acids, polysaccharides, does not need the help of T cells to activate B cells, known as 
T cell independent antigen (TI). 
TD antigens, bind to the B cell through B cell receptor, enter the cell by 
endocytosis, gets degraded by certain enzymes and presented on MHC molecules to 
be recognized T helper cells. 
Antigen recognition by T cells induces T cell activation and cytokines 
secretions such as IL-4, IL-21 which serve to co-stimulate B cells for proliferation, 
immunoglobulin class switching and somatic hypermutation [38]. Upon B cell 
activation, they undergo a process to initially produce short lived antibodies for 
immediate response and protection, and next produce long-lived plasma cells for the 




The difference between TD and TI antigens is mainly the type of antigen 
whether it is a peptide or something else as well is the response time, responses to TI 
are faster because they do not require T cells help. However, antibodies produced to 
combat these antigens have lower affinity and less functionality than the ones produced 
in response to  TD antigens [49]. 
In the following sections, the role of the lymphatic system in transporting 
white blood cells to and from the lymph nodes and in transporting antigen presenting 
cells from the site of interaction with antigens to the lymph nodes for the required 
immune reaction will be explored. 
 
 
Figure 3: Interaction between dendritic cell and T cell. This is to activate the adaptive 
immune system. The interaction occurs between the MHCII in DCs and TCR on T 
cells. 
 
1.3.8 The Lymphatic System 
 
The lymphatic system is made up of connected network of tissues and 
circulating cells. The systems mainly consist of lymphatic vessels that are connected 
to the lymph nodes where the activation of T cells takes place [50]. 
Our body contains hundreds of lymph nodes, surrounding the lungs, the heart 






The main lymphatic organs: 
 
a. Thymus: is the primary lymphoid organ and is made up of lobules that are 
divided by the epithelium. It is surrounded by the capsule providing it with 
blood supply [51]. The thymus is divided into several regions that are the 
corticomedullary junction, the cortex, the subcapsular zone and finally the 
medulla. In the postnatal thymus circulating progenitors migrate to the 
corticomedullaty junction through the enriched vasculature that surrounds it 
[52]. Interactions between the progenitor cells and the vasculature are regulated 
by adhesive proteins; PSGL1 expressed on progenitor cells and P-selectin 
expressed on the epithelium [53]. Immature T cells do not express either CD4 
nor CD8 antigen and these are the double negative cells. There the thymocytes 
go through negative selection, this process is divided into 4 main stages DN1, 
DN2, DN3, DN4. From there they migrate to the cortex regulated by 
chemokines, CXCR4 and CCR7, further migration is mediated by CCR9 
signals. During migration thymocytes develop pre-TCR receptor, which is then 
followed by proliferation. Signals then initiate further development into double 
positive for the thymocytes to express both CD4 and CD8 co-receptors and 
signals to complete the assembly of the TCR complex [54]. These generated 
thymocytes are motile and interact with the generated TCR with peptide MHC 
complex, this starts the negative and positive selection to get mature T cells 
with either CD8 or CD4 receptors [55]. The single positive selected cells are 
attracted to the medulla, and they spend around 12 days there before being 
transported out of the thymus. Negative selection is the process by which self- 
tolerance takes place and the single positive thymocytes are further selected by 




tissue specific antigen T cells, and the generation of regulatory T cells [56]. 
Finally these mature T cells travel back to the corticomedullaty junction and 
are then released into the periphery equipped with the necessary tools to mount 
the immune responses. 
b. The spleen: the largest organ of the lymphatic system that is responsible for 
keeping the balance of the fluids in the body. It is a soft purple organ that is 
divided into the red and the white pulps separated by the perifollicular zone. 
The main function of the red pulp is to filter the blood of antigens, 
microorganisms and defective or worn-out RBCs [57]. On the other hand the 
white pulp which is the smaller part of the spleen consists of lymphoid tissue 
with designated areas for B and T cells. APCs enter the spleen via blood to 
initiate immunological interactions through presenting captured antigens to T 
lymphocytes [58]. Once the inflammation started T lymphocytes change their 
number, dynamics and location and go to the white pulp to initiate the adaptive 
immune response [59]. The periarteriolar lymphoid sheath (PALS) in the white 
pulp contains T cells Trafficking of T cells is regulated through binding of 
CCR7 and its ligands CCL19 and CCL21. On the other hand the B cells are 
concentrated in follicles that also contain mixture of cells that are important for 
their survival and activation [58]. The marginal zone or the interface between 
the red pulp and the white pulp contains antigen presenting cells such as 
dendritic cells that capture the antigens and present them to T cells in the white 
pulp. 
c. Lymph nodes: are filters for the lymph that circulates the biological system. 




reside in the lymph nodes. The act of filtration played by the lymph nodes is 
supported by their distribution all over the body and the connection between 
the lymph nodes with the lymphatic vessels [60]. The structure of the lymph 
node is relatively simple compared to that of the spleen and thymus. lymph 
nodes are made up of the outer cortex and the inner medulla that are surrounded 



















Figure 4: Lymphatic system with the main lymphatic organs, thymus gland, spleen 
and lymph nodes spread in the body. 
1.4 Relevant Literature for the Electrical Methods 
 
1.4.1 Image Processing in Biological Applications 
 
Image processing has become a vital tool in biological applications for 
quantifying the phenotypic differences between various cell populations. Screening 
biological samples has given scientists a deep insight into the biological systems and 
their diverse processes such as gene expression, protein modification or interaction, 




the principle of extracting the physical parameters of the sample such as the area, 
density and morphological properties [61]. Consequently the data obtained from these 
images allow the mathematical modeling of biological kinetics and the studying of 
biochemical signaling networks [62]. The main imaging techniques used for cellular 
studies are fluorescent microscopy, multiphoton microscopy, atomic and electron 
microscopy [61]. The fluorescent microscope is mainly used for the visualization of 
the sub-cellular structures and their compartmentalization [63]. It works by capturing 
the emissions of the excited biological samples using fluorophores. Multiphoton 
microscopy follows the same principle but is mainly used for living samples and can 
image at a deeper scale in comparison to the fluorescent microscopy [64]. On the other 
hand atomic force microscopy uses Hooke’s law (principle in physics that explains 
that the force used to compress or extend a spring is proportional to the same distance 
[65] to acquire the image from the sample [66]. The image is a representation of the 
forces between the sample and the tip of the probe that scans its surface, the forces 
measured vary between chemical, magnetic, electrostatic and mechanical contact 
forces. Lastly the electron microscopy uses an electron beam to image the object and 
magnifies it using electromagnetic fields [67]. Table 2 contains a comparison with the 




Table 2: Comparison for the different imaging techniques. 
 
 










Map cell surface No special treatment 
is needed for the 
sample 
Mechanical forces may 
damage the sample 
Electron Microscope 
(EM) 
Screening for protein 
structures 
High resolution Requires long time to 
prepare sample / does not 
work on living samples 
 
 
1.4.2 Image Analysis 
 
Quantitative results are obtained by the different available software that are 
coupled with the imaging acquisition techniques [68]. The analysis of the results 
depends on the advances of the algorithms and processing of the software used. In 
general, the applications of these software include analyzing the stained tissues, gels 
and getting the physical and morphological data of the sample [69]. After capturing 
the sample image with the microscope, the software initiates the segmentation process, 
where the object is located and the boundaries are drawn along the object [70]. The 
main goal of this process is to simplify the image for quantification. Phenotypes 
quantification is the critical step that follows, the software manages to quantify the 
image and get data like, sample size, distances between the objects, spatial 
distributions and in case of live imaging, tracking the sample movement [71]. 
Phenotypes and data collected from experiments conducted by scientists were then 
collected and categorized in shared databases [69]. This platform was an avenue for 




develop the more efficient analysis software. Additional experiments like western blot, 
FACS, PCR along with the imaging data give scientists a better picture on the 
biological process. 
Existing methods throughout the years have helped biologists get the data 
regarding the biological experiment conducted. However, these methods have their 
limitations and this is why the science is shifting towards using and developing image 
acquisition and analysis techniques. 
1.4.3 An Overview of Electrical Characterization in Biological Systems 
 
Recent years have witnessed a substantial growth in new techniques and 
technologies that allowed the detailed study of cells as well as their characteristics and 
functions. Scientists mainly focused on studying cells’ electrical and chemical 
properties due to the importance and roles of these properties in biological cell activity 
[72]. These electrical properties are very important because they give insight into the 
changing biochemical and biophysical properties of the cell that control their 
interactions with other cells and their interactions with the environment [73]. Over the 
years, many studies have been carried out to extract biological data from electrical 
measurements. Useful examples are the resting and membrane potential from the 
nervous system and ECG of the heart. Electrical characterization expanded to study 
single cells, viruses, DNA and even blood samples [74]. The electrical characterization 
starts with the process of passing a current through a sample, whether it is a single cell 





1.4.4 Electrical Parameters Extracted from Electrical Signals 
 
The information and data of electrical current is presented as electrical signals. 
Electrical signals can either be interpretation, transformation, perceived functions or 
any observable change in quantity [75]. An electrical signal can either be a voltage or 
a current that delivers the information required. Signals can visually be represented as 
waveforms; when the voltage or current output is plotted over time. The plot 
represented can be demonstrated in various ways, in other words there are many types 
of electrical waveforms that can be categorized into two distinctive groups [76]. The 
unidirectional waveform, electrical waves flow in one direction only and the bi- 
directional waveform where electrical waves alternate from the positive to the negative 
direction. There are three main properties that can be conducted from the waveforms. 
The first important property extracted from a signal is the frequency, which is the 
number of cycles per second. Peak voltage (the amplitude) is the highest voltage 
reached by the signal, and it is measured in volts. The time taken for the signal to 
complete one cycle is the time period and it is measured in seconds. From the time 
another property is calculated which is the frequency; the number of cycles per second, 
it is measured in hertz [77]. 
1.4.5 Different Electrical Techniques Used for Electrical Characterization 
 
Fast emerging technologies have been developed and advanced by the 
scientists in the past few decades to study the biophysical properties of cells and to 






Radiography is wide-ranging term that covers imaging techniques that requires 
the use of either ionizing radiation or non-ionizing radiation for the purpose of internal 
body parts characterization. The process of radiography begins with a generator 
producing certain type of radiation that is absorbed by the object of study [78]. The 
outcome is then captured by a detector. There are two types of detectors computed 
detection and digital detection. For the first type cassettes are used to collect the signal 
and transform it into digits than can be then displayed on a screen. The second type 
does not use cassettes. However, the radiation hits a set of hardware that directly 
digitizes the signals for the user to read as images. The image presented depends on 
the radiological density of the object under study. Objects with higher density absorb 
the radiation more and their output appears whiter than less dense objects [79]. 
B. Ultrasound 
 
Unlike radiography, ultrasound imaging relies on the usage of high-frequency 
sound waves to characterize internal objects in the body rather than ionizing radiation 
[80]. The advantage of this technique is mainly in acquiring real-time imaging that 
shows the movement and fluids flowing inside the body. The frequency waves are 
transduced through a gel that is applied on the object of study, the source of the waves 
are a probe that is directly placed on the object. The output of this process depends on 
the amplitude (strength) of the signal produced and the time needed for the wave to 




C. Magnetic Resonance Imaging 
 
Magnetic Resonance Imaging is a non-invasive imaging technique that uses 
strong magnetic field to produce high quality images of internal body parts [78, 82]. 
This technology is based on exciting protons in the tissue fluids and then detecting the 
change in the direction of their rotational axis. The proton excitation happens due to 
the force of a strong magnetic field. The high force pulls the protons out of their state 
of rest, once the force is turned off the sensors detect the energy released from the 
protons. The output of the image depends on the chemical and physical properties of 
the object [82]. 
D. Thermal Imaging 
 
An innovative way to characterize objects based on their emitted heat (heat 
signature of objects) [83]. The warmer the object, the higher the radiation is emitted. 
The technology works with heat sensors that detects temperature differences and to 
translate heat signals into electronic images that can be read by the user. The outcome 
is presented as a thermal image, that shows mainly black and white colors, where black 
presents cold objects and the white areas represents hot objects. The depth of grey 
shows the variation between the two states [84]. 
E. Radiofrequency Radiation 
 
Radiofrequency indicates the presence of electric and magnetic waves, both 
types of energy moving together. This is referred to as the electromagnetic spectrum, 
it can be expressed either in V/m (volts per meter)to express the strength of an electric 
field or A/m (Amperes per meter)to express the strength of the magnetic field. The 
radiofrequency waves are characterized by the wavelength – the distance needed to 
complete one cycle- and the frequency. Radiofrequency radiation with limited and 




body parts. An amplifier is used to produce the energy and a software control the 
absorption rate in patients to avoid any side effects. The image depends on the objects 
capability to dissolve excess heat, this is expressed in specific absorption rate (SAR) 
[85]. 
F. Electrical Impedance Tomography (EIT) 
 
This technique has the advantages of being portable, low cost and getting the 
output images faster. EIT works by assessing the electrical properties of the internal 
body organs without invasive measurements. The science behind this technique is to 
get the data based on permittivity and conductivity distribution inside the object after 
applying current into the object and measuring the voltage. The voltage output is used 
to solve inverse problems that aid in building the big picture needed for object 
characterization [86]. 
G. Impedance Flow cytometry 
 
Impedance Flow cytometry is a powerful analytical tool in cell biology for 
analysis and identification of cells. Two large electrodes are connected with a long 
chamber, the biological samples then flow through the chamber that has a current flow, 
and this will displace the conductive fluid and alters the resistance after decreasing the 
current, hence classifying the samples based on their size [87]. 
For tissue engineering various types of electric techniques are used for cell 
manipulation and characterization whether it is electrical [88] optical [89, 90], 




Examples of these techniques: 
 
a. Scanning Electron Microscopy 
 
This technique uses an electron beam to create an image. The image created 
gives information about the topography and composition of the object under study. 
The device works by producing electrons from a column, then these electrons get 
accelerated to pass through a combination of lenses to produce a focused beam that 
hits the sample surface. The image is produced by the secondary electrons that are 
the outcome of the beam hitting the sample surface. The signal of the secondary 
electrons is then collected by one or several detectors to form the desired images 
[93]. 
 
b. Transmission Electron Microscopy 
 
A very powerful tool used in the area of material science. It is used widely to 
study the development and growth of layers, their composition and defects. It contains 
a high-resolution option that allows the user to analyze the quality, shape and size of 
the sample under study. Transmission electron microscopy focuses beam of electrons 
through a condenser lens and then the beam hit the sample of study. The sample then 
allows part of the beam to be transmitted, depending on the thickness and transparency 
of the sample. The transmitted portion of the beam gets focused into an image on a 
screen or a coupled device camera for the user to study and observe [94]. 
c. Scanning Tunneling Microscopy 
 
This device works by applying an electrical voltage to the sample of study 
through a small tip. The image provides detailed information about the samples atomic 
organization. Scanning tunneling microscopy works based on three main principles 




Piezoelectric effect which is the generation of an electric charge due to an applied 
mechanical stress [96]. This effect allows the user to precisely control the tip. Finally 
the feedback loop that monitors the current that passes through the tip and coordinates 
with the tips’ movement. 
d. Dynamic Light Scattering 
 
The concept of dynamic light scattering is to collect and detect the fluctuations 
scattered by the light from hitting the sample of study. The advantage of this technique 
is that it gives full picture on the particle size distribution and movement [97]. 
e. Absorption Spectroscopy 
 
 
Absorption spectroscopy is a technique that characterizes materials based on 
their absorption of radiation. The most common way to do so is by focusing a beam of 
light on the sample of study and then detecting the radiation that passes through it and 
using this information to calculate absorption [98]. 
1.4.6 Different Electrical Methods Used for Electrical Characterization 
 
Both Current-Voltage (I-V); current is the rate of the charge flow in a circuit 
at a certain point, voltage is the difference potential of charge between two specific 
points. (Current is the effect and voltage is the cause) [99]. 
Capacitance-Voltage (C-V); capacitance is the ability of a material to store an 
electric charge, that is after the voltage is applied [100]. These measurements are 
important in characterizing different materials in different areas. 
Several techniques and approaches have been introduced in the past years 
under the concept of applying short voltage pulses and extracting the current output to 
study the desired object or material. Full I-V or C-V curves obtained gives scientists 






The relationship between the direct current (DC) through an electronic device 
and the DC voltage across its terminals is called a current–voltage characteristic of the 
device [101]. The IV curve of an electrical component can be measured with an 
instrument called a curve tracer. The transconductance and early voltage of a transistor 
are examples of parameters traditionally measured from the device's I–V curve. While 
I–V curves are applicable to any electrical system, they find wide use in the field of 
biological electricity [101], particularly in the sub-field of electrophysiology. In this 
case, the voltage refers to the voltage across a biological membrane, a membrane 
potential, and the current is the flow of charged ions through channels in this 
membrane. The current is determined by the conductance of these channels [102]. 
1.4.8 Capacitance-Voltage 
 
Many researchers practice CV testing to regulate semiconductor parameters. 
Moreover, CV measurements are also extensively used to characterize other types of 
devices and technologies such as Bipolar junction transistors (BJTs) (current 
amplifiers used widely in electronic equipment such as mobile phones and televisions 
[103]), Junction field effect transistor (JFETs) (mainly used to control the electric 
behaviour of devices) compound devices and other materials [100]. These 
measurements are useful for lithography, etching, cleaning, dielectric and polysilicon 
depositions, and metallization as well. After device fabrication, CV measurements are 
used to characterize threshold voltages and other parameters during reliability and 
basic device testing and to model device performance. 
1.4.9 Difference Between C-V and I-V 
 
Both CV and IV techniques are used to characterise the materials and 
devices, however, they have many variations as follows: 
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Table 3: Comparison between I-V and C-V techniques. 
Current-Voltage Capacitance-Voltage 
It is the current versus voltage 
characteristic of a given sample. 
It is the capacitance behaviour of a 
given sample over the voltage range. 
• Linear and non-linear
• Negative and positive resistance
• Active and passive
• Hysteresis and single valued
No types as such 
Pros: 
I–V curves are applicable to any 
electrical system such as circuits, 
biological samples, etc. 
Pros: 
• Reliability engineers use CV
measurements to monitor
process parameters and to
analyse failure mechanisms.
• Yield enhancement engineers





Capacitance-voltage signature values 








1.5 Potential Contributions and Limitations of the Study 
It is very important to study the role of each cell type whether they propagate 
a response to inflammation or injury or a response against disease process such as 
cancer. This is a key area as both of these cells control the leukocyte population and 
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their responses, hence controlling which cell to activate based on the pathological 
agents. 
Figure 5: Overlapping of markers between Macrophages and Dendritic cells. 
Dendritic cells and Macrophages share the same surface markers CD11c, CD11b, 
MHCII, CD68. 
In this thesis a new easy and efficient approach to fully differentiate between 
dendritic cells and macrophages is suggested. Distinguishing between these cell types 
based on their electrical characteristics and energy will ensure a better classification 
of the innate immune cells during their steady state and inflammatory conditions in 
different tissues and in playing different roles. 
This will eliminate the constant confusion faced by scientists due to lack of 
specificity of cell markers as shown in Figure 5, as these cells share several markers 







Morphology Count Area 
Distinction between immune cells 
Chapter 2: Methods 
2.1 Research Design 
The approach presented in this thesis depends on using image processing and 
electrochemical characterization to distinguish between the different innate immune 
cells. The process begins with the biological setup of differentiating the THP-1 cells 
into macrophages and dendritic cells. 
Figure 6: Representation of the experimental approach of this project. The 
experiment starts with the biological differentiation of cells and preparing them in 
suspensions. Followed by electrochemical characterization of the samples to extract 
the capacitance. The data is supported by the image processing experiments that gives 
the area, count and morphology for each cell. All experiments together give the 




2.1.1 Biological Set-Up 
 
Human monocytic THP-1 cell line were obtained from ATCC (Manassas, VA, 
USA) [104] and were cultured in RPMI-1640 media supplemented with 10% fetal 
bovine serum (FBS), 1% sodium pyruvate, 0.01% of mercaptoethanol and 1% 
penicillin/streptomycin at 37◦C, 5% CO2 and 95% humidity. After that THP-1 cells 
were differentiated into DCs and macrophages using activators According to the 
following protocols: 
A. Differentiation of THP-1 to Dendritic cells: THP-1 cells were harvested by 
centrifugation, then resuspended in culture medium supplemented with 10% 
FBS at a concentration of 2×105 cells/ml and transferred to a final volume of 
20 ml into 200 ml tissue culture flasks. To induce differentiation, rhIL-4 (200 
ng=3000 IU/ml) and rhGM-CSF (100 ng/ml =1500 IU/ml), rhTNF-α (20 ng/ml 
= 2000 IU/ml) and 200 ng/ml ionomycin were added to the Fetal Bovine Serum 
(FBS) free media [105]. 
B. Differentiation of THP-1 to Macrophages: Differentiating and activation 
protocols of THP-1-derived macrophages were adapted and modified from 
Genin et al. [106]. THP-1 cells were terminally differentiated into 
uncommitted macrophages (MPMA) with 300 nM Phorbol 12-Myristate 13- 
Acetate (PMA; Sigma-Aldrich, Germany) in RPMI 1640 media without FBS 
supplement. After 6 h, differentiating media was removed. Cells were washed 
with phosphate-buffered saline (PBS) and transferred to well plates in the 
incubator for 24 h in RPMI 1640 without FBS supplement and PMA. 
Afterwards, cell activation was induced by adding treating cells for 48 h into 
pro-inflammatory macrophages (MLPS/IFNγ) with 10 pg/mL lipopolysaccharide 




into anti-inflammatory macrophages (MIL-4/IL-13) with 20 ng/mL interleukin 4 
(IL-4; Biolegend, USA) and 20 ng/mL interleukin 13 (IL-13; Biolegend, USA). 
2.1.2 Electrical Measurement Set-Up 
 
A.1 System Optimization for E-step and Srate: 
 
All measurements were carried out at room temperature. Electrochemical 
measurements were performed with a µSTAT 400 potentiostat ( is a portable hardware 
device that can control a three electrode cell used for electroanalytical experiments ) 
(Metrohm DropSens, Spain) [107], controlled by Dropview software. The DRP-110 
chip was used and only 100µl of the FBS media was used for the optimization at 37οC. 
Technique: Cyclic Voltammetry (The current measured after applying a certain 
voltage in an electrochemical cell [108]) and the constants in the system are: 
Ebegin: the initial voltage applied, Evxt1: the range of the voltage (positive value), 
Evxt2: the range of the voltage (negative value), Estep: difference in voltage between 
two points, nscans: number of times the voltage is applied, Current Range: the range 
of current values 
The variables are: the Srate and the voltage frequency 
 
A.2 System Optimization for the coaxial cable: 
 
All measurements were carried out at room temperature. Electrochemical 
measurements were performed with a µSTAT 400 potentiostat (Metrohm DropSens, 
Spain) [107], controlled by Dropview software. The coaxial cable was used to find the 
correct connection. Drinking water was used. 
Technique: Cyclic Voltammetry and the constants in the system are: 




B. Electrical Experiment: 
 
Instead of electrodes, a coaxial cable  was used to measure the samples. As 
presented in Figure 7, the cables are connected as explained below: 
- The Red cable (working electrode 1) with the red cable 
 
- The Blue cable (reference) and the black cable (counter electrode) with the 
black cable 
The cables were taped on the table for a steady measurement and the coaxial 
cable was taped on the wall opposite to the system as presented in Figure 6. 
Cyclic voltammetry measurement was performed between 0.9 V to -0.9 V, Estep 
of 0.002 and Srate of 0.04. Cells were prepared using RPMI full media supplemented 
with 10% FBS. After the activation process, cells were centrifuged and prepared at 
different dilutions from 10 to 106 per 500 µl. Data was extracted directly from drop 
view using the cyclic voltammetry technique. The results exported were current vs 
voltage. 
 
Figure 7: Cable connections for the dropsense technology. Five cables are 
connected from the machine to two cables in the software. Coaxial cable is held at 




2.1.3 Capacitance Extraction Using Matlab Code 
 
The approach presented in this thesis depends on using image processing and 
electrical characterization to distinguish between the different innate immune cells. 
After collecting the data using µSTAT 400 potentiostat, calculation was done after 
solving the non-homogenous linear equation that was obtained originally from ohms’ 
law: 
Q = cV(1) 
 
Where  Q = instantaneous charge 
c = capacitance in farads 
 
v = voltage 
 










dt dt dt 
 
From the data we extracted from drop-view 
The known values are: 
- i(t) = the current – the output from the y axis 
 
- v(t) = the voltage – the input from the x axis 
 
- dv(t)/dt = the rate of voltage change 
 
 
Solving the non-homogenous linear equation, the following equation was obtained: 
 





y = c(t) Capacitance 
 




r(x) = i(t) / v(t) Current / voltage 
 
Using a matlab code with the final equation (3) values of capacitance for our biological 
cells were calculated. 
2.1.4 Image Acquisition and Processing 
 
Images were captured using Olympus Fluorescent Microscope and quantified 
using ImageJ Software (National Institute of health, USA) [109]. The software was 
used to obtain the ratio of THP-1 to dendritic cells, THP-1 to Macrophages. 
2.1.5 Flowcytometry 
 
Cultured cells were washed, suspended at 3×104 in 200 µl cold FACS solution 
(DPBS; Gibco-Invitrogen) and incubated with FITC- or PE- conjugated monoclonal 
antibodies (that are explained elaborately in the results section) or appropriate isotypic 
controls for 30 mins. Cells were then washed twice and resuspended in 300 µl of cold 
FACS solution. Stained cells were analyzed with (BD Accuri C6 plus). Cell debris 
were excluded from the analysis by setting a gate on forward and side scatter that 









The experiment is divided into four main parts, the biological setup, Flow 
cytometry, image acquisition and analysis and finally the electrical measurements. The 
main goal of this thesis is to tackle the problem of cross referencing faced by the 
conventional techniques in important immune cell types. The experiments started with 
the differentiation process followed by the flow cytometry experiments, to present the 
data of the fluorescent markers and the draw-back of not being able to clearly 
differentiate between the three types of immune cells, THP-1, Macrophages and 
Dendritic cells [110]. The immune system consists of several cell types that interact 
with each other, secrete cytokines and modulate the immune response . Scientists use 
cell- surface specific biomarkers that are targeted to define these different cells. 
Immunophenotyping is the term used for identifying and quantifying immune cells, 
this is usually done by flow cytometry, Western blotting and PCR. The most common 
method used is flow cytometry, however as we previously explained flow cytometry’s 
huge drawback is the lack of specificity of these biomarkers for each cell type and 
therefore the currently used markers to differentiate between cells does not provide 
accurate results [64]. Moreover, flow cytometry analyze the data by giving statistical 
significance to values but fails to interpret it into biological significance. 
3.2 Flow Cytometry 
 
To demonstrate the applicability of the proposed approach, THP-1 cells were 
cultured in RPMI-1640 media, then differentiated them into either DCs or 
macrophages according to established and published protocols. The differentiation 




[105]. To validate the differentiation of monocytes, cell surface markers fluorescence 
was evaluated using flow cytometry, based on their surface self-antigens. Table 4 
summarizes the markers used and the specificity of each marker. As presented in Table 
4, the markers used to specify each type of immune cell are not specific for one type 
of cells which leads to the huge drawback of cross-referencing. Figure 8 illustrates the 
results of our flow cytometry experiments. To begin with, CD 83 represents an 
important marker that is specific for dendritic cells. However, the results show that 
there is no significant difference between DCs and THP-1 or macrophages, and this is 
supported by a study carried out by D Ferenbach and J. Hughes [6]. On the other hand, 
CD197 expression only shows differences between macrophages against THP-1 and 
DCs against THP-1. This can be attributed to CD197 being a marker for antigen 
presenting cells, so it cannot be used to classify the different types of antigen 
presenting cells. As for HLA-DR marker expression, it is presented on all the three 
types of immune cells [111, 106], hence there was no difference with the flow 
cytometry results. CD1c is a marker for dendritic cells, as shown in Table 4, this is 
supported by the results as they can classify DCs from macrophages but not from THP- 
1 cells. Whereas, CD 11c is a marker for all three cells [112] and as per the results 
there are no differences between these cells, using this marker. Figure 9 and 10 
explains the gating process of the flowcytometry experiments, showing the process of 
cell selection. Debris were excluded and only stained cells were selected. Figure 9 
presents the gating for THP-1cells and the data then is displayed as histogram, 10-A 
and 10-B shows the gating for dendritic cells and macrophages. The peak on the right 





Table 4: Markers used for immune cells and their specifications. 
 
Marker Specificity Reference 
CD83 Marker for mature DCs and very weak for THP-1 [42] 




HLA-DR Recognizes T cells, Dendritic cells, Macrophages 
 
and B cells 
[111] 
CD-1c Subset of B cells and Dendritic cells [29] 
CD-11c For monocytes, macrophages, dendritic cells, 
 




CD-83 CD-197 HLA-DR CD-1c CD-11c 
Fluorescent markers 
 
Figure 8: Average mean fluorescent intensity of different cell markers. This was done 
for the three cells, THP-1, Dendritic cells, and Macrophages. The expression of the 
surface markers CD-83, CD-197, HLA-DR, DC-1c and CD-11c on THP-1 cells and 
the differentiated dendritic cells and macrophages were analyzed. A T test with p- 
value of 0.05 was done. There was only significance (p<0.05) when comparing CD- 
197 in DC vs THP-1 and Mac vs THP-1. The Y axis are the different fluorescent 
markers used Also there was significance (p<0.05) when comparing DC-1c in DC vs 
Mac and Mac vs THP-1. For the rest of the comparisons (p>0.05) meaning there was 










Figure 9: Mean fluorescent intensity for CD197 for THP-1 cells. The peak on the 
right reads for THP-1 cells. 





FSC-A :: FSC-A 
X 




























FSC-A :: FSC-A 
X 











FSC-A :: FSC-A 
X 
SSC-A :: SSC-a 
 
 
Figure 10: Mean fluorescent intensity for CD197 for DCs and Macrophages. After 
gating it from THP-1 cells in Figure 9 (The peak on the left reads for Dendritic 














3.3 Image Processing 
 
As shown previously Flowcytometry does not give any biological significance 
to the immune cells, neither it classifies them accurately [64, 110]. Hence, image 
segmentation was used in the following experiments that will help with the electrical 
characterization for accurate immune cell identification. This method consists of 
analyzing the cells based on the visual data supported by their morphological and 
structural differences. The ImageJ software successfully manages to segment the 
images, recognize the cells, differentiate the different types of cells, and calculate the 
area. The morphology and structure of the three types of immune cells are 
demonstrated in Figure 12. The THP-1 cells can be easily distinguished from DC by 
their round structure without elongations. Once activated, the non-adherent THP1 cells 
differentiate to adherent cells that are morphologically different from their inactive 
forms. On the other hand, macrophages and DCs take more space to spread out, owing 
to the larger size of the former and the presence of dendrites in the latter Figure 12. 
Figure 12 (D-F) shows the detailed selection of immune cells using the software. The 
software highlights the morphological differences (marked in yellow); by marking the 
outside boarder of the cell. 
 
After the selection of each cell, the software automatically calculates the area 
of the cell. We have obtained the results from different images to statistically compare 
the area of each cell. Figure 11 shows that macrophages are the highest in area and the 
THP-1s are the lowest due to their rounded shape. This is supported by the data from 


















































Figure 11: The average area of each cell. Macrophages have the largest area, 
followed by DCs and THP-1 cells. 
 
A B C 
 
D E F 
 
Figure 12: A: THP-1 B: Dendritic cells C: Macrophages, D, E, F after selection. Using 
Image J software to calculate the area of cells. THP-1 cells (A, D) have round shape 
and are suspended in the media, DCs are attached and spread their dendrites in the 



















3.4 Electrochemical Characterization 
 
3.4.1 System Optimization 
 
To optimize the system and to figure out the correct configuration for the 
upcoming experiments, two main optimization experiments we done, one to choose 
the value for the E-step and Srate. The second optimization experiment aimed to decide 
on the best connection method (using a chip or using a coaxial cable). 
A. Optimization for E-step and Srate 
 
E-step is defined as the difference in voltage between two points at different 
distances from the source of energy . Srate is the voltage frequency. Table 5 displays 
the configuration used to optimize and chose the best value for Estep and Srate. The 
table shows the value of the voltage that initiates the experiment (Ebegin) and it is 
equal to zero. The voltage then oscillates from 0.9 to -0.9 (Evxt1, Evxt2). The Estep 
value here is constant as well with a value of 0.002 The variable here is the Srate. 
 
Table 5: Dropsens configuration for Estep and Srate optimization. Srate as the only 
variable. 
 
# Ebegin Evxt1 Evxt2 Estep Srate 
1 0 0.9 -0.9 0.002 0.004 
2 0 0.9 -0.9 0.002 0.02 
3 0 0.9 -0.9 0.002 0.04 
4 0 0.9 -0.9 0.002 0.09 
5 0 0.9 -0.9 0.002 0.2 
6 0 0.9 -0.9 0.002 0.5 
7 0 0.9 -0.9 0.002 1 








A: E-Step: 0.002 - Srate: 0.004 
 
Figure 13: I-V curves (A- H) obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 























B: E-Step: 0.002 - Srate: 0.02 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 




















C: E-Step: 0.002 - Srate: 0.04 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 



















D: E-Step: 0.002 - Srate: 0.09 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 

















E: E-Step: 0.002 - Srate: 0.2 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 





















F: E-Step: 0.002 - Srate: 0.5 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 
















G: E-Step: 0.002 - Srate: 1 
 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values of 
Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging and 



















H: E-Step: 0.002 - Srate: 2 
 
Figure 13: I-V (A-H) curves obtained from Dropsens software. Using different values for Srate. No accurate data are shown with high values 
of Srate as shown in graphs G and H. No sufficient flow of current in graphs A and B. Figure C gives I-V curve that is absent of the charging 















The common behavior of capacitors is to charge and discharge as a function of 
time. An alternating current with a high frequency would not sufficiently allow a 
capacitor material to charge/discharge (and would thereby behave as a resistor). In 
other words the graph loses the details and no accurate data can be obtained as shown 
in Figures 13 (G and H). On the other hand, a capacitor in an alternating current with 
zero frequency (effectively a DC current) would charge/discharge, and no longer allow 
a current to flow subsequently. Furthermore, this scenario would be damaging to the 
cells as shown in Figures 13 (A and B). It is for this fundamental behavior of 
capacitors that an Srate values that would give us I-V curves that are absent of the 
time-dependent charging and discharging effects was used, that would thus give us the 
highest resolution of capacitance which would further aid to distinguish cells, these 
are represented in Figures 13s )C and D). 
To further validate our data, both the values for the Estep and Srate were 
changed. Table 6 displays the configuration used for the second optimization 
experiment. This experiment had the E begin, Evxt1, Evxt2 constants and the values 
are presented in the table. The values for Estep and Srate are variables are presented. 
The goal of this experiment is to study the graphs when changing the values of the 
Estep and Srate in parallel. It is important to study the effect of the Estep on the quality 










# Ebegin Evxt1 Evxt2 Estep Srate 
1 0 0.9 -0.9 0.009 0.009 
2 0 0.9 -0.9 0.001 0.001 
3 0 0.9 -0.9 0.009 0.09 
4 0 0.9 -0.9 0.09 0.09 
5 0 0.9 -0.9 0.01 0.1 
6 0 0.9 -0.9 0.1 0.1 
7 0 0.9 -0.9 0.001 0.9 
8 0 0.9 -0.9 0.01 0.9 
9 0 0.9 -0.9 0.1 0.9 
10 0 0.9 -0.9 0.001 1 
11 0 0.9 -0.9 0.01 1 









A: E-Step: 0.009 - Srate: 0.009 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 





















B: E-Step: 0.001 - Srate: 0.001 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 




















C: E-Step: 0.009 - Srate: 0.09 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 


















D: E-Step: 0.09 - Srate: 0.09 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 


















E: E-Step: 0.01 - Srate: 0.1 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 

















F: E-Step: 0.1 - Srate: 0.1 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 



















G: E-Step: 0.001 - Srate: 0.9 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 


















H: E-Step: 0.01 - Srate: 0.9 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 


















I: E-Step: 0.1 - Srate: 0.9 
 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 


















J: E-Step: 0.001 - Srate: 1 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 



















K: E-Step: 0.01 - Srate: 1 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 



















L: E-Step: 0.002 - Srate: 0.004 
 
Figure 14: I-V curves (A-L) obtained from Dropsens software. Using different values for Estep and Srate. Low values of Srate and Estep does 
not allow proper flow of current as shown in A. High values of Srate does not allow sufficient charge of the sample as shown in G to L. Equal 















Figure 14 displays the I-V curves obtained from changing Estep and Srate in 
parallel. High values of Srate does not allow the sample to be sufficiently charged and 
this fact does not change when changing the Estep. This is presented in Figures 14 (G 
to L). When equating the values of Estep and Srate, the graphs lack any data and fail 
to get the correct shape of the cyclic voltammetry graph, as shown in Figure 14 (D and 
E). Low values for Srate with low values of Estep allows no flow of current in the 
sample F igure 14 (A). In conclusion and from the past optimization experiments, the 
best values for Estep and Srate are Estep= 0.002 Srate 0.04. This allows for sufficient 




B. Optimization for cable connection using the coaxial cable: 
 
Before trying the connection with the coaxial cable, screen-printed electrodes that 
allows the sample measurement were used. Figure 15 displays the screen printed 

















Figure 15: Screen printed electrode. The sample will be put on top of the counter 
electrode, working electrode and reference electrode. The electrode is connected to 




Advantages of using these electrodes is their low cost, disposable and can give 
results for microvolumes. However, a disadvantage is interfering with the current flow 
in the sample, therefore, not all cells within the sample will be charged. Hence a 
coaxial cable that allows for the use of volumes up to 500 µl was used, is easy to clean 
between trials and most importantly ensuring that the current flow is equal in all the 
sample. For this experiment, the cables were connected in different ways to find the 
best way for connection. The system itself has a cable of five connections that are 
linked to a two connection cable directly connected to the PC with the software, as 
shown in Figure 16. Table 7 explains the functionality for each cable. Several 
connection were tried and the results are presented in Figure 17. 
 
 
Figure 16: Connection between the system and the software. The system has 5 main 
colors (Black, Blue, Red, Green, Yellow that are connected to the software by two 




Table 7: Functionality for each cable. 
 
Cable Color Function 
Blue Reference 
Red Working electrode 1 
Yellow Working electrode 2 
Black Counter electrode 
Green Ground cable 
 
 
As shown in Figure 17 nothing gives the correct cyclic voltammetry graph except for 
Figure 17 (C), with the connection black with black and red with red. Hence this was 







A: Black with Black, Red with Blue 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 

















B: Blue with Black, Red with Green 
 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 


















C: Black with Black, Red with Red 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 


















D: Black with Black, Red with Black 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 
















E: Black with Black, Red with Green 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 




















F: Black with Blue, Red with Red 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 


















G: Black with Green, Red with Black 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 




















H: Black with Green, Red with Blue 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 

















I: Black with Green, Red with Red 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 

















J: Black with Black, Red with Black 
 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 


















K: Black with Red, Red with Blue 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 
















L: Black with Red, Red with Green 
 
Figure 17: I-V curves (A-L) obtained from the different cable connections. The only connection that shows the cyclic voltammetry curve that 
can be used for the electrical experiment is graph C of the connection Black with Black, Red with Red. The rest of the graphs show no useful 
















3.4.2 Electrochemical Experiment 
 
After finalizing the optimization experiments, electrochemical experiments 
were done to measure the capacitance for each cell, using the configuration that was 
optimized before. A coaxial cable was used with Estep 0.002 and Srate 0.04. Figure 
18 shows the I-V curves for the three immune cells. This was done on different cell 
concentrations; however, the results show no significant difference within the three 
types. Hence, extracting the capacitance as an identification tool was done for the three 
types of cells. Using the matlab code explained in the methods section, to get the 
capacitance Ohm’s law was used. Figure 19 shows the capacitance vs time for the three 
types of cells. It was clear that with the different concentrations the values overlap and 
that DCs and Macrophages lack a consistent trend; this is probably due to the lack of 
a homogenous suspension as cells might not have fully differentiated. To get a better 
picture of the capacitance data, the value of the media was de-embedded from the other 
samples (10 -10^2-10^3-10^5). Figure 20 displays the data for the three immune cells 
after the de-embedding process, and it clearly shows that there is consistency in 
capacitance with the concentration. The de-embedding process involves subtracting 
the value of the media from all the samples, to make sure the capacitance measured is 
the capacitance of the cells and not the solution. The main goal of this work is to find 
a way to identify immune cells without the drawback of cross-referencing. Figure 21 
is the conclusion of the experiments done for this thesis, it shows that the capacitance 
increases with the concentration for all cells. In addition to that, it shows that the 
highest value of capacitance is for macrophages followed by THP-1 cells and dendritic 
cells, this is supported by data from literature that supports the fact that the capacitance 


















Figure 18: I-V curve for the three types of cells using drop sense technology. A: 
THP-1, B: Dendritic cells, C: Macrophages. There are no clear differences between 
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Figure 19: Capacitance-time curve for the three types of cells before media de- 
embedding. A: THP-1, B: Dendritic cells, C: Macrophages. There is no consistency 


























































Figure 20: Capacitance-time curve for the three types of cells after media de- 
embedding. A: THP-1, B: Dendritic cells, C: Macrophages. The capacitance 
increases with the concentration for the three types of cells. Macrophages have the 












































Figure 21: Capacitance vs concentration for the three types of cells. After the de- 
embedding process, the values of capacitance for each type of cell was extracted vs 




Chapter 4: Conclusions 
 
A new and easy way to differentiate and characterize immune cells is 
suggested, tested and developed in this study. The experiments in the thesis started 
with differentiating THP-1 cells into DCs and macrophages using the Berges 
protocols. After that the process of optimizing the new system to find the correct 
configuration and connection for the electrical measurement started. The Dropsens 
technology used applies current to the sample and measures the output which is the 
voltage. The I-V curves for the three cells do not show any differences, hence no 
comparisons were done. From there the capacitance-voltage measurements to 
characterize the three different biological samples were used. The capacitance was 
then extracted using a MATLAB code after solving the non-homogeneous linear 
equation. This method is promising since immune cells face the problem of cross 
referencing when analyzed with flow cytometry and other conventional methods. The 
proposed method helps in accurately defining each cell type with a capacity label 
without the need of the long tedious preparation process. The capacitance results show 
that each cell has a unique value, and that the capacitance increases with the value of 
the area, as proven by the known equations. 
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Chapter 5: Challenges and Future work 
 
Many challenges were faced while doing this work, the main issue was with 
the optimization of the system to find the best values that represents the data clearly. 
The second challenge faced during this work was with merging the biological 
experiments with the electrical measurements. This took extensive planning to find the 
best time points to do the experiments and countless repeats. The third challenge faced 
was with the mathematical modeling and deriving the equations that extract the correct 
values from the data obtained. Matlab training was needed for the coding and revision 
for the derivation techniques was done to reach for the final equations. The last 
challenge was faced, was because of university restrictions due to the pandemic caused 
by COVID-19, the limited lab access at the end of the journey stopped me from 
planning and executing more experiments. 
As for future work, this field opens the door to endless experiments in the same 
area or in different biological areas. To characterize all the immune cells in the innate 
and adaptive immune system this technique can be used. Moving forward, more 
biological samples can be characterized using this method, such as the different types 
of viruses. Each virus has a different size and from there the capacitance for each virus 
can be measured using the same technique used in the thesis. However the optimization 
should be done again for it to be suitable to the biological sample used. The big goal 
for this new technique is to characterize a mixture biological samples accurately that 
further aids in modeling diseases and treating them. This requires extensive 
optimization experiments with the Matlab codes that can give the correct values for 
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filename = "data Dr.Mahmoud.xlsx"; %filename of the 
dataset 
%filename = "Experiment-23-Daughter Cell one.xlsx"; 
 
%filename = "Experiment-24- Daughter Cell two.xlsx"; 
range = "A1:G1802"; % Range in excel 
sheets = ["THP-1","Dendritic cells","Macrophages"]; 
 
% Sheet name in excel 
 
 
shapes = ["-r","-g","-b","-c","-m","-y","-k","-d"]; 
 
% colors of the lines 
 
columns = ["A1","B1","C1","D1","E1","F1","G1","H1"]; 
 





TXT(3) = cellstr("10"); 
 
tspan = 0.04 : 0.04 :36-0.04; % Time duration -> 
initial value : step size : final value 
N = 3:901; % NUMBER OF ROWS (2+1 : 901 - 1 ) 
 
v = NUM(N,1); % Voltage 
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g = 0.05/v; % g-function (dv/dt) / v 
ic = 0; % initial conditions 
opts = odeset('RelTol',1e-2,'AbsTol',1e-4); 
 
%options for ode solver, Relative tolerance/Absolute 
Tolerance 
 
yResult(:,:,sIndex) = zeros(6,899); 
 
 
%% Loop through all readings 
 
% 2 -> Empty 
% 3 -> Media 
% 4 -> 10 
% 5 -> 10^2 
% 6 -> 10^3 
% 7 -> 10^4 
% 8 -> 10^5 
% 9 -> 10^6 
 
sheetName = [char('CAPACITANCE') 
char(sheets(sIndex))]; 
sheetName = char(sheetName); 
figure 
for i = 2:ySize 
 
current = NUM(N,i); % current for every step 
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f = current./v; % f function i(t)/v(t); 
[t,yResult(i-1,1:899,sIndex)] = ode45(@(t,y) 
myode(t,y,f,g,tspan), tspan, ic, opts); %% ode 




hold on %Plot all graphs together 
 
























sheetName = [char('DEEMBED') 
char(sheets(sIndex))]; 
sheetName = char(sheetName); 
figure 
for k = 3:6 %range of concentrations 
 




%Divide result of concentration by maximum 
capacitance of media 






















concentrations = TXT(3:end); 
for k=1:length(concentrations) 













if(sIndex == 1) 
 
 
xlswrite('MatlabResults.xlsx',conct(sIndex,:)','conc 
ap',char(columns(1))); 
end 
101 
 
 
 
xlswrite('MatlabResults.xlsx',yMax(sIndex,:)','conca 
p',char(columns(sIndex+1))); 
hold on 
end 
legend(sheets) 
