Navier-Stokes方程式と双曲型Navier-Stokes方程式の数学解析 by 中村 憲史
Mathematical Analysis of the Navier-Stokes
Equations and the Hyperbolic Type
Navier-Stokes Equations
year 2019
その他のタイトル Navier-Stokes方程式と双曲型Navier-Stokes方程式
の数学解析
学位授与大学 筑波大学 (University of Tsukuba)
学位授与年度 2018
報告番号 12102甲第8932号
URL http://doi.org/10.15068/00157984
Mathematical Analysis of the Navier-Stokes Equations
and the Hyperbolic Type Navier-Stokes Equations
Kenji Nakamura
February 2019
Mathematical Analysis of the Navier-Stokes Equations
and the Hyperbolic Type Navier-Stokes Equations
Kenji Nakamura
Doctral Program in Mathematics
Submitted to the Graduate School of
Pure and Applied Sciences
in Partial Fulllment of the Requirements
for the Degree of Doctor of Philosophy in
Science
at the
University of Tsukuba
Contents
1 Introduction 1
1.1 Navier-Stokes equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Backgroud and known results 4
2.1 Backgroud and known results for L2-boundedness . . . . . . . . . . . . . . . . . . 4
2.2 Backgroud and known results for local energy decay estimates . . . . . . . . . . . 5
3 Notaions and main results 7
3.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4 Preliminaries 11
4.1 Key Lemmas for L2-boundedness . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 Key lemmas for local energy decay estimates . . . . . . . . . . . . . . . . . . . . 12
5 Proof of L2-boundedness 15
5.1 Proof of Theorem 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.2 Proof of Theorem 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
6 Proof of local energy decay estimates 19
6.1 Construction of C0 semigroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
6.2 Investigation of (I+ L) 1 near  = 0 . . . . . . . . . . . . . . . . . . . . . . . . 23
6.3 Local energy decay estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
　
Abstract
In this thesis, we consider the Navier-Stokes equations and the hyperbolic type Navier-Stokes
equations. We show in this thesis that the L2-boundedness of the solution to the two-dimensional
Cauchy problem of these equations. We also consider the hyperbolic type Stokes equations which
are the linearization of the hyperbolic type Navier-Stokes equations. Then, we show that the
local energy decay estimate in an exterior domain and a perturbed half-space.
1 Introduction
1.1 Navier-Stokes equations
In general, the motion of incompressible uid ow is described as the Navier-Stokes equations8><>:
@tu+ (u  r)u+r = Div 2S in (0;1) 
;
r  u = 0 in (0;1) 
;
uj@
 = 0; ujt=0 = u0
(NS)
with unknown velocity eld u = u(t; x) = (u1(t; x); : : : ; un(t; x)), unknown scalar pressure  =
(t; x) and given vector function u0, where t is a time variable and x = (x1; : : : ; xn) is a spatial
point of 
. Here 
 denotes the domain, with smooth boundary @
, in the n-dimensional
Euclidean space Rn (n  2). If we consider the case 
 = Rn, the boundary condition uj@
 = 0
is omitted. Here and hereafter, we write
@mt =

@
@t
m
(m 2 N [ f0g); @t = @1t ; @kj =
@k
@xkj
(j = 1; : : : ; n; k 2 N); @j = @1j ;
 =
nX
j=1
@2j ; u = (u1; : : : ;un); r = (@1; : : : ; @n); r  u =
nX
j=1
@juj ;
u  r =
nX
j=1
uj@j ; DivK = (
nX
j=1
@jKjk)
n
k=1;
where K denotes the matrix with components Kjk (j; k = 1; : : : ; n). Moreover the deformation
tensor S = (Sjk)
n
j;k=1 determined by Fourier's law is given by
Sjk =

2
(@juk + @kuj);
where  > 0 denotes the viscosity coecient. In this case, the divergence free condition ru = 0
implies that
Div 2S = u;
that is, 8><>:
@tu  u+r =  (u  r)u in (0;1) 
;
r  u = 0 in (0;1) 
;
uj@
 = 0; ujt=0 = u0:
(PNS)
On the other hand, we also consider the law of Cattaneo type relation
(1 + @t)Sj;k =

2
(@juk + @kuj) (1.1)
1
for small positive constant  < 1, which represents the rst order Taylor approximation of the
delayed deformation condition
Sjk(t+ ; x) = Sjk(t; x) + @tSjk(t; x) +   
=

2
(@juk + @kuj):
Applying @t to the rst equation of (NS) and adding the resulting equation to the original one
give us in vew of (1.1) that8><>:
@2t u  u+ @tu+ (1 + @t)r =  (1 + @t)((u  r)u) in (0;1) 
;
r  u = 0 in (0;1) 
;
uj@
 = 0; (u; @tu)jt=0 = (u0; u1):
(HNS)
Navier-Stokes equaitons were rst derived by Navier [31]. Then, after the reconsideration by
mathematical physicists, nally Navier-Stokes equations were summarized in the form of (PNS)
by Stokes [41]. A study on the well-posedness for the Navier-Stokes equations was started by
Leray [21, 22]. Leray in [21] proved the unique solvability for the two-dimensional Cauchy
problem. In [22], he introduced the concept of weak solutions and showed the existence of weak
solutions to the three-dimensional Cauchy problem, but the uniqueness is open problem known
as millennium prize problems.
On the other hand, the hyperbolic model was already derived in [2] and [3]. The mathemat-
ical analysis of the hyperbolic model (HNS) was started by Racke and Saal [35, 36]. Then, they
showed the following local and global-in-time unique existence theorem for the hyperbolic type
Navier-Stokes equations (HNS) in Rn (n  2).
Theorem 1.1. ([35]) Let n  2 and m > n=2. For each
(u0; u1) 2 (Hm+2(Rn)Hm+1(Rn)) \ L2(Rn)
there exists a time T > 0 and a unique solution (u; ) to the equations (HNS) satisfying
u 2C2([0; T ];Hm(Rn)) \ C1([0; T ];Hm+1(Rn))
\ C0([0; T ];Hm+2(Rn) \ L2(Rn));
(1 + @t)r 2 C0([0; T ];Hm(Rn)):
The existence time T can be estimated from below as
T >
1
1 + C(ku0kHm+2 + ku1kHm+1)
with a constant C > 0 depending only on m and the dimension n.
Theorem 1.2. ([36]) Let m1  3;m  m1 + 9; 4 < q < 1; 1=q + 1=p = 1. There exists " > 0
such that if
k(u0; u1)kHm+2Hm+1 + k(u0; u1)kL1 + k(u0; u1)kWm1+6;pWm1+5;p < ";
then there exists a unique global solution (u; ) to the hyperbolic Navier-Stokes equations (HNS)
satisfying
u 2C2([0;1);Hm(Rn)) \ C1([0;1);Hm+1(Rn))
\ C0([0;1);Hm+2(Rn) \ L2(Rn));
(1 + @t)r 2 C0([0;1);Hm(Rn)):
2
Moreover there exists a constant M0 > 0, independent of T such that
M(T ) M0;
where
M(T ) = sup
0tT
n
(1 + t)
1  2
q ku(t)kWm1;q + (1 + t)
3
2
  2
q k(@tu(t);ru(t))kWm1;q
+(1 + t)
1
2 ku(t)kHm + (1 + t)k(@tu(t);ru(t))kHm
o
:
1.2 Thesis organization
In this thesis, there are six sections. In Section 2, we rst state the background and the known
results related to the L2-boundedness of the solution to the two-dimensional Cauchy problem
of the Navier-Stokes equations and the hyperbolic type Navier-Stokes equations. Next, we state
the background and the known results related to the local energy decay estimates for the Stokes
equations which are the linearization of the Navier-Stokes equaitons (PNS). We also in Section 2
state the our method of the proof. In Section 3, we prepare some function spaces and notations
used this thesis and then we state the main results. In Section 4, we prepare some lemmas in
order to prove the main results. Finally, in Section 5 and in Section 6, we give a proof of main
results.
3
2 Backgroud and known results
2.1 Backgroud and known results for L2-boundedness
In the case of the Caucy problem of the linear heat equations(
@tu u = 0 in (0;1)R2;
u(0; x) = u0(x) in R
2;
(2.1)
we see that the solution for the initial data u0 2 L1(R2) satises
lim
t!1 tku(t)k
2
L2(R2) =
1
8
Z
R2
u0(x)dx
2 :
(For the proof see [17]). Thus, we can observe that the solution u = u(t; x) to the Cauchy
problem for the heat equations (2.1) does not satisfy the following estimateZ 1
0
ku(s)k2L2(R2)ds  Cku0k2L1(R2)
in general. In the case of the Cauchy problem for the linear heat equations and the linear
dissipative wave equations, if we choose the initial data u0 to be in the Hardy space H1(R2)
(see Denition 4.1) instead of L1(R2), the following estimate holds:Z 1
0
ku(s)k2L2(R2)ds  Cku0k2H1(R2) (2.2)
(see [17], [26], [33]). In Ogawa and Shimizu [33], they proved that the following estimateZ 1
0
kru(s)k2H1(R2)ds  Cku0k2H1(R2)
holds for the solution u of (2.1). Then, from the continuous imbedding W 1;1  L2 and H1  L1
in R2, we see that Z t
0
ku(s)k2L2(R2)ds  C
Z t
0
kru(s)k2L1(R2)ds
 C
Z t
0
kru(s)k2H1(R2)ds
 Cku0k2H1(R2):
In the case of the Cauchy problem of the Navier-Stokes equations, Leray [22], Hopf [12]
showed the existence of weak solutions (see Denition 3.3) and Masuda [25] showed for the weak
solution u(t) that ku(t)kL2(R2) ! 0 as t ! 1. Kajikiya and Miyakawa [15] and Wiegner [43]
showed the decay rate of the weak solutions, for instance,
ku(t)kL2(R2)  C(1 + t) 
1
2 (2.3)
when the initial data u0 2 L1(R2). In [27, 28], Miyakawa considered the Cauchy problem for the
Stokes equations and the Navier-Stokes equations in H1 and showed that the boundedness on
H1 and the decay rate, for instance, kru(t)kH1(R2) = O(t 1=2) as t!1 for the solutions in the
case that the initial data u0 2 H1(R2). By only the above argument, we do not know whether
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the solutions of the Navier-Stokes equations and the hyperbolic type Navier-Stokes equations
possess the L2((0;1)R2)-boundedness like (2.2).
In this thesis, we show the L2((0;1)R2)-boundedness of the solution to the Navier-Stokes
equations and the hyperbolic type Navier-Stokes equations in the case that the initial data in
L1(R2). In [26], Misawa, Okamura and Kobayashi studied the decay properties of solutions
to the dissipative wave equations with the help of L2-boundedness on the exterior domain in
R2 and applied the results to the nonlinear problem. Their method is based on the Morawetz
energy estimates (see [29, 30]) and the Feerman-Stein inequality, implying the duality between
Hardy space and BMO space. In [17], Kobayashi and Misawa applied the method in [26] to the
Fujita type equations (see [10]) with weight. Our method of the proof is based on [26] and [17].
The dierence between [26, 17] and our case is the divergence free condition. Thanks to this
condition, we can exploit the result of Amrouche and Nguyen [1] (see Lemma 4.6), that enables
us to take the initial data in L1(R2).
Here, we note that in the case of the two dimensional Navier-Stokes equations the uniqueness
and the smoothness of weak solutions follows from [23] and [11] respectively.
2.2 Backgroud and known results for local energy decay estimates
The classical Navier-Stokes equations (PNS) have been widely discussed in various domains. For
example, when 
 is the whole space Rn, Kato [16] proved the global-in-time unique existence
of strong solutions to the classical Navier-Stokes equations under some smallness assumption
on u0. His proof relied on so-called L
p-Lq decay estimates of solutions to the Stokes equations
which are obtained by the linearization of the classical Navier-Stokes ones.
When 
 is the half space Rn+ = f(x0; xn) jx0 2 Rn 1; xn > 0g, Ukai [42] derived solution
formula of the Stokes equations and the Lp-Lq decay estimates, which implies that the global-
in-time unique existence of small data strong solutions can be proved in a similar way of Kato's
argument in [16]. Kozono [18] also proved the global-in-time unique existence of small data
strong solutions. He did not make use of the Lp-Lq decay estimates but of the implicit function
theorem and fractional powers of the Stokes operator.
When 
 is an n-dimensional exterior domain (see Denition 3.1), Iwashita [14] proved the
global-in-time unique existence of small data strong solutions. His proof was also based on
the Lp-Lq decay estimates with Kato's argument in [16]. In [14], the Lp-Lq decay estimates in
an n-dimensional exterior domain (n  3) are obtained by combining the local energy decay
estimates and the Lp-Lq decay estimates in Rn. Later on Iwashita's work, Dan, Kobayashi and
Shibata [7] and Dan and Shibata [6] also proved the local energy decay estimate and the Lp-Lq
decay estimates in an exterior domain. They improved Iwashita's results and extended to two-
dimensional case. Here, the decay rate of the local energy decay estimate is t 1(log t) 2 (n = 2),
t n=2 (n  3) as t!1.
When 
 is a perturbed half space (see Denition 3.2), Kubo and Shibata [19, 20] proved the
local energy estimate. Moreover, they proved the Lp-Lq decay estimates and the global-in-time
unique existence of small data strong solutions to the classical Navier-Stokes equations. Here,
the decay rate of the local energy decay estimate is t (n+1)=2 (n  2) as t ! 1, which implies
that the decay rate is one half better compared with an exterior domain case.
On the other hand, the hyperbolic Navier-Stokes equations (HNS) have been studied as
follows. When 
 = Rn, the equtations (HNS) have already been studied in [35, 36, 37, 38]. In
case of n  2, Racke and Saal [35] proved the local-in-time unique existence of strong solutions
to (HNS). The basic idea of the proof in [35] is to construct solutions to a linearized system
and then use so-called Majda's xed point iteration to treat the full system. Moreover, they
proved the nite propagation speed for curl u. But they do not expect for u due to the presence
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of the pressure terms. In [36], they proved global-in-time unique existence of small data strong
solutions to (HNS), where n = 2; 3. The essential point of the proof is high energy estimates and
weighted a priori estimates for the local solutions obtained by [35]. In case of n = 3, Schowe [37]
improved the weighted a priori estimate in [35] and proved the global existence. Moreover, in
case of n = 2, he proved in [38] the global-in-time unique existence of large data strong solutions
to (HNS), where the value of  is suciently small and depends on the initial data. In [37, 38],
he also derived a limit  ! 0 of solutions to (HNS), which converge to the solutions of the
classical Navier-Stokes equations.
When 
 = R3+, Schowe [37] proved the global-in-time unique existence of small data strong
solutions to (HNS) with slip boundary conditions by use of the reection technique.
When 
 is an exterior domain or a perturbed half-space, as far as we know, there are
no results. Therefore, as the rst step, we investigate the local energy decay properties for
the hyperbolic type Stokes equations. The idea of our proof is based on Dan and Shibata in
[5]. They proved in [5] the local energy decay estimate to the dissipative wave equations in
two-dimensional exterior domain by use of the resolvent expansion for the Laplace operator.
Therefore, we prove the local energy decay estimete to (HS) by use of the resolvent expansion
for the Stokes operator.
6
3 Notaions and main results
3.1 Notations
Before stating our results, we shall summarize our symbols and function spaces used throughout
the thesis. We set Br = fx 2 Rn j jxj < rg. First, we dene the following two special domains:
Denition 3.1. (exterior domain) 
  Rn is called an exterior domain if there exists a positive
number r such that

 nBr = Rn nBr: (3.1)
Denition 3.2. (perturbed half-space) 
  Rn is called a perturbed half-space if there exists
a positive number r such that

 nBr = Rn+ nBr: (3.2)
Let r0 be a xed constant satisfying (3.1) and (3.2). Then, we set 
r = 
\Br for r > r0. Let
C and CA;B;::: denote a generic constant and a constant depending on the quantities A;B; : : :
may change from line to line. For any Banach space X and Y , L(X;Y ) denotes the set of all
bounded linear operators from X into Y , while k  kL(X;Y ) denotes its operator norm. When
X = Y , we write L(X) = L(X;X) and k  kL(X) for simplicity. For a given complex domain U ,
Hol (U;X) denotes the set of all X-valued holomorphic functions dened on U . For any natural
number `, we set X` = ff = (f1; : : : ; f`) j fj 2 X (j = 1; : : : ; `)g with norm k  kX` . If X is a
Hilbert space, we write the inner product of X` as (; )X` . But for the sake of simplicity, we
write the norm and the inner product as k kX and (; )X respectively. For any domain 
  Rn,
C10 (
) denotes the set of all C1 functions dened on Rn whose support is compact and lies in

. Let Lq(
) (1  q  1) denotes the usual Lebesgue space and its norm denotes k  kLq(
). In
particular, for f; g 2 L2(
),
(f; g)L2(
) =
Z


f  gdx; kfkL2(
) =
q
(f; f)L2(
)
and their abbreviations are denoted (f; g) = (f; g)L2(
) and kfk2 = kfkL2(
). We also use the
space L2r(
) = ff 2 L2(
) j supp f  
rg when 
 is an exterior domain or a perturbed half-
space. For any n-vector f = (f1; : : : ; fn), we use the symbol rf = (@jfk)nj;k=1. For any natural
number m, we also use the standard Hilbert space Hm(
) with norm k  kHm(
). We set
C10;(
) = fu 2 C10 (
) j r  u = 0 in 
g;
L2(
) = the completion of C
1
0;(
) with respect to k  kL2(
);
H10;(
) = the completion of C
1
0;(
) with respect to k  kH1(
);
H^10;(
) = the completion of C
1
0;(
) with respect to kr  kL2(
);
G(
) = fr 2 L2(
) j  2 L2loc(
)g:
Then, the Banach space L2(
) has the Helmholtz decomposition
L2(
) = L2(
)G(
)
(cf. [40, Chapter II, 2.5]) for any domain 
, where  denotes the direct sum. As a consequence
of this fact, we can dene a continuous operator P from L2(
) to L2(
) which is called the
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Helmholtz projection. Next, we dene the operator A from D(A) to L2(
) with domain D(A).
Here, the domain be space of all u 2 H10;(
) such that there exists some f 2 L2(
) satisfying
(ru;r') = (f; '); ' 2 C10;(
):
For any u 2 D(A), Au 2 L2(
) is dened by the following relation:
(ru;r') = (Au;'); ' 2 C10;(
):
Then, Au = f and A is called the Stokes operator in 
. If 
 is an exterior domain, a perturbed
half-space with smooth boundary or the whole space Rn, it holds that D(A) = H10;(
)\H2(
)
and Au =  Pu (cf. [40, Chapter III, 2.1]). Moreover if 
 = Rn, P = P holds.
Here, in order to state the result of the L2-boundedness, we dene the weak solution to the
Navier-Stokes equations (PNS) in Rn.
Denition 3.3. Let u0 2 L2(Rn) and T 2 (0;1]. Then, u = u(t; x) is called a weak solution
of (PNS) if the following assertions hold:
(i) u 2 L1((0; T ); L2(Rn)) \ L2((0; T ); H^1(Rn)).
(ii) u satises the Navier-Stokes equations (PNS) in the distributional sense, that is, for any
 2 C10 ([0; T ); C10;(Rn))Z T
0
[ (u; @t)  (ru;r) + ((u  r)u; )]dt = (u0; (0)):
Here, H^1(Rn) denotes the closure of C10 (Rn) with respect to kr  kL2(Rn).
Hereafter, we set v = @tu and U = T (u; v), where TM is transposed M . We dene a Hilbert
space H (
) by
H (
) =
n
U = T (u; v) ju 2 H^10;(
); v 2 L2(
)
o
with inner product
(U;W)H (
) = (ru;rw) + (v; z);
where W = T (w; z) and the norm
kUkH (
) =
q
kruk22 + kvk22: (3.3)
Moreover, we set
Hr(
) =

U = T (u; v) 2H (
) j suppu [ supp v  
r
	
:
3.2 Main results
Our main results are the following. First, we state the results of the L2-boundedness of the
solution to the Navier-Stokes equations (PNS) and the hyperbolic type Navier-Stokes equations
(HNS) in R2.
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Theorem 3.4. Let u0 2 L2(R2) \ L1(R2). Let u be a weak solution of (PNS) on (0; T ) R2
for T > 0. Then, it holds true that Z t
0
ku(s)k2L2(R2)ds  C;
where C > 0 is independent of t.
Theorem 3.5. Let n = 2. Let u be a solution of (HNS) on (0; T )  R2 for T > 0, obtained
from Theorems 1.1 and 1.2. Then, it holds true thatZ t
0
ku(s)k2L2(R2)ds  C;
where C > 0 is independent of t.
Remark 3.1. From Theorem 1.2, we see that for t > 0
ku(t)kL2(R2)  C(1 + t) 
1
2 ; k(@tu(t);ru(t); @tru(t))kL2(R2)  C(1 + t) 1
where C > 0 is independent of t.
Next, we state the results of the local energy decay estimates for the following hyperbolic
type Stokes equations:8><>:
@2t u u+ @tu+ (1 + @t)r = 0 in 
 (0;1);
r  u = 0 in 
 (0;1);
uj@
 = 0; (u; @tu)jt=0 = (u0; u1):
(HS)
Here, we dene an operator L by
L =
1


0  
A 1

with domain
D(L) =
n
U = T (u; v) 2H (
) ju 2 D(A); v 2 H^10;(
)
o
:
Applying the Helmholtz projection P to (HS) and setting U0 = T (u0; u1), we can rewrite (HS)
in the following form:
d
dt
U(t) =  LU(t) for t > 0; U(0) = U0: (3.4)
Then, we obtain the following two theorems and one corollary.
Theorem 3.6. Let 
  Rn (n  2) be an exterior domain or a perturbed half-space with smooth
boundary. Then,  L generates a C0 contraction semigroup fT (t)gt0 on H (
).
Theorem 3.7. Let n  2 be an integer and let r > r0. Suppose that the initial data u0 2 H10;(
)
and u1 2 L2(
) and supp u0 [ supp u1  
r. Then, the solution u of (HS) holds the following
properties:
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(i) When 
 is an exterior domain, it holds that
ku(t)kH1(
r) +
p
k@tu(t)kL2(
r)  Cn;r(1 + t) 
n
2 (ku0kH1(
) +
p
ku1kL2(
))
for any t  0.
(ii) When 
 is a perturbed half-space, it holds that
ku(t)kH1(
r) +
p
k@tu(t)kL2(
r)  Cn;r(1 + t) 
n+1
2 (ku0kH1(
) +
p
ku1kL2(
))
for any t  0.
Remark 3.2. The decay rate of the local energy decay estimate (ii) in Theorem 3.7 is one half
better compared with the exterior domain case (i) because the order of asymptotic behavior
of the Stokes resolvent near the origin in Proposition 4.8 is one half better compared with the
exterior domain case due to the reection principle on the boundary in the half-space unlike the
whole space.
Corollary 3.8. Let n  2, m  1, k 2 [0;m] be integers and r0 < r1 < r. Assume that the
initial data u0 2 Hm(
)\H10;(
) and u1 2 Hm 1(
)\L2(
) satisfy the compatibility condition
of order m  1 and suppu0 [ suppu1  
r. Then, the solution u(t) of (HS) holds the following
properties:
(i) When 
 is an exterior domain, it holds that@kt u(t)
Hm k(
r1 )
 C(1 + t) n2  ku0kHm(
) + ku1kHm 1(
) :
(ii) When 
 is a perturbed half-space, it holds that@kt u(t)
Hm k(
r1 )
 C(1 + t) n+12  ku0kHm(
) + ku1kHm 1(
) :
Here, C is independent of t.
Remark 3.3. \Compatibility condition" is given as follows. We dene uk for k  2 by uk =
 Auk 2 uk 1. Then, the initial data u0 2 Hm(
) and u1 2 Hm 1(
) satisfy the compatibility
condition of order m  1 is uj 2 H10;(
) and uj+1 2 L2(
) for 0  j  m  1.
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4 Preliminaries
4.1 Key Lemmas for L2-boundedness
In this section, we will prepare some function spaces (refer to [9]). First, let P be the Helmholtz
projection from L2(R2) to L2(R
2). Then, the projection P is also bounded from the Hardy
space H1 to itself (cf. [28]), where the denition of H1 is below.
Denition 4.1. (Hardy spacce) Let n  2. The Hardy space consists of functions f in L1(Rn)
such that
kfkH1(Rn) =
Z
Rn
sup
r>0
jr  f(x)jdx <1;
where r(x) = r
 n(r 1x) for r > 0 and  is a smooth function on Rn with compact support
in B1 = fx 2 Rn j jxj < 1g.
Remark 4.1. The denition does not depend on choice of a function . We also note that the
function f 2 H1(Rn) satises that RRn f(x)dx = 0.
Denition 4.2. (functions of bounded mean oscillation) Let n  2 and f 2 L1loc(Rn). We say
that f is of bounded mean oscillation (abbreviated as BMO) if
kfkBMO(Rn) = sup
BRn
1
jBj
Z
B
jf   (f)Bjdx <1;
where the supremum ranges over all nite balls B  Rn, jBj is the n-dimensional Lebesgue
measure of B, and (f)B denotes the integral mean of f over B, namely (f)B =
1
jBj
R
B f(x)dx.
The class of functions of BMO, modulo constants, is a Banach space with the norm kkBMO
dened as above.
We will prepare the decisive Feerman-Stein inequality, which means the duality between
H1(Rn) and BMO(Rn), (H1(Rn)) = BMO(Rn). For the proof, see [9].
Lemma 4.3. (Feerman-Stein inequality) Let n  2. If f 2 H1(Rn) and g 2 BMO(Rn), then
it holds that Z
Rn
fgdx
  CkfkH1(Rn)kgkBMO(Rn);
where C is a positive constant depending only on n.
Also, we shall use the following Poincare inequality in R2. For the detail of the proof, see
[26] etc.
Lemma 4.4. (Poincare inequality) For f 2 H1(R2), the following inequality holds.
kfkBMO(R2)  CkrfkL2(R2):
Here, we introduce the function space W 1;pw (Rn) (1 < p <1; n  2) by
W 1;pw (R
n) =

u
 u
w(x)
2 Lp(Rn);ru 2 Lp(Rn)

;
where w(x) = 1 + jxj if p 6= n, and w(x) = (1 + jxj) log(2 + jxj) if p = n. The following Lemma
proved by Amrouche and Nguyen [1] is applied for treating well the linear parts.
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Lemma 4.5. ([1]) Let n  2. If f 2 L1(Rn) and r  f = 0, then RRn f(x)dx = 0 andZ
Rn
fgdx
  CkfkL1(Rn)krgkLn(Rn)
for any g 2W 1;nw (Rn) \ L1(Rn), where C is a positive constant depending only on n.
Clearly, W 1;p(Rn)  W 1;pw (Rn) (1 < p <1; n  2) by the denition of weight w. Thus, we
also have
Lemma 4.6. Let n  2. If f 2 L1(Rn) and r  f = 0, then RRn f(x)dx = 0 andZ
Rn
fgdx
  CkfkL1(Rn)krgkLn(Rn)
for any g 2W 1;n(Rn) \ L1(Rn), where C is a positive constant depending only on n.
The nonlinear terms are estimated by the Lemmas 4.3 and 4.4, and the following Lemma,
which is concerned with a special structure of the nonlinear term in the Navier-Stokes equations.
Lemma 4.7. ([4]) Let u 2 H1(R2) and r  u = 0. Then, it holds true that (u  r)u 2 H1(R2)
and
k(u  r)ukH1(R2)  CkukL2(R2)krukL2(R2):
4.2 Key lemmas for local energy decay estimates
We consider the resolvent problem:
u+Au = f in
; (4.1)
where  2 `; = f 2 C n f0g j jj < `; j arg j <    g, 0 < ` < 1, 0 <  < =2 and A is the
Stokes operator. Let S()f be dened as a solution to (4.1), Wm;2s (
) be a weighted Sobolev
space dened by
Wm;2s (
) =
n
f
  1 + j  j2 s2 @kj f 2 L2(
); k  mo
for any non-negative integer m and real number s. Moreover, for s > n=2 and s0 <  n=2, we
set
B1 = L

L2(
) \W 0;2s (
)n; L2(
) \W 2;2s0 (
)n

;
B2 = L
 
L2(
) \ L2r(
); L2(
) \H2(
r)

:
Then, by [6, Proposition 3.6], [14, Theorem 3.1, Corollary 3.2] and [20, Theorem 3.1], it holds
that the following proposition.
Proposition 4.8. There exist an ` > 0 and an S() 2 Hol (`;;B1) which has the following
expansion formula:
(i) When 
 is an exterior domain,
S() =
(
G1
n
2
 1 log +G2() +G3()
n
2
 1 where n is even;
G1
n
2
 1 +G2() +G3()
n
2
 1 where n is odd;
where G1 2 B1, G2() is a polynomial of  of degree [n=2]   1 and G3() ! 0 as  ! 0.
Particularly in case of n = 2, the following holds:
S() = V1 + V2(log )
 1 +O
 
(log ) 2

;
where V1; V2 2 B2.
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(ii) When 
 is a perturbed half-space,
S() =
(
H1()
n 1
2 +H2()
n
2 log +H3() where n is even;
H1()
n
2 +H2()
n 1
2 log +H3() where n is odd;
where H1;H2 2 Hol (`;;B2) and H3 2 Hol (`; [ f0g;B2).
In Section 6.2, we investigate the stability of (I+ L) 1 near the origin. To do this, we use
the class Ck dened as follows and the properties of the class.
Denition 4.9 ([5]). Let X be a Banach space with norm j  jX . Let N  0 be an integer and
k = N +  with 0 <   1. Set
Ck(R; X) =
n
f 2 C1(R n f0g; X) j hh f ii k;X <1
o
;
where
hh f ii k;X =
NX
j=0
Z 1
 1


d
ds
j
f(s)

X
ds+ sup
h6=0
jhj 
Z 1
 1
h

d
ds
N
f(s)

X
ds; if 0 <  < 1;
hh f ii k;X =
NX
j=0
Z 1
 1


d
ds
j
f(s)

X
ds+ sup
h6=0
jhj 1
Z 1
 1
2h

d
ds
N
f(s)

X
ds; if  = 1:
Here, we have set
hf(s) = f(s+ h)  f(s); 2hf(s) = f(s+ h)  2f(s) + f(s  h):
Proposition 4.10 ([39]). Let N be a positive integer and X be a Banach space with norm j  jX .
Assume that f 2 C1(R n f0g; X), f(s) = 0 if jsj  2 and set I = ( 2; 2).
(i) Let k = N +  with 0 <  < 1 and f satisfy the following condition (a).
(a) For any s 2 I n f0g,

d
ds
j
f(s)

X
 Cf for any integer j 2 [0; N   1];

d
ds
N
f(s)

X
 Cf jsj 1;


d
ds
N+1
f(s)

X
 Cf jsj 2:
Then, f 2 Ck(R; X) satises
hh f ii k;X  C;NCf :
(ii) Let k = N + 1 and f satisfy the following conditions (a) and (b).
(a) There exist f0 2 X and a X-valued function f1(s) dened on I such that
d
ds
N
f(s) = f0 log jsj+ f1(s) for s 2 I n f0g:
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(b) For any s 2 I n f0g,

d
ds
j
f(s)

X
 Cf for any integer j 2 [0; N   1];
jf0jX  Cf ; jf1(s)jX  Cf ;


d
ds
N+1
f(s)

X
 Cf jsj 1;

d
ds
N+2
f(s)

X
 Cf jsj 2:
Then, f 2 Ck(R; X) satises
hh f ii k;X  C;NCf :
Proposition 4.11 ([5]). Let X be a Banach space with norm j  jX . Let f(s) 2 C2(R n f0g; X).
If


d
ds
j
f(s)

X
 Cf jsj j for any s 2 R n f0g and j = 0; 1; 2. Then,
1
jhj
Z 1
 1
2hf(s)X ds  Cf :
Proposition 4.12 ([39]). Let X be a Banach space with norm j  jX . Let N  0 be an integer
and 0 <   1. Assume that f 2 CN+(R; X). Set
F (t) =
1
2
Z 1
 1
f(s)eitsds:
Then, the following estimate holds:
jF (t)jX  C(1 + jtj) (N+) hh f iiN+;X :
In order to prove Corollary 3.8, we need the following proposition.
Proposition 4.13 ([40] Chapter III, Lemma 2.1.3). Let k be nonnegative integer, let 
 = Rn
or let 
  Rn (n  2) be any unbounded Ck+2-domain. Suppose u 2 D(A) and f := Au 2
Hkloc(
)
n. Then u 2 Hk+2loc (
)n and the pressure , determined up to a constant by r = f+u,
satises  2 Hk+1loc (
). Moreover, for each bounded subdomain G0  
 there exists another
bounded domain G1  
 with G0  G1 such that
kukHk+2(G0) + krkHk(G0)  Ck;
(kfkHk(G1) + kukH1(G1)):
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5 Proof of L2-boundedness
5.1 Proof of Theorem 3.4
In this section, we show a proof of Theorem 3.4. Applying Helmholtz projection to the equations
(PNS), it follows that 8><>:
@tu  u =  P (u  r)u in (0;1)R2
r  u = 0 in (0;1)R2
u(0; x) = u0 in R
2
We denote the nonlinear term by F (u(t)) = P (u  r)u and set
w(t; x) =
Z t
0
u(s; x)ds:
Then, w satises 8<:@tw   w = u0  
Z t
0
F (u(s))ds in (0;1)R2
w(0; x) = 0 in R2
(5.1)
and, by a test function @tw in (5.1),
k@tw(t)k22 +

2
d
dt
krw(t)k22 = (u0; @tw(t)) +
  Z t
0
F (u(s))ds; @tw(t)

:
Hence, noting that @tw = u, one hasZ t
0
ku(s)k22ds+

2
krw(t)k22 = (u0; w(t)) +
Z t
0
  Z s
0
F (u())d; @sw(s)

ds: (5.2)
We now estimate the rst term of the right hand side in (5.2). From Lemma 4.6 and Cauchy's
inequality, it follows that
j(u0; w(t))j  Cku0kL1(R2)krw(t)k2
 C1
2"
ku0k2L1(R2) +
"
2
krw(t)k22; (5.3)
where the positive constant C1 depends on n, and " > 0 is taken arbitrarily and xed. The
second term coming from the nonlinear term in (5.2) is computed by Fubini's theorem and an
integration by parts on sZ t
0
  Z s
0
F (u())d; @sw(s)

ds =
  Z t
0
F (u(s))ds; w(t)
  Z t
0
 
F (u(s)); w(s)

ds
= I1 + I2:
Applying Lemmas 4.3, 4.4 and 4.7, successively, we have
jI1j  C
Z t
0
kF (u(s))kH1dskw(t)kBMO
 C
Z t
0
kF (u(s))kH1dskrw(t)k2
 C
Z t
0
ku(s)k2kru(s)k2dskrw(t)k2:
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Similarly as above, we have
jI2j  C
Z t
0
kF (u(s))kH1kw(s)kBMOds
 C
Z t
0
ku(s)k2kru(s)k2ds sup
0<s<t
krw(s)k2:
In order to show the boundednessZ t
0
ku(s)k2kru(s)k2ds  C (5.4)
with the constant C independent of t, we consider the energy equality
1
2
d
dt
ku(t)k22 + kru(t)k22 = 0;
which readily follows from testing u in (PNS) and ((ur)u; u) = 0. It follows that if 2`  t  2`+1
with ` = 0; 1; 2 : : : , then
1
2
ku(2`+1)k22 + 
Z 2`+1
2`
kru(s)k22ds =
1
2
ku(2`)k22: (5.5)
Hence, we have by (2.3) and (5.5)Z t
2`
ku(s)k2kru(s)k2ds  C
"Z 2`+1
2`
(1 + s) 1ds
# 1
2
"Z 2`+1
2`
kru(s)k22ds
# 1
2
 C

log
1 + 2`+1
1 + 2`

ku(2`)k2
 C

log
1 + 2`+1
1 + 2`

1 + 2`
  1
2
 C; (5.6)
where C is independent of `. Therefore, for all t  1, we have (5.4). In case of 0  t  1, (5.4)
follows from an argument similar to (5.6). Hence, from (5.4) and Cauchy's inequality, we see
that
jI1j  C2
2"
+
"
2
krw(t)k22 (5.7)
and
jI2j  C2
2"
+
"
2
sup
0<s<t
krw(s)k22; (5.8)
where the positive constant C2 depends on the ones as in Lemma 4.3, 4.4, 4.7 and (5.4). Gath-
ering the estimates (5.3), (5.7) and (5.8) with energy equation (5.2), we obtainZ t
0
ku(s)k22ds+

2
krw(t)k22 
C1
2"
ku0k2L1(R2) +
3"
2
sup
0<s<t
krw(s)k22 +
C2
"
:
Choosing " = =3, one has Z t
0
ku(s)k22ds 
3C1
2
ku0k2L1(R2) +
3C2

;
which completes the proof of Theorem 3.4.
16
5.2 Proof of Theorem 3.5
In this section, we give a proof of Theorem 3.5. The method of the proof is similar to that of
Theorem 3.4. Applying Helmholtz projection to the equations (HNS), it follows that8><>:
@2t u  u+ @tu =  P (1 + @t)(u  r)u in (0;1)R2
r  u = 0 in (0;1)R2
u(0; x) = u0; @tu(0; x) = u1 in R
2
We denote the nonlinear term by G(u(t)) = P (1 + @t)(u  r)u and set
w(t; x) =
Z t
0
u(s; x)ds:
Then, w satises8<:@2tw   w + @tw = u0 + u1  
Z t
0
G(u(s))ds in (0;1)R2
w(0; x) = 0; @tw(0; x) = u0 in R
2
(5.9)
and thus, similarly as in (5.2) in the proof of Theorem 3.4,

2
ku(t)k22 +

2
krw(t)k22 +
Z t
0
ku(s)k22ds
= (u0 + u1; w(t)) +
Z t
0
  Z s
0
G(u())d; @sw(s)

ds: (5.10)
On the other hand, applying Lemma 4.6, similarly to (5.3) in the proof of Theorem 3.4, we nd
that
j(u0 + u1; w(t))j  C1
2"
ku0 + u1k2L1(R2) +
"
2
krw(t)k22 (5.11)
for " > 0 with some constant C1 > 0 depending only on n. The second term coming from the
nonlinear term in (5.10) is computed by Fubini's theorem and an integration by parts on sZ t
0
  Z s
0
G(u())d; @sw(s)

ds =
  Z t
0
G(u(s))ds; w(t)
  Z t
0
 
G(u(s)); w(s)

ds
= J1 + J2:
By Lemmas 4.3, 4.4 and 4.7, we have
jJ1j  C
Z t
0
(ku(s)k2kru(s)k2 + k@su(s)k2kru(s)k2
+ ku(s)k2k@sru(s)k2)dskrw(t)k2
and
jJ2j  C
Z t
0
(ku(s)k2kru(s)k2) + k@su(s)k2kru(s)k2
+ ku(s)k2k@sru(s)k2)ds sup
0<s<t
krw(s)k2:
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Then, by Remark 3.1, we nd that, for each i = 1; 2,
jJij  C
Z t
0
(1 + s) 
1
2 (1 + s) 1ds sup
0<s<t
krw(s)k2
 C2
2"
+
"
2
sup
0<s<t
krw(s)k22 (5.12)
for " > 0 with some constant C2 > 0. Gathering the estimates (5.11) and (5.12) with energy
equation (5.10), we obtain

2
ku(t)k22 +

2
krw(t)k22 +
Z t
0
ku(s)k22ds
 C1
2"
ku0 + u1k2L1(R2) +
C2
"
+
3"
2
sup
0<s<t
krw(s)k22:
Choosing " = =3, one has

2
ku(t)k22 +
Z t
0
ku(s)k22ds 
3C1
2
ku0 + u1k2L1(R2) +
3C2

;
which completes the proof of Theorem 3.5.
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6 Proof of local energy decay estimates
6.1 Construction of C0 semigroup
In this section, we prove Theorem 3.6 based on the Lumer-Phillips theorem [34, Chapter 1,
Theorem 4.3] and investigate the boundedness of the resolvent operator (I + L) 1 for the
complex parameter . First, in order to prove Theorem 3.6, we show the following proposition,
which implies that  L generates a C0 contraction semigroup on H (
).
Proposition 6.1. (i)  L is a dissipative operator, that is, Re ( LU;U)H (
)  0.
(ii) R(I+ L) =H (
), where R(I+ L) denotes the range of I+ L.
(iii) D(L) is dense in H (
).
Proof. First, we prove (i). Let U 2 D(L). By the denition of L, A and the inner product of
H (
), we see
( LU;U)H (
) =  2iIm (ru;rv)  (v; v):
Therefore, we obtain
Re ( LU;U)H (
) =  kvk22  0:
Next, we prove (ii). Since  L is dissipative, it follows that
k(I+ L)UkH (
)  kUkH (
) for U 2 D(L)
(cf [34, Chapter 1, Theorem 4.2]), which implies that R(I + L)  H (
). In order to prove
H (
)  R(I + L), we need to show that for any F = T (f; g) 2 H (
) there exists uniquely
U 2 D(L) such that
(I+ L)U = F: (6.1)
To do this, we rst consider the case f; g 2 C10;(
). Let a1(; ) be the bilinear form on H10;(
)
dened by
a1(u; ') = (1 + )(u; ') + a(u; '); ' 2 H10;(
); (6.2)
where a(u; ') = (ru;r'). Then, by Lax-Milgram theorem, the equation
a1(u; ') = (g + (1 + )f; '); ' 2 H10;(
)
has a unique solution u 2 H10;(
). Moreover, we see from
a(u; ') = (g + (1 + )f   (1 + )u; '); ' 2 H10;(
)
that u 2 D(A) and v := u   f 2 H10;(
). Next, we consider the case F 2 H (
). Then, there
exist sequences ffng; fgng  C10;(
) such that
kr(fn   f)k2 ! 0; kgn   gk2 ! 0; n!1: (6.3)
Therefore, there exists T (un; vn) 2 D(L) such that(
un   vn = fn;
(1 + )un +Aun = g + (1 + )fn:
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Here, we set (
vnm := un   um;
Fnm := gn + (1 + )fn   (gm + (1 + )fm):
We consider the following equation:
(1 + )vnm +Avnm = Fnm in 
:
Testing Avnm 2 L2(
), we have
(1 + )krvnmk22 + kAvnmk22 = (gn   gm; Avnm) + (1 + )(r(fn   fm);rvnm): (6.4)
Hence the completeness of H^10;(
), there exists some u 2 H^10;(
) such that
kr(un   u)k2 ! 0; n!1: (6.5)
On the other hand, it is well known that A is closed (cf. [8, Corollary 1.6]), it follows from (6.4)
that
kAun  Auk2 ! 0; n!1: (6.6)
Therefore, by (6.3), (6.5) and (6.6), we see that u satises
(1 + )u+Au = g + (1 + )f in 
: (6.7)
Then, substituting v := u f 2 H^10;(
) for the equation (6.7), we see that v 2 L2(
). Therefore,
this completes the proof of (ii).
Finally, we prove (iii). Assume that there exists a U 2 H (
) such that (U;F)H (
) = 0 for
any F 2 D(L). Since there exists a W 2 D(L) such that (I+ L)W = U, we have
0 = ((I+ L)W;W)H (
) = kWk2H (
) + (LW;W)H (
):
Therefore, by (i), we see W = 0, that is, U = 0.
Set the region D as follows:
D = Di [Dr;
where
Di = f 2 C j 2Re+ 1 > 0; Im 6= 0g and Dr = f 2 R j > 0g:
In view of Theorem 3.6 and [34, Chapter 1, Corollary 3.6], we know that
( L)  f 2 C jRe > 0g and (I+ L) 1L(H (
))  1Re for Re > 0; (6.8)
where ( L) denotes the resolvent set of  L.
Lemma 6.2. For  2 D \ ( L) and U 2 D(L), it holds that
kUkH (
)  C()k(I+ L)UkH (
); (6.9)
where C() is a constant depending on  continuously.
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Proof. For  2 Di \ ( L), let U 2 D(L) be a couple of functions satisfying
(I+ L)U = F for F = T (f; g) 2H (
): (6.10)
Then from (6.10), it follows that
(+ 1)u+Au = g + (+ 1)f in
:
Testing Au 2 L2(
), we obtain
(Re)2   (Im)2 +Re	 kruk22 + kAuk22 + i(2Re+ 1)Imkruk22
= (g;Au) + (+ 1)(rf;ru): (6.11)
Taking the imaginary part of (6.11), we have
kruk22 
j+ 1j2
`2
krfk22 +
2
`
kgk2kAuk2; (6.12)
where ` = j2Re+ 1jjImj. On the other hand, it follows from (6.11) that
kAuk22  jjj+ 1jkruk22 + kgk2kAuk2 + j+ 1jkrfk2kruk2: (6.13)
Combining (6.12) and (6.13), we can obtain
kAuk22 

3jjj+ 1j3
`2
+
j+ 1j
jj

krfk22 +

3jjj+ 1j
`
+ 1
2
2kgk22:
Therefore, we see that
kruk22 + kAuk22 
 j+ 1j2
`2
+
3
2

3jjj+ 1j3
`2
+
j+ 1j
jj

krfk22
+
(
2
`2
+
3
2

3jjj+ 1j
`
+ 1
2)
2kgk22:
Since v = (+ 1) 1(g  Au) and  2 Di, it follows that
kvk22  8
 kAuk22 + 2kgk22 :
Therefore, we obtain
kruk22 + kvk22  C()
 krfk22 + kgk22 :
In case of  2 Dr, since  > 0, (6.9) follows from (6.8). This completes the proof of Lemma
6.2.
Lemma 6.3. (i) D  ( L).
(ii)
(I+ L) 1L(H (
))  p + 3 + 1jj
p
 + 1 for Re = 0 and Im 6= 0.
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Proof. (i) Set E = D \ ( L). Since D is a connected set, it is sucient to prove that E is
non-empty, open and closed. It is clear that E is non-empty and open. Our task is to prove
that E is closed in D. Let fng  E such that n !  in D as n ! 1. By Lemma 6.2, there
exists an M such that
kUkH (
) Mk(I+ L)UkH (
); 8 U 2 D(L); (6.14)
where  = n (n 2 N) and . If we prove that I+L is surjective, then (6.14) implies immediately
 2 ( L), that is, E is closed. Let us show that I+L is surjective. Since n 2 ( L), for any
F 2 H (
), there exists a Un 2 D(L) such that (nI + L)Un = F. If there exists a U 2 H (
)
such that
kUn   UkH (
) ! 0; n!1; (6.15)
we can conclude that (I+L) is surjective, because L is a closed operator. From (6.14) it follows
that
kUnkH (
) MkFkH (
): (6.16)
Observing that
(nI+ L)(Un   Um) = (m   n)Um
we obtain from (6.14) and (6.16) that
kUn   UmkH (
) M jm   njkUmkH (
) M2jm   njkFkH (
) ! 0
as n;m!1, which implies (6.15).
(ii) For  = ik, k 6= 0, let U 2 D(L) be a couple of functions satisfying
(ikI+ L)U = F for F = T (f; g) 2H (
):
Then, we have
(rv;ru) = (ik   1)kvk22 + (v; g);
which implies that
ikkruk22   (ik   1)kvk22 = (rf;ru) + (v; g): (6.17)
Taking the real part of (6.17), we see
kvk22  2krfk2kruk2 + 2kgk22: (6.18)
Taking the imaginary part of (6.17) and considering (6.18), we obtain
kruk22 

3 +
1
jkj
2
krfk22 +

32 +
1
k2

kgk22;
which implies that (ii).
Lemma 6.4. Set
b(a) =
a
2a
p
 + 2(3a + 1)
p
 + 1
:
Then for any a > 0, there exists an Ma > 0 such that(I+ L) 1L(H (
)) Ma
for  2 Da;b(a) = f 2 C j jRej  b(a); jImj  ag [ f 2 C jRe  b(a)g.
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Proof. At rst, we consider the case that  =  + ik, jkj  a. When  = ik, jkj  a > 0, from
(ii) of Lemma 6.3, we have
(ikI+ L) 1L(H (
))  p + 3 + 1a
p
 + 1:
By the resolvent equation, it follows that
(( + ik)I+ L) 1L(H (
))  p + 3 + 1a
p
 + 1
+ jj
p
 +

3 +
1
a
p
 + 1
(( + ik)I+ L) 1L(H (
)) :
Therefore, we have (( + ik)I+ L) 1L(H (
))  1b(a)
for jj  b(a) and jkj  a. Moreover it follows from (6.8) that(I+ L) 1L(H (
))  1Re  1b(a)
for Re  b(a). Setting Ma = 1=b(a), we obtained the desired result.
6.2 Investigation of (I+ L) 1 near  = 0
In this section, we prove some properties of the resolvent operator (I + L) 1 near  = 0. In
what follows, in this section, (; )D denotes (r;r) and ` > 0 denotes the same positive number
in Proposition 4.8. Moreover, let 'r(x) be a function in C
1
0 (R
n) such that 'r(x) = 1 if jxj  r
and 'r(x) = 0 if jxj  r+1 and let d(s) be a function in C10 (R) such that d(s) = 1 if jsj < d=2
and d(s) = 0 if jsj > d.
Lemma 6.5. Let Qd = f 2 C j 0 < Re < d; jImj < dg. Then the following assertions hold.
(i) There exist a d > 0 and an R() 2 Hol (Qd;L(Hr(
);H(
r))) such that
R()X = (I+ L) 1X for X 2Hr(
) and  2 Qd;
where we have set
H(
r) =

T (f; g) j f 2 H1(
r) \ L2(
); g 2 L2(
r) \ L2(
)
	
:
(ii) For any X 2Hr(
), Y 2H (
) and  < d, there exists a positive constant C = Cn;r;d;'r
such that the following assertions hold.
(a) When 
 is an exterior domain, the following estimate holds.


d()('rR(+ i)X;Y)H (
)

n
2
;R
 CkXkH (
)kYkH (
):
(b) When 
 is a perturbed half-space, the following estimate holds.


d()('rR(+ i)X;Y)H (
)

n+1
2
;R
 CkXkH (
)kYkH (
):
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In order to prove Lemma 6.5-(ii), we need the following lemma.
Lemma 6.6. Let e`= 2`=3. For any f 2 L2(
) \ L2r(
), g 2 H^10;(
), h 2 L2(
) and  such
that 0 <  < e`, the following assertions hold.
(i) When 
 is an exterior domain, the following estimates hold.


e`() ('rS(+ i)f; g)D  n
2
;R
 Cn;'r;e`kfk2krgk2;


e`() ('rS(+ i)f; h)  n
2
;R
 Cn;'r;e`kfk2khk2:
(ii) When 
 is a perturbed half-space, the following estimates hold.


e`() ('rS(+ i)f; g)D  n+1
2
;R
 Cn;'r;e`kfk2krgk2;


e`() ('rS(+ i)f; h)  n+1
2
;R
 Cn;'r;e`kfk2khk2:
Proof. Since the proofs of (i) and (ii) are essentially the same, it is sucient to prove (i). We
rst prove the case n is odd. By Proposition 4.8, the following estimates hold.

d
ds
j 
e`(s) ('rS(+ is)f; g)D	
  Ckfk2krgk2 for any integer j 2

0;
n  3
2

;

d
ds
n 1
2 
e`(s) ('rS(+ is)f; g)D	
  Ckfk2krgk2jsj  12 ;

d
ds
n+1
2 
e`(s) ('rS(+ is)f; g)D	
  Ckfk2krgk2jsj  32 ;
where C = Cn;e`;'r . Therefore, in the case n is odd, we obtain by Proposition 4.10


e`() ('rS(+ i)f; g)D  n
2
;R
 Ckfk2krgk2: (6.19)
In the case n is even, (6.19) follows from Proposition 4.10-(ii). Particularly in the case that
n = 2, (6.19) follows from Proposition 4.11.
Proof of Lemma 6.5. (i) In terms of S(), we shall represent (I+ L) 1. If we set X = T (f; g)
and
(I+ L)U = X for U 2 D(L);
we have
v = u  f and f(+ 1) +Agu = (+ 1)f + g:
We take `0 < ` so small that there exists an 0 < =2 such that (+ 1) 2 `; if  2 `0;0 . If
we set
R() =

(+ 1)S((+ 1)) S((+ 1))
(+ 1)S((+ 1))  1 S((+ 1))

; (6.20)
we obtain
R()X = (I+ L) 1X for X 2Hr(
) and  2 `0;0 ;
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because R()X 2 D(L) as it follows from the fact that S((+1)) 2 L(L2(
);H2(
)). There-
fore, R() satises the property of (1) with d = 2`0=3.
(ii) Let  =  + is and Y = T (y; z). By Lemma 6.6, (6.20) and the Poincare inequality, we
have 


d()('rR(+ i)X;Y)H (
)
  hhd() ('r(+ 1)S((+ 1))f; y)D ii
+  hhd() ('rS((+ 1))g; y)D ii
+  hhd() ('r(+ 1)S((+ 1))f; z) ii
+  hhd() ('rf; z) ii
+ 2 hhd() ('rS((+ 1))g; z) ii
 CkXkH (
)kYkH (
):
Here, we have set hh  ii = hh  ii n=2;R or = hh  ii (n+1)=2;R.
6.3 Local energy decay estimates
In this section, we prove Theorem 3.7. and Corollary 3.8. By Theorem 3.6 and Proposition 6.1,
the following estimate holds:
kT (t)kL(H (
))  1; 8t  0: (6.21)
Then, by a lemma due to Huang [13, Lemma 1] (also see [5, Lemma 4.2] and [24, Lemma 2.4]),
we have the following lemma.
Lemma 6.7. For any  > 0 and X 2H (
), set
g(!) =
((+ i!)I+ L) 1X
H (
)
:
Then, g(!) 2 L2(R) and
lim
j!j!1
g(!) = 0;Z 1
 1
g(!)2d!  

kXk2H (
):
Now, we shall give a proof of Theorem 3.7. Since the proofs of an exterior domain case and
a perturbed half-space case are essentially the same, we only prove an exterior domain case. To
do this, it is sucient to prove the following proposition.
Proposition 6.8. Let 
 be an exterior domain, 'r be the same in Lemma 6.5. Then, it holds
that
k'rT (t)XkH (
)  C(1 + t) 
n
2 kXkH (
) (6.22)
for any t  0 and X 2 Hr(
), where C = CMa;n;'r; and Ma denotes the constant arising from
Lemma 6.4.
Proof. Since (6.21) holds, we have the following expression:
T (t)X = lim
!!1
1
2i
Z +i!
 i!
et(I+ L) 1Xd;  > 0 (6.23)
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for X 2 D(L2) (cf [34, Chapter 1, Corollary 7.5]). Since D(L2) is dense in H (
), (6.23) holds
in H (
). Hereafter, we set (s) = d(s). Let us take  < d, X 2Hr(
) and Y 2H (
). Then,
we see
('rT (t)X;Y)H (
) = J0(t) + J1(t);
where
J0(t) =
1
2
et
Z 1
 1
eist(s)
 
'r((+ is)I+ L) 1X;Y

H (
)
ds;
J1(t) =
1
2
et lim
!!1
Z !
 !
eist(1  (s))  'r((+ is)I+ L) 1X;YH (
) ds:
By Lemma 6.5 and Proposition 4.12, we obtain
jJ0(t)j  Cet(1 + t) n2 kXkH (
)kYkH (
): (6.24)
We set
J1(t) =
1
2
et lim
!!1L!(t);
where
L!(t) =
Z !
 !
eist(1  (s))  'r((+ is)I+ L) 1X;YH (
) ds:
By the relation (it) 1deist=ds = eist and integration by parts, we have
L!(t) =
X`
k=1
( 1)k 1
(it)k
Lk!(t) +
( 1)`
(it)`
M `!(t);
where
Lk!(t) =

eist
dk 1
dsk 1
n
(1  (s))  'r((+ is)I+ L) 1X;YH (
)os=!
s= !
;
M `!(t) =
Z !
 !
eist
d`
ds`
n
(1  (s))  'r((+ is)I+ L) 1X;YH (
)o ds:
Since we have by Lemma 6.4 djdsj ((+ is)I+ L) 1

L(H (
))
 j!M ja
((+ is)I+ L) 1L(H (
)) for jsj  a;
it follows from Lemma 6.7 that Lk!(t)! 0; ! !1: (6.25)
Using the Leibniz rule and the adjoint operator L of L, we obtainM `!(t)  `! Z
d
2
jsj!
(1  (s))
((+ is)I+ L) `X; ((  is)I+ L) 1'rYH (
)
 ds
+
` 1X
k=0

`
k

k!
Z
d
2
jsjd
 d` kds` k (s)
 'r((+ is)I+ L) k 1X;YH (
)
 ds
= K1 +K2:
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If we take a < d=2, by Lemma 6.4 and Lemma 6.7, we have
K1  C`!M ` 1a
 Z
d
2
jsj
((+ is)I+ L) 1X2
H (
)
ds
! 1
2

 Z
d
2
jsj
((  is)I+ L) 1'rY2H (
) ds
! 1
2
 C`;MakXkH (
)kYkH (
): (6.26)
Moreover, by Lemma 6.4, we see
K2  C`;MakXkH (
)kYkH (
): (6.27)
Combining (6.25), (6.26) and (6.27), we obtain
jJ1(t)j  e
t
2
t `C`;MakXkH (
)kYkH (
) (6.28)
for any `  1. Letting ! 0 in (6.24) and (6.28), we obtain (6.22) for any X 2Hr(
).
Finally, we prove Corollary 3.8 in case of an exterior domain. To do this, we prepare the
following proposition, which follows immediately from the induction argument together with
Theorem 3.7.
Proposition 6.9. Let m  1 and k 2 [1;m] be integers. Suppose that the initial data u0 2
Hm(
)\W 1;20; (
) and u1 2 Hm 1(
)\L2(
) satisfy the compatibility condition of order m  1
and suppu0, suppu1  
r. Then, the solution u(t) of (3.4) satises@k 1t u(t)
H1(
r)
+
@kt u(t)
L2(
r)
 C(1 + t) n2  ku0kHm(
) + ku1kHm 1(
) :
for any t  0, where C is independent of t.
Take r1 such that r0 < r1 < r and take any rk, k = 2; 3; : : : ;m  1 such that
r0 < r1 < r2 <    < rm 1 < rm = r:
Proposition 6.10. Suppose that the assumptions of Proposition 6.9 are fullled. Let ` 2 [1;m]
and k 2 [0; `  1] be integers. If the solution u(t) of (3.4) satises@m kt u(t)
Hk(
rm k+1 )
 C(1 + t) n2  ku0kHm(
) + ku1kHm 1(
) ; (6.29)
then we have @m `t u(t)
H`(
rm `+1)
 C(1 + t) n2  ku0kHm(
) + ku1kHm 1(
)
for any t  0, where C is independent of t.
Proof. Since @m `t u satises that
A

@m `t u

=  @m `+2t u  @m `+1t u =: fm `+1
with @m `t uj@
 = 0, we observe from Proposition 4.13 that@m `t u(t)
H`(
rm `+1 )
 C

kfm `+1kH`(
rm `+2 ) +
@m `t u(t)
H1(
rm `+2 )

 C(1 + t) n2  ku0kHm(
) + ku1kHm 1(
) ;
where we have used (6.29) and Proposition 6.9.
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Proof of Corollary 3.8. By induction technique and the method due to Ono [32], Corollary 3.8
follows from Proposition 6.9 and 6.10.
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