The complete active space self-consistent field (CASSCF) method is the principal approach employed for studying strongly correlated systems. However, exact CASSCF can only be performed on small active space sizes of ∼20 electrons in ∼20 orbitals due to combinatorial growth in the computational cost. We employ the Adaptive Sampling Configuration Interaction (ASCI) method as the Full CI solver in the active space and derive orbital gradients to carry out CASSCF-like optimization 1 arXiv:1912.08379v1 [physics.comp-ph] 
of the inactive, active, and virtual orbital spaces. The resulting ASCI-SCF method can approximate CASSCF to chemical accuracy (<1 kcal/mol for relative energies) in active spaces with more than ∼50 active electrons in ∼50 active orbitals, significantly increasing the sizes of systems amenable to accurate multiconfigurational treatment.
The main challenge with using any selected CI based approximate CASSCF is an orbital optimization problem: they tend to exhibit large numbers of local minima in orbital space due to their lack of invariance to active-active rotations (in addition to existing local minima in exact CASSCF). We have employed ASCI-SCF to demonstrate lack of polyradical character in moderately sized periacenes, and compared against heat-bath CI on an iron porphyrin system. We highlight methods that can avoid spurious local extrema as a practical solution to the orbital optimization problem.
Introduction
Quantum chemical methods have advanced significantly for the treatment of most chemistry problems. Advances in Density Functional Theory (DFT) have pushed the limits of system sizes to whole proteins 1 and led to substantially improved accuracy across a spectrum of chemically relevant interactions [2] [3] [4] [5] [6] [7] . Local correlation methods 8 for coupled cluster theory have also dramatically increased the size of systems which can be treated with wave function theory 9 . However, none of these methods can be accurately applied to systems that display strong correlation. Strong correlation is an effect that arises due to the presence of low-lying, accessible electronic states. 10 The quantum interference of these states with the single determinant ground state (implicitly or explicitly assumed in most flavors of DFT and coupled cluster to be qualitatively correct) results in a wave function where many determinants have appreciable contribution. 11 Single reference theories that ignore such effects introduce significant errors; indeed strong correlation is recognized as a primary failure mode of present-day DFT. 2 Strong correlation occurs in bond-breaking, extended π-systems, and (particularly first-row) transition metal systems 12 , especially those involving multiple metal centers. Dealing with strong correlation is thus extremely important for modeling catalysis, surface chemistry, and bioinorganic chemistry.
For decades, the standard method for addressing these sorts of problems has been the complete active space self-consistent field (CASSCF) method [13] [14] [15] [16] . CASSCF is also sometimes known as the Fully Optimized Reaction Space (FORS) model. 17 In CASSCF, a subset of a system's orbitals and electrons are denoted as active and the full configuration interaction (FCI) problem is solved exactly in this small active space. The remaining occupied orbitals are denoted inactive and are treated in a mean-field manner, while the remaining unoccupied orbitals are denoted virtual. The orbitals spanning these three spaces (inactive, active, and virtual) are then optimized to obtain the lowest possible energy. In other words, the CASSCF problem is to find the optimal (by energy) partitioning of the orbital Hilbert space.
While the CASSCF reference captures strong correlation if the active space is suitably defined, it does neglect weak or dynamic correlation, which is commonly added back by either perturbation theory 18, 19 or configuration interaction 20, 21 corrections. CASSCF can be applied to moderately sized systems as long as the active space is relatively small, due to combinatorial growth in the number of possible Slater determinants that encompass all possible configurations within the active space. Indeed, the total number of possible Slater determinants for an active space with M spatial orbitals, N ↑ up spins and N ↓ down spins is:
Modern computing architectures can handle active spaces of approximately 18 electrons in 18 orbitals (≈ 2 × 10 9 determinants); massively parallel supercomputer implementations can partially converge results up to 22 electrons in 22 orbitals 22 (≈ 5 × 10 11 determinants).
However, this is still not sufficient for studying many interesting strongly correlated systems, especially ones with multiple transition metal atoms. For this reason, so-called restricted active space (RAS) [23] [24] [25] and generalized active space (GAS) 26 variants have been developed which limit the number of determinants by physically motivated models.
A potential way to reduce the computational expense of CASSCF would be to employ approximate FCI solvers within the active space instead of the combinatorially scaling exact one. Approximate FCI solvers that have been utilized to approximate CASSCF include Density Matrix Renormalization Group (DMRG) 27,28 , Full Configuration Interaction Quantum Monte Carlo (FCIQMC) 29 and variational 2RDM 30,31 . In general, any approximate FCI solver can be employed to solve the FCI problem within an active space and thereby approximate CASSCF (as long as orbital gradients can be obtained).
A family of approximate FCI solvers with considerable promise in this regard are selected CI (SCI) methods. SCI methods assume that only a relatively small number of Slater determinants (out of the combinatorially scaling total number given in Eqn 1) are actually important for even strongly correlated systems. These methods therefore attempt to select these important determinants via some criteria, diagonalize the wave function exactly within that reduced Hilbert subspace and then potentially add an extra correction (such as from second order perturbation theory) 32 to approximate missing dynamic correlation. The general idea behind such methods is quite old 32-34 , but the field has seen a considerable renaissance in recent years [35] [36] [37] [38] due to advances in modern computing making calculations with very large numbers of selected determinants feasible. SCI's ability to pick out important configurations makes it a natural candidate for blackbox identification of determinants for general multiconfigurational self-consistent field (MCSCF) problems, with the results approaching the CASSCF limit with selection of increasing number of determinants. Indeed, an approximate CASSCF with the Heat-bath CI (HCI) SCI solver has already been reported in the literature 39 .
In this work, we present theoretical and practical details for employing the Adaptive Sam-pling Configuration Interaction (ASCI) method [40] [41] [42] as the active space solver and carrying out a CASSCF procedure, which we term ASCI-SCF. In the following sections, we briefly summarize these results and discuss particular details of the ASCI-SCF method arising from the unique nature of the ASCI wave function. We present data to show the benefits of orbital optimization for converging ASCI results, and demonstrate the ability of the ASCI-SCF to obtain CASSCF quality energies in systems of approximately 50 electron in 50 orbitals.
Theory

The ASCI Method
The details of the ASCI method have already been discussed elsewhere [40] [41] [42] , and so we will only provide a very brief summary at present. In the ASCI method, a trial CI wave function ψ k is iteratively improved by the inclusion of new determinants that are deemed important.
The selection rule is derived from a consistency relationship among the coefficients in a CI expansion of the exact FCI wave function. If we have a wave function |Ψ = i C i |D i (where |D i are Slater determinants with coefficients C i ) as an eigenstate of the Hamiltonian, then:
where H ij = D i | H |D j is the Hamiltonian matrix element between determinants i and j, and E is the energy of the eigenstate |Ψ . This exact relationship can be generalized to a metric to predict the expected weight of a determinant |D i in a CI expansion, by how it connects to other determinants in an approximate trial wave function. This metric is also used in Epstein-Nesbet Perturbation theory 43,44 as coefficients for the determinants in the first order wave function.
In the ASCI method, all determinants |D i that are single or double excitations away from the most important determinants (as ranked by magnitude of coefficients) in the trial wave function |ψ k are assigned an estimated importance A i given as:
where E k is the energy of the trial wave function |ψ k . The search and selection is only done in the space spanned by determinants connected to the top c determinants in |ψ k because unimportant determinants are unlikely to be the sole generator for a top ranked determinant, and this pruning of the search space greatly accelerates the algorithm. The top t determinants (as ranked by magnitude of A i ) connected to |ψ k are used to determine a new Hilbert subspace and, hence, a new wave function |ψ k+1 by exact diagonalization within that subspace.
Once several cycles of ASCI has been completed, the wave function will contain all (or very nearly all) of the largest weight determinants in the FCI wave function and the remaining determinants not included should be of small weight. The effect of these many small remaining determinants are estimated by second order Epstein-Nesbet perturbation theory 43,44 (PT2).
This final PT2 correction gives extremely accurate results, often within a kcal/mol of the absolute FCI energies even when only a tiny fraction of the Hilbert space is included in the ASCI wave function [40] [41] [42] . An extrapolation of the variational energy against the PT2 correction (to the FCI limit of of zero PT2 correction) can also be carried out to generate more accurate estimates, and predict a metric for error in the final estimate. Indeed, it has been shown 12,45,46 that linear or quadratic fits are quite accurate for extrapolation of SCI energies against the PT2 correction. We observe essentially linear behavior of ASCI energies against the PT2 correction 12 , and have consequently employed linear fits to refine results and estimate error (using the protocol described in Ref 12).
ASCI Orbital Gradients
ASCI orbital gradients can be directly obtained via standard MCSCF procedures. Herein we briefly recapitulate the MCSCF theory employed in ASCI-SCF orbital gradients.
Density Matrices
One and two particle density matrices (PDMs) may be obtained from the ASCI wave function at a cost roughly comparable to a single Hamiltonian build. We have previously reported techniques for fast Hamiltonian construction via dynamic bitmasking 41 , and the same techniques are employed to rapidly construct density matrices. In the following section, the permutational symmetry of 1-and 2-PDMs is elided and each symmetry related term is only given once. It is assumed in this work, that both alpha and beta spin orbitals have the same spatial orbitals (that is, that the determinantal basis is restricted (possibly open-shell)). We follow the methods described by Helgaker, Jorgensen, and Olsen 47 . The one particle density matrix D pq can be written as the sum of two spin components D α pq and D β pq which are given by
where E σ pq is the excitation operator in the σ spin space from orbital p to orbital q. If we denote a determinant by its alpha occupied orbitals I α and beta occupied orbitals I β then this expression becomes
It is useful in a selected CI method, where the determinant list is not complete and I α and I β are not independent, to consider the density matrix in a determinant focused, rather than orbital focused manner. We may express the above thus as, for any two determinants I α I β and J α J β in the wave function that are singly excitations apart, differing by an excitation from p to q, the contribution of this pair of determinants to D pq is C IαI β C JαJ β γ where γ is a phase factor (±1) due to the overlap of the bra and p → q excited ket. That is,
Similarly, the two-particle density matrix Γ pqrs can be written in terms of spin components
The first term is non-zero for any pair of determinants that differ by exactly a single excitation (from i to a) in the α space:
The second term is the same for β. The third term is non-zero for any pair of determinants that differ by exactly a double excitation in the alpha space (from i, j to a, b).
The fourth term is the same for β. The final term is non-zero for any pair of determinants that differ by a single excitation in each of the α (i and a) and β (j and b) spaces.
This gives the contributions of all doubly-and singly-connected determinant pairs to the 2-PDM in terms of CI coefficients and phase factors.
Orbital Gradient
Given the 1-and 2-PDMs, the generalized Fock matrices may be generated for this MCSCF. The generalized Fock matrix is defined as:
where h pq are the 1-electron integrals and g nqrs are the 2-electron integrals and all indices run over all orbital classes (inactive, active, and virtual). This, generally non-symmetric, matrix can be simplified by taking advantage of the fact that the form of the density matrices when some indices are inactive or virtual are much simpler than when the indices are active. When the first index of the generalized Fock matrix is inactive and the second is general:
where the inactive and active Fock matrices are
In other words, the inactive Fock matrix is the Fock matrix formed from using only the inactive density and the active Fock matrix is sum of J and K matrices built from the active space 1-PDM. When the first index is active, and the second index is general, we have
where the auxiliary Q matrix is
and finally, if the first index is virtual then F an = 0. This formulation of the generalized The orbital gradient is then given by
One difference between the ASCI wave function and CAS wave functions is that activeactive rotations are not generally redundant in the ASCI wave function. One can ask how important these active-active rotations are and this will be directly addressed in Section 3.1.
Hessian Preconditioner
Optimization of the ASCI orbitals is carried out by a Broyden-Fletcher-Goldfarb-Shanno (BFGS) procedure to obtain quasi-Newton convergence behavior. In order to obtain rapid convergence, it is beneficial to precondition the gradient by the inverse of the Hessian matrix:
Since inverting the Hessian matrix is computationally very expensive, an approximate Hessian which is easily inverted (such as just the diagonal of the Hessian) is used in practice.
Even constructing the exact Hessian diagonal can be too expensive as the exact Hessian diagonal requires certain two electron integrals between orbitals in the spaces being rotated between. Since we wish to carry out the MO transformation only in the active space or with at most one general index, we neglect those integrals that we have not included in the MO transformation. In order to improve this approximation (neglecting these 2-electron integrals), we follow the suggestion of Chaban et al. 49 and add small corrections to the inactive-active and active-virtual Hessian diagonal. The approximate Hessian diagonal elements are then
where D F = I F + A F and F is the generalized Fock defined above. In the case of the active-active orbital rotations, all of the necessary integrals have already been generated and moreover the active-active block is the most difficult block to converge due to the coupling of the active-active rotations to the CI expansion coefficients (which are optimized at each orbital step by rediagonalizing the Hamiltonian after each step). Therefore, we use the exact active-active Hessian diagonal for preconditioning:
where Γ pqrs = 1 2 (Γ pqrs + Γ pqsr )
MCSCF Procedure
The MCSCF employed in this work is of the inner-outer loop variety, with the orbitals varied on the outer loop and the CI coefficients optimized on the inner loop. That is, the orbitals and CI coefficients are not optimized simultaneously; the orbitals are fixed, the CI coefficients are optimized with these orbitals, and then the orbitals are updated and fixed for a new CI optimization, and so on until convergence. This strategy was pursued due to the strong coupling of the active-active rotations and the CI coefficients. The active-active rotations and CI coefficients contain redundancies that make their simultaneous optimization poorly conditioned 48 . This difficulty is avoided in CASSCF due to the fact that active-active rotations in this method are degenerate in energy and so are omitted from the MCSCF procedure. However, such rotations are non-degenerate in ASCI-SCF and therefore must be included, necessitating an inner-outer loop structure to avoid this pitfall.
ASCI Perturbation Theory
In previous papers discussing the ASCI method [40] [41] [42] and as described in Section 2.1, after the ASCI method has achieved the desired convergence, the remainder of the Hilbert space (which by construction has low weight) is accounted for by second order perturbation theory (PT2). This PT2 correction is critical for obtaining FCI quality results as the cumulative effect of the relatively small individual contributions from the many 'not so important'
determinants can be significant. The variationality of the energy however has to be sacrificed for this improvement in accuracy. This therefore presents a question: for the purposes of optimizing orbital space partitioning, should the (variational) ASCI or ASCI+PT2 energy be optimized? We opt to only optimize the variational ASCI energy in this work. There are three principal reasons for this.
Including the PT correction in the orbital optimization should be most important when the underlying wave function being corrected is qualitatively wrong or of the wrong character. For example, in orbital-optimized Moller-Plesset perturbation theory (OO-MP2) vs non-orbital optimized variants (MP2), significant improvements in the final wave function are observed only when the Hartree-Fock reference on which the MP2 is based is qualitatively poor (for example, by being highly spin-contaminated); when the HF reference is good, orbital optimization does not substantially improve on non-optimized MP2 50 . Since the purpose of the ASCI procedure is to obtain a qualitatively good reference wavefunction, including the PT correction in the procedure is not expected to be significant; this expectation was borne out by recent work on approximate CASSCF with an HCI solver 39 Finally, orbital gradients are significantly less complicated and much less computationally expensive when only the variational wave function is optimized. Since it is not expected that including the PT correction will be significant, we feel this high cost cannot be justified. A
final PT correction to the orbital optimized variational ASCI wave function should however still be calculated in the end, and extrapolations performed, when necessary.
Results
We now demonstrate some of the power of the ASCI-SCF method as applied to a diverse set of organic and inorganic molecules.
The importance of active-active orbital rotations
We begin with a somewhat technical question: are the active-active rotations in ASCI-SCF important to include as optimization parameters? In principle, if the ASCI wave function was converged exactly (that is, the ASCI wave function approached the FCI wave function), active-active orbital rotations would be degenerate in energy and therefore completely ignorable. However, in practice this level of convergence is never achieved and these active-active rotations must be considered. It is well known that truncated CI expansions predict lower variational energies when using approximate natural orbitals than when canonical Hartree-Fock orbitals are employed 54 , and similar behavior has been observed for SCI wave functions.
Specifically, we have previously shown that rotating from canonical HF orbitals to the nat-ural orbitals obtained by forming and diagonalizing the active space 1-PDM substantially improves the convergence of the ASCI wavefunction (by creating a more compact representation which can therefore be spanned by a smaller number of determinants) 40, 55 , but can this be further improved by using the 2-PDM and two-electron integrals? In order to assess the improvement of the ASCI variational wave function, orbital optimiza-tion was carried out on the G1 test set alongside approximate FCI calculation with ASCI, within the cc-pVDZ/cc-pVTZ basis sets. As can be seen in the partial data in Table 1 ( As a practical demonstration, we present an attempt to get the CASCI energy of the difficult transition metal diatomic carbide NiC, within the def2-TZVPP 56 basis set, employing a six orbital frozen core (corresponding to 1s of C and 1s, 2s, and 2p of Ni), a (22e, 89o) active space. Table 2 details the energies obtained with approximate natural orbitals and ASCI-SCF optimized orbitals (active-active rotations only). It can be seen that substantial reduction in variational energy is obtained with ASCI-SCF orbitals relative to approximate natural orbitals (roughly 16 kcal/mol). The larger PT2 correction for the orbital unoptimized calculation brings the two ASCI+PT2 energies to much closer agreement (of approx 1 kcal/mol). However, the sheer magnitude of the large PT2 correction erodes the reliability of the orbital unoptimized result, as an extrapolation to the CASCI limit of zero PT2 correction (in the manner described in Ref 12) indicates very large error. On the other hand, chemical accuracy can be attained from the ASCI-SCF orbitals, as they have rather small PT2 corrections (on account of having more negative variational energies), leading to much lower extrapolation error. In general therefore, ASCI-SCF orbital rotations could prove very useful in reducing the error in the extrapolated energy, by pushing more correlation energy into the fully reliable variational component.
How polyradical are periacenes?
n-1 2-periacene 3-periacene n-periacene Figure 1 . Molecular structure of periacenes. 2-periacene is more commonly known as perylene.
Periacenes are two-dimensional analogues of acenes, where two parallel acene chains are directly bonded together to create a 2D sheet (as shown in Fig 1) . The electronic structure of periacenes is potentially interesting as they could serve as cluster models for graphene.
In particular, delocalization of π electrons over the 2D sheet could result in a polyradicaloid singlet ground state with large numbers of effectively unpaired electrons (as is apparently the case for 1D acenes). A number of theoretical studies [57] [58] [59] [60] have consequently been performed on periacenes to estimate the onset of ground state polyradical character, making them ideal systems for determining the utility of the ASCI-SCF method. We have carried out ASCI-SCF orbital optimizations on 2-6 periacenes on the full valence π subspace (i.e. 1 2p z orbital and electron per C atom), using v2RDM-CASSCF optimized geometries from Ref 59 and the cc-pVDZ basis set. Extrapolated ASCI+PT2 energies using the converged ASCI-SCF orbitals (which required 1 million variational ASCI-SCF determinants) were subsequently computed (as reported in Table 3 ) to estimate the true CASSCF energies. Two electron integral construction for the orbital optimization process was accelerated with the RI approximation 61,62 (using the rimp2-cc-pVDZ auxiliary basis set 62 ), but the reported final ASCI+PT2 results (using ASCI-SCF optimized orbitals) do not employ this approximation. Wall times for individual ASCI-SCF cycles have also been reported in Table 3 , which highlights the ease of running such calculations on medium sized computers. with the exception of the increase in the gap on moving from 5-periacene to 6-periacene with our method. There is however a fair bit of quantitative disagreement between the two approaches, well beyond the error bars predicted by extrapolated ASCI+PT2. Part of this might originate from the systematic underestimation of absolute energies by the v2RDM approach employed in Ref 59 due to underconstraint of the 2RDM. Indeed, Table 3 shows that the absolute energies of singlet states of 2-periacene differ by ≈ 0.08 Ha between v2RDM-CASSCF and extrapolated ASCI+PT2, and larger differences are seen for larger systems (roughly increasing by 0.06 Ha per each step on the periacene sequence). The small active space size of 2-periacene however seems to suggest that a selected CI approach is likely to be rather effective in estimating the true CASSCF energy for this problem, and the The one anomalous case is the increase in singlet-triplet gap on moving from 5-periacene to 6periacene with our method, which appears to be counterintuitive (relative to the expectation that the gap would monotonically decay with system size). There exists a possibility that our calculations reached a local extrema in orbital space (although every effort was made to avoid such extrema, as detailed in Sec 3.4), leading to a spurious ordering of singlet-triplet gaps. However, approximate (Yamaguchi) spin-projected 64 DFT calculations (which should be quite accurate for biradical species, as these periacenes are found to be-as shown below)
predict the same behavior (as can be seen from the data in the Supporting Information).
This suggests that the anamalous behavior is more likely either reflective of exact quantum mechanics or is an artifact associated with the mismatch between the levels of theory used to compute the geometries and the singlet-triplet gaps. At any rate, similar behavior has been observed for linear acenes in the past 31,65,66 . Further investigations using different geometries and orbital guesses for these species might be necessary in order to determine if this behavior is indeed real or is an artifact induced by the geometry employed or our method. The relatively small size of the energy gaps involved however makes this quite a challenging task to definitively settle. The rather small singlet-triplet gap for the larger periacenes appears to indicate emergence of radicaloid character in the singlet. Indeed, Refs 58-60 suggest that varying degrees of polyradicaloid character emerges by 6-periacene. We however only see substantial evidence of biradical character, and very little evidence for polyradical character along the periacene sequence up to 6-periacene. Frontier natural orbital (NO) occupations of these species with an ASCI solution using 5 million determinants are reported in Table 4 , which shows that 5and 6-periacenes are essentially biradicaloid (with HONO and LUNO occupations close to unity). The LUNO+1 and HONO-1 however do not appear to have occupations characteristic of strong unpairing (i.e. do not substantially deviate from 0 or 2 along the periacene sequence), suggesting lack of polyradical character. It must be noted that the ASCI wave function itself does not converge as quickly as the energy, due to the lack of PT2 corrections and extrapolations. However, significant deviations from the closed-shell NO occupations of 0 or 2 should correspond to important degrees of freedom that ASCI is quite good at selecting 41,42 out of the full Hilbert Space. The absence of dynamical correlation contributors from the ASCI wave function therefore ought not to strongly affect the NO occupations corresponding to these degrees of freedom. Indeed, the frontier NO occupations were relatively quite stable for various ASCI variational wave function subspace sizes, suggesting overall lack of polyradical character even if the NO occupations themselves are not as completely converged as the energy. Interestingly, the 6-periacene has a slightly larger singlet-triplet gap than 5-periacene, despite being slightly more biradical (based on NO values in Table 4 ). that radicaloid character is artificially augmented by pure π space calculations, and inclusion of σ orbitals into the active space reduces radical character 67-69 . It is therefore reasonable to view these π space calculations as an upper bound to the true radicaloid character of these molecules, and our results suggest that members of the periacene sequence up to 6-periacene are at best biradical and possess very little polyradical character.
Comparison between ASCI-SCF and HCISCF: The case of Iron
Porphyrin Previous studies employing large active space methods, including DMRG 70 , FCI-QMC 29 , and HCISCF 39 have been applied to understand the electronic structure and theoretical ground spin state of iron porphyrin. Experimental investigations of Fe(II) porphyrin [71] [72] [73] have found a triplet ground state, but theoretical studies (on the model system depicted in Fig 2) have often found a quintet ground state 29,74-77 , though some studies do report a triplet ground state when an extremely large active space is used 39, 70 . Ref 39 in particular presents a detailed HCISCF study of this system, making it a natural point for comparing HCISCF. It appears that ASCI-SCF is able to obtain substantially lower variational energies with smaller variational subspaces (by a factor of 4-20) than HCISCF for this system. It is possible that this stems solely from the HCI selection rule failing to identify important configurations. However, the substantial differences between extrapolated PT2 results seem to indicate that HCISCF is consistently converging to incorrect local extrema in orbital space (which in part could result from a less compact HCI initial wave function, but also from a less efficient orbital optimization algorithm). The former appears to be more likely in light of the disagreement between extrapolated E CI +E P T 2 energies from both methods (as can be seen Table 7) , with ASCI+PT2 employing ASCI-SCF orbitals yielding consistently (and at times substantially) lower energies than the HCI variant. HCISCF's propensity for falling into local extrema however likely stems at least in part from the relative lack of compactness of HCI wave functions, with ASCI being already known to yield more compact wave functions (i.e. lower energy for same number of determinants) than HCI 41, 42 . The sheer scale of this phenomenon post orbital optimization is nonetheless somewhat distressing. As an extreme example, we can see that the ASCI-SCF variational energies for the (44e,44o) active space (given in Table 6 ) go below the extrapolated SHCI (HCI with Stochastic PT2) energies (given in Table 7 ), let alone the purely variational estimate! An immediate implication is that ASCI-SCF predicts a quintet ground state for both active spaces, in direct contrast to HCISCF (which predicted a triplet ground state for the larger active space). It is therefore likely that the conclusions in Ref 39 regarding porphyrin stem from HCISCF finding a local extremum as a solution, and therefore should not be viewed as definitive. The presence of tricky local extrema for this system makes it quite difficult to reach firm conclusions about the impact of active space size, since it is virtually impossible to be certain whether the lowest energy solution located is the global minimum or not.
We therefore believe that a very careful future study is required to reconcile the difference between the experimental and theoretical ground spin states, where the effects of geometry and out of active space dynamical correlation would also need to be considered in detail.
Strategies for avoiding local extrema
Nearly all orbital-optimization based quantum chemistry approaches have the potential to converge to a local extremum instead of the global minimum. MCSCF methods are particularly susceptible to this problem, as there are three sets of available degrees of freedom (orbital rotation, list of determinants treated variationally and coefficients of said determinants) with substantial levels of linear dependencies between them (e.g. the effect of swapping two active space orbitals could also be realized by adjusting the set of determinants in the variational wave function and their coefficients). Relative to CASSCF, ASCI-SCF (or any other selected CI approach) typically exhibits far more local minima because the energy is not invariant to active-active rotations, but instead depends at least weakly on those degrees of freedom, unlike CASSCF.
These local extrema can pose a significant challenge when ground state solutions are desired, as can be seen from the higher energy HCISCF solutions for porphyrin. Such spurious solutions possess considerable capacity to mislead, especially when dynamical correlation out of the active space is not considered. The compactness of the ASCI wave function assists somewhat in avoiding such extrema, but we have nonetheless encountered a fair few local extrema over the course of our investigations. We have found the following strategy to be useful with regards to obtaining the lowest energy ASCI-SCF solution (though we cannot prove that such solutions are indeed the global minima): Figure 3 . Convergence of ASCI-SCF variational energy of singlet periacenes (using 1 million variational determinants for orbital optimization, see point 2 below for details) using the strategy described below to avoid local minima. The absolute energies have been shifted by offsets to fit both species in the same plot. In this case, cycle 4 is the lowest energy solution for both species.
1. Use a fairly compact initial SCI wave function (using natural orbital rotations and more effective selection rules like ASCI) to avoid inclusion of relatively unimportant determinants that can mislead the orbital optimizer.
2. Converge orbitals first with a smaller number of determinants, and then feed those orbitals into a larger calculation. Do not recycle the determinant list from earlier, but force the SCI solver to recalculate the list of important determinants, to prevent the 'memory' of the initial calculation from guiding the process. We have found a sequence of 10 5 , 2.5 × 10 5 and 10 6 determinants to be useful in this regard. Natural orbital rotations however are probably best avoided from this point onwards, to preserve useful active-active rotations that compactify the wave function.
3. Calculate orbitals for an adjacent spin-state (triplet for a target singlet, singlet or quintet for a desired triplet etc.) using these orbitals as an initial guess (a full size calculation is probably not necessary, and about 10 5 determinants will likely suffice).
4. Use these orbitals are the starting guess for a new calculation for the desired spin state (as described in step 2).
5.
Repeat steps 3-4 until the variational energy ceases to substantially decrease. 
Conclusions
In this paper, we have described a method to treat medium-sized molecules with active spaces several times larger than is possible with traditional methods. By taking advantage of an extremely efficient ASCI FCI solver, we are able to generate CASSCF quality results for species relevant to biological, inorganic, and organic systems. We also showed that the use of active-active orbital rotations can substantially improve the compactness of the ASCI wavefunction, possibly improving the variational energy by more than a tripling of the wavefunction size. The ability to routinely study large, correlated systems will permit new lines of investigation into the hardest class of electronic structure problems. It would also be desirable to develop ways to cheaply estimate out of active space dynamical correlation for large ASCI-SCF calculations to obtain quantitative predictions that can be directly compared to experiment. Work along these directions is presently in progress.
and application to the study of CuO (2) and Cu (2) Table 2 . ASCI and ASCI-SCF variational energies with 100000 determinants and ASCI variational energies with 300000 determinants for the G1 test set (in Ha) in the cc-pvtz basis, sorted by the magnitude of the SCF stabilization. The SCF stabilization and stabilization obtained by tripling the number of determinants (in kcal/mol) is given in the last two column. 
