










Variabile causale gamma La funzione di densita` di questa variabile
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− b2c2 = b2c(c+ 1)− b2c2 = b2c
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Ricordiamo che se X, Y sono variabili aleatorie indipendenti di ri-





fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
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Ricordiamo che se X, Y sono variabili aleatorie indipendenti di ri-





fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
La somma di due variabili aleatorie X e Y indipendenti gamma di-




Per prima cosa occorre osservare se si vuole calcolare la convoluzione
di due funzioni f(x) e g(x) con supporto [0,∞[ abbiamo che per x > 0
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in cui x > 0 e, se x < 0 e` fX+Y (x) = 0.
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Quanto visto si generalizza alla somma di due variabili gamma X e Y
con parametri b, c1 e b, c2 rispettivamente. In questo caso la densita`













bc1+c2Γ (c1) Γ (c2)
xc1+c2−1Γ (c1) Γ (c2)









dunque la somma di due variabili gamma con parametri b, c1 e b, c2




Siano X e Y due variabili aleatorie indipendenti assolutamente con-
tinue con densita` fX(x) e fY (y). Allora la densita` della variabile







Applicazione Siano X e Y variabili aleatorie normali standard indi-
pendenti calcolare la densita` di Z = Y/X
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Applicazione Siano X e Y variabili aleatorie normali standard indi-





























































































































































































Siano X e Y due variabili aleatorie indipendenti assolutamente con-
tinue con densita` fX(x) e fY (y). Allora la densita` della variabile












La densita` congiunta di due variabili aleatorie X, Y e`





• Determinare le densita` marginali fX(x) e fY (y) e dire se X e Y
siano indipendenti.
• Determinare Cov(X, Y )
• Determinare la densita` fZ(z) della variabile aleatoria Z = X + Y .














































quindi X e Y sono indipendenti


























quindi X e Y sono indipendenti
perche´ f(X,Y )(x, y) = fX(x)fY (y)
fX(x) e fY (y) sono funzioni pari quindi E(X) = E(Y ) = E(XY ) = 0
e allora Cov(X, Y ) = 0
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fX(x)fY (z − x)dx
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pi (z2 + 1)
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La densita` congiunta di due variabili aleatorie X, Y e`









• Determinare le densita` marginali fX(x) e fY (y) e dire se X e Y
siano indipendenti.
• Verificare che si tratta effettivamente di una densita`
• Determinare Cov(X, Y )
• Determinare la densita` fZ(z) della variabile aleatoria Z = X + Y .































































































































fXfY 6= f(X,Y ) quindi non sono indipendenti
Per verificare che si tratta proprio di una densita` a questo punto basta







































fXfY 6= f(X,Y ) quindi non sono indipendenti
Per verificare che si tratta proprio di una densita` a questo punto basta























Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0
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Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0
Var(X) = E(X2)− E(X)2
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Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0
Var(X) = E(X2)− E(X)2 = E(X2)
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Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0











Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0
















che va applicata per a =
1
2
in modo che Var(X) = 2
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Per la parita` di fX e di fY abbiamo E(X) = E(Y ) = 0
















che va applicata per a =
1
2
in modo che Var(X) = 2
Naturalmente e` anche Var(Y ) = 2
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Cov(X, Y ) = E(XY )− E(X)E(Y ).
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Cov(X, Y ) = E(XY )−E(X)E(Y ). Essendo fX(x), fY (y) funzioni pari
e` E(X) = E(Y ) = 0 quindi Cov(X, Y ) = E(XY )
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Cov(X, Y ) = E(XY )−E(X)E(Y ). Essendo fX(x), fY (y) funzioni pari
e` E(X) = E(Y ) = 0 quindi Cov(X, Y ) = E(XY )
















































nell’ultimo passaggio ho usato∫
R
ye−(ax
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e quindi fY/X(z) =
1
pi (z2 + 1)
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Se X e Y sono indipendenti e distribuite secondo la densita` congiunta
(a, b > 0)
f(X,Y ) =
abe−(ax+by) se x > 0, y > 00 altrimenti




, z ≥ 0
23/28 Pi?
22333ML232













































−ax, x > 0 fY (y) = be−by, y > 0
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−ax, x > 0 fY (y) = be−by, y > 0
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Se assumiamo che le variabili aleatorie siano positive con densita`







Una variabile aleatoria positiva X e` detta standard semi-Cauchy se






Ora calcoliamo, con y > 0 la densita` del quoziente di due variabili
























(y2 − 1) (1 + x2y2) −
x




















Ora siccome X e Y sono ugualmente distribuite abbiamo che
prob(Z ≤ 1) = prob(Y ≤ X) = 1/2











il che porta all’espressione esatta di ζ(2) ricordato che nella lezione
12 del 14 novembre abbiamo dimostrato che∫ 1
0
lnx
x2 − 1dx =
+∞∑
n=0
1
(2n+ 1)2
