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Abstract
Small scale turbulence in a magnetically confined fusion plasma drives energy
and particle transport which determine the confinement. The plasma in a tokamak
experiment has a toroidal rotation which may be driven externally, but can also
arise spontaneously from turbulent momentum transport. This thesis investigates
the interaction between turbulence and rotation via nonlinear numerical simulations,
which use the gyrokinetic description in the frame that corotates with the plasma.
A local gyrokinetic code is extended to include both the centrifugal force, and the
stabilising effect of sheared equilibrium flow.
Sheared flow perpendicular to the magnetic field suppresses the turbulence,
and also breaks a symmetry of the local model. The resulting asymmetry creates
a turbulent residual stress which can counteract diffusive momentum transport and
contribute to spontaneous rotation. The competition between symmetry breaking
and turbulence suppression results in a maximum in the nondiffusive momentum flux
at intermediate shearing rates. Whilst this component of the momentum transport
is driven by the sheared flow, it is also found to be suppressed by the shearing more
strongly than the thermal transport. The direction of the residual stress reverses
for negative magnetic shear, but also persists at zero magnetic shear.
The parallel component of the centrifugal force traps particles on the out-
board side of the plasma, which destabilises trapped particle driven modes. The
perpendicular component of the centrifugal force appears as a centrifugal drift which
modifies the phase relation between density and electric field perturbations, and is
stabilising for both electron and ion driven instabilities. For ion temperature gradi-
ent dominated turbulence, an increased fraction of slow trapped electrons enhances
the convective particle pinch, suggesting increased density peaking for strongly ro-
tating plasmas. Heavy impurities feel the centrifugal force more strongly, therefore
the effects of rotation are significant for impurities even when the bulk ion Mach
number is low. For ion driven modes, rotation results in a strong impurity convec-
tion inward, whilst a more moderate convection outward is found for electron driven
modes.
vii
Chapter 1
Introduction
1.1 Motivation
In today’s global geopolitical and environmental context, the prospect of unlimited
clean energy promised by fusion power seems more urgent than ever. This hope
has motivated physicists in over sixty years of research, resulting in substantial and
impressive progress, but not yet the final goal.
The most accessible fusion reactions occurs when a plasma of deuterium and
tritium fuel is heated to ultra-high temperatures. Achieving the energy confine-
ment necessary for these nuclear reactions presents many scientific and technical
challenges, and a number of different approaches have been explored. Confining the
plasma using magnetic fields has proved a promising approach, since it creates the
possibility of continuous fusion power. The tokamak is the leading concept for a
magnetic confinement device, and has produced the best confinement to date.
Since the first tokamak experiments over fifty years ago, great progress has
been made in controlling, heating, diagnosing and understanding the plasma; tem-
peratures hotter than the core of the Sun have been achieved, and fusion reactions
have been demonstrated [1]. The next stage tokamak, named ITER1, is a grand in-
ternational project that plans to demonstrate the scientific and technical feasibility
of a fusion reactor on the scale needed for a commercial powerplant; it aims, for
the first time, to produce sustained fusion power ten times greater than the input
power. If successful, knowledge gained from ITER will be used to build the first
demonstration fusion powerplant.
The magnetic field in a tokamak holds the plasma in a quasi-equilibrium sub-
ject to a zoo of plasma instabilities over a large range of spatial and temporal scales.
Macroscale instabilities can cause a complete loss of plasma control, whilst small
1 ITER stands for International Thermonuclear Experimental Reactor, but the Latin meaning
“The way” (or “journey”) is now often used in place of the acronym.
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scale instabilities drive turbulent transport of energy out from the core, degrading
confinement. Early research focused on avoiding the large scale instabilities, leading
to an understanding of the operational limits set by them. With this knowledge
came the ability to avoid large scale disruptions and an effective mastery which
now allows efforts to be focused on minimising the undesirable small scale micro-
turbulence. The plasma physics describing tokamak microturbulence is nonlinear
and highly complex, with a high dimensionality that makes numerical modelling a
formidable challenge. Despite these difficulties, the development of a gyrokinetic
description, coupled with computational advances has made simulations of these
phenomena increasingly tractable in the last two decades.
Plasma rotation is known to play an important role in quenching transport
through the stabilisation of turbulence. In particular, it is believed that sheared
flows allow the formation of transport barriers responsible for higher confinement
operating regimes (H-mode). It is also becoming clear that turbulence and rotation
co-exist in a symbiotic relationship, with interactions in both directions allowing the
formation of feedback loops. In recent years, the observation of spontaneous plasma
rotation in the absence of an external torque has led to a focus on the mechanisms
by which the turbulence can transport plasma angular momentum. Thus, the un-
derstanding of the interaction between equilibrium plasma flow and microturbulence
is progressing on two fronts: First, the effect of rotation on turbulent transport, and
second, the effect of turbulence on the rotation.
This thesis details advances in our understanding in both of the above cat-
egories: We describe the extension of the gyrokinetic model to the case of strongly
rotating plasmas, namely through the inclusion of the centrifugal force. Using this
extension, we examine the effect of strong rotation on turbulent transport of heat
and particles. We also examine the effect of sheared flow on angular momentum
transport, a case which falls into both categories, since the angular momentum
transport will itself play a part in setting the sheared flow.
Clearly, the two categories delineated above cannot be considered in isolation
in a self consistent description of plasma transport. This thesis addresses pieces of
the puzzle that will be needed if they are to be unified in a comprehensive description
of plasma transport and rotation. Understanding and controlling the processes of
rotation and transport in future fusion reactors will allow optimisation which will
contribute to their eventual viability.
The remainder of this chapter introduces the fundamental concepts necessary
to understand this thesis. An emphasis is placed on intuitive physical descriptions
over detailed mathematical formalism (which is developed in later chapters).
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Figure 1.1: Schematic diagram of a tokamak, showing the origin of the toroidal
and poloidal magnetic fields. The toroidal direction is the long way around the
torus and the poloidal direction is the short way around. The toroidal magnetic
field is imposed by external toroidal field coils (blue). The poloidal magnetic field
is produced by an inductive transformer (green): A constantly increasing magnetic
flux through the primary circuit drives a toroidal current in the plasma, which forms
the secondary circuit. Image: EFDA-JET [2].
1.2 Tokamak equilibrium
In a tokamak, the plasma is confined in a torus, with a toroidal magnetic field
imposed by external coils (Fig. 1.1). The plasma and the fields are symmetric to
any rotation about the central axis of the torus, a property known as ‘toroidal
axisymmetry’. The solution of Ampere’s law for a toroidal solenoid dictates that
this toroidal magnetic field must have a radial variation B ∼ 1/R (where R is the
major radial coordinate of the torus). A consequence of the gradient and curvature
of the toroidal magnetic field is that no equilibrium can exist without an additional
poloidal magnetic field. The poloidal field in a tokamak is provided by driving a
toroidal current in the plasma, primarily induced from the changing magnetic field
of a central solenoid. The superposition of the poloidal and toroidal fields results in
helical magnetic field lines that wind around the torus, mapping out nested toroidal
3
Figure 1.2: Illustration of the nested toroidal flux surfaces in a tokamak, indicat-
ing toroidal (ϕ) and poloidal (θ) angles and flux surface label (ψ), which form a
generalised toroidal coordinate system.
surfaces, known as ‘flux surfaces’ (Fig. 1.2).
Inductive current drive is the simplest way to drive the toroidal current,
but inherently limits the tokamak to pulsed operation, since the current in central
solenoid cannot keep increasing indefinitely. The use of additional non-inductive
methods of current drive can extend the pulse length, and in some highly optimised
scenarios can enable the tokamak to achieve a steady state.
The plasma is held in equilibrium by the balance of the pressure force (∇p),
centrifugal force, and the Lorentz force (J×B), which in terms of magnetohydrody-
namics (MHD, in which the plasma is considered as a conducting fluid) is written
as [3]
J ×B = ∇p + %(u ⋅ ∇)u, (1.1)
where J is the current density vector, % is the mass density and u is the plasma fluid
velocity. The second term on the right hand side is often neglected, since it only
becomes important for strongly rotating plasmas with Mach numbers approaching
unity. Neglecting the second term in the limit of low Mach number, it is clear that
B⋅∇p = 0, with the result that the flux surfaces must be surfaces of constant pressure.
Furthermore, J ⋅ ∇p = 0, indicating that current must also lie in the flux surfaces
defined by the magnetic field lines. The fast thermal motion of particles over the
flux surfaces ensures that equilibrium (thermalised) plasma quantities (temperature
T , angular velocity ωϕ, density n) are constant on a flux surface, such that the
equilibrium is toroidally axisymmetric.
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These ‘flux functions’ may be conveniently parametrised by a single quantity
ψ which uniquely labels the flux surfaces. In a simplified equilibrium model with
circular flux surfaces, the minor radius r may be used as a flux surface label, but
for non circular flux surfaces a flux surface label is used as a generalised ‘minor
radial’ coordinate2 (Fig. 1.2). In this thesis, the radial coordinate is a geometric
distance ψ = (Rmax−Rmin)/2RA which corresponds to the minor radius in simplified
geometries and scales with the square root of the poloidal flux (ψ ∼ √Ψp).
In the generalisation to the strongly rotating case [4], the temperature and
angular velocity remain flux functions, but the density and pressure vary over a
flux surface (discussed further in Chapter 2). The surfaces of constant pressure and
density do not depart very far from the flux surfaces, except for the density of heavy
impurity ions [5].
The helicity of a magnetic field line is measured by the ‘safety factor’ q(ψ),
the number of toroidal turns for each poloidal turn, while its radial derivative is
described by the ‘magnetic shear’ sˆ(ψ) = (ψ/q)dq/dψ. The safety factor must be
greater than one in order to avoid macroscale instabilities (kink mode), although
in practice q may drop slightly below one in the core, since internal kink modes
(sawteeth) can be tolerated and managed effectively. The q profile is determined by
the current profile, which for a typical plasma results in sˆ > 0, with q ∼ 3 − 5 just
inside the last closed flux surface3, decreasing to q ∼ 1 at the plasma core.
The dimensionless ratio of the kinetic plasma pressure p = nT and the mag-
netic field pressure B2/2µ0,
β = pcentral
B2
coil
/2µ0 , (1.2)
parametrises the efficiency of the magnetic field in confining the plasma. Here, Bcoil
is the vacuum toroidal field at the coil. A plasma with β > 1 cannot be confined
by a magnetic field, since the kinetic pressure is not balanced by the magnetic
pressure. In a conventional tokamak, however, it is the poloidal field Bp that is
responsible for most the confinement (in Eq. (1.1), ∣BpJt∣ > ∣BtJp∣), with the much
larger toroidal field Bt required for stabilisation of the current driven kink instability.
Since Bt ≫ Bp, the plasma beta in a typical tokamak is only a few percent [β ∼ 0.01]4,
though it can reach up to 30% in some spherical devices.
2The poloidal magnetic flux Ψp through any toroidal loop in the surface is a constant value
which for a monotonic current profile is unique to each flux surface and can be used as flux surface
label.
3At the edge of the plasma, the magnetic field intersects a solid surface directly or has a magnetic
separatrix. Beyond this point the flux surfaces are not closed.
4 Throughout this thesis numbers in square brackets indicate approximate values of physical
quantities for an ITER core deuterium plasma with T = 10keV,n = 1020m−3,B = 5.2T,R = 6m,a =
2m. Temperature is always expressed as an energy, i.e. T = kBTKelvin. A full list of symbols and
notation appears at the end.
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1.3 Single particle motion
In a tokamak plasma, the equilibrium fields vary on length scales large compared
to the ion-cyclotron (Larmor) gyroradius ρi = mivth/ZeB ∼ [4mm], and slowly
compared to the ion-cyclotron frequency ωci ≡ eB/mi ∼ [250MHz]. Fluctuations on
the equilibrium fields are small, which allows single particle motion to be accurately
decomposed into the fast cyclotron rotation around the magnetic field line, and a
slower motion of its guiding centre. In this model, each particle acts as a gyroscope
with conserved magnetic moment µ = mv2⊥/2B, such that a general force F acting
on it will cause the gyrocentre to drift in a direction perpendicular to the magnetic
field with velocity
vD = F × b
ZeB
, (1.3)
where b is the unit vector in the direction of the magnetic field. In a tokamak,
the largest drifts in the guiding centre position X are due to the curvature of the
magnetic field and the presence of electric fields. The drifts due to the curvature of
the magnetic field have the form5
vd = 1
ZeB
[mv2∥b × (b ⋅ ∇)b + µb ×∇B] . (1.4)
The term proportional to v2∥ is caused directly by the curvature of magnetic field,
which causes a centrifugal force on an individual particle as it follows the field
curvature. The term proportional to µ is caused by the magnetic field gradient
which is a consequence of the curvature: The gradient causes a net imbalance in
the Lorentz force over the course of a gyro-orbit, which is expressed as the magnetic
gradient force F = −µ∇B.
The presence of an electric field results in the E×B drift
vE = E × b
B
, (1.5)
which is due to the electrostatic force. Unlike the other drifts, the E×B drift has the
same magnitude and direction for both ions and electrons and thus does not promote
charge separation. In addition, if the electric field is time varying, a correction to
the E×B drift over the course of a cyclotron orbit results in the polarisation drift
vp = m
eB2
dE
dt
. (1.6)
5In the low beta limit the approximation b × (b ⋅ ∇)b ≈ b ×∇B/B may also be used.
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The complete guiding centre velocity is then given by
dX
dt
= v∥b + vd + vE + vp. (1.7)
A consequence of the assumptions made about the field gradients is the result that
the drift velocities are small as compared to the thermal vth and parallel velocities.
This idea is central to the guiding centre description, and can be formalised by the
small parameter ρ∗ = ρi/R ≪ 1 with vD ∼ ρ∗vth. In Chapter 2, ρ∗ and other small
parameters will be further examined, quantified and utilised in the construction of
the gyrokinetic model of the plasma dynamics, with the guiding centre description
as its basis.
The conservation of the magnetic moment µ (also known as the first adiabatic
invariant), together with the conservation of kinetic energy (m/2)(v2∥ + v2⊥), means
that as a particle moves to a region of higher magnetic field, its perpendicular
velocity increases and its parallel velocity decreases. The force responsible for the
parallel deceleration is the parallel component of the magnetic gradient force F =
−µ∇B, often termed the ‘mirror force’ due to its ability to reflect particles with
small parallel velocity. These particles, which bounce in the region of high magnetic
field are termed ‘trapped particles’, whilst those possessing enough parallel velocity
to not bounce are termed ‘passing particles’. A trapping condition can be derived
from energy conservation for particles on the limit between trapped and passing
µBH = 1
2
mv2∥,L + µBL, (1.8)
where the H and L subscripts denote values at the points of highest and lowest
magnetic field respectively. In a tokamak with circular flux surfaces, B ∼ 1/R with
the highest and lowest magnetic fields occurring at R = RA − r and R = RA +
r respectively, where RA is the major radius of the magnetic axis
6. The energy
conservation equation can then be rearranged to show that particles are trapped if
their velocity satisfies
v2⊥ > (1 − 2 )v2∥, (1.9)
where  = r/RA is the inverse aspect ratio of the flux surface. In Chapter 2 we return
to this trapping condition, and show how it is modified by the centrifugal force in a
strongly rotating plasma.
6The magnetic axis defines the core of the tokamak, it is the innermost flux “surface” which is
a single toroidal field line.
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Figure 1.3: Diamagnetic velocity of ions in the presence of a density gradient.
1.4 Plasma diamagnetism
Magnetised plasma is naturally diamagnetic, since the magnetic moment generated
by each particle executing cyclotron motion is oriented to oppose the applied mag-
netic field. In a plasma with a density gradient, greater plasma magnetisation in
regions of higher density limits the penetration of an external magnetic field (and
sets the theoretical upper limit of β = 1). The presence of a density gradient results
in a collective fluid velocity for each species
vdia = b ×∇p
Zen0B
∼ [100ms−1]. (1.10)
This diamagnetic velocity can be understood by reference to Fig. 1.3, in which it
can be seen that the net imbalance of ions moving upwards and downwards results
in an average motion downwards due to the density gradient. Since the diamagnetic
motion of the ions and electrons is in opposite directions, a perpendicular (mostly
poloidal) diamagnetic current results, creating the induced magnetic field which
opposes the applied field.7 The diamagnetic velocity is a collective plasma motion
resulting from the gyro-motion and should not be confused with the guiding centre
picture for single particles described above. The equilibrium fluid motion of a single
plasma species can be written as
vfluid = vdia + vE + vd. (1.11)
7A low beta tokamak can also be paramagnetic if the poloidal field pressure exceeds the kinetic
pressure, because the poloidal part of the inductive current reinforces the toroidal field.
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1.5 Plasma drift waves
Since the early tokamak experiments it has been clear that the energy and particle
confinement times achieved are generally worse by an order of magnitude than those
predicted by neoclassical theory (collisional transport in toroidal geometry). This
transport, historically termed ‘anomalous transport’, is now widely believed to be
a result of ‘drift wave’ microturbulence driven by the energy and temperature gra-
dients in the plasma. Here we introduce only some fundamental properties of drift
waves; for a complete discussion see Ref. [6].
Drift waves are modes of collective plasma oscillation that arise in magne-
tised plasmas, as a consequence of disparate electron and ion dynamics. These
independent dynamics interact through the electrostatic force, conspiring to ensure
that plasma ‘quasineutrality’ is always maintained. The concept of quasineutrality
is fundamental to understanding the drift wave (and plasmas in general), and gives
rise to a rich variety of complex behaviour, including many types of drift wave.
Quasineutrality expresses the idea that whilst ions and electrons in a plasma
are free to move independently, any large scale separation of charge is prevented by
the huge electric fields that would occur if this were to happen. At the smallest
spatial or temporal scales, however, charge imbalance can occur. The limits beyond
which quasineutrality must be satisfied are characterised by: a) The Debye length
λD ≡√0T /n0e2 ∼ [0.076mm], and b) the plasma frequency ωp ≡√n0e2/m0, where
ωpe ∼ [560GHz] and ωpi ∼ [9GHz]. Drift waves occur well within the realm of
quasineutrality, with structures large compared to the Debye length and evolution
on timescales long compared to the Langmuir wave; indeed, the mechanisms which
maintain quasineutrality are those that give birth to the drift wave. Drift waves are
often called ‘low frequency’ waves, because they evolve on timescales long compared
to the ion-cyclotron period ω ≪ ωci ≡ eB/mi ∼ [250MHz], and it is this property
that makes the guiding centre decomposition useful in describing drift waves. Since
independent electron and ion dynamics is the essential characteristic of all drift
waves, it is clear that each species must be treated independently, and that a single
conducting fluid (MHD) model cannot describe a drift wave.
The simplest drift wave can be illustrated by considering the ion fluid with
an ‘adiabatic’ electron response to the electrostatic potential; we consider an ion
density perturbation (acoustic wave) in the presence of a ‘radial’ density gradient,
in a slab of plasma in a homogeneous field. Here we assume a magnetic fieldB = Bez,
a perturbation wavevector k = key, and a density gradient with lengthscale Ln such
that ∇n0/n0 = −ex/Ln and vdia,e = (Te/eBLn)ey . The ion continuity equation is
∂Ni
∂t
+∇ ⋅ (Nivfluid) = 0, (1.12)
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where ∇ ⋅ [Nivdia] = 0 and vd = 0 in the slab limit. This continuity equation is
linearised by assuming a small perturbation to the density Ni = n0+n˜i with ∣n˜i∣≪ n0,
where the tilde indicates a time dependent quantity. The equilibrium density n0 is
constant in time and over a flux surface (∇∥n0 = 0). Since the plasma must remain
neutral, n0 represents the unperturbed density for both the electrons and the ions.
The perturbation may then be written in the form
n˜i(x, t) = n¯i exp(i[k ⋅ x − ω¯t]), (1.13)
where ω¯ = ω + iγ may in general be complex, consisting of both a frequency ω and
growth rate γ. The perturbed potential φ˜ is also written in harmonic form, with
v˜E = b ×∇φ˜
B
= − ikφ˜
B
ex. (1.14)
The linearisation of the continuity equation (n¯i ≪ n0) then gives
∂n˜i
∂t
= −v˜E ⋅ ∇n0, (1.15)
and substitution of the harmonic form of the perturbations into the derivatives gives
− iωn¯i = − ikφ
B
n0
Ln
. (1.16)
Assuming an isotropic plasma and neglecting friction (collisions), the parallel elec-
tron dynamics obey the force balance
meNe
∂v∥,e
dt
= −∇∥pe + eNe∇φ. (1.17)
Considering the fast parallel thermal motion of the electrons, it can be assumed (as a
reasonable first approximation) that they equilibrate ‘instantaneously’ as compared
to the ion dynamics. Assuming a uniform temperature, the parallel force balance
can then be written as
Te∇Ne = eNe∇φ, (1.18)
which on integration gives the Boltzmann relation
Ne = n0 exp(eφ/Te)⇒ n¯e = n0 [exp(eφ/Te) − 1] . (1.19)
where the constraint Ne = n0 when φ = 0 was used. Again linearising (n¯e ≪ n0), the
adiabatic electron response is written as
n¯e = n0eφ/Te, (1.20)
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Figure 1.4: Conceptual picture of a simple drift wave with kx ≪ ky in a slab: Elec-
trons stream away from an initial density perturbation (n + /n−) faster than the
ions, generating a potential perturbation (φ + /φ− ) in phase with the density per-
turbation. The resulting electric field causes an E×B drift for the ions around the
contours of constant potential, with the net E×B drifts aligned with the density
gradient. This causes denser plasma to be brought into the region above the re-
gion of higher density, and rarer plasma to be bought into the region below. The
perturbation thus propagates upwards, in the electron diamagnetic direction.
where the exponential is reduced using its Taylor series.8 Finally, quasineutrality is
imposed by requiring ni = ne, eliminating φ from Eq. (1.16) to obtain the frequency
of the drift wave
ω¯ = kTe
eBLn
≡ ω∗. (1.21)
Since the phase velocity vph = v∗ = ω∗/k for this wave is the same as the previously
introduced diamagnetic velocity, the frequency ω∗ is referred to as the diamagnetic
frequency. It can be seen that although the diamagnetic effect and the propagation
of the drift wave are distinct processes, both are collective plasma motions due to
the density gradient. The mechanisms of this simplified picture are summarised in
Fig. 1.4, which begins with a density perturbation and proceeds with a chain of
cause and effects. Whilst pictorial descriptions such as this offer insight, the chain
of cause and effect can be misleading. In reality, it is necessary to consider all the
processes acting simultaneously to together maintain persistent quasineutrality.
Since this simple drift wave has a purely real frequency, it propagates without
growth or decay, with the perturbations in the potential and density propagating in
phase. It can be seen from Fig. 1.4, however, that if a certain phase shift between the
potential and density waves is introduced, a feedback loop can occur which draws
higher density plasma into the already dense region, allowing the mode to tap the
8For zonal modes with ky = 0, the constraint {n¯e} = 0 is used to find the constant of integration,
which leads to n¯e = n0e(φ − {φ})/Te, where {} represents the flux surface average [7].
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free energy present in the density gradient and driving an instability that grows
exponentially (the mode frequency ω¯ acquires an imaginary component). Such a
phase shift can occur if friction is included in the electron response, in which case
the instability is called a ‘dissipative instability’.9
In a tokamak, the curvature drifts due to the toroidal field lead to a coupling
between temperature and density perturbations such that a temperature gradient
can drive instability even if the density and potential perturbations are in phase.
These ‘reactive’ (or ‘interchange’) instabilities tend to dominate the dissipative in-
stabilities in the tokamak core, due to the lower collisionality at hotter temperatures.
At small amplitudes, these microinstabilities exhibit exponential growth, but as the
amplitudes grow, nonlinear interaction between modes at competing scales causes
turbulent saturation. Individual drift wave modes should therefore be viewed as
abstractions, since in a tokamak they cannot be experimentally observed in their
linear form. In the turbulent nonlinear phase, these linear modes provide the Fourier
harmonics for a decomposition of the plasma state over sinusoidal basis functions,
and serve as a powerful tool for both modelling and understanding its behaviour.
Whilst many drift waves exist, many with multiple branches, here we focus
on two reactive electrostatic drift waves that are known to be the most important
for determining transport under typical tokamak operating conditions: The ion
temperature gradient (ITG) driven mode, and the trapped electron mode (TEM).
We present the linear mechanisms which drive these instabilities, before discussing
various models used to describe them.
1.5.1 Ion temperature gradient mode
The toroidal ion temperature gradient mode (ITG mode) arises when the magnetic
field gradient due to the toroidal curvature is aligned with the ion temperature
gradient, and is regarded to be the dominant transport mechanism in large aspect
ratio tokamaks.10
A simple physical picture of the ITG mode is presented in figure Fig. 1.5. We
consider an initial perturbation in the ion temperature T˜i, radially elongated, on the
outboard (lowB field) side of the tokamak. The velocity dependence of the curvature
and grad-B drifts vd ∼ (v2∥+v2⊥/2) means that the net drift in the hotter ion region is
greater than that in the cooler ion region, resulting in a compression and rarefaction
of the ion density which is pi/2 out of phase with the initial temperature perturbation.
As discussed in the previous section, the ion density perturbation n˜ is coupled to a
9This type of instability, sometimes called the ‘universal instability’ has been closely studied
and observed in the linear phase in linear confinement devices with high collisionality (relative to
a tokamak).
10A slab branch of the ITG mode, occuring at weak toroidal coupling, is not considered here.
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(a) Poloidal cross-section (b) Perturbation in the ions on the outboard side
Figure 1.5: Conceptual picture of the tokamak ion temperature gradient mode with
kψ ≪ kθ, indicating the directions of the E×B drifts which reinforce the instability.
With an adiabatic electron response, the density perturbation is in phase with the
potential perturbation, as in Fig. 1.4, but the temperature perturbation is pi/2 out
of phase. (The lateral displacement of the perturbations is for visual clarity only).
Propagation is downwards, in the ion diamagnetic direction.
potential perturbation φ˜ by the fast parallel motion of the electrons, and assuming
an adiabatic electron response, these perturbations are in phase. With a gradient in
the background temperature, one can see that the E×B drift of the ions around the
contours of constant potential convects hot plasma from the inside into the hotter
regions of the perturbation, and cooler plasma from the outside into the cooler
regions. This final link in the chain closes a positive feedback loop, and shows that
the instability is driven by the ion temperature gradient. In contrast to the previous
simple drift wave, the perturbation propagates in the ion diamagnetic direction,
because the vd compression dominates. On the same flux surface on the inboard
side of the tokamak, the direction of the temperature gradient is reversed and the
feedback mechanism is inverted, damping the initial perturbation and preventing
instability.
The time averaged radial particle flux generated by the perturbation
Γi = ⟪Nivfluid ⋅ ex⟫ = ⟪n˜iv˜E ⋅ ex⟫, (1.22)
(the time average ⟪⟫ of a single fluctuating quantity is zero) will always be zero, since
φ˜ and n˜ are always in phase (true for all calculations with adiabatic electrons), but
can be nonzero if they go out of phase (when the electrons are modelled kinetically).
However, the heat flux
Qi = ⟪T˜iv˜E ⋅ ex⟫, (1.23)
will be nonzero due to the phase shift between T˜i and φ˜. The instability thus
transports heat down the temperature gradient, and herein lies its importance for
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(a) k⊥ρi ≪ 1 (b) Growth rate spectrum (c) k⊥ρi ≫ 1
Figure 1.6: Illustration of the long (a) and short (c) wavelength limits for linear
modes. (b) The ITG mode growth rate spectrum for the ga-std case (see Chapter
4) with sˆ = 0 and adiabatic electrons. Figs. (a) and (c) courtesy of C.M. Roach.
the observed anomalous transport. Calculation of the magnitude of the fluxes re-
quires knowledge of the saturation amplitude of the fluctuations, which can only be
obtained from nonlinear calculations.
This ion fluid picture serves to illustrate the underlying mechanisms which
drive the ITG instability, and constrains its timescales to
k∥vth,i´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
[0.1MHz]
≪ ω ≪ k∥vth,e´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
[10MHz]
, (1.24)
with structures on the scale of the ion Larmor radius 1/k⊥ ∼ ρi [4 mm]. A quantita-
tive treatment using a model similar to that of the previous section finds a growth
rate proportional to kθ (the phase shift generates an imaginary part in Eq. (1.21)).
However, the fluid model is only valid in the limit k⊥ρi ≪ 1, when the structures
of the instability are larger than the ion gyroradius. When the structures are small
compared with the ion gyroradius (k⊥ρi ≫ 1), the E×B drift averages to zero over the
course of the fast gyro-orbit, and the instability is suppressed (referred to as finite
(nonzero) Larmor radius (FLR) effects). These limits, and a typical ITG growth
rate spectrum are illustrated in Fig. 1.6. At intermediate scales (k⊥ρi ∼ 1), the
averaging of the E×B drifts over the gyro-orbit are needed to accurately determine
the stability. At the smallest scales, the effects of polarisation Eq. (1.6) must also
be kept for an accurate stability calculation. Gyrofluid models containing simplified
FLR effects can achieve accurate results, but require calibration against a kinetic
model, since the distribution of gyro-orbits couple velocity space structure to real
space.
14
1.5.2 Trapped electron mode
Recalling the trapping condition Eq. (1.9), a subset of electrons have their parallel
velocity reversed by magnetic mirror force before they can complete a full poloidal
orbit. These particles are trapped on the low field side of a flux surface, where they
complete so called ‘banana orbits’ with bounce frequency
ωBe = v∥
√
/2
qRaxis
∼ [1MHz]. (1.25)
Unlike the passing electrons, the parallel motion of trapped electrons along a field
line is restricted by this confinement. For a drift wave with ω ≪ ωBe, the trapped
electrons do not participate in the parallel dynamics that determine quasineutrality,
and averaged over the bounce cycle they have no parallel motion. The dynamics
of the trapped electrons therefore bears resemblance to that of the ions, and a
trapped electron mode (TEM) exists analogous to the ITG mode, primarily driven
by gradients in the electron temperature. In the TEM, the trapped electrons play the
role of the ions in the ITG, and the passing electrons provide the parallel dynamics
[8]. In models which describe both modes, the TEM in the linear phase can usually
be distinguished from the ITG mode by its propagation in the electron diamagnetic
direction.
Given the above, the ordering of timescales for trapped electron modes can
be written as:
ωBidcurly
[0.01MHz]
< k∥vth,i´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
[0.1MHz]
≪ ω ≪ ωBedcurly
[1MHz]
∼ k∥vth,e´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
[10MHz]
. (1.26)
These orderings, and those for the ITG will be formalised in Chapter 2.
1.6 The gyrokinetic model
Tokamak plasmas in the core may be accurately modelled as an ideal classical
plasma: They are fully ionised, the number of particles in the Debye sphere is
large (e2n1/3/T ≪ 1), the thermal velocities are non-relativistic (vth ≪ c), and they
are far from electron degeneracy conditions (T ≫ h̵n2/3/m). These plasmas are
described by the Vlasov equation [9]
∂F
∂t
+ v ⋅ ∂F
∂x
+ q
m
[E(x) + v ×B(x)] ⋅ ∂F
∂v
= 0, (1.27)
for a continuum distribution function F (x,v). This equation is the kinetic extension
of the continuity equation into the six dimensional phase space of position and ve-
locity. An important kinetic property of this equation is the presence of collisionless
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(Landau) damping that occurs for longitudinal waves due to a resonance between
the wave phase velocity and the particles with that thermal velocity [10].
The Vlasov equation must be solved independently for each plasma species,
and together with the Maxwell equations forms a system of partial differential equa-
tions capable of describing all wave phenomena in a classical plasma. In general,
however, the high dimensionality and nonlinear nature of the full system mean that
direct solutions describing real world plasmas are intractable, both analytically and
numerically, and simplifications must be made.
The length and time scale conditions introduced with guiding centre mo-
tion suggest a reduction in dimensionality: By averaging over the fastest cyclotron
motion, the velocity space may be reduced to only two dimensions (v∥, v⊥). This
‘gyroaveraging’ process removes the fastest gyro-orbit timescales, but keeps aver-
age spatial variation over the course of the orbit [11]. The gyrokinetic equation, in
modelling gyrorings, contains the finite Larmor radius (FLR) effects which cause
the high-k rollover in the ITG mode spectrum (Fig. 1.6), and keeps FLR effects
and length scales smaller than the gyroradius.11 This process, described in Chapter
2, yields the gyrokinetic (Vlasov) equation. The gyrokinetic equation is suited to
describing waves with frequency ω ≪ ωci, such as the drift waves discussed above,
but fast waves (such as the cyclotron or Langmuir waves) fall outside its domain.
Beyond the gyroaveraging procedure, the ‘local’ gyrokinetic model takes ad-
vantage of the properties of tokamak drift-wave turbulence to further reduce the
numerical problem to a tractable level: First, the perpendicular scales of the eddies
can be assumed smaller than the system length scales (1/R≪ k⊥ ∼ 1/ρi) so that the
turbulence can be assumed homogeneous perpendicular to the field. This assump-
tion, combined with the toroidal axisymmetry of the tokamak allows the simulation
of a much reduced domain. By using coordinates aligned to the magnetic field, and
periodic boundaries (described in Chapter 3), these properties of the turbulence
allow a powerful pseudo-spectral approach to be used.12 Second, the observation
of the weak nature of drift wave turbulence (n˜/n0 ≪ 1) allows the splitting of the
equations into perturbed and equilibrium parts, and suggests a small parameter
expansion keeping only the most important terms.
The combination of all these techniques allows nonlinear numerical solutions
of the gyrokinetic equation over the timescales needed to model drift wave turbu-
lence, on a grid size (∼ 50 million grid points) which is increasingly tractable on
modern high performance computing hardware.
11The drift-kinetic equation, in contrast, assumes zero Larmor radius and does not produce the
high-k rollover in the ITG growth rate mode spectrum.
12A pseudo-spectral approach uses a Fourier decomposition and takes advantage of fast Fourier
transform (FFT) algorithms to evaluate the nonlinear terms.
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1.7 A brief history of tokamak transport models
The computing power necessary to tackle even the local nonlinear gyrokinetic prob-
lem has become available only relatively recently, and earlier progress was made
using simplified models which grew in complexity over time. We have already seen
that independent dynamics of electrons and ions is fundamental to the drift wave,
which precludes a conducting fluid MHD description. However, fluid models treat-
ing the ions as a fluid and electrons with a Boltzmann response are able to correctly
describe many features of drift waves, and were the primary focus of research before
increased computing power led to the present state-of-the-art gyrokinetic models.
The extension of simple models such as those in Sec. 1.5 first led to ‘quasilin-
ear’ fluid models, in which FLR effects, Landau damping and nonlinear saturation
were included in the equation of state closure relation [8, 12–14]. These models
are able to identify qualitative properties of drift waves, including ‘critical gradient’
stability thresholds in temperature and density, and can reproduce experimental
heat diffusivity parametric trends. Above the critical temperature gradient, the
turbulent transport of heat rises sharply (‘profile stiffness’), with the interpretation
that any temperature profile with a gradient much above the critical value would
quickly relax towards it, so that equilibrium temperature profiles should exist near
the critical gradient (‘marginal stability’).
Later, the approach of taking moments of the gyrokinetic equation led to fully
nonlinear gyrofluid models [7, 15–20], which also include trapped electron effects13,
zonal flow dynamics, and more advanced closure relations. Nonlinear gyrofluid
models are able to make quantitative predictions of turbulent transport, but require
checking against gyrokinetic models when exploring new parameter regimes.
Local fluid and gyrofluid models of drift waves were used to calibrate a num-
ber of simpler transport models (e.g. [21–23]) which made varying predictions for
scaling of energy confinement time from present devices to ITER. More advanced
transport models continue to be developed, which today are calibrated against gy-
rokinetic simulations [24–26]. The physics of marginal stability means that accurate
determination of the critical gradient is crucial to predictions of achievable con-
finement. In the nineties, the discrepancy between the predictions of these models
was such that considerable uncertainty existed as to whether the then ITER design
would meet its design criteria of reaching a burning plasma.
A major development came when it became clear that undamped zonal
(poloidal) flows (Fig. 1.7) could persist in the plasma and play an important role
in determining turbulent saturation [27]. Zonal flows, whilst linearly stable, may
13Trapped electron effects can be included in fluid models by adding the trapped electrons as an
independent bounce averaged species.
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Figure 1.7: Gyrokinetic simulation by gkw showing fully developed turbulence
dominated by zonal flows; kθ = 0, kψ > 0.
be driven by nonlinear interaction, and the associated perpendicular E×B shear
can break apart the largest scale turbulent structures, limiting the E×B convective
transport to smaller scales [28, 29]. Furthermore, the zonal flows themselves do
not contribute to radial transport, providing a benign repository for the free energy
which drives the turbulence [30].
By this time, nonlinear gyrokinetic simulations were becoming computation-
ally accessible and it became possible to carry out a benchmark of the reduced
models against gyrokinetic codes [31]. This landmark benchmark showed that the
critical temperature gradient to drive turbulence in nonlinear simulations is larger
than the critical gradient for linear stability, due to the suppression of turbulence
by zonal flows. The gyrokinetic codes gave similar answers, in contrast to the dif-
ferences between the simpler transport models.
The ‘drift-wave zonal flow’ paradigm, in which turbulence self-regulates via
a nonlinear feedback with zonal flows has become well established in recent years
[32, 33]. However, it should also be noted that zonal flows do not provide the sat-
uration mechanism in all regimes [34] and that nonlinear saturation and secondary
instabilities also have a role to play [35, 36].
It has become clear non-zonal sheared flows also have an important role to
play in transport reduction (discussed further in Chapter 4), and in the formation
of transport barriers in which turbulent transport is eliminated [37–39]. Transport
barriers provide access to higher confinement regimes (H-mode): When strong ex-
ternal heating is applied to a plasma with a ‘divertor’ configuration, (which has a
18
magnetic ‘X’ point in its last closed flux surface), transport in the edge region of the
plasma is suppressed, leading to a steeper temperature gradient in this region, and
a factor of 2 improvement in overall confinement [40]. A quantitative understanding
of H-mode formation is still lacking, but turbulence suppression by sheared flow is
likely to be an important part of it [39].
In the last decade, the gyrokinetic codes have expanded to include additional
physical effects (collisions, magnetic fluctuations, generalised geometry, global ef-
fects) and now provide a good (although not complete) basis for predicting core
heat transport for many conditions, allowing theory based predictions to provide
a complimentary alternative to the zero dimensional scaling laws made from large
experimental databases.
Whilst turbulent transport occurs by very different mechanisms from colli-
sional transport, it is still driven by temperature and density gradients. Turbulent
transport of heat, particles and momentum are thus often characterised in terms of
diffusivities which may be written as the diagonal components of a transport matrix
⎡⎢⎢⎢⎢⎢⎢⎣
Γ
Q/n
Πϕ/RAnimi
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
D ⋅ ⋅
⋅ χ ⋅
⋅ ⋅ χϕ
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−∇n
−∇T
−RA∇ωϕ
⎤⎥⎥⎥⎥⎥⎥⎦
, (1.28)
where the left hand side vector describes particle, heat and angular momentum fluxes
respectively, and the diagonal matrix components describe the diffusivities of each.
This matrix serves as a framework often used in the interpretation and analysis of
turbulent transport, but should be viewed only as schematic: The coefficients in
the matrix are nonlinear functions of the gradients and depend on many plasma
parameters. The off-diagonal elements, which characterise cross-coupling between
transport channels, can be nonzero; for example, the density gradient might play a
role in driving heat transport.
The gyrokinetic codes initially focused on predicting heat and particle trans-
port, and the description of turbulent transport of plasma angular momentum was
slower to develop. The observation of ‘spontaneous’ (or ‘intrinsic’) plasma rotation
in the absence of an external torque [41–43] led to a renewed interest in plasma
rotation, and a focus on rotation measurement. These measurements in turn gen-
erated theoretical attention on nondiffusive mechanisms of anomalous momentum
transport, which occur through symmetry breaking in the gyrokinetic equation [44–
46], and are not all easily accommodated within the paradigm of the diffusional
transport matrix.
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1.8 Outline
The physics presented in this chapter is intended to give the interested non-specialist
reader an introduction to the concepts which form a starting point for this thesis,
and is necessarily cursory. For a more in depth introduction to tokamak physics, we
refer the reader to Refs. [47–52], for drift waves and tokamak transport theory to
Refs. [6, 8, 17, 39, 51], and for zonal flow to Refs. [31–33].
The work of this thesis has been intimately connected with the recent de-
velopment of a new nonlinear gyrokinetic code gkw (Gyrokinetics @ Warwick) for
modelling drift wave turbulence. gkw solves the nonlinear gyrokinetic Vlasov equa-
tions in a toroidally symmetric geometry, using field aligned coordinates, the local
approximation and pseudo-spectral methods introduced above. A distinguishing fea-
ture of gkw is that the equations are formulated in the rotating frame of reference,
which allows for a natural inclusion of the effects of rotation on the turbulence. The
challenging dimensionality of the nonlinear gyrokinetic problem requires an efficient
parallelisation of gkw (using the message passing interface) to many processors, to
allow it to take advantage of modern high performance computing clusters.
The first contribution of this thesis is the extension of the gyrokinetic model
to strongly rotating plasmas: The gyrokinetic equations of gkw are extended to
include the centrifugal force, and their implementation is described, the first in any
gyrokinetic code. Using these new inertial terms, the effect of strong plasma rotation
on heat, particle, and impurity transport are explored in both linear and nonlinear
simulations.
A number of symmetry breaking mechanisms in the gyrokinetic equation
can lead to turbulent momentum transport and influence the equilibrium plasma
rotation profile. This is a highly active area of research, and the second contribution
of this thesis is a quantitative investigation of the turbulent momentum transport
due to the symmetry breaking caused by sheared background E×B flow. This work
includes the theory, implementation, testing, and benchmarking of background E×B
shear in gkw, and a suite of nonlinear simulations.
The model, orderings, coordinates used and equations solved in gkw are
described in detail in Chapters 2 and 3. Chapter 2 describes the gyrokinetic the-
ory in a rotating frame of reference, including the extension to strongly rotating
plasmas via the inclusion of the centrifugal force. Chapter 3 describes the methods
used to allow numerical solution of this equation in a local model, including geom-
etry, normalisations and spectral representation. Chapter 4 investigates methods
for consistent inclusion of a sheared background flow in a spectral model, and de-
scribes the method and implementation chosen for gkw. The remaining chapters
then investigate new physics using these extensions to the code: Chapter 5 discusses
20
mechanisms of symmetry breaking in the gyrokinetic equation which lead to tur-
bulent momentum transport, focusing on quantification of the symmetry breaking
by background E×B shear. Chapter 6 examines the consequences of strong rota-
tion and the centrifugal force on tokamak heat, particle and impurity transport. In
Chapter 7, these new contributions to the field are summarised, their consequences
in the context of the field are discussed, and future directions are outlined.
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Chapter 2
Gyrokinetic theory
2.1 Introduction
Early derivations of the nonlinear gyrokinetic equations [11] proceeded by separat-
ing the Vlasov equation into adiabatic (gyrophase independent) and non-adiabatic
(gyrophase dependent) components [53], expanding in a small parameter ρ∗ = ρi/R,
and finally removing the gyrophase dependence through a gyroaveraging procedure.
Modern derivations proceed by a Hamiltonian approach, in which the fast gyro-
motion timescale is separated from the guiding centre motion by a phase space
transformation on the Lagrangian using Lie-Transform methods [54]. These mod-
ern derivations place an emphasis on preserving the conservation laws of the system,
and guarantee energy and momentum conservation at each order in the expansion.
In Chapter 1 the basic principles of the gyrokinetic ordering were outlined;
here we formalise the theory into its mathematical framework and present the gy-
rokinetic equations in the rotating frame of reference, applicable to the case of a
strongly rotating plasma. The equations are derived from the starting point of the
gyrocentre Lagrangian in the rotating frame [55], and presented in the local limit.
Gyrokinetic theory has undergone two decades of development and intensive study,
and we cannot hope to do justice here to all its literature: For established results
we summarise the relevant points and point to the literature, and restrict detailed
exposition to the new developments of this thesis. This derivation is a hybridisation
of the work in [56–59] and is restricted to the collisionless electrostatic limit; further
details of electromagnetic and collisional terms may be found in [58, 59].
2.2 Gyrokinetic Orderings
The gyrokinetic formalism exploits spatio-temporal scale separation through an
asymptotic small parameter expansion, physically motivated by the properties of
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the drift waves introduced in Sec. 1.5. The observed properties of drift wave tur-
bulence can be formalised into three distinct small parameters: ω, B, and δ,
describing time scale separation, space scale separation, and fluctuation amplitudes
respectively [54]. The fundamental principle of gyrokinetics is the removal of the
fast cyclotron timescale, allowing for a tractable treatment of phenomena with a
low frequency ω relative to the cyclotron frequency. This central idea is expressed
in the timescale ordering parameter
ω
ωce
∼ ω ≪ 1. (2.1)
The spatial variations in the background quantities Q = {B,T,n,ωϕ} are expressed
in logarithmic gradient length scales 1/LQ = ∣∇ lnQ∣ = ∣∇Q∣/∣Q∣, all of which are
ordered to be on the scale of the device
R ∼ Ln ∼ LT ∼ LB ∼ Lϕ. (2.2)
The gyrokinetic ordering allows for perpendicular fluctuations on the scale of the
gyroradius, such that the parameter ⊥ ≡ k⊥ρi ∼ 1 is not ordered small (unlike in drift
kinetic theory). Fluctuations are assumed to occur on the scale of the gyroradius,
which is ordered small relative to the background gradients, as expressed in the
spatial scale ordering parameter
ρi
R
∼ ρi
LT
∼ B ≪ 1. (2.3)
The transport timescale for evolution in the background quantities must be long
compared to the turbulent fluctuations, which can be expressed as [54, 60]
∣ 1
ωci
∂ lnQ
∂t
∣ ∼ 3B. (2.4)
Finally, the small amplitude of fluctuations is described by the fluctuation parameter
∣δn
n
∣ ∼ eδφ
T
∼ δ ≪ 1. (2.5)
For the ITER core parameters and the ITG drift wave, these small parameters are
estimated to be [ω ∼ 0.0004], [B ∼ 0.0007], and [δ ∼ 0.01]. Unlike the other
two parameters, δ is not calculated from a simple formula from the basic plasma
properties, and must be measured experimentally to validate its use as a small order-
ing parameter. A number of measurements in medium sized tokamaks have found
δ ∼ 0.001 − 0.1, (see, for example Refs. [61–64]), and it is found to approximately
scale with B [65, 66], so should be smaller in ITER than in present devices. Values
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of δ predicted by the nonlinear models provide a direct check on their validity.
Gyrokinetic equations applicable to different plasma regimes may be derived
by choosing different orderings for each of the parameters ω, δ, B above. For the
case of large aspect ratio tokamak core turbulence, the simplest ordering ω ∼ δ ∼ B
is usually employed, and the expansion is expressed purely in terms of the normalised
gyroradius
ρ∗ ≡ ρi
R
≡ B. (2.6)
To exploit the ordering of Eq. (2.5), the δf approximation may be used
for core turbulence, in which the distribution function ftot = F + f is split into a
perturbed distribution f and a background distribution F with ordering
f ∼ ρ∗F. (2.7)
This formulation is used in gkw in conjunction with the local limit described in the
next section. Turbulent timescale orderings are expressed in terms of the thermal
speed vth = √(2T /m), which describes the parallel streaming along magnetic field
lines (v∥ ∼ vth). Fine scale spatial variations in the perturbed parallel structure
are smoothed out by this fast parallel motion (k∥ ∼ 1/qR with ω ∼ k∥vth), but
perpendicular length scales may be on the scale of the gyroradius (since ⊥ ∼ 1,
and vD ∼ ρ∗vth). The parallel and perpendicular perturbed dynamics are therefore
ordered as
k∥
k⊥
∼ ω
⊥
∼ ρ∗ ≪ 1. (2.8)
which is equivalent to ordering the gradients ∇∥ = b ⋅ ∇ and ∇⊥ = ∇ − ∇∥ of the
perturbed distribution as
∇∥f ∼ ρ∗∇⊥f. (2.9)
This lengthscale ordering is necessary to describe the drift wave modes introduced
in Sec. 1.5: For instabilities to exist, the perpendicular dynamics must be able to
compete with the fast parallel dynamics, which is expressed in the ordering v∥∇∥f ∼
vD∇⊥f .
For the background distribution, the ordering of Eq. (2.3) means that the
perpendicular lengthscales of the background distribution are one order lower than
those of the perturbed distribution
L⊥F ∼ ρ∗L⊥f ⇒∇⊥f ∼ ∇⊥F, (2.10)
whilst for parallel derivatives, the lengthscales for the two distributions are equiva-
lent
L∥F ∼ L∥f ⇒∇∥f ∼ ρ∗∇∥F. (2.11)
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The perpendicular guiding centre drifts of Eq. (1.4) are one order smaller
than the thermal speed (vD ∼ ρ∗vth), but the plasma rotation vtoroidal ∼ vth is taken
to be the same order as the thermal speed (Mach number of order unity).1 In the
laboratory frame, the perpendicular component of the toroidal rotation appears as
an E ×B drift velocity which is of the order of the thermal velocity. A background
potential (discussed further in Secs. 2.4, 2.7.1 and 3.6) is required for quasineutrality
be satisfied in the presence of the centrifugal force [4]. The perturbed potential φ,
and background potential Φ in the comoving frame are then taken to be of the order
φ ∼ T
e
ρ∗, Φ ∼ T
e
, (2.12)
where T is the temperature, and e is the charge on an electron. This ordering for
φ corresponds to the linearisation of the electron Boltzmann response introduced in
Sec. 1.5. Since Φ is an equilibrium quantity, its gradient length scale is ordered with
the system size (LΦ ∼ R) and the perpendicular potential gradients are then of the
same order, with ∇⊥φ ≈ ∇⊥Φ. It follows that the E×B velocity in the rotating frame
is ordered vE ∼ ρ∗vth, the same order as the other drifts. The parallel gradients of
both potentials are treated equally, with the result that ∇∥Φ ∼ ∇∥φ/ρ∗.
2.3 Local limit
The orderings of Eq. (2.3) and Eq. (2.4) for the background quantities allow the
δf approximation to be evaluated in the local limit, in which only a small region
is simulated (the local limit requires the δf formulation but not the converse).
Using the separation of spatial scales (Eq. (2.3)), the perpendicular extent l⊥ of the
simulated domain is considered to be zero as compared to the device (l⊥/R ∼ 0),
but larger than the turbulence (l⊥ ≫ ρi). The separation of the turbulent and
transport timescales (Eq. (2.3)) is used to calculate fluxes through the local flux
surface, given a fixed background distribution F . This local approximation means
that the background quantities are constant across the domain, but their gradients
are kept as as a linear drive term. The effects of profile variation are not kept
(parameters for only a single flux surface are used), which is consistent with a first
order expansion up to O(ρ∗).
The utility of the local limit is that the local turbulence is homogeneous in
the perpendicular plane (all points are equal), allowing periodic boundary condi-
tions, and a Fourier decomposition to be used in the perpendicular directions. The
equations in the following sections will be formulated in the local limit, which allows
1This ordering of the toroidal rotation distinguishes the equations in this work from those cur-
rently used in other gyrokinetic codes and also means the equilibirum is modified.
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for some simplification of globally varying quantities.
2.4 Comoving frame
With the strong rotation ordering vtoroidal ∼ vth, the perpendicular component of the
plasma rotation velocity in the laboratory frame (denoted by superscript L) is an
E×B drift of order vLE ∼ vth, which breaks the assumption of vD ≪ vth used for the
guiding centre motion. The difficulties of this large E ×B velocity can be removed
by a transformation to the comoving frame which rotates with the plasma (denoted
in this section by superscript ∗)
vL = v∗ + u0, (2.13)
dxL = dx∗ + u0dt, (2.14)
dtL = dt∗, (2.15)
where u0 is the frame rotation velocity. Under this transformation the electric field
transforms as
EL = E∗ − u0 ×B. (2.16)
The axisymmetric tokamak magnetic field may always be written in the form
B = sBRBt(ψ)∇ϕ + sj∇ϕ ×∇Ψp, (2.17)
where Ψp is the normalised poloidal flux (with ∇Ψp pointing from the plasma axis
to the edge), Bt is the toroidal field, and for clarity we define
sB = sign(B ⋅ ∇ϕ) = ±1, sj = sign(j ⋅ ∇ϕ) = ±1, (2.18)
to be the sign of the plasma toroidal field and current relative to the toroidal angle
ϕ which increases clockwise viewed from above.
The plasma angular rotation of an axisymmetric equilibrium is a flux function
to order O(ρ∗), which can be obtained by neglecting viscosity and inertia [4, 67].
In the local model of gkw, we choose a rigid body rotation of the frame such that
the rotation of the frame is equal to the rotation of the plasma on the local flux
surface. In this frame, the large E×B flow is removed through the transformation
Eq. (2.16), and the equations become similar in form to the non-rotating system.
This approach, however, is not suitable for a global description since a gradient in
the angular rotation would result in a time dependent metric. The frame rotates
rigidly with toroidal angular velocity Ω = −sBΩ∇Z, whilst the plasma rotates with
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angular velocity ωϕ(ψ) = −sBωϕ(ψ)∇Z. The frame velocity is then given by
u0 =Ω × x = R2Ω∇ϕ. (2.19)
Using the axisymmetry of the field Eq. (2.17) it can then be shown that electric
potential transforms as
ΦL = Φ∗ − sBsjΩΨp. (2.20)
The first term on the right hand side is a function of the poloidal angle, whilst
the second term is a flux function. The second term ΩΨp ∼ T /eρ∗ = O(ρ−1∗ ) is
one order larger than the first Φ∗ ∼ T /e = O(1). The transformation of Eq. (2.20)
therefore removes the potential of O(ρ−1∗ ), which was responsible for the vLE ∼ vth
flow. The potential Φ∗ ≡ Φ that remains is required in order that quasineutrality be
maintained [4], and its drift satisfies v∗E ∼ ρ∗vth which stays within the gyrokinetic
ordering (as discussed in Sec. 2.2, the perturbed potential has φ ∼ ρ∗T /e = O(ρ∗),
but the vE drifts are the same order).
2
2.5 Lagrangian formalism
The Lagrangian method for deriving the gyrokinetic equation requires consideration
of three coordinate systems on the six dimensional phase space:
1. The particle coordinates (x,v) of position and velocity.
2. The guiding-centre coordinates (X¯, v∥, µ¯, α¯) in which the particles are rep-
resented by their guiding centres with respect to the equilibrium fields and
a gyrophase angle α¯. This phase space describes the guiding centre motion
introduced in Chapter 1.
3. The gyrocentre coordinates (X, v∥, µ,α) in which the particles are represented
by their gyrocentres with respect to the total fields (equilibrium plus per-
turbed) and a gyrophase angle α.3
2In [68], a subsidiary geometrical ordering parameter Bθ/B was used to order ΩΨp as T /e and
the equations were formulated in the Laboratory frame.
3In the literature, the overbar is often used for the gyrocentre coordinates.
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The relationship between the particle coordinates and the guiding centre coordinates
is provided by the transformation [53]
X¯(x,v) = x − ρ(x), (2.21)
v∥(x,v) = v ⋅ b(x), (2.22)
µ¯(x,v) = mv2⊥(x)
2B(x) , (2.23)
α¯(x,v) = cos−1 ( 1
v⊥(x)(b(x) × v) ⋅ e1) , (2.24)
where b(x) is the unit vector in the direction of the equilibrium magnetic field B,
and
ρ(x, α¯) = ρ(x)[e1 cos α¯ + e2 sin α¯], (2.25)
is the gyroradius vector pointing from the guiding centre to the particle position,
with (b,e1,e2) a right handed orthonormal coordinate system at the guiding centre.
This transformation can be explicitly inverted using the approximation ρ(x) ≈ ρ(X),
which is valid to first order in B.
The transformation to the gyrocentre phase space is constructed as an asymp-
totic expansion in δ, in which the guiding centre transformation is the lowest order
term. The Lie transform is used in the construction of the transformation at each
order, making use of a gauge freedom at each order to remove the gyrophase depen-
dence. [54, 69, 70]. The result is a ‘near-identity’ transformation which is invertible
provided the phase space is sufficiently well behaved. The transformation can be
constructed to arbitrary order, but in practice second order is usually sufficient. In
the gyrocentre phase space, the polarisation drift is removed from the equations of
motion but appears in the coordinate transformation between the guiding centre
and gyrocentre space (see Sec. 2.9).
Using these transformations, the standard Lagrangian for a charged particle
in a magnetic field
γ = (eA +mv) ⋅ dx −Hdt, H = m
2
v2 + eφ, (2.26)
can be transformed into the gyrocentre Lagrangian in the rotating frame [57]
Γ = [ZeA +m(v∥b + u0)] ⋅ dX + µdα −Hdt, (2.27)
where the Hamiltonian H =H0 +H1 +H2 +O(ρ3∗) is given to first order by
H0 = Ze⟨Φ⟩ + 1
2
mv2∥ + µB − 12mu0 ⋅ u0, H1 = Ze⟨φ⟩. (2.28)
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The second order part H2 will be used only for the field equations, and is described
in Sec. 2.9. The angle brackets denote the gyroaverage
⟨h(x)⟩ =⟨h(X + ρ)⟩ = 1
2pi
∫ 2pi
0
h(X + ρ)dα, (2.29)
which is the average of an arbitrary function h over a gyro-orbit. The gyroaver-
age operator is a function of the perpendicular velocity space, since the gyroradius
ρ(x, µ) depends on the magnetic moment of the particle. The Lagrangian here is
given in the symplectic form, in which all time dependent field effects appear in the
Hamiltonian. This form allows the field equations to be constructed from functional
variations, as outlined in Sec. 2.9. The Hamiltonian is only used to first order H1
in evaluation of the equations of motion, but the second order part H2 is used in
the derivation of the field equations. In order to guarantee energy consistency for
the gyrokinetic-poisson equation set, no approximations should be made after this
initial truncation of the Lagrangian [71, 72].
2.6 Equations of motion
The equations of gyrocentre motion in the rotating frame can be derived from the
generalised Hamilton’s equation for any function h on the phase space
dh
dt
= {h,H} + ∂h
∂t
, (2.30)
where the generalised guiding centre Poisson bracket [55, 69] is
{F,G} = Ze
m
(∂F
∂α
∂G
∂µ
− ∂F
∂µ
∂G
∂α
)− b
eB∗
∥
⋅∇F×∇G+ B∗
mB∗
∥
⋅(∇F ∂G
∂v∥
− ∂F
∂v∥
∇G) , (2.31)
for arbitrary functions F and G of the non-canonical coordinates (X, v∥, µ,α), and
where
B∗ =B + m
Ze
∇× (v∥b + u0), (2.32)
is a generalised magnetic field with parallel projection
B∗∥ = b ⋅B∗. (2.33)
The inclusion of u0 in B
∗ provides the orgin of the inertial forces in what follows.
Choosing h = [X, v∥, µ,α] to be each of the coordinates in turn (∂h/∂t = 0)
29
produces the equations of motion
dX
dt
= {X,H} = b
ZeB∗
∥
×∇H + B∗
mB∗
∥
∂H
∂v∥
, (2.34)
dv∥
dt
= {v∥,H} = − B∗
mB∗
∥
⋅ ∇H = − 1
mv∥
dX
dt
⋅ ∇H, (2.35)
dµ
dt
= {µ,H} = 0, dα
dt
= {α,H}. (2.36)
The invariance of µ is a requirement for a gyrokinetic theory, and is achieved through
a careful construction of the Poisson bracket using a Lie algebra [55].4 Both B∗∥ and
∂α/∂t are independent of α, which will be used later in the phase space conservation
that leads to the gyrokinetic equation. These equations of motion require some
manipulation to arrive at a form suitable for implementation in a local gyrokinetic
code, as presented below.
The perpendicular part of any vector p may be written (using the vector
identity Eq. (A.1)) as
p⊥ ≡ p − (p ⋅ b)b = −b × (b × p), (2.37)
which, when used in evaluating (B∗ −B∗∥b) gives the ratio
B∗
B∗
∥
= b − m
ZeB∗
∥
b × (b × p), (2.38)
with, in this case
p = ∇× (v∥b + u0). (2.39)
For rigid body rotation, ∂RΩ = 0, and hence one finds
∇(u0 ⋅ u0) = 2RΩ2∇R, (2.40)
and using the vector identity Eq. (A.2) on Eq. (2.19) (with ∇ ⋅ x = 3), we have
∇× u0 = 2Ω ⇒ p = v∥∇× b + 2Ω. (2.41)
Using the identity Eq. (A.3) we find
b × (∇× b) = −(b ⋅ ∇)b, (2.42)
4In higher order expansions, the invariance of the magnetic moment µ =mv2⊥/2B used here can
be broken by low-frequency short-wavelength perpendicular fluctuations [73] and a higher order
adiabatic invariant µ¯ can be defined [54]. For the orderings used here, the two are equivalent.
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which on substitution into Eq. (2.38) gives
B∗
B∗
∥
= b + mv∥
ZeB∗
∥
b × (b ⋅ ∇)b + 2m
ZeB∗
∥
Ω⊥, (2.43)
where Ω⊥ is the rotation vector perpendicular to the field, as defined by Eq. (2.37).
Substituting these relations into Eq. (2.34) finally yields the gyrocentre velocity
dX
dt
= v∥b + 1
Ze
mv2∥
B∗
∥
b × (b ⋅ ∇)b + µ
Ze
b ×∇B
B∗
∥
+ 2mv∥
ZeB∗
∥
Ω⊥ − mΩ2R
ZeB∗
∥
b ×∇R + b ×∇⟨Φ⟩
B∗
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vD
+ b ×∇⟨φ⟩
B∗
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vE
.(2.44)
At this point we note from our assumed orderings that even with the Mach number
ordered as unity, B∗∥ does not differ much from B
B∗∥ = B[1 + 2Ω/ωc] ∼ B[1 +O(ρ∗)], (2.45)
in the local model, and hence B∗∥ is replaced with B in the equations that follow,
which are accurate to O(ρ∗). To preserve energy conservation, this approximation
is also made consistently in Eq. (2.35), Eq. (2.50), and the Jacobian for velocity
space integration
d3v = 2piB
∗
∥
m
dv∥dµ ≈ 2piB
m
dv∥dµ, (2.46)
which will be used in the field equations.
The terms on the right hand side of Eq. (2.44) are grouped as the free stream-
ing motion v∥b, the equilibrium drifts vD, and the perturbed vE drift, as introduced
in Sec. 1.3. The drifts appearing in vD are, respectively, the curvature and ∇B drifts
(together, vd), two additional drifts arising from inertial forces of the frame (Coriolis
and centrifugal), and the E×B drift from the equilibrium Φ. In terms of Eq. (1.3)
the forces responsible for the new inertial drifts are the Coriolis force
Fco = 2mv∥b ×Ω, (2.47)
and the centrifugal force
Fcf =mΩ2R∇R, (2.48)
respectively. The Coriolis force has no component parallel to the field, and does no
work on the particle. The centrifugal force, however, does work on parallel motion,
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and this results in a modified trapping condition (given in Sec. 2.8).
In contrast to the gyrocentre velocity, the equation of motion for the parallel
acceleration requires less manipulation and is obtained directly from Eq. (2.35)
mv∥
dv∥
dt
= −dX
dt
⋅ [Ze∇⟨φ +Φ⟩ + µ∇B −mΩ2R∇R] , (2.49)
in the form that will be used in the following derivation of the gyrokinetic equation.
This is also the statement of energy conservation for an individual particle.
2.7 Gyrokinetic equation
The gyrokinetic equation can be derived directly from the Hamilton equation for the
guiding centre distribution ftot(X, v∥, µ), and the equations of motion Eqs. (2.34)
(2.35) and (2.36). The construction of the gyrocentre coordinates is such that by
definition ∂ftot/∂α = 0. Hamilton’s equation guarantees phase space conservation,
and it can be shown from the equations of motion that
∇ ⋅ (B∗∥ dXdt ) +
∂
∂v∥
(B∗∥ dv∥dt ) = 0. (2.50)
Applying Hamilton’s equation (Eq. (2.30)) to the guiding centre distribution ftot
then leads to the gyrokinetic equation
∂ftot
∂t
+ dX
dt
⋅ ∂ftot
∂X
+ dv∥
dt
∂ftot
∂v∥
= 0, (2.51)
which can be seen to have the same form as the Vlasov equation Eq. (1.27), and
is simply an expression of phase space conservation analogous to the continuity
equation in higher dimensional phase space. In the following sections we perform an
ordering expansion in ρ∗ on the gyrokinetic equation, using the δf formulation in
which the distribution is split ftot = F + f , with the orderings described in Sec. 2.2.
The advantage of the δf formulation is that the background distribution F is taken
to be a stationary equilibrium, which provides a linear source term for the linearised
modes in f .
2.7.1 Equilibrium equation
The gyrokinetic equation Eq. (2.51) is expanded to lowest order in ρ∗, (formallyO(1)), to obtain the equilibrium equation
v∥b ⋅ ∇F − 1
m
b ⋅ [Ze∇⟨Φ⟩ + µ∇B −mΩ2R∇R] ∂F
∂v∥
= 0. (2.52)
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As a consequence of the centrifugal force, the background potential Φ must be
retained in the equilibrium in order for quasineutrality to be satisfied [4]. For the
ions, this background potential acts to detrap the particles, but is outweighed by
the centrifugal force which acts to trap them. The electrons experience an enhanced
trapping from the background potential. In the nonrotating case the equilibrium
equation reduces to the normal trapping equation
v∥b ⋅ ∇F − µb
m
⋅ ∇B ∂F
∂v∥
= 0, (2.53)
for which any isotropic distribution is a trivial solution (though anisotropic solutions
also exist, e.g. any function of the constants of motion). The well established ‘neo-
classical’ theory extends statistical thermodynamics to collisional plasmas in toroidal
geometry [60], and demonstrates that a Maxwellian distribution is (to lowest order)
a maximum entropy equilibrium state for individual flux surfaces. Whilst the toka-
mak is designed entirely to prevent establishment of a radial thermal equilibrium,
the fast parallel motion relative to the ion-ion collision frequency νii ∼ [20 − 200Hz]
ensures that parallel thermalisation occurs, giving constant temperature (at low-
est order) over a flux surface [49]. When the δf gyrokinetic equations are used
in the ‘collisionless’ limit (as in most of this thesis), collisions are neglected on
the perturbed distribution, but some minimum collisionality is always implicit in
the assumption of a Maxwellian background. This framework thus depends on the
timescales ordering
1/τEdcurly
[0.25Hz]
≪ νiidcurly
[100Hz]
≪ ω ≪ ωT idcurly
[100GHz]
, (2.54)
where τE ∼ [4s] (ITER prediction) is the energy confinement time that characterises
radial transport, and ωT = vth,i/qR is the parallel ion transit frequency. Given this
ordering, the equilibrium background distribution is assumed to be Maxwellian in
velocity space
F ≡ FM = n(2piT /m)3/2 exp[−
m(v∥ − u∥)2
2T
− µB
T
], (2.55)
where u∥ = RBt/B[ωLϕ(ψ) − Ω]. In the comoving frame, u∥ = 0, but a constant
gradient u′ = −(RA/vth)∂ωLϕ/∂ψ, in the plasma rotation is kept when derivatives of
the Maxwellian are evaluated [57]. Here RA is the major radius of the magnetic axis.
Radial variation in the plasma rotation profile is responsible for diffusive momentum
transport and can alter the stability threshold for ITG modes [44].
This Maxwellian is an exact solution of Eq. (2.52), but is not a true plasma
equilibrium (except in the absence of radial temperature and density gradients). At
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next order, O(ρ∗), the additional term vD ⋅ ∇FM appears, which leads to parallel
flow even in the absence of any fluctuations. These flows are of order O(ρ∗), and
can be treated consistently in the perturbed solution f , but in global codes, a
true equilibrium may be preferable [74, 75]. When combined with a momentum
conserving collision operator, this term allows neoclassical currents (Pfirsch-Schlu¨ter
and bootstrap) and fluxes to be calculated consistently within a gyrokinetic code,
but it can be discarded when only considering turbulent transport.
Substitution of the derivatives of the Maxwellian (given in the next section)
into the equilibrium equation gives
∇∥ ln(n0) = −Ze∇∥⟨Φ⟩
T
+ mΩ2R∇∥R
T
, (2.56)
the solution of which is
n(θ) = nR0 exp(−Ze⟨Φ⟩T +
mΩ2(R2 −R20)
2T
) , (2.57)
where R0(ψ) is a constant of integration chosen to be the major radius at which
n(θ) = nR0 for each local flux surface. Thus the solution of the equilibrium equation
shows that in the presence of strong rotation the equilibrium density is no longer
constant over a flux surface. This is a well known result [5, 47], set here in the
context of the gyrokinetic ordering expansion.
The approximation ⟨Φ⟩ ≈ Φ is made, since the background potential Φ is an
equilibrium quantity, with variation only over large length scales. Φ is determined
by applying the quasineutrality condition over all the species, which in the case of
a pure hydrogenic plasma solves exactly to give
eΦ = TeTi
Te + Ti (
mi
Ti
− me
Te
)Ω2
2
(R2 −R20), (2.58)
but in the general case of a multispecies plasma is calculated numerically (described
in section Sec. 3.6). It is convenient to combine the centrifugal force and background
potential in the (species dependent) centrifugal energy
E(θ) = ZeΦ − 1
2
mΩ2(R2 −R20), (2.59)
such that the equilibrium density variation can be written as an additional energy
in the Maxwellian
FM = nR0(2piT /m)3/2 exp[−
m(v∥ − u∥)2/2 + µB + E
T
]. (2.60)
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Figure 2.1: Comparison of density (left) and effective density gradient R/LEn (la-
belled rln, right) in a rotation scan for the ga-std case with R0 = Raxis (circles)
and R0 = RLFS (diamonds). The flux surface average value is denoted by {}, and
the value at the low field side midplane by LFS. The Mach number u = RAΩ/vth.
and ns(θ,ψ) = nR0,s(ψ) exp(−Es(θ,ψ)/Ts(ψ)) for each species. In the case of the
pure hydrogenic plasma, it can be shown that Ei/Ti = Ee/Te (as it must be to satisfy
quasineutrality) and neglecting the electron mass
Es ≈ − Ts
Ti + Te
mi
2
Ω2(R2 −R20). (2.61)
It must be noted that this redistribution of density in the Maxwellian will be
different for each flux surface, with the result that the density gradient will also be
modified by the centrifugal force. A choice must be made of where the input density
and density gradient are defined. In gkw, the numerically convenient choice of a
single major radius R0 at which to define nR0 and R/Ln∣R0 is used. Two options are
available: the magnetic axis R0 = Raxis, and the midplane of the flux surface at the
low field side R0 = RLFS. Whilst physical results are independent of the integration
constant, the choice determines at which location the density and its gradient are
held constant when scanning over rotation. The consequence of each choice for the
density is shown in Fig. 2.1; the flux surface average density (denoted by {}) is
nearly constant for R0 = Raxis, but not the density at the low field side midplane.
With the density variation over the flux surface, we define the local dimen-
sionless density gradient as
R
LEn
(θ) = − 1
n
∂n
∂ψ
= 1
T
∂E
∂ψ
+ E
T
R
LT
+ R
Ln
∣
R0
, (2.62)
(Other options such as 1/{n}(∂n/∂ψ) or 1/nR0(∂n/∂ψ) are evaluated in Sec. 3.6)
where
R
Ln
∣
R0
= − 1
nR0
∂nR0
∂ψ
, (2.63)
is the dimensionless density gradient evaluated atR0. For the cases presented later in
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Figure 2.2: Flux surface variation in effective density gradient R/LEn with R0 = RLFS
(solid), and R0 = Raxis (dashed) for u = 0.5 and ga-std parameters in s−α geometry.
this thesis, the term in Eq. (2.62) proportional to E dominates the term proportional
to ∂E/∂ψ, but both are small compared to R/Ln∣R0 for the bulk species when u < 0.5.
For the simplified hydrogenic case Eq. (2.61), the effective density gradient
modification can be shown to be
R
LEn
− R
Ln
∣
R0
≈ (∂Te
∂ψ
+ ∂Ti
∂ψ
)miΩ2(R2 −R20)
2(Te + Ti)2 −
miΩ
2
Te + Ti (R
∂R
∂ψ
∣
θ
−R0∂R0
∂ψ
∣
θ
) , (2.64)
where the radial gradient of R0 is kept in order that the density gradient keeps the
usual property of being defined at constant θ. The parallel variation of R/LEn is
plotted in Fig. 2.2.
For the ideal thought experiment in which rotation is varied independently
of other plasma parameters, one preference might be to keep the total number of
particles on a flux surface constant (the flux surface averaged density) with changing
Ω. In practice, it is difficult to experimentally scan over rotation without varying
the average density, and many diagnostic reconstructions use the assumption of a
constant flux surface density. When studying ballooning modes in which the drive
is localised on the low field side, it would be desirable to investigate the centrifugal
effects irrespective of the density variation effects, in which case R0 = RLFS might be
an appropriate choice. Since the dependencies of ITG mode and TEM turbulence
on density and density gradient are well known [34, 76, 77], we would ideally like
to examine the other consequences of the centrifugal terms. To this end, the choice
R0 = RLFS is mostly used (unless stated otherwise) for the simulations presented in
this thesis, with the assumption that it best minimises density variation alterations
to the turbulence drive (insofar as this is possible). This choice also precludes the
possibility of negative R/LEn , since the density gradient is at its minimum at the
low field side (Fig. 2.2). For the rotation scans presented in Chapter 6, differences
between R0 = Raxis and R0 = RLFS have little bearing on the ITG modes, and for
the TEM mode are not significant below u = 0.6.
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The centrifugal force also modifies the solution of the Grad-Shafranov equa-
tion for the magnetic equilibrium, resulting in an increased outboard compression
of the flux surfaces, commonly known as the Shafranov shift. The effects of the
Shafranov shift on turbulence are an already known geometry effect [78–80]. The
rotational Shafranov shift scales as βu2, and is excluded in this thesis which deals
with the electrostatic limit. For a complete description of all inertial effects, this
effect could be included via coupling to an equilibrium solver which also includes
rotation.
2.7.2 First order gyrokinetic equation
Continuing in the small parameter expansion, we next expand the gyrokinetic equa-
tion to order O(ρ∗). The equations of motion were evaluated using the Lagrangian
of order O(ρ∗). For the conservation laws guaranteed by Noether’s theorem in the
Hamiltonian formulation to hold, no further terms should be discarded after the
Lagrangian [54, 71, 72, 81].
Expanding the full gyrokinetic equation Eq. (2.51) into the δf formalism,
and using the equation of motion Eq. (2.35) gives the gyrokinetic equation for the
perturbed distribution
∂f
∂t
+ dX
dt
⋅ ∇f − b
m
⋅ [Ze∇⟨φ⟩ +∇P ] ∂f
∂v∥
−
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vD + vE
mv∥
⋅ [Ze∇⟨φ⟩ +∇P ] ∂f
∂v∥
= −(vD + vE) ⋅ ∇FM + b
m
⋅Ze∇⟨φ⟩∂FM
∂v∥
+ vD + vE
mv∥
⋅ [Ze∇⟨φ⟩ +∇P ]∂FM
∂v∥
, (2.65)
where
∇P = Ze∇⟨Φ⟩ + µ∇B −mΩ2R∇R, (2.66)
is a notational abbreviation for the trapping force, and the term v∥b ⋅ ∇FM has
been cancelled with the term (b ⋅ ∇P /m)∂FM/∂v∥ using the equilibrium condition
Eq. (2.52).
The term labelled ‘PVNL’ contains what is known as the ‘parallel velocity
nonlinearity’ which may be neglected as a O(ρ2∗) term by the use of an additional
ordering assumption on the velocity space derivatives
∂f
∂v∥
∼ ρ∗ ∂F
∂v∥
. (2.67)
This ordering can be justified if the plasma is sufficiently collisional to smooth out
fine-scale velocity space structures in the perturbed distribution faster than they
arise through nonlinear phase-mixing. In the equations and simulations used for
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this thesis, this approximation has been made, with the consequence that the strict
energy conservation guaranteed by the Hamiltonian formalism no longer applies,
since this term is dropped after the truncation of the Lagrangian [71, 72, 81]. A
number of investigations keeping this term [82–85] have shown that its effect on
saturation levels is small for values of ρ∗ < 0.01, justifying the ordering of Eq. (2.67)
and the neglect of the term in a local code. The additional centrifugal terms in the
PVNL are of the same order as the usual ones, so these arguments are still valid.
The effect of the parallel velocity nonlinearity on long term nonlinear evolution is
still an area of active research [54].
The spatial derivative of the Maxwellian evaluates as
∇FM = [∇nR0
nR0
+( v2∥
v2
th
+ (µB + E)
T
− 3
2
)∇T
T
+mv∥RBt
BT
∇ωϕ − µ∇B
T
− ∇E
T
]FM , (2.68)
where ∇u∥ = RBt/B∇ωϕ. The velocity derivative is simply
∂FM
∂v∥
= −mv∥
T
FM . (2.69)
Substituting these derivatives into Eq. (2.65), one finds that the gradient terms
containing ∇B and ∇E (nearly) cancel with the (vE ⋅ ∇P )∂FM/∂v∥ term. This
allows the gyrokinetic equation to be finally written as
∂f
∂t
+ dX
dt
⋅ ∇f − b
m
⋅ (µ∇B +∇E) ∂f
∂v∥
= S, (2.70)
where the source term is given by
S = − vE ⋅ [∇nR0
nR0
− mΩ2
T
R0
∂R0
∂ψ
∣
θ
∇ψ + ( v2∥
v2
th
+ (µB + E)
T
− 3
2
)∇T
T
+ mv∥RBt
BT
∇ωϕ]FM
− Ze
T
dX
dt
⋅ ∇⟨φ⟩FM . (2.71)
The term containing ∂R0/∂ψ is the only part of the term containing ∇E FM that
does not cancel, and its additional appearance when compared to Ref. [57] is due
to the allowance for the case R0 = RLFS. When R0 = Raxis, ∂R0/∂ψ∣θ = 0 in the
simplest (s − α) model equilibrium. In Chapter 3, Eq. (2.70) is presented again in
a form suitable for numerical implementation. The physical interpretation of each
individual term is discussed in more detail in Sec. 3.5.
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Figure 2.3: Magnitude of perturbed electron distribution in velocity space for the
gkw-tem case (see Chapter 6) at the outboard midplane with increasing Mach
number u = RAΩ/vth. Arbitrary units, contours are equally spaced at same intervals
for each plot. The trapping boundary of Eq. (2.72) is overplotted as a dashed line.
2.8 Centrifugal trapping
The modification to the trapping term in Eq. (2.70) means that the centrifugal trap-
ping present in the equilibrium is also kept for the perturbed distribution. Following
the same procedure used to derive Eq. (1.9), with the inclusion of the centrifugal
energy E , the centrifugal force leads to a modified trapping condition, in which
particles are trapped if
v2⊥ > v
2
∥ − 2m(EH − EL)
BH
BL
− 1 , (2.72)
where the subscripts H and L refer to the high and low field sides respectively.
Example evaluations of the modified trapping condition are overplotted in Fig. 2.3.
Using Eq. (2.61) and the simplification of concentric circular flux surfaces
the trapping condition for both species becomes
v2⊥,s
v2
th,s
>
⎡⎢⎢⎢⎢⎣
v2∥,s
2v2
th,s
− 2Ti
Ti + Teu2
⎤⎥⎥⎥⎥⎦ (1 − ), (2.73)
where  = r/RA = ψ is the inverse aspect ratio of the flux surface. We point out that
the enhanced trapping on the electrons is due to the background potential, not the
direct effect of the centrifugal force on the electrons. For the ions, the combination of
the detrapping from the background potential and the trapping from the centrifugal
force partially cancel, resulting in the identical trapping condition (and trapped
fraction) for both species.
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2.9 Gyrokinetic Poisson equation
The gyrokinetic Vlasov equation must be combined with field equations to form
a closed system of equations. In deriving Eq. (2.70), magnetic field fluctuations
were neglected appropriate to the limit of low β, so only an equation for the elec-
trostatic field is required to close the system. Whilst this equation is often called
the ‘gyrokinetic Poisson equation’, the equation solved is actually the constraint of
neutrality
∑
s
Zens(x) = 0, (2.74)
where the sum is over all species. In reality, the charge density is not exactly zero,
but it is assumed to be zero over the quasineutral length and timescales at which
gyrokinetics is valid. By assuming zero charge density, the actual Poisson equation
cannot be used to find the field and so is replaced by the quasineutrality closure.
With the quasineutrality constraint, the Laplacian operator need not be inverted
to find the field, which greatly simplifies the solution. The chief complication then
in solving this equation is that the densities must be computed in physical parti-
cle phase space (x,v), not in the gyrocentre phase space in which the gyrokinetic
equation is formulated [86]. In gyrocentre phase space quasineutrality is represented
as
%¯(X) + %pol(X) = 0, (2.75)
where %¯ is the gyrocentre charge density and %pol = −∇ ⋅ Pgy is the gyrocentre po-
larisation density, with Pgy the gyrocentre polarisation vector. The gyrocentre po-
larisation density describes the difference between the actual charge density and
the charge density of gyrocentres at a given point, which may be pictured as the
Boltzmann density response of the gyrocentres due to the average variation in the
potential over a gyro-orbit, φ(x)− ⟨φ⟩(X). This can also be understood as the con-
sequence of the polarisation drift Eq. (1.6) averaged over the gyro-orbit timescale.
To close the gyrokinetic Vlasov-Poisson system, a model for polarisation must
be adopted which is consistent with the formulation of the gyrokinetic equation. If
the field equations are obtained by variational principles from the same symplectic
Lagrangian / Hamiltonian used to derive the equations of motion, then energy
consistency can be guaranteed by including the next higher order energies in the
field terms [54, 71, 72, 81]. The system Lagrangian is obtained by integrating the
gyrocentre particle Lagrangian Γ Eq. (2.27) over all of phase space
L =∑
s
∫ d3v∫ d3x ftotΓ. (2.76)
The field equation for φ is derived from this system Lagrangian by taking the func-
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tional derivative [87] of this system Lagrangian with respect to δφ. Since Γ is in
symplectic form, all dependence on the fields is contained in the Hamiltonian and
the field equation may be written
∑
s
δ(ftotH)
δφ
= 0. (2.77)
For a consistent system, one order further must be kept in H than was used for the
equations of motion [54, 71, 72, 81]. In the δf formulation, the field equation may
be written as
∑
s
δ[(FM + f)(H0 +H1)]
δφ
= −∑
s
δ[FMH2]
δφ
, (2.78)
which contains the simplest model of linearised polarisation. For the functional
derivative, only the field dependent part of the Hamiltonian HE = H01E +H2E is
required, with
H01E = Ze⟨φ⟩, H2E = Z2e2
2T
(⟨φ⟩2 − φ2) , (2.79)
where the first order part comes from Eq. (2.28), and the second order part is as used
in other codes [72], and represents physically the kinetic energy in the vE drift with
a Taylor approximation for the gyroaverage operator. HE is therefore a function
of φ and its gyroaverage Gφ ≡ ⟨φ⟩ only, which are treated as separate variables
for the purposes of the functional derivative. The exact form of the gyroaverage
operator G will be demonstrated in Sec. 3.4, here it is sufficient to know that it
is a spatially Hermetian operator. In this simple case then, all the functions of φ
commute through the spatial integral in the system Lagrangian (and thus through
the δ operator), and the functional derivative may be written
∑
s
∫ d3v [(FM + f)∂H01E
∂Gφ
δGφ + FM ∂H2E
∂φ
δφ + FM ∂H2E
∂Gφ
δGφ] = 0, (2.80)
since ∂H01E/∂φ = 0. Evaluating the nonzero derivatives and commuting the operator
G leads to
∑
s
∫ d3v [Zse(GFM +Gf) + Z2s e2
Ts
(FMφ −GFMGφ)] δφ = 0. (2.81)
The FM in the first term is a background quantity on which the gyroaverage G has
no effect. Performing the velocity space integral over this term yields the charge
density Zens, which becomes zero when summed over the species. The field equation
can then be written as
∑
s
∫ d3v [ZseGf(X) + FM Z2s e2
Ts
(1 −G2)φ(x)] = 0. (2.82)
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This equation is used to calculate the potential at a point x in real space. The
first term represents the gyrocentre charge density %¯ integrated over all gyrocentres
passing through x whilst the second represents the linearised gyrocentre polarisation
density %pol for all the gyro-orbits passing through x (which is why the G operator
acts twice on φ). These physical interpretations, may be seen more clearly in the
alternative derivation which starts from quasineutrality in the real phase space;
however, this requires full knowledge of the transformation to the gyrocentre phase
space which is defined by the Lie transforms [54]. In Sec. 3.5, this equation is
rewritten in a form suitable for an efficient numerical implementation, which allows
the operator G to be evaluated over the velocity space integral.
2.10 Summary
This chapter introduced the gyrokinetic formalism and used a modern variational
approach to derive the δf gyrokinetic Vlasov equation and gyrokinetic Poisson equa-
tion from a gyrocentre Lagrangian. The equations are formulated in the comoving
frame that rotates with the plasma, which in the local limit allows the effects of ro-
tation to appear as inertial terms resulting from the centrifugal and Coriolis forces.
The equations presented here (and also in Refs. [55, 88, 89]) differ from the equations
in other gyrokinetic derivations and codes in the use of a strong rotation ordering
which treats plasma toroidal rotation with Mach numbers of order unity. With this
ordering, the centrifugal force leads to a modified equilibrium with an enhanced
trapping force, as well as an additional drift.
Taken together, Eqs. (2.44), (2.60), (2.70), (2.71), and (2.82) form a closed
set of equations describing local electrostatic drift wave turbulence in a tokamak
core plasma in the collisionless limit, and contain all modifications that arise from
the inclusion of the centrifugal force. These are the equations solved by the gkw
code for the results presented later in this thesis, and details of their numerical
implementation are presented in the next chapter.
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Chapter 3
Gyrokinetic numerics
3.1 Introduction
In Chapter 2 the gyrokinetic Vlasov equation for a strongly rotating tokamak plasma
was derived in the collisionless electrostatic limit, and the gyrokinetic Poisson equa-
tion was introduced. In this chapter we write these equations in a form suitable for
an efficient numerical implementation, as used in the gkw code. Much of the ma-
terial in this chapter is adapted directly from Ref. [58], with the centrifugal terms
added for this thesis. In addition to these new inclusions, the author of this thesis
contributed a number of corrections and improvements to clarity and presentation
during the preparation of Ref. [58], as a co-author. The author of this thesis has
complete authorship of Sections 3.4.1, 3.6, and 3.8, but does not claim primary
authorship of any other section in this chapter.
3.2 Normalisations
All quantities in the gkw code are made dimensionless by means of normalisation
with a reference quantity. We define a reference mass mref , a reference thermal
velocity vthref , a reference density nref , a reference temperature Tref , a reference
vacuum magnetic field Bref evaluated on the magnetic axis, a reference gyroradius
ρref and a reference major radius Rref which is usally taken to be RA.
The reference quantities are related since
Tref = 1
2
mrefv
2
thref , ρref = mrefvthrefeBref . (3.1)
We also define a normalised Larmor radius to be
ρ∗ = ρref/Rref . (3.2)
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Time t, magnetic field B, angular rotation frequency Ω, and the major radius R,
may then be made dimensionless using the reference values
t = RreftN/vthref , B = BrefBN ,
Ω = vthrefΩN/Rref , R = RrefRN , (3.3)
where the index N refers to a normalised quantity. The reference values are also
used to define, for each species, a dimensionless mass mR, a dimensionless thermal
velocity vR, a dimensionless density nR, a dimensionless temperature TR, and a
dimensionless centrifugal energy ER
mR = m
mref
, vR = vth
vthref
, nR = nR0
nref
, TR = T
Tref
, ER = E
TRTref
. (3.4)
The velocity space coordinates are made dimensionless with the thermal velocity for
each species independently
v∥ = v∥Nvth, µ = mv
2
th
Bref
µN , (3.5)
such that the normalised values on the velocity grid are the same for each species.
It is then convenient to normalise the distribution functions according to
f = ρ∗nR0
v3
th
fN , FM = nR0
v3
th
FMN . (3.6)
The potential is made dimensionless using the reference temperature
φ = ρ∗Tref
e
φN , Φ = Tref
e
ΦN . (3.7)
The factor of ρ∗ has been added in the definition of the normalised perturbed fields
and distribution function so that the normalised quantities are all of order O(ρ∗),
under the orderings described in Chapter 2.
The gradient of density and temperature are made dimensionless using the
density and temperature of the species for each species individually, but the plasma
rotation is largely a bulk motion of all the species together and its gradient is
normalised using the reference thermal velocity vthref
1
Ln,N
= Rref
Ln
= − 1
nR0
∂nR0
∂ψ
,
1
LT,N
= Rref
LT
= − 1
T
∂T
∂ψ
, u′N = − Rrefvthref
∂ωϕ
∂ψ
. (3.8)
The gradient length scales are normalised with Rref , but note that the same quan-
tities are often written as R/Ln and R/LT elsewhere in the literature. The dimen-
44
sionless radial coordinate ψ is also normalised with Rref :
ψ = Rmax −Rmin
2Rref
, (3.9)
where Rmax (Rmin) is the maximum (minimum) major radius of the flux surface. For
circular flux surfaces, for instance, ψ = r/Rref = , where r is the minor radius. The
gradient operator on all quantities in all directions is normalised using the major
radius Rref ,
∇ = 1
Rref
∇N . (3.10)
All fluctuating quantities are represented in the perpendicular direction by a spec-
tral representation. The wavevectors introduced in the spectral representation (de-
scribed in Sec. 3.4) arise from the perpendicular gradient of a fluctuating quantity
and are normalised by ρref
k = kN
ρref
, (3.11)
which when compared with the gradient normalisation causes a factor of ρ∗ to be
absorbed when a perpendicular gradient is converted to Fourier space. Under the
orderings described in Chapter 2, this ensures perpendicular gradients of fluctuating
quantities to remain of O(ρ∗) in the normalised units.1
Finally, the poloidal flux Ψ used in the derivation of the metric tensors is
normalised according to
Ψp = R2refBrefΨp,N . (3.12)
In the rest of this chapter the equations are presented in their normalised
form and the subscript N is dropped for convenience.
The reference quantities do not appear anywhere in the code, which operates
only in the dimensionless units. The user must have in mind values for the reference
quantities in order to provide sensible code input and to interpret the code output
(both of which occur in normalised form). In practice, the reference values will
usually be chosen to be practical values, with mref often chosen equal to be the bulk
ion mass, Tref the ion (or electron) temperature, nref the equilibrium electron density
on the flux surface, and Rref the major radius of the magnetic axis. Bref is always
the toroidal magnetic field at the magnetic axis. The dimensionless quantity ρ∗
also does not appear in the code, but it is used in the code normalisations to relate
perpendicular and parallel derivatives consistently with the orderings introduced in
Chapter 2.
1The same result could alternatively be achieved by normalising the perpendicular gradients of
fluctuating quantities with ρref .
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Figure 3.1: Flux tube domain and field aligned coordinates on a circular flux surface
with q = 2, sˆ = 1 and  = r/R = 0.29.
3.3 Geometry
In gkw, the local limit introduced in Sec. 2.3 is used in conjunction with a field
aligned coordinate system, in which a parallel coordinate s parametrises a field
line, and the other two (non-orthogonal) coordinates (radial (ψ) and binormal-
axisymmetric (ζ)) are perpendicular to the field. The local limit in field aligned
coordinates thus represents a ‘flux tube’ bounded by four field lines (Fig. 3.1) in
which the effect of the magnetic shear is incorporated in the coordinate system.
The parallel boundary is treated with a shifted-periodic boundary condition which
preserves both poloidal and toroidal periodicity. The flux tube geometry tailors the
simulation domain to the k∥ ≪ k⊥ structure of the turbulence, whilst also allowing
a reduction of the simulation volume by exploitation of the axisymmetry.
gkw is formulated in straight field line (Hamada) coordinates [90], in which
the contravariant components of the magnetic field, Bs and Bγ , are both flux func-
tions. The safety factor is then determined by the ratio q = Bγ/Bs. Starting from
an orthogonal coordinate system (ψ, θ,ϕ), where ψ is the radial coordinate (i.e.
B ⋅∇ψ = 0), θ is the poloidal angle (upward on the outboard midplane), and ϕ is the
toroidal angle (clockwise when viewed from above), and using the transformations
s = s(ψ, θ), γ = γ(ψ, θ,ϕ), (3.13)
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one can derive [91, 92]
s(θ,ψ) = ∫ θ
0
dθ′
B ⋅ ∇θ′/∮
dθ′
B ⋅ ∇θ′ , (3.14)
γ = ϕ
2pi
+ sBRBt
2pi
∫ θ
0
dθ′
B ⋅ ∇θ′ [{
1
R2
} − 1
R2
], (3.15)
with
Bs = 1/∮ dθ′
B ⋅ ∇θ′ Bγ = sB
RBt
2pi
{ 1
R2
}. (3.16)
In the equations above, the magnetic field is decomposed as
B = sBRBt∇ϕ + sj∇ϕ ×∇Ψ, (3.17)
where Bt > 0 is the toroidal component of the magnetic field, sB = ±1 and sj = ±1 the
sign of the magnetic field and plasma current (positive in the direction of ∇ϕ) and
Ψ the normalised poloidal flux (∇Ψ points from the magnetic axis to the plasma
edge). The brackets {} denote the flux surface average, (the limit of the volume
average between two flux surfaces as the distance between them goes to zero) which
in the transformed coordinates can be written simply as
{g} = ∮ g ds. (3.18)
The normalising constants have been chosen such that the domain [-1/2,1/2] in s
corresponds to one poloidal turn and the domain [-1/2,1/2] in γ corresponds to one
toroidal turn. The transformations of Eq. (3.13) leave the angle γ to be an ignorable
(axisymmetric) coordinate, since any quantity that is independent of ϕ will also be
independent of γ after the transformation.
The (s, γ,ψ) coordinates are then transformed again using a simple linear
transformation
ζ = qs − γ where q = Bγ
Bs
, (3.19)
to make them field aligned, i.e. Bζ = 0 and Bψ = 0. The field line is parametrised
only by s, such that any derivative taken along the field requires only a derivative
in the s direction, and may be written as
B ⋅ ∇ = Bs ∂
∂s
. (3.20)
Note however that this does not mean that ∇s is in the direction of the field.
The coordinate transformation above flips the sign of the toroidal angle,
and the right handed coordinate system can therefore be defined as (ψ, ζ, s). The
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Jacobian of the new coordinate system can be expressed in terms of the original
Jacobian through
Jψζs = 2piB ⋅ ∇θ∮ dθ′
B ⋅ ∇θ′Jψθϕ. (3.21)
We note here that the coordinates ψ, s and ζ are all dimensionless with ψ being a
normalised ‘minor radius’ of the flux surface, see Eq. (3.9). ζ, being the axisymmetric
coordinate, has much in common with the toroidal angle. However in the large
aspect ratio approximation, the direction of ∇ζ is often almost poloidal. We shall
refer to ζ as the ‘binormal’ coordinate to avoid this ambiguity (note that binormal
may also be misleading; ζ and ψ are both normal to b, but are only normal to each
other at s = 0).
The coordinates defined above are used in gkw to define a number of geo-
metric tensors used for evaluating the vector calculus operators that appear in the
equations. First, we note that the gyrokinetic equation contains parallel derivatives
which are expressed in the tensor
b ⋅ ∇ = F ∂
∂s
⇒ F = Bs
B
. (3.22)
For perpendicular drifts, which involve a cross product with the magnetic field, we
define the tensor
Eαβ = 1
2B
(∇xα ×∇xβ) ⋅ b = 1
2B
(b ×∇xα) ⋅ ∇xβ . (3.23)
The convection connected with the velocity vE can then be directly expressed using
this tensor as
vE ⋅ ∇f = ∂φ
∂xα
∂f
∂xβ
Eαβ , (3.24)
where the Einstein summation convention implies summation over repeated indices.
The antisymmetry Eαβ = Eβα may be used to simplify evaluation of this term. It
is also worth noting that the magnetic field can be expressed as
B = 2pisj∇Ψ ×∇ζ, (3.25)
which immediately leads to
Eψζ = sj
4pi
∂ψ
∂Ψ
, (3.26)
showing that Eψζ is constant on a flux surface. We also define
Dα = −2Eαβ 1
B
∂B
∂xβ
= b ×∇B
B
⋅ ∇xα, G = F ∂ lnB
∂s
, (3.27)
with D related to the ∇B drift, and G to the trapping. The Coriolis and centrifugal
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drifts will enter the equations through the one forms H and I respectively
Hα = − sB
BΩ
Ω⊥ ⋅ ∇xα, Iα = sB
2B
(∇xα ×∇R2) ⋅ b, (3.28)
and the centrifugal potential is calculated (see Sec. 3.6) using the quantities
J = R2 −R20, K = ∂J∂ψ ∣
s
, L = ∂(R20)
∂ψ
∣
s
. (3.29)
Finally, for transformations of the shearing rate we also define
M = ∂2Ψ
∂ψ2
= sj
4pi
∂
∂ψ
( 1Eψζ ) . (3.30)
The tensor elements defined above are defined in their normalised form, in which
they all have similar magnitude. These elements, however, are multiplied with the
derivatives towards the respective coordinate. Since the derivatives along the field
are much smaller than the derivatives in the perpendicular plane, these quantities
do not enter at first order, so the tensor elements containing the coordinate s are
neglected (i.e. Ds = Esψ = Esζ = Hs = 0), except in the case where Esψ or Esζ is
multiplied with the background potential Φ.
In Chapter 2, we described the flux tube local limit, in which the turbulence is
assumed homogeneous in the plane perpendicular to the magnetic field, and periodic
boundary conditions are used. gkw uses this limit, and all background plasma
parameters are assumed homogeneous across the simulation domain perpendicular
to the field. Therefore there is no dependence of the geometry parameters on the
coordinates ζ and ψ, and only the dependence of equilibrium quantities on the
‘parallel’ coordinate s are kept. All the tensors D,E ,F ,G,H,I,J ,K,M as well as
the metric tensor, are therefore functions of the parallel coordinate s only.
gkw currently implements three different geometry models to evaluate these
tensors: A simplified ‘s −α’ equilibrium [93], an improved circular equilibrium [94],
and a generalised tokamak equilibrium via an interface to the Grad-Shafranov equi-
librium solver CHEASE [95].
3.3.1 s-α
The ‘s − α’ equilibrium (with α = 0) is the simplest choice for the geometry of a
tokamak, in which the flux surfaces are concentric circles, and only the lowest order
in an  = r/RA expansion is kept in the definition of all the tensors. The coordinates
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can then be approximated as
ψ =  = r
R
, ζ = sBsj
2pi
[∣q∣θ −ϕ], s = θ
2pi
, (3.31)
with the (normalised) gradients
∇ψ = er, ∇ζ = sBsj∣q∣
2pi
[eθ + sˆθer], ∇s = 1
2pi
eθ, (3.32)
where sˆ = (r/q)dq/dr is the magnetic shear. Note that the gradient of the toroidal
angle is ordered small compared with the gradient of the poloidal angle (times q)
and is neglected in the gradient of ζ. The contravariant components of the magnetic
field are
Bs = sj Bp
2pir
Bζ = −sB Bt
2piR
, (3.33)
where Bp (Bt) is the poloidal (toroidal) magnetic field. The gradient of the mag-
netic field strength is assumed to be in the direction of ∇R and the drift term is
approximated as
B ×∇B = −sBB2[cos θeθ + sin θer]. (3.34)
Using these expressions one can evaluate the tensors to be
F = sj
2pi∣q∣ , Iψ =Hψ = Dψ = −sB sin(2pis), (3.35)
Iζ =Hζ = Dζ = −sj∣q∣
2pi
[cos(2pis) + 2pisˆs sin(2pis)], (3.36)
J = 2 cos(2pis), K = 2 cos(2pis) − L, M = 1
q
− sˆ
q
, (3.37)
where the two choices R0 = Raxis and R0 = RLFS give
R0 = 1⇒L = 0, R0 = 1 + ⇒L = 2, (3.38)
respectively. Finally the nonzero metric elements gαβ = ∇xα ⋅ ∇xβ are
gζζ = ( q
2pi
)2 + (q

sˆs)2, gψζ = gζψ = sBsj∣q∣

sˆs, gψψ = 1. (3.39)
3.3.2 Circular geometry
The s−αmodel has been shown to have inconsistencies arising from the identification
of the parallel coordinate s with the poloidal angle θ, leading to an inconsistent
treatment of different terms, when only the first order in  is kept [94]. These
inconsistencies can lead to quite a substantial difference in results when compared
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to a numerical equilibrium or an improved analytic equilibrium [94, 96, 97]. We
also find that for some nonlinear runs the s − α geometry can result in numerically
unstable zonal flows [89]. In gkw the improved ad-hoc circular equilibrium model
of Ref. [94] which addresses these deficiencies is also implemented.
As with the s − α model, the starting assumption of the model is that the
flux surfaces are circular and concentric with the poloidal flux being a function of
the radial coordinate only Ψ = Ψ(r). This is a valid assumption in the case of small
 and small β. It simply means that the terms of order 2 are neglected and that the
Shafranov shift is considered to be of order 2. As in the s−α model, the tensors are
evaluated only to first order in , but to ensure consistent ordering this truncation
is made only at the end of any manipulations.
The second assumption of the model is that the radial derivative of the
poloidal flux is given by
∂Ψ
∂r
= rBref
q
√
1 − 2 . (3.40)
Here we do not list the derivation or calculation of all the tensor quantities, but only
those that were added for the work of this thesis (those related to the centrifugal
effects and the E×B shearing). For evaluation of all the geometric quantities in
the circular model, we refer the reader to [59]. The tensor related to the centrifugal
drift can be expressed as
Iα = sj 2pi
B2N
(1 +  cos θ)
∣q∣√1 − 2 [gαN [cos θ
∂ζ
∂
− sBsj ∣q∣
2pi
sin θ
√
1 − 2
1 +  cos θ ] − gζαN cos θ] . (3.41)
We also have
M = 1
q
√
1 − 2 (1 −

1 − 2 −
sˆ
q
) . (3.42)
Finally, the elements used to calculate the centrifugal potential are
JN = (1 +  cos θ)2 − R20
R2
ref
, KN = ∂JN
∂
= 2 cos θ(1 +  cos θ) − LN , (3.43)
where
1
Rref
∂R0
∂
∣
s
= cos(θ) +  sin2(θ)
1 +  cos(θ) , (3.44)
such that the two choices for R0 (magnetic axis value or R(s = 0)) give
R0 = Rref ⇒LN = 2, R0 = (1 + )Rref ⇒LN = 2(1 + ), (3.45)
respectively.
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3.4 Spectral representation
In the flux tube local limit, the turbulence is considered homogeneous in the per-
pendicular directions, such that periodic boundary conditions can be employed, and
a discrete Fourier decomposition can be used.
The equations are then written in Fourier space, in which perpendicular
derivatives are evaluated algebraically. For the nonlinear terms, a pseudospectral
method is used, in which the velocity vE and ∇f are calculated in Fourier space,
transformed to real space where they are multiplied, before their product is finally
transformed back into Fourier space. This approach allows exploitation of the effi-
ciency of Fast Fourier Transform algorithms.
In what follows a ⋅̂ indicates the Fourier representation of a quantity and
T and T −1 represent the forward and inverse discrete Fourier transform operations
(DFT), respectively. The DFT used in gkw is defined as
f(ψ, ζ, s) = ∑
kζkψ
fˆ(kψ, kζ , s) exp[ikζζ/ρ∗ + ikψψ/ρ∗] = T −1(fˆ), (3.46)
where the factor of ρ∗ has been added in the definition so that
T (ρ∗ ∂f
∂xα
) = ikαfˆ , (3.47)
as is consistent with the normalisations and orderings already discussed. The finite
number of modes used in a discrete Fourier transform (in contrast to the continuous
Fourier transform), set both a largest and smallest scale that can be represented on
this basis. The natural way to remove the largest scales in this representation is
through the periodicity condition
ψ = ψ +Lx, Lx = 2piρ∗
kψ,min
, (3.48)
(and similarly for the ζ direction). With this condition, most of the desirable al-
gebraic properties of the continuous Fourier transform (and specifically, Eq. (3.47))
are retained (discussed further in Sec. 4.2).
The periodicity of the torus, however, is not automatically satisfied. The
condition of toroidal periodicity can be formulated as
f(ψ, ζ + 1, s) = f(ψ, ζ, s) ⇒ kζ
2piρ∗
= N, (3.49)
where N is an integer [17, 98]. Since ρ∗ is small, this condition can in general be
satisfied with very small changes to kζ or ρ∗, and is equivalent to the condition that
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the toroidal modenumber is large (which is used in the ballooning representation
below). In the local limit, the final equations are independent of ρ∗ and it is assumed
that the relation above is satisfied. The poloidal periodicity can be specified in our
coordinates as
f(ψ, ζ + q/2,1/2) = f(ψ, ζ − q/2,−1/2). (3.50)
which in Fourier space translates to
∑
k
fˆ(kψ, kζ ,1/2) exp[ ikζ
ρ∗
+ ikψψ
ρ∗
+ iqkζ
2ρ∗
]
=∑
k
fˆ(kψ, kζ ,−1/2) exp[ ikζ
ρ∗
+ ikψψ
ρ∗
− iqkζ
2ρ∗
]. (3.51)
Expanding the safety factor around a reference value qR (the value at the centre of
the radial domain)
qkζ
ρ∗
= qRkζ
ρ∗
+ kζ ∂q
∂ψ
ψ
ρ∗
+ 1
2
kζρ∗
∂2q
∂ψ2
( ψ
ρ∗
)2, (3.52)
and neglecting the second derivative correction (which gives only a ρ∗ variation over
the size of the box), it can be seen that this condition can be satisfied if qRkζ/2piρ∗
is assumed to be an integer, and if
fˆ(kψ, kζ , 1
2
) = fˆ(kψ + kζ ∂q
∂ψ
, kζ ,−1
2
), (3.53)
which can be understood as the connection of a mode to the appropriate higher kψ
mode at the boundary of the s domain. Thus, increasing the number of kψ modes
is equivalent to increasing the length of the field line simulated.
This boundary condition for the Fourier modes implies that a convenient
choice for the spacing of the kψ modes in the discrete Fourier representation is
∆kψ = kζ,min ∂q
∂ψ
1
ik
, (3.54)
where ik is some integer. The integer ik allows for control over radial resolution and
boxsize, by altering the spacing between the radial modes, which would otherwise
be dictated by the magnetic shear.
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A further advantage of the Fourier representation is that in Fourier space
the gyroaverage becomes an algebraic operation [86, 99]. From the definition of the
gyroaverage (Eq. (2.29)) one finds
⟨h(x)⟩ = 1
2pi
∫ 2pi
0
h(X + ρ)dα
= 1
2pi
∫ 2pi
0
[∑
k
hˆ exp(ik ⋅X) exp(ik ⋅ ρ)]dα
= ∑
k
hˆ exp(ik ⋅X) [ 1
2pi
∫ 2pi
0
exp(ik ⋅ ρ)]dα, (3.55)
(for any function h which is independent of the the gyrophase α) since the translation
by ρ becomes a multiplication in Fourier space, by the shifting theorem. The integral
can be expressed as a Bessel function of the first kind
1
2pi
∫ 2pi
0
exp(ik ⋅ ρ)dα = 1
2pi
∫ 2pi
0
exp[ikρ cos(α − θ)]dα
= 1
2pi
∫ 2pi
0
exp(ikρ cosα)dα ≡ J0(k⊥ρ), (3.56)
where the angle θ between ρ and k is averaged out and
(k⊥ρ)2 = mRTR
Z2B2
gαβkαkβ , (3.57)
is the full perpendicular (unnormalised) wave vector evaluated independently for
each species. In Fourier space the gyroaverage is therefore written
⟨̂h⟩ = J0(k⊥ρ)ĥ. (3.58)
In order to specify the wave vector in normalised form, the expression
(kθρref)2 = gζζk2ζ , (3.59)
is evaluated using gζζ at the low field side midplane (s = 0) to determine kζ from
the value of kθρref given as an input (here kθ is not a normalised quantity). Note
however that ρref is defined on the flux surface at the major radius of the magnetic
axis. The values of kθ so defined are usually used for identifying a mode in code
input and output.
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3.4.1 Relation to ballooning representation
The ‘ballooning representation’ [93] is often used in the analytic linear treatment of
a single mode, such as a drift wave, which has large extension k∥ ≪ k⊥ along the
magnetic field. The combination of field aligned coordinates, spectral representation
and parallel boundary condition Eq. (3.53) used in gkw give a formulation equiva-
lent to the ballooning representation. Here we outline the strategy for constructing
the ballooning representation of the gyrokinetic equation, in order to illustrate the
‘ballooning’ nature of the turbulence, and its relationship to the gkw flux tube.
In the ballooning representation, the toroidal perturbed solutions of the gy-
rokinetic equation are represented in an ‘eikonal’ basis f
(0)
n which contains any rapid
spatial variation perpendicular to the field. By assumption, an eikonal must satisfy
b ⋅ ∇f (0) = 0. (3.60)
For the axisymmetric tokamak field this may be written in toroidal (ψ, θ,ϕ) coor-
dinates as
Bϕ (∂f (0)
∂ϕ
+ Bθ
Bϕ
∂f (0)
∂θ
) = 0, (3.61)
where for simplicity of illustration, we use the low aspect ratio approximation  =
r/R ≪ 1 to assume constant pitch over the poloidal angle with q = Bϕ
Bθ
.2 Assuming
solutions of the form f
(0)
n = l(θ) exp[inϕ] and applying the condition of toroidal
periodicity leads to the eikonal basis
f (0)n = exp[in(ϕ − q(θ + θ0))], (3.62)
where n is an integer representing the toroidal mode number and θ0 is a constant
of integration representing the poloidal angle at which the mode is at its maximum.
The eikonal basis solutions contain all rapid spatial variation perpendicular to the
field (with n ≫ 1)3 and no phase variation along the field line. Time dependence
and parallel spatial dependence of the perturbation are added by assuming a slowly
varying ‘envelope’ function g around the eikonal solution in the form
f (1)n = gn(θ, v∥, µ, t, )f (0)n (ρ, θ,ϕ). (3.63)
Since all perpendicular variations are contained in f
(0)
n , a perpendicular wavevector
k⊥,n may be defined by analogy with the Fourier basis to satisfy
∇f (0)n ≡ ik⊥,nf (0)n . (3.64)
2Dropping this assumption leads to an integral of the local pitch over θ in the eikonal.
3This is equivalent to the assumption in the local approximation that kζ ≪ 2pi/R.
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Hence differentiating Eq. (3.62) one finds
k⊥,n = n [∇ϕ − q∇θ − ∂q
∂ψ
(θ − θ0)∇ψ] . (3.65)
Since ∣∇ϕ∣ = 1/R and ∣∇θ∣ = 1/r, this may be approximated in the low aspect ratio
limit4 by
k⊥ = −nq
ψ
[ψ∇θ + sˆ∇ψ(θ − θ0)], (3.66)
where the definition of the magnetic shear sˆ = (ψ/q)∂q/∂ψ has also been used.
Comparing to the decomposition k⊥ = kθeθ + kψeψ one finds
kθ,n = −nq
r
, kψ,n(θ) = sˆθkθ,n + kψ0,n, (3.67)
where kψ0,n = sˆθ0nq/r is the radial wavenumber at θ = θ0. The physical interpreta-
tion is that the shear in the magnetic field creates a rotation in the perpendicular
structure of the mode, as followed poloidally, (See, for example, Fig. 2 of Ref.
[100]). The result is that magnetic shear places a limit on the poloidal extension
that the mode may have, because the rotation of the mode results in greater stabili-
sation from the FLR effects as k⊥ increases.
5 This poloidal dependence of the radial
wavenumber is implicit in the gkw field aligned coordinates (compare Eq. (3.67)
with ∇ζ in Eq. (3.32)), and is preserved at the end of the field line boundary by the
connection condition Eq. (3.53). The most unstable wavevector in the local model
thus has kψ0 = 0, and maximum amplitude at θ0 = 0, which is usually where the
mode drive is greatest (discussed further in Sec. 5.3).
Substituting the form Eq. (3.63) into the gyrokinetic Eq. (2.70), keeping
terms only up to O(ρ∗), and neglecting the nonlinear terms gives the ‘ballooning
equation’ for the parallel envelope gn
∂gn
∂t
+ v∥b ⋅ ∇gn + gnvd ⋅ k⊥ − µB
m
B ⋅ ∇B
B2
∂g
∂v∥
= S, (3.68)
since vd ⋅ ∇gn ∼ O(ρ2∗).
The condition of toroidal periodicity was implicit in the construction of the
eikonal, but poloidal periodicity (required for a physical solution) is not intrinsic to
the eikonal form, except on rational flux surfaces (where q is rational). A poloidally
periodic solution can however be constructed from a linear combination of f
(1)
n
4 This approximation was also made in the s − α geometry for ∇ζ. It can be avoided here by
using the field line coordinate α = ϕ − qθ.
5Large magnetic shear, (either positive or negative) is therefore strongly stabilising, but the most
unstable geometry does not have sˆ = 0, because the strongest drive occurs for sˆ ∼ 1, for reasons
explained very intuitively in Ref. [100] and also discussed in Sec. 5.3.
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Figure 3.2: gkw solution of the ballooning mode structure for a trapped electron
mode (gkw-tem case, defined in Chapter 6) with kθρs = 1.13.
by placing an additional constraint on the envelope function gn. The trick that
characterises the ballooning representation is the construction of a new periodic
envelope function from the infinite sum [93]
g¯n(θ) = ∞∑
p=−∞
gn(θ + 2pip), (3.69)
with the requirement that the infinite sum converges. This restriction results in a
gn that must decay away as θ → ±∞. The new periodic envelope function g¯n(θ)
can then be used to find periodic time-dependent ‘ballooning mode’ solutions of the
form
f¯ (1)n (θ) = ∞∑
p=−∞
gn(θ + 2pip) exp(−in(ϕ − q(θ + θ0 + 2pip))). (3.70)
On any rational flux surface, poloidal periodicity will be satisfied by the eikonal f
(0)
nq ,
without the use of the g¯n construction. However, since the radial wavenumber is
increasing with θ, a periodic envelope function gn cannot be physical as the energy
in the mode ∼ k⊥ would diverge (the only exception is the case where sˆ = 0). Hence
on rational surfaces the same construction must also be used for a physical solution,
but not due to the requirement of poloidal periodicity. The term ‘ballooning’ used
to describe these modes refers to their tendency to localise on the outboard side of
the tokamak, and decay as θ → ±∞, as shown in Fig. 3.2. In general, the decay
distance increases for smaller sˆ = 0, and is much more extended for electron driven
modes due to their fast parallel motion.
In this treatment, we have considered a single toroidal mode with mode-
number n, but ballooning representation can also be thought of as a ‘ballooning
transform’ analogous to the Fourier transform which can represent an arbitrary
function in a nonlinear system. The ballooning representation can also be extended
to include radial profile variations [101–103], but in the local limit radial structure
57
can be represented as a Fourier series in kψ,l. An arbitrary function can then be
discretised over the three indices (l, n, p), with nonlinear terms involving a sum (or
Fourier transform in the l, n directions) over all three indices. Rather many p’s must
be kept in the sum in order to obtain equivalent results to the method described
in Sec. 3.4 [17, 98]. In the gkw spectral representation the interaction over p is
achieved by the nonlinear interaction of connected modes in kψ and the expensive
sum required for the nonlinear terms is only over two indices (and is accomplished
efficiently with a 2D FFT). Thus, for nonlinear problems the spectral representa-
tion in field aligned coordinates with parallel boundary connection Eq. (3.53) used in
gkw is the most efficient and natural manner to numerically implement a finite dis-
cretised equivalent of the ballooning transform, and is also used in other gyrokinetic
codes [21, 104].
An understanding of the ballooning mode structure is useful in order to run
gkw effectively and to interpret the results. The code can be run in two regimes:
a) A single mode extending for 2np − 1 poloidal turns (for a linear run), or b) a
box of modes (for linear or nonlinear runs) with one poloidal turn, connected by
the ballooning-shifted-periodic boundary condition Eq. (3.53). In the second case,
the integer ik determines the relationship between radial boxsize and the radial
resolution, and the field line for mode n has a connected length of Nxkζ,1/kζ,nik
poloidal turns (nearest lower odd integer). Here Nx is the number of kψ modes, Ns
is the number of points along the field line, and np is an integer. For an extended
ballooning mode to be well resolved along the field, either a) high np or b) many
kψ modes are needed. The length of the simulated field line differs for each mode,
being longest for the long wavelength modes which dominate transport. For a single
kζ mode, the two formulations can be made exactly equivalent as shown in the
following table:
Method Ns ik NX np
a) 16 1 5 1
b) 80 N/A 1 3
a) ns 1 2np − 1 1
b) ns(2np − 1) N/A 1 np
Ballooning theory can be extended to treat radial variations in the back-
ground quantities by the solution of a higher order radial envelope equation [101].
The global solutions are linear combinations of the local ballooning modes. The
profile variations result in a radial variation of local mode frequency, such that the
coupling of the local modes leads to a most unstable mode with θ ≠ 0 [102, 103, 105–
107].
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3.5 Gyrokinetic equations for a strongly rotating plasma
In this section we list the complete set of equations for a collisionless rotating plasma
in the electrostatic limit, as implemented in gkw. The normalisations, spectral rep-
resentation, geometric tensors, and local limit introduced in the preceding sections
are used to write the equations in a form suitable for numerical implementation.
The gyro-kinetic equation for the perturbed distribution Eq. (2.70) can be written
in the form
∂f
∂t
= I + II + III + IV +V +VI +VII +VIII, (3.71)
with
I = −v∥b ⋅ ∇f → −vRv∥F ∂fˆ
∂s
,
II = −vD ⋅ ∇f →
− i
Z
[TREDDα + TRv2∥β′Eψα + 2mRvRv∥ΩHα +mRΩ2Iα +ZEβα ∂Φ∂xβ ]kαfˆ ,
III = −vE ⋅ ∇f ⇀ −ρ2∗ ∂φ∂xβ Eβα
∂f
∂xα
= ρ2∗Eψζ (∂φ∂ζ
∂f
∂ψ
− ∂f
∂ζ
∂φ
∂ψ
)
⇁ T (Eψζ [T −1(ikζ φˆ)T −1(ikψ fˆ) − T −1(ikζ fˆ)T −1(ikψφˆ)] ),
IV = + b
m
⋅ (µ∇B +∇ER) ∂f
∂v∥
→ vR (µBG + 1
2
∂ER
∂s
F) ∂fˆ
∂v∥
,
V = −vE ⋅ ∇FM → ikαφˆEαψ[ 1
Ln
+ mΩ2
T
L +ET 1
LT
+ 2v∥
vR
u′Bt
B
]FM ,
VI = −vD ⋅ ∇FM → 1
Z
[TREDDψ + 2mRvRv∥ΩHψ +mRΩ2Iψ +ZEsψ ∂Φ
∂s
]
×[ 1
Ln
+ mΩ2
T
L +ET 1
LT
+ 2v∥
vR
u′Bt
B
]FM ,
VII = −Ze
T
v∥b ⋅ ∇⟨φ⟩FM → − Z
TR
vRv∥F ∂⟨̂φ⟩
∂s
FM ,
VIII = −Ze
T
vD ⋅ ∇⟨φ⟩FM →
−i [EDDα + β′v2∥Eψα + 2mRvRTR v∥ΩHα +
mRΩ
2
TR
Iα + Z
TR
Eβα ∂Φ
∂xβ
]kα ⟨̂φ⟩FM ,
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where the arrows represent the transformations to normalised (⇀) and Fourier (⇁)
quantities and where
ED = v2∥ + µB, ET = v2∥ + 2µB + ER − 32 . (3.72)
The equations above apply to each of the species individually.
The only nonlinearity in the equations is the vE ⋅ ∇f Term III. This term
causes nonlinear saturation when the perturbations reach large enough amplitudes,
and linear stability can be investigated by removing this term. In the linear case
the binormal modes are decoupled, but different radial modes can still be coupled
over the parallel boundary conditions. An unstable mode will exponentially grow
to infinite amplitude, and gkw therefore applies a scaling of the equations at every
time-step to obtain a stationary solution with constant growth rate and frequency..
For the linear terms, Term I describes the free streaming motion of particle
along the field line, and Term II describes the curvature and inertial drifts in the
perturbed distribution, which cause propagation of a drift wave. Term IV describes
the magnetic trapping as particles move through the magnetic field gradient, and
Term V provides the energy source from the background gradients which drive the
instabilities. Term VI, when combined with collisions, can generate the neoclassical
fluxes, but is not used in any results presented in this thesis. Term VII describes the
collisionless parallel Landau damping of the perturbations against the background
Maxwellian, and Term VIII describes the equivalent damping for the perpendicular
drifts.
To close the equations, the field φ must be obtained by solving the Poisson
equation described in Sec. 2.9. In the spectral representation, the gyroaverage op-
erator G is replaced by the Bessel function J0. The integral of J
2
0 multiplied with
the Maxwellian in the second term of Eq. (2.82) can then be evaluated using
1
v2
th
∫ ∞
0
e−v
2
⊥/v
2
thJ20 (k⊥v⊥ZeBm )v⊥ dv⊥ = Γ(b) = e−bI0(b), (3.73)
(unnormalised) where I0 is the modified Bessel function and
b = 1
2
mRTR(k⊥ρ∗Rref/ZB2)2 =
in original unitsucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
1
2
k2⊥m
2v2th
e2B2
. (3.74)
For the first term, the velocity space integral is rewritten in the gyrocentre phase
space with the Jacobian Eq. (2.46). Using the normalisations of gkw the Poisson
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equation for a single mode can then be written as
∑
s
ZsnR0,s[2piB ∫ dv∥dµJ0(k⊥ρs)gˆs + ZsTR,s [Γ(bs) − 1] exp(−ERs)φˆ] = 0. (3.75)
In the adiabatic electron limit only the ion dynamics is simulated and the
Poisson equation above is evaluated as
∑
s,ions
ZsnR0,s[2piB ∫ dv∥dµJ0(k⊥ρs)gˆs + ZsTR,s [Γ(bs) − 1] exp(−ERs)φˆ]
= nR0,e exp(−ERe)
TRe
(φˆ − {̂φ}), (3.76)
where the index e refers to the electrons, the sum on the left hand side of the
equation is over all ion species, and the correction {φ} is zero except for the zonal
modes with kζ = 0 (See also Sec. 1.5 and Ref. [7]). This field equation differs from
the literature [54, 58] only in the polarisation term which includes the rotational
density variation in the Maxwellian.
The equations presented here reflect the collisionless electrostatic limit used
for nearly all the results presented in this thesis. For details of the electromagnetic
terms and the collision operator, we refer the reader to Refs. [58, 59]. The electro-
static limit is valid for plasmas with low β, the predominant case in conventional
tokamaks. The collisionless limit may be justified when collisional processes are
slow relative to the turbulent fluctuations (Eq. (2.54)), if ion heat transport is the
channel of interest. In these cases, the role of collisions can be approximated by
numerical dissipation (see Sec. 4.6.1), but the subtle effects of this approximation
on nonlinear saturation on the longer term transport timescales is a matter of open
debate [108, 109]. Furthermore, for accurate determination of particle or electron
heat transport, collisional diffusion across the trapped-passing boundary in velocity
space is important even on shorter timescales.
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3.6 Centrifugal potential
We recall that the rotation of the plasma leads to an equilibrium density variation
within a flux surface
n(θ) = nR0,s exp(−ZsΦ(θ))TR,s +
msΩ
2(R2 −R20)
TR,s
) , (3.77)
(normalised units). The background equilibrium potential Φ in the rotating frame
is found by applying the quasineutrality condition over all the species
Q(Φ(θ,ψ)) =∑
s
ZsnR0,s(ψ) exp(−ZsΦ(θ,ψ)TR,s(ψ) ) exp
⎛
⎝
msΩ
2 (R(θ,ψ)2 −R0(ψ)2)
TR,s(ψ)
⎞
⎠ = 0.
(3.78)
Since there is only one negative species and the exponential function is monotonically
increasing, the equation Q(Φ) = 0 will always have exactly one root. In gkw, Φ is
calculated numerically for arbitrary species combinations from the quasineutrality
condition by an iterative root finding bisection algorithm. The calculation is done
once for each parallel grid point in s during the initialisation phase of the code. The
terms II, VI, and VIII in Eq. (3.71) also require the ψ and s derivatives of Φ, which
are calculated using a fourth order finite difference.
The bisection algorithm begins with an upper limit estimate for Φ. The
initial value used in gkw is (somewhat arbitrarily) taken as
[max
s
{log(1 + ∣Zsns∣)} +max
s
{ms log(1 + ns)}]Ω2(R2 −R20) + 0.1, (3.79)
which should always contain the root, but be small enough to prevent exponentiation
overflows. Φb = −Φa is the lower limit estimate. It is possible that extreme species
input data could break the solver, and the upper limit estimate might need to be
adjusted for those cases. The value is chosen to ensure that the root lies in the
range (Φb,Φa). The mid value Φest = (Φa +Φb)/2 is taken and the value of Q(Φest)
is calculated. If Q(Φest) > 0, then the upper estimate is updated (Φa = Φest),
and if Q(Φest) < 0, then the lower estimate is updated (Φb = Φest). The process
repeats until the solution has converged to within machine accuracy. The bisection
algorithm, while not the fastest possible, is guaranteed to converge as long as the
bounds are appropriate and the function Q has only one root in the initial range.
In practice, the convergence occurs in about 55 iterations using the initial estimates
specified above.
In the case of a plasma of only singly charged ions, Eq. (3.78) solves exactly
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Figure 3.3: Numerical experiment to determine optimum ∆ψ for calculating the
radial derivative of the centrifugal potential Φ for the singly charged ions ga-std
case described in Chapter 4. The experiment was conducted in double precision and
the fractional error is calculated against the analytic result Eq. (3.81).
to give
Φ = TeTi
Te + Ti (
mi
Ti
− me
Te
)Ω2(R2 −R20), (3.80)
(normalised units, unlike Eq. (2.58)) which has radial derivative
∂Φ
∂ψ
=
⎡⎢⎢⎢⎢⎣
mi
∂Te
∂ψ
−me ∂Ti∂ψ
Te + Ti +
meTi −miTe(Te + Ti)2 (
∂Te
∂ψ
+ ∂Ti
∂ψ
)⎤⎥⎥⎥⎥⎦Ω
2(R2 −R20)
+2Ω2[miTe −meTi
Te + Ti ](R
∂R
∂ψ
+R0∂R0
∂ψ
) . (3.81)
If the bulk ion species is singly charged, these quantities are evaluated in the code
to provide a check on the solution of the root finding algorithm.
In the local flux tube model, the gyrokinetic equation is solved only on one
flux surface (i.e. at one position in ψ), keeping radial derivatives of equilibrium
quantities. To consistently calculate the radial derivative of Φ, Eq. (3.78) is also
solved numerically on adjacent flux surfaces using Q(Φ, s, ψ +∆ψ) = 0, using the
radial derivatives of the species quantities to calculate the temperature and densities
on adjacent flux surfaces.
The choice of ∆ψ used in the code is motivated by a compromise between
machine precision when dividing by small numbers, and the accuracy of the finite
difference as ∆ψ → 0. The discrepancy between the root finding algorithm and
the analytic solution (Eq. (3.81)) is plotted in Fig. 3.3. The value of ∆ψ = 10−4 is
implemented as a permanent choice, which for the case investigated minimises the
error to less than 10−11 in double precision.
The density nR and density gradient 1/Ln∣R0 (Eq. 3.8) are defined for each
species at the point on the flux surface at which R = R0. Two choices for the
definition of R0 are available in the code; R0 = Raxis, which sets R0 as the major
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radius of the magnetic axis (but the reference point is not on the axis itself), and the
default R0 = RLFS, which sets R0 to be the value of R at s = 0, in the plane of the
magnetic axis at the low field side (for general geometry this may not be equivalent
to the maximum R). This choice alters only the definition of the geometry quantities
J and K. In the rotating case, the effective density gradient varies over the flux
surface and there is no longer one obvious definition of the density gradient as a
dimensionless quantity. For instance
1
LEn
(θ) = − 1
n
∂n
∂ψ
,
1
Le1n
(θ) = − 1{n}
∂n
∂ψ
,
1
Le2n
(θ) = − 1
nR0
∂n
∂ψ
, (3.82)
can each be argued to be a relevant quantity. The most appropriate may be deter-
mined by the nature of the particular instability being examined. These definitions
can be evaluated to be
1
LEn
= ∂ER
∂ψ
+ ER 1
LT
+ 1
Ln
∣
R0
,
1
Le1n
= 1
LEn
exp(−ER){ exp(−ER)} ,
1
Le2n
= 1
LEn
exp(−ER).
(3.83)
(The flux surface average operation is denoted by {}.) In addition, the perturbation
weighted flux surface average of the effective density gradient,
1
L∗n
= {∣φ(θ)∣1/LEn (θ)}{φ(θ)} , (3.84)
can also be of interest, since it weights the variation to the locations where the mode
is most unstable. Unlike the previous definitions this does not only depend on the
equilibrium quantities, and can only be calculated after the perturbed solution is
determined.
Since the density gradient is an important parameter for determining the
stability of many modes, gkw calculates 1/LEN and 1/Le1n and n/nR0 for each species
as a function along the field. 1/Le2n can then be trivially calculated from the other
two, and 1
L∗n
can also be calculated using other code output. It should be noted
that even when the input 1/Ln∣R0 is the same for every species, the effective 1/LEn
can differ for each species at locations other than R0. For typical parameters of
a deuterium plasma, the variation in effective density and gradient can be 30% at
Ω = 1, increasing rapidly for Ω > 1. In practice, we find that the different definitions
do not differ substantially, except for very heavy species, and we use 1/LEn exclusively
in what follows.
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3.7 Diagnostics
The fluxes are calculated as flux surface averaged guiding centre radial fluxes and,
following Eq. (1.23), are given by the equation
Γψj = {∫ d3vv˜E ⋅ ∇ψαjf}, (3.85)
for the electrostatic flux. Here j = (1,2,3) with αj = (1,mv2/2,mv∥), i.e. j = 1 is
the particle flux, j = 2 is the heat flux Qs, and j = 3 is the parallel velocity flux Γ∥.
Both the potential φ and the distribution function f are represented as a
sum over complex Fourier modes. To obtain a real quantity which does not spatially
average to zero, a particular wavevector of the representation of f must be combined
with the complex conjugate of the same wavevector in the representation of φ, i.e.
⟪v˜E f˜⟫ = 2∑
m
Re[⟪vˆ†Em ⋅ ∇ψfˆm⟫], (3.86)
where vˆEm and fˆm are the Fourier amplitudes of the E×B velocity and distribution
function of the mode m respectively, the dagger denotes the complex conjugate,
and ⟪⟫ is the time average over a few mode periods 1/ω. Substituting the various
definitions one can derive the expression for the normalised electrostatic fluxes
Ij =∑
m
{2piBEψβkβm∫ dµdv∥ αˆjIm[⟨φˆm⟩†fˆm]}, (3.87)
where ∑m = ∑kζ ∑kψ is a sum over all modes and {} is an integration over the flux
surface. The fluxes in physical units can then be obtained from
RrefΓ
ψ
s = nR0,sρ2∗vthrefI1, (3.88)
RrefQ
ψ
s = nR0,sTsρ2∗vthrefI2, (3.89)
RrefΓ
ψ
∥s
= msnR0,svthsρ2∗vthrefI3. (3.90)
for the particle flux, heat flux, and parallel momentum flux respectively.6
These fluxes are all calculated in the comoving (starred) frame. Applying
the transformation of Sec. 2.4, v∗∥ = vL∥ −RAΩBt/B, one finds that they are related
6Note that parallel momentum is not a true flux surface quantity. To calculate the parallel part
of the toroidal angular momentum flux, Π∥, the multiplier αj = sBRBtv∥/B should be used, but
here we define the parallel velocity flux for consistency with the results in Chapter 5. In the s − α
model (only) RBt/B = RA, and the two are interchangeable. See also Sec. 5.2.
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to the fluxes in the laboratory frame (unnormalised units) by
Γ∗ = ΓL, (3.91)
Q∗ = QL − RAΩBt
B
ΓL∥ + 12mi (
RAΩBt
B
)2 ΓL, (3.92)
Γ∗∥ = ΓL∥ −miRAΩBtB ΓL. (3.93)
The fluxes presented in this thesis are all fluxes calculated in the rotating frame,
but are similar to those in the laboratory frame since the first term on the RHS
dominates for typical experimental parameters.
3.8 Numerical implementation
The equations above are solved in gkw with a combination of finite difference and
spectral methods, coded in the Fortran 95 programming language. In this section, a
summary of the numerical techniques is presented to allow the reader to understand
later sections. For further details of the numerical implementation of gkw, we refer
the reader to [58, 59].
The linear terms are stored in an unchanging matrix which is calculated at
the initialisation of the code, and remains constant thereafter. Derivatives in s and
v∥ (terms I and IV) are implemented as fourth order finite differences with numerical
hyperdiffusion. The perpendicular derivatives are evaluated algebraically in Fourier
space, including in the nonlinear term (III), in which the nonlinear convolution is
implemented with a pseudospectral approach using Fast Fourier Transforms (FFTs).
The velocity vE and ∇f are calculated in Fourier space, then transformed to real
space and multiplied. The product is transformed back into Fourier space.
Time integration is performed explicitly with a fourth order Runge-Kutta
scheme. The right hand side of the time integration is evaluated in three sections,
as follows: 1) Multiplication of a dense matrix by the solution vector, to perform
the integration required for calculation of the fields. 2) Evaluation of the nonlinear
terms using repeated 2D FFTs with the FFTW3 library [110]. 3) Multiplication of
a sparse diagonal matrix with the current solution vector for the linear terms.
gkw uses a uniform grid in v∥, and s, and a quadratically spaced grid in
magnetic moment µ (v⊥ is equally spaced). These grids are one feature that distin-
guish gkw from other continuum gyrokinetic codes [21, 104, 111, 112]. The uniform
velocity grid has the advantage of easing the implementation of the centrifugal trap-
ping term, but has the disadvantage of requiring many parallel velocity space points
for accurate determination of particle fluxes. Furthermore the uniform grids also
lend themselves to efficient parallelisation.
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A typical nonlinear simulation with gkw requires of the order of 50 million
grid points, which dictates that the code must be able to efficiently utilise hun-
dreds to thousands of processors on modern high performance hardware. gkw is
parallelised using the Message Passing Interface (MPI). Each parallel process is re-
sponsible for solving the equations over a subdomain of the space and a subset of
the species. A process usually only has knowledge of the part of the solution it is
responsible for, unless explicitly communicated between processes using the MPI
library.
The equation for the distribution function contains no derivatives in the
magnetic moment µ, which means that the distribution function for any point in
the µ grid can be updated independently of the other points in the µ grid. Similarly,
the distribution function for each species can be updated independently. The µ grid
and the species (typically at least 16 points) can therefore be easily decomposed
across processors. However, these points are coupled via the fields, which must be
updated before the distribution function can be calculated in an explicit time step.
The field equations involve a summation over the whole of the velocity space and
the species, for which the code requires a global inter-process reduction sum.
To allow gkw to scale to thousands of processors, further parallelisation
over the v∥ and s directions is required, which requires communication of edge
data values to ghost cells on neighbouring processors on the grid in order that the
finite differences can be evaluated. Parallelisation over the v∥ direction also involves
extending the parallel reduction sum in the fields calculation to this dimension.
The maximum number of processors on which gkw can run on is determined by the
problem size. When the code is near this limit, parallel efficiency can be reduced by
the large communications overheads, particularly from the parallel reduction for the
fields, which involves a large amount of data communication across all processors.
Strong scaling to 4096 cores with 80% effciency has been demonstrated for a realistic
problem size [58].
3.8.1 Hybrid scheme
In the course of this thesis, hybrid parallelism combining distributed memory MPI
parallelism with shared memory OpenMP parallelism was implemented to allow
the code to scale further, and more efficiently. Many modern high performance
machines now have an architecture with a number of shared memory CPU cores on
each node (2-24), and a large number of these nodes connected by a fast network
interconnect. The communication between nodes is much slower than between cores,
and a well optimised and well utilised MPI implementation will take advantage of
this by putting the most intensive communication on the local node. In cases where
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this is not done, or cases where a subset of the problem grid does not fit nicely
on a single node, the efficiency of the inter-node communication may be increased
by reducing the number of intra-node MPI processes in the communication. For
example, on a machine with 8 cores per node (e.g. HPC-FF), 1024 processors can
be utilised with the combinations (number of MPI processes, number of OpenMP
threads per node) = (1024,1), (512,2), (256,4), or (128,8), where the lower number
of MPI processes in the latter case may result in a more efficient reduction sum
(though in theory the amount of inter-node data communicated by the ideal MPI
usage would remain the same).
In gkw, hybrid parallelism is achieved by subdividing the most CPU inten-
sive loops amongst OpenMP threads. The slowest of these is the loop in nonlinear
terms, where for each local grid point, 5-7 FFTs in 2D must be performed. At the
maximum limit on the number of MPI processes, there will always be at least 2 (4
with collisions) points in this loop which can be divided between threads. (The code
could be rewritten here to increase the number of threads that can be used here, if
the hybrid scheme is first demonstrated to bring a clear benefit at 2-4 threads). The
second largest loop which must be parallelised is the sparse matrix-vector multiply
involved in the linear terms. Due to the sparse matrix storage format, this loop can-
not be vectorised, but cache efficiency can be maximised by an appropriate sorting
of the matrix. For the Hybrid scheme, the matrix elements are sorted so they can
be subdivided between threads by the binormal modes (which are independent), to
ensure there is no data race in the update of the right hand side. The same tech-
nique is used for the fields calculation. All possible smaller loops (<5% runtime) are
also parallelised with OpenMP, but there are diminishing returns here due to the
overhead involved in thread branching. This inherently serial element of the code
will limit the number of threads that can efficiently be used (currently two).
Tests with the hybrid scheme on up to 1536 processors (on HPC-FF: IBM-
Intel-Xeon-Infiniband) have demonstrated up to a 5% performance increase using
two OpenMP threads per node. We expect that for larger problems, greater im-
provements may be observed at higher numbers of processors if the hardware com-
munication capability is nearer its limit, but this remains to be demonstrated. In
principle, the present hybrid scheme should allow the code to efficiently scale to
twice as many processors.
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Chapter 4
Homogeneous sheared flows in
spectral methods
4.1 Introduction
Sheared flows are of interest in a range of fluid and plasma dynamics problems as
they often play a governing role in the turbulence. The free energy present in a
shear flow can drive turbulence, as is the case in the well known Kelvin-Helmholtz
fluid instability (See, for example, Ch. 4 of Ref. [113]), whilst the distorting action
of a sheared flow can suppress turbulence driven by density or temperature gradi-
ents by pushing the turbulence to smaller scales (e.g. in atmospheric convective
cells) [33]. In a tokamak plasma, sheared E×B flows break apart the largest scale
structures perpendicular to the magnetic field, reducing both turbulence drive and
radial transport, and in some cases completely quenching the turbulence [29, 114].
The presence of a magnetic field stabilises the Kelvin-Helmholtz instability to the
extent that flow gradients required to excite it are usually far beyond those seen in
tokamak experiments [115]. However, a hybridisation of modes can occur in which
the ITG mode is destabilised by parallel shear flows [44].
The evolution of these turbulent systems is governed by nonlinear partial
differential equations which are often solved by direct numerical simulation using
spectral methods in a finite box. These simulations of turbulence model a local
region of a larger domain, on a scale at which gradual global variations in the larger
system properties can be neglected. This local approximation (discussed in Chapter
2), in which the turbulence is assumed statistically similar everywhere in the simu-
lated domain, relies on the use of periodic boundaries to model locally homogeneous
turbulence. Provided that the turbulence correlation lengths are small compared to
the domain size, such a model can provide a consistent local representation of the
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turbulence, and describe local attributes of the system independent of any effect
due to a system boundary.
Sheared flows arise locally and self-consistently from nonlinear gyrokinetic
turbulence (e.g. the plasma zonal flows introduced in Chapter 1), but the variation
scale of these self generated flows is necessarily short compared to the model domain.
A larger scale background shear flow may also be present as part of the equilibrium
of the system, driven by effects on scales outside the local model. In the case of
a tokamak equilibrium, a plasma rotation profile may be driven by neutral beam
injection (NBI) used to heat the plasma, but can also arise spontaneously [116]
when turbulent mechanisms provide a net transport of angular momentum across
flux surfaces [117] (discussed further in Chapter 5). Plasma rotation is of practical
importance in tokamaks, since it is widely accepted that sheared flows play a role in
regulating microturbulent transport [28, 29], and are associated with the formation
of transport barriers which provide access to the H-mode and advanced operating
regimes [37, 38].
Since we are interested in understanding the role that background shear
flows have on the turbulent system, it is useful to model a homogeneous shear flow
as part of the background equilibrium as an input to the model, in contrast to the
smaller radial scale zonal flows which arise self-consistently from the solution. A
homogeneous shear flow is a flow with a constant shearing rate
ωs = dvy
dx
, (4.1)
(constant in both time and space), such that the flow magnitude increases linearly
in the direction perpendicular to the direction of the flow. In local gyrokinetics, this
background plasma flow is perpendicular to the magnetic field (x = ψ, y = ζ), and
lies in the flux surface. As with the other equilibrium quantities, the background
flow has a constant gradient across the radial domain. The size of this shearing
rate relative to the linear growth rates of the system determines the importance of
the shearing in breaking up turbulent eddy structures. Since the flow magnitude is
monotonically changing radially across the simulation domain, the flow profile is nec-
essarily aperiodic and cannot satisfy the boundary periodicity requirements needed
for the Fourier decomposition Eq. (3.46). Unlike the other background derivatives,
the derivative of the background flow cannot be reduced to a linear source term,
since it acts on the perturbations as a nonlinear term coupling the kx modes .
In this chapter, we explore strategies for treating homogeneous shear flows in
a system with periodic boundary conditions, before describing the implementation
chosen for gkw, and a benchmark against an alternative implementation in another
gyrokinetic code.
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(a) t = 0, t = Lx
vx
(b) t = 1
4
Lx
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Advect, shear (c) t = 1
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Inversion
Figure 4.1: Numerical solution of Eq. (4.2) using finite differences with periodic
boundaries at x = {0,200} and y = {0,200}. After the advection has completed one
precession through the box (t = Lx
vx
), the Gaussian has returned exactly to its initial
condition as shown in a). The net shear taking into account the boundary is zero.
4.2 Shear-periodic boundary conditions
To illustrate the effect of periodic boundary conditions on the homogeneous shear
problem, it is instructive to consider a simple two dimensional advection problem
with perpendicular homogeneous shear:
∂f(x, y, t)
∂t
+ vx∂f
∂x
+ ωsx∂f
∂y
= 0, (4.2)
which has a constant x advection vx and a constant shearing rate with vy = ωsx.
To investigate the effect of periodic boundaries on this problem, we solve Eq. (4.2)
numerically in a simple code with explicit time integration, using finite differences
for the derivatives, and an initial condition of a 2D Gaussian. The result, in Fig. 4.1,
reveals that as the structure passes through the boundary, it undergoes an inversion
which undoes the effect of the shearing during one precession through the box. This
is perhaps not surprising, since unrolling the periodic boundaries with repetition of
the domain shows that the that flow vy has the form of a sawtooth wave; and, the
∆vy through the boundary has the equal and opposite effect to the ∆vy over the
domain.
The simple advection problem can be evaluated equally well in Fourier space.
Taking the continuous 2D Fourier transform (CFT) of Eq. (4.2) gives
∂fˆ(kx, ky, t)
∂t
− ikxvxfˆ − kyωs ∂fˆ
∂kx
= 0. (4.3)
This equation can also be solved numerically but some care is needed. A standard
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finite difference representation of the spectral derivative (the third term on the left
hand side) leads to a smearing in the shear profile from a sawtooth to a sinusoid.
To obtain the correct result one must use the harmonic derivative [29, 118]:
∂
∂ky
(fˆkx;n) ≈∑
p
(1
p
)(−1)p+1(fˆkx;n+p − fˆkx;n−p), (4.4)
which can be obtained with the convolution theorem. If the spectral derivative is
implemented in this way, solving Eq. (4.3) gives exactly the same results, (including
the boundary inversion, Fig. 4.1) as solving Eq. (4.2) using finite differences. The
convolution for computing the harmonic derivative gives a term which is equivalent
to performing the inverse transform (in x only), applying the shifting theorem on
the ky vectors and Fourier transforming back again:
kyωs
∂fˆ
∂kx
dt ≈ Fx [{F−1x (fˆ)}eiωsxkydt] , (4.5)
which provides a third method for solving the same problem. None of these methods,
however, provide an acceptable solution; because the flow profile does not satisfy
the periodicity of the discrete Fourier transform. Each method correctly implements
the E×B shearing term inside the computational domain, but does not represent a
homogeneous shear flow, since any turbulent structure passing through the radial
boundary will experience a discontinuity in the flow profile (which in the periodic
domain has a sawtooth form). This discontinuity violates the assumptions of the
local limit, which assume that the turbulence is homogeneous with no effect due
to the boundary. To satisfy this requirement, a periodic boundary should be both
transparent and invisible to the turbulence. In gkw, implementations of the shear
flow using Eq. (4.5) with periodic boundaries demonstrate an inhomogeneous solu-
tion: At low γE , the localised increased shear at the boundary breaks structures
which span the boundary, whilst at high γE , the huge shear at the boundary can
drive instabilities at the box edge even when turbulence is quenched elsewhere in
the box.1
The question at hand, therefore, is how to model a finite domain of globally
homogeneous turbulence in the presence of a homogeneous shear flow, in a manner
which is impervious to the boundary. The most natural solution is to have time-
dependent boundary conditions which move with the shear flow. In such a ‘shear-
periodic’ model [119, 120] the boundaries satisfy the requirement that they have no
effect on the turbulence. The boundary connection point mapping moves at the rate
1The original quench rule (Eq. (4.42)) of [29] was established using a gyrofluid model with
exactly this deficiency, which led to unstable eigenmodes induced by the boundary [118].
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(a) t = 1
2
Lx
vx
(b) t = Lx
vx
(c) t = 2Lx
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Figure 4.2: Numerical solution of Eq. (4.2) using finite differences with shear-periodic
boundary at x = {0,200}, and periodic boundary at y = {0,200}. The shear-periodic
boundaries remove the boundary inversion of Fig. 4.1. The same initial Gaussian,
vx, Lx and ωS are used.
of the mean flow at the boundary such that
f(−a, y, t) = f(a, y ⊕ ωLxt, t), (4.6)
where the x boundaries are at x = ±a with Lx = 2a and the ⊕ represents arithmetic
modulo Ly. This boundary condition alters the meaning of ‘periodic’, such that
any structure passing through the boundary may therefore arrive at a new (time-
dependent) y position (Fig. 4.2), which can be understood as adjacent boxes moving
relative to each other with the background flow. Shear-periodic boundary conditions
provide the globally homogeneous consistent representation of local turbulence in
the presence of homogeneous shear flows, without any need for moving coordinates
or wavevectors.
In a finite difference code, shear-periodic boundaries are easy and effective
to implement (as demonstrated by the simple code used to generate Fig. 4.2), and
have been used successfully in the computational fluid dynamics community (for
example [121]). Since gkw exploits many useful properties of the spectral repre-
sentation for an efficient numerical representation (described in Chapter 3), we are
interested in extending the shear-periodic boundary condition to the discrete Fourier
representation.
Unfortunately, the shear-periodic modification to the boundary conditions
means that the periodicity is no longer preserved in the simple one-to-one sense
required for a standard discrete Fourier representation. As mentioned in Chapter 3,
discretisation of the Fourier transform corresponds implicitly to a move from an infi-
nite domain to a finite domain, with the minimum nonzero wavenumber determining
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the size of the box. In this Chapter, we define the 1D discrete Fourier transform
(DFT) as:
F(f(x))→ fˆ(kj) = N−1∑
n=0
f(xn)e−ikjxn (4.7)
xn = nLxN
kj = 2pijLx , j = 0, ..,N − 1.
This definition can be used to transform the first order forward finite difference of
a first derivative to obtain
F (∂f(x)
∂x
) → N−1∑
n=0
[∂f(x)
∂x
e−ikx] (xn) (4.8)
= N−1∑
n=0
[ ∂
∂x
(f(x)e−ikx) + ikf(x)e−ikx] (xn) (4.9)
= N−1∑
n=0
∆(f(xn)e−ikxn)
∆x
+ ikN−1∑
n=0
f(xn)e−ikx +O(∆x) (4.10)
= 1
∆x
[f(xN)e−ikxN − f(x0)e−ikx0] + ikfˆ +O(∆x), (4.11)
where [g](xn) represents a continuous function g evaluated at the discrete set of
points xn and ∆f(xn) = f(xn+1)−f(xn) is the forward difference operator expressing
the simplest finite difference representation of a derivative. Enforcing a periodic
domain xn+N = xn we have f(x0) = f(xN) and with
e−ikjxn+N = e−ikjxne−ikjxN = e−ikjxne−i2pij = e−ikjxn , (4.12)
we retrieve the usual result for the CFT
F (∂f
∂x
) = ikfˆ . (4.13)
The same result can be similarly derived for higher order differences. This derivation
demonstrates how periodicity is intrinsic and essential for the DFT to retain the
useful algebraic properties of the CFT.
The demonstration above also shows that, in 2D, implementation of shear-
periodic boundaries in a spectral method would alter the property Eq. (4.13). Here
we notate the coulmnwise Fourier transform as
fˇ(x, ky) = F−1x (fˆ(kx, ky)) = Fy(f(x, y)). (4.14)
Using the shifting theorem for the DFT, the shear-periodic boundary condition
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(Eq. (4.6)) can be written in this half Fourier space as
fˇ(xN , ky) = fˇ(x0, ky)e−ikyωsLxt. (4.15)
Applying this boundary condition to Eq. (4.11) leads to
F (∂f
∂x
) = ikxfˆ + i [fˇ(x0, ky)(1 − e−ikyωsLxt)] , (4.16)
which is the analogue of Eq. (4.13) in the shear-periodic regime. With this mod-
ification, the DFT of the two dimensional advection-shear problem Eq. (4.2) then
becomes
∂fˆ(kx, ky, t)
∂t
+ ivxkxfˆ + ivx [fˇ(x0, ky)(1 − e−ikyωsLxt)] − kyωs ∂fˆ
∂kx
= 0, (4.17)
which demonstrates that the shear-periodic boundary condition can be implemented
numerically in a spectral code. The fˇ can be expressed as the sum over modes in
kx, but is preferably evaluated using an efficient FFT library. We have implemented
this equation in a simple code, and find that in practice the Fourier representa-
tion of discontinuities at the real space boundary results in the well known Gibbs
phenomenon (spectral ringing, as visible in Fig. 4.3) which can lead to problematic
numerical errors. Such errors cannot be completely eliminated, but most of the
adverse effects can be ameliorated with a combination of filtering and minimal hy-
perdissipation (Fig. 4.3). Thus Eq. (4.17) may be numerically time integrated with
standard time explicit discretisation schemes by the following algorithm:
1. Apply the filter fˆ ′(kx, ky) = sincd(kx)fˆ(kx, ky), with d a real parameter for the
filter (which may be adjusted for optimum compromise between conservation
and stability).
2. Perform the one dimensional columnwise inverse FFT: fˇ = F−1x (fˆ ′).
3. Compute ivxfˇ = (x0, ky)(1 − e−ikyωsLxt).
4. Add the additional boundary condition term along with the rest of the right
hand side terms in the explicit time integrator.
The filtering f ′ is only applied to the boundary condition and not globally,
and its use can be further minimised with a dealiasing method which increases the
size of the grid in real space FFT. With sufficient grid sizes and minimal hyper-
dissipation, the method can be stable (though not perfectly conservative) for the
simple problem Eq. (4.3). Our derivation used a first order forward finite differ-
ence operator at the boundary for simplicity; the same principle can be extended
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Figure 4.3: Numerical solution of Eq. (4.17) using Eq. (4.5) for the shear term and
with pseudo-spectral shear-periodic boundary at x = {0,200}, and periodic boundary
at y = {0,200}. The same initial Gaussian, vx, Lx and ωS are used as in Fig. 4.2.
No dealiasing was used.
to higher order finite differences, but we do not believe this will help to address
the problems generated by the spectral ringing. Other techniques for dealing with
shocks, discontinuities, and aperiodic boundaries in spectral codes may be of use.
To our knowledge, the shear-periodic boundary conditions as described here
have not been used in any spectral turbulence code. Of course, spectral methods
are best suited to problems with smooth solutions, and the preferred solution for
homogeneous shear flow is to implement the shear-periodic boundary conditions in
real space with finite differences. However, for spectral codes which are already well
developed, or where the other desirable features of a spectral code outweigh the
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imperfections of this algorithm, it could present an expedient solution for including
sheared flow.
Sadly, in a spectral gyrokinetic flux tube code, there are further consider-
ations which make this algorithm impractical. One key advantage of the spectral
representation for a flux tube code is that the gyroaverage operation (which is an
expensive multipoint average in real space) is reduced to multiplication by a Bessel
function (as described in Sec. 3.4). Whilst our algorithm can cope with structures
which pass through the boundary, there is no clean extension of the Bessel function
for gyroaverages which occur across the boundary. An implementation of shear-
periodic boundaries may be possible (though involved, in the gyroaverage) in a flux
tube code which uses finite differences in the radial direction (such as gyro [112]
or gene [104, 122]).
4.3 Time dependent wavevectors
The problems of implementing the shear periodic boundary condition in a spectral
code can be circumvented by moving to coordinates that move with the flow [123–
125], in which the ‘radial’ wavenumbers become time dependent:
ψ′ = ψ, ζ ′ = ζ − ψγ¯Et, (4.18)
k′ζ = kζ , k′ψ = kψ − kζ γ¯Et. (4.19)
(In this section we move from discussing the simple problem Eq. (4.2) to the shear-
ing implemented in gkw, so the notation of the previous section is updated to
(x → ψ, y → ζ).) In these coordinates, the derivative in Fourier space in Eq. (4.3)
becomes part of the time derivative. In the fluid mechanics community, the stan-
dard spectral implementation of homogeneous shear flows uses these coordinates
by continually recalculating the wavenumbers, and applying a ‘remeshing’ of the
solution back onto the original wavevector grid at peroidic intervals when the real
space grid becomes too deformed [123–126]. An alternative approach avoids the
periodic remeshing by absorbing the time dependent wavevector into a time depen-
dent definition of the Fourier transform [127].2 For a gyrokinetic code, however,
these methods are computationally prohibitive, since time dependent wavevectors
would require the reevaluation of the linear terms matrix and Bessel functions at ev-
ery timestep, removing the performance benefits of the matrix-vector multiplication
(see Chapter 3).
Therefore, the implementation method we chose for gkw for the work of this
2Ref. [127] contains an error such that their equation (26) does not agree with our Eq. (4.3),
but a cancellation later rectifies this.
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Figure 4.4: Background shear as an advection in wavevector space
thesis is to discretise the time dependence of the wavevectors as a remapping of the
solution vector which occurs only when the wavenumber k′ψ has moved far enough
to be closer to the next kψ. This method was originally proposed by Hammett et
al. in Ref. [128]. Here the ‘remeshing’ (remapping) of the solution vector occurs
continually (and at different times for each kζ , Fig. 4.4), and the wavenumbers stay
on their original fixed grid. In gkw the remapping is implemented by tracking
the number of times each wavevector has been remapped ir(kζ), and (for γ¯E > 0)
remapping the solution vector
fˆ(kψ, kζ , s)→ fˆ(kψ −∆kψ, kζ , s), (4.20)
when the inequality
Int(kζ γ¯Et/∆kψ) > ir(kζ), (4.21)
is satisfied. Here, Int is the function which returns the nearest integer, and γ¯E is the
correctly normalised shear rate (defined in the next section). At the low kψ limit
the solution vector is discarded, which means that the method is nonconservative.
However, since the turbulence is characterised by a peaked spectrum (e.g. Fig. 1.6,
Fig. 4.10), the losses are negligible if the range of radial wavenumbers is suitably
wide. For numerical stability, the remapping must occur at the same time for all
points along the s direction of the flux tube. As the metric tensor Eψζ is a flux
function, (Eq. (3.25)), this condition is always satisfied if the shear rate is constant
along the field line. The accuracy of the method has been argued to be second order
on average [128] and is able to capture the physics effects of a background shear
flow whilst allowing the desirable features of the flux tube model to be retained.
Convergence of the remap method in Lx/Ly should be checked (particularly for the
modes with lowest kζ) by decreasing ∆kψ/kζmin (see Sec. 4.6.1 for examples).
78
4.4 Sheared flow in GKW
In gkw, we implement the equilibrium E×B flow
vs(ψ) = b ×∇Φ¯
B
(4.22)
which lies inside the flux surface. The shearing rate is defined in the normalised
units as
γNE = 12ρ2∗
∂2Φ¯N
∂ψ2
, (4.23)
where the normalisation Φ¯ = ρ∗(Tref/e)Φ¯N is as for the perturbed potential Eq. (3.7).
The factor 1/2 is present due to the definition of the reference thermal velocity. Since
gkw treats the E×B shear independently from the centrifugal effects, we use Φ¯ to
distinguish the background potential of the shearing from the background potential
of the rotating frame, and we also use vs to distinguish the equilibrium flow from
E×B drifts due to the perturbations. In physical units the shearing rate is
γE = vthref
Rref
γNE = 1Bref
∂2Φ¯
∂r2
, (4.24)
where r = (Rmax − Rmin)/2. The gkw shearing rate is assumed radially constant
and is defined as a flux function. At the radial centre of the flux tube vs is chosen
to be zero, with the result that there is no net flow over the domain. In the local
limit with the approximations of the ‘s−α’ model geometry the shearing rate is then
equivalent to the familiar definition [129, 130]:
γE ≈ (RBp)2
Bt
∂2Φ¯
∂Ψ2
≈ dvs
dr
. (4.25)
The flow velocity is normalised as vNs = vs/vthref , and as before the index N is
dropped in what follows. The sign convention here is opposite to Eq. (3.8), so
γE < 0 corresponds to ∇E0 radially outwards.
Only the Doppler shift of the background E×B rotation is kept in the de-
scription, i.e. the background flow is added as an additional convective term for the
perturbed distribution (vs ⋅ ∇f) in the gyrokinetic Eq. (3.71)), and we neglect the
acceleration due to the background potential (vs ⋅ ∇φ¯FM ). By omitting the latter
term, the flow is implemented in conservative form and provides no drive to the tur-
bulence, so that the stabilising effect may be studied in isolation. If the acceleration
term were kept, it would provide a Kelvin-Helmholtz drive to the turbulence. This
drive is likely to be small compared to the parallel shear drive (which is kept, in
term VIII), but could be the subject of future work. The shear flow could also be
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self-consistently calculated from the momentum transport so that the full circle of
interactions could be closed.
With zero net flow across the flux tube the additional nonlinear term is
III.B = −vs ⋅ ∇f ⇀ −ρ2∗∂Φ¯∂ψ Eψζ
∂f
∂ζ
= −2γEψEψζ ∂f
∂ζ
. (4.26)
Defining γ¯E = 2γEEψζ and taking the Fourier transform, the term can be written as
a derivative in Fourier space
T (−γ¯Eψ∂f
∂ζ
) = γ¯Ekζ ∂fˆ
∂kψ
. (4.27)
The derivative represents a continuous advection (and shearing) in Fourier space in
kψ which is implemented as described in the previous section.
4.5 Purely toroidal sheared rotation in general
geometry
In a tokamak, a sheared E×B flow can arise as the component perpendicular to the
magnetic field of either a poloidal or toroidal flow. Neoclassical collisional mecha-
nisms damp strong poloidal flows, which are neglected in the local equilibrium (as
discussed in Chapter 2). From radial force balance, an equilibrium toroidal rotation
must be associated with a radial electric field which establishes the E×B drift vE
as the perpendicular component of the flow. In this section, we derive the relation
between the perpendicular (γE) and toroidal (u
′) shear rates required for a purely
toroidal flow, appropriate to the limit of small residual poloidal flow.
For this section only, we adopt the superscript L to represent quantities in
the laboratory frame. All quantities without a superscript should be interpreted as
being in the rotating frame (as in all other sections). The same coupling condition
is derived by two routes to make clear the relationship between the frames.
In Chapter 2, the rotating frame was constructed such that rigid body rota-
tion Ω of the frame matched the plasma rotation ωLϕ on the local flux surface. The
angular rotation then transforms as
ωϕ(ψ) = ωLϕ(ψ) −Ω (4.28)
such that ωϕ(ψ) = 0 (and hence vs = 0) at the centre of the radial domain [57].
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4.5.1 In comoving frame
For a purely toroidal rotation, decomposing the toroidal flow into its parallel and
perpendicular components gives
u∥b + vs = sBRωϕ(ψ)R∇ϕ, (4.29)
where ϕ is the toroidal angle. Since Eq. (4.29) is written in the comoving frame, it
reads 0 + 0 = 0 in the centre of the flux tube. From the normalisations above, one
can show that in the normalised units
vs = 1
2
ρ2∗
b ×∇ψ
B
∂Φ¯
∂ψ
. (4.30)
Taking the binormal component of Eq. (4.29) we find
u∥ b ⋅ ∇ζdcurly
=0
+1
2
ρ2∗
b ×∇ψ
B
⋅ ∇ζ
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=2Eψζ
∂Φ¯
∂ψ
= sBR2ωϕ(ψ)∇ϕ ⋅ ∇ζ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=−1/2piR2
, (4.31)
hence
1
2
ρ2∗
∂Φ¯
∂ψ
= −sB
4pi
1
Eψζ ωϕ(ψ), (4.32)
which upon differentiation gives the coupling relation
1
2
ρ2∗
∂2Φ¯
∂ψ2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
γE
= −sB
4pi
⎡⎢⎢⎢⎢⎢⎢⎣
1
Eψζ ∂ωϕ∂ψdcurly
u′
+ωϕdcurly
=0
∂
∂ψ
( 1Eψζ )
⎤⎥⎥⎥⎥⎥⎥⎦
. (4.33)
Note that the second term on the right is zero when evaluated at the centre of the
flux tube. All quantities in the above equation are flux functions, hence the shear
rate will always be a flux function, as required for the discrete remapping method.
4.5.2 Relation to laboratory frame
In the laboratory frame Eq. (4.29) becomes
uL∥b + vLs = sBRωLϕ(ψ)R∇ϕ. (4.34)
Taking the binormal component leads to
1
2
ρ2∗
∂Φ¯L
∂ψ
= −sB
4pi
1
Eψζ ωLϕ(ψ), (4.35)
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and taking the radial derivative gives
1
2
ρ2∗
∂2Φ¯L
∂ψ2
= −sB
4pi
⎡⎢⎢⎢⎣
1
Eψζ
∂ωLϕ
∂ψ
+ ωLϕ ∂∂ψ (
1
Eψζ )
⎤⎥⎥⎥⎦ , (4.36)
which has the same form as Eq. (4.33) but different values.
To make explicit the relationships between the quantities, the previous equa-
tion is rewritten (using Eq. (4.28)) in terms of the rotating frame quantities. Since
the frame rotates rigidly, ∂Ω
∂ψ
= 0 and ∂ω/∂ψ = ∂ωL/∂ψ = u′. The tensor component
Eψζ is invariant under the transformation. The electric field transforms [57] as
Φ¯ = Φ¯L + sBsj 2
ρ2∗
ΨΩ, (4.37)
where Ψ is the (frame independent) poloidal flux with ∇Ψ radially outward, and
the factor of 2/ρ2∗ arises from the normalisation of Φ¯ (see Sec. 2.4 for clarification of
signs). The coupling condition can then be written as
1
2
ρ2∗
∂2Φ¯
∂ψ2
− sBsjΩ∂2Ψ
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when evaluated in the centre of the flux tube where ωϕ = 0. Since Ψ = f(ψ) only,
from the relation Eq. (3.26) it follows that
∂
∂ψ
( 1Eψζ ) = sj4pi
∂2Ψ
∂ψ2
, (4.39)
hence cancellation gives
1
2
ρ2∗
∂2Φ¯
∂ψ2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=γE
= −sB
4pi
1
Eψζ ∂ωϕ∂ψdcurly
=u′
, (4.40)
which is the same as Eq. (4.33) when evaluated at the centre of the flux tube. The
shearing rates in the two frames are therefore related by
γLE = γE − sBsjΩ ∂2Ψ¯∂ψ2dcurly
M
. (4.41)
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4.6 Nonlinear background E×B shear benchmark
Previous work with both gyrofluid and gyrokinetic codes has quantified the quench-
ing effect of background E×B shear on tokamak turbulence and established the
phenomenological relation for the turbulent diffusivity
χi = χi0(1 − αEγE/γmax), (4.42)
where αE is a constant of order unity, and γmax is the maximum linear growth
rate of the system in the absence of the sheared flow. The initial gyrofluid results
[29, 76, 114] found αE ∼ 1, and later gyrokinetic results found αE ∼ 0.5 [56, 131–
133].3
In this section we present a benchmark of our implementation of E×B shear-
ing against the results of Ref. [133] using the gyro code [112]. The implementation
in gyro makes use of finite differences in the radial direction, with damped bound-
ary regions allowing for a direct implementation of a non-periodic shear flow in a
local domain [132]. Since this method differs significantly from that used in gkw, a
benchmark is of interest. Our implementation has also been benchmarked against
the GS2 code [21] for the Cyclone case results presented in Ref. [134], with good
agreement. Since the numerical implementation of the shearing in gkw and GS2
codes is identical, it is of less interest to present this benchmark here.
The benchmark is for the collisionless Waltz standard case [22, 29, 76] of
a deuterium plasma with R/LT = 9, R/LN = 3, electron to ion temperature ratio
Te/Ti = 1, mass ratio √(mi/me) = 60, safety factor q = 2, magnetic shear sˆ = 1, and
inverse aspect ratio  = r/R = 0.16. This case is referred to throughout this thesis
as the ga-std case. Results are presented in the standard gyro-Bohm units where
a is the plasma minor radius with R/a = 3, cs = √Te/mi is the ion sound speed,
ρs = cs/ωci is the ion-sound Larmor radius, and ωci = eB/mi is the ion cyclotron
frequency evaluated on the magnetic axis.
Both codes are run in the local limit with the model ‘s−α’ equilibrium with
the MHD parameter α = 0. In this geometry, the shearing rate for both codes is
equivalent to the familiar definition [129, 130]:
γE ≈ (RBp)2
Bt
∂2Φ
∂Ψ2
≈ dvE
dr
, (4.43)
where Ψ is the poloidal flux. The values of the maximum linear growth rate γmax
and other linear properties for the simulations of this case are given in Table 4.1 and
3It appears that the elimination of the boundary discontinuity discussed in Sec. 4.2 altered the
result from αE = 1.18 in Ref. [29] to αE = 0.69 in Ref. [114], thus some of the difference may not
be between gyrofluid and gyrokinetic, but due to the boundary conditions.
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Figure 4.5: Time traces of ion heat diffusivity and momentum flux for the restart
method (blue, thin) compared to a run without restart (orange, thick) with γE =
0.118(cs/a) with means and variances χ¯i = (2.354 ± 0.202,2.353 ± 0.218) and Γ¯∥ =(−0.191±0.119,−0.188±0.127) for the restart and non-restart methods respectively.
results in this section are presented in terms of γE/γmax. The spectrum of linear
growth rates is shown in Fig. 4.13.
In simulations with a high E×B shear rate, the linear growth can be sup-
pressed such that the simulation takes an impractically long time to reach the non-
linear saturated state, or in some cases never will. However, if the simulation is
initialised without background E×B shear, and the shear is applied once the non-
linear phase is reached, then the system will quickly reach a new saturated state.
In the case where linear growth is completely suppressed, this state is referred to
as ‘subcritical’ or ‘self-sustained’ turbulence [135–137], and has been conjectured
to play a role in transport bifurcations leading to transport barriers [76, 138]. If
the turbulence is not in this state (i.e linearly unstable with E×B shear), we find
that the statistical properties of the saturated nonlinear state are unaffected by the
path taken to get there (Fig. 4.5). All results presented here are obtained with
the restart method for larger γE , and all time averages are taken over a minimum
range of tav = 1600(a/cs) after the new saturated state was reached, unless otherwise
specified.
Unless otherwise stated, all simulations with adiabatic electrons are per-
formed with Nmod = 16 binormal modes and Nx = 83 radial modes. The maximum
wavevector has binormal wavenumber kθρs = 0.75 where kθ is evaluated at the out-
board midplane and ρs is evaluated at the magnetic axis. The mode spacing gives
a perpendicular simulation domain of extent [Lradial, Lbinormal] = [120,126]ρs. The
number of grid points in parallel velocity, magnetic moment, and along the field
line are Nv∥ = 16, Nµ = 8 and Ns = 16 respectively. These grid sizes have proved
sufficient to investigate the physics phenomena. The adiabatic results (away from
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the critical shear region) are well converged in Ns, Nµ and Nx, and Nv∥, and to
within 10% in Nmod (increasing Lbinormal).
All simulations with kinetic electrons are performed with Nmod = 21 binormal
modes with a maximum kθρs = 1.0, and Nx = 167 radial modes with a perpendicular
simulation domain of extent [Lradial, Lbinormal] = [120,126]ρs. The number of points
in the parallel velocity is increased to Nv∥ = 32 as compared with the adiabatic
case. The kinetic results are well converged in Ns, Nµ and Nx, and to within 20%
in Nmod (increasing Lbinormal) and Nv∥. These convergences are for cases without
strong shear, convergence in the critical shear region is examined in the next section.
Except where stated otherwise, all results presented in this section are for adiabatic
electrons.
The resolution used in the gkw simulations is chosen to be comparable to
the gyro gridsizes used in Ref. [133] (though it should be noted that the numerics
of the codes are different). In particular, both sets of results were obtained with
Nmod = 16 binormal modes over the same range of wavenumbers.
The correspondence between the linear growth rates predicted by gkw (Table
4.1) and gyro (Ref. [133], Table I) is nearly exact. The comparison between the two
codes for the nonlinear turbulent ion diffusivity quenching with shearing is shown
in Fig. 4.6, and the gkw results are summarised in Table 4.2. As is standard, for
these simulations (and those in Chapter 5), gkw was run with no hyperdissipation
perpendicular to the field, and a small amount of hyperdissipation in the finite
difference directions (s and v∥) which stabilises the numerics (αs = 1.8, αvp = 1.8).
Both the gkw and gyro simulations are collisionless, and both codes use the restart
method to access the self-sustained turbulence region.
It can be seen that gkw ion heat diffusivities are up to 25% higher, and
that there is some disagreement between the codes in the critical shear region where
the turbulence becomes completely suppressed. These differences are investigated
in more detail in the next section. Notwithstanding the above, gkw and gyro give
good agreement for the turbulence quench relation (Eq. (4.42)) with close concur-
rence on the important parameter αE ≈ 0.4 − 0.6 (depending on the case) which
quantifies the strength of the shear suppression. This agreement gives good confi-
dence in the qualitative physics predicted by both codes.
For adiabatic electrons, the benchmark was also conducted including the
destabilising effect of parallel velocity shear u′ = 12γE consistently for purely toroidal
rotation, also shown in Fig. 4.6. Here too the codes give good agreement, both
predicting a minimum in the heat transport at γE = 2γmax.
85
Figure 4.6: gkw benchmark of background E×B shear with gyro for the ga-std
case. gkw results (diamonds) for a) adiabatic electrons, b) kinetic electrons, and c)
adiabatic with sˆ = −0.5, are compared to the equivalent gyro results (circles) from
Tables II, III, IV and V of Ref. [133]. The dashed lines in a) include coupled parallel
velocity shear for purely toroidal rotation with u′ = 12γE . Standard dissipation,[αx, αs, αvp] = [0.0,1.8,1.8].
4.6.1 Effect of resolution and dissipation
As was noted in Ref. [133], the region near the critical shear is difficult to resolve
properly, indeed this is the region in which the two codes show worst agreement. A
convergence study in Nmod and Nx in the critical shear region for the adiabatic case
was undertaken with gkw. Simulations conducted with higher perpendicular reso-
lution (kθρs up to 8.05 and kψρs up to 16.9) indicate that the region near the critical
shear is sensitive to this resolution, with a longer ‘tail’ in the residual turbulent flux
at high shear rates (γE/γmax > 2), as compared with the lower resolution results
(Fig. 4.7). This is not surprising since the effect of the E×B shear is to break up
structures, pushing the turbulence to smaller scales. The results initially indicate
that this tail is ‘converged’ when the maximum resolved scales are kθρs = 4.05 and
kψρs = 4.2 and higher, but as we show later, this convergence does not mean the
result is physical. Whilst the shearing acts to directly increase only the kψ scales,
nonlinear mixing also results in a similar resolution requirement in the binormal di-
rection. (For kinetic simulations containing trapped electron modes extended along
the field, greater radial resolution is usually required due to the magnetic shear
coupling (Sec. 3.4.1), even in the absence of E×B shear.)
As discussed above, for the wavevector remapping method, convergence in
radial resolution Lradial/Lbinormal should be checked; Fig. 4.8 demonstrates the re-
sults are well converged for the low shear cases when the remapping occurs most
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Figure 4.7: gkw results investigating the effect of increased perpendicular res-
olution in the critical shear region (without collisions or perpendicular dissipa-
tion). Time averages are over at least tav = 300(a/cs), due to expensive nature
of these computations and the low variance for these points. Standard dissipation,[αx, αs, αvp] = [0.0,1.8,1.8]. Here k⊥ refers to maximum kθ.
(a) γE = 0.19γmax, applied from t = 0.
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Figure 4.8: Lradial/Lbinormal convergence check of the E×B shearing implemented
in gkw, with Lbinormal held constant for small γE , when the remapping is infre-
quent. The averages over tav = 1000(a/cs) for a) are χ¯120i (a/csρ2s) = 4.16 ± 0.50,
χ¯244i (a/csρ2s) = 4.38 ± 0.38, χ¯524i (a/csρ2s) = 4.42 ± 0.29, with increasing Lradial. The
variance decreases with increasing Lradial (since the average is over a larger domain)
but the χi mean is converged to within 5% for γE > 0.19γmax. In b) the time aver-
aged fluxes demonstrate that the results are well converged as the effect of the shear
increases. The average momentum fluxes are close to zero (see Fig. 4.5), so their
variance is relatively large.
infrequently. For the simulations with adiabatic electrons at lower resolutions, there
is a sharp transition from the self-sustained turbulent state at the high shear limit.
The convergence in Lradial/Lbinormal for these points is shown in Fig. 4.7 and Fig. 4.9;
increased Lradial gives a smoother end to the tail and eliminates the sharp transition,
but does not move the critical point at which the turbulence is suppressed. Very
close to the critical shear therefore, the discrete nature of the shearing implementa-
tion allows turbulence to persist in the time between the remapping.
To investigate further if the tail in the turbulent heat flux at high shear is
87
physical, we attempted to improve on the benchmark between gkw and gyro. In
an effort to better understand the differences, a few test simulations were made with
gyro, concentrating on the adiabatic case with sˆ = 1.4
We began by trying to understand the 17% difference in diffusivity at zero
E×B shear (Fig. 4.6). Both codes are well converged for the adiabatic results (with
the slight exception of the number of binormal modes, for which Nmod = 16 was
used in both for the benchmark) By running gyro in flux tube mode with periodic
boundaries, it was checked that the non periodic radial damped boundaries do not
make any difference to the result at zero E×B shear (this cannot be checked at finite
E×B shear, but convergence in Lradial could be checked instead). However, runs
with newer gyro did yield a result within 8% of the original gkw result (Fig. 4.9),
(indeed a point close to this appears in Fig. 2 of Ref. [133], but not in the data
table.)
As the next step to eliminate differences between the codes, we attempted
to match numerical dissipation. gyro uses a finite difference scheme in the radial
and parallel directions with a (upwinding) dissipation which is equivalent to a hy-
perdiffusive term ∼ αr,θk4/k4max (Here θ is used for the gyro parallel coordinate to
distinguish it from gkw). gkw uses a similar scheme in the parallel s direction, but
the spectral radial direction is usually dissipation free, with some high k filtering
introduced by the dealiasing procedure. To try to match gyro more closely, a spec-
tral hyperdiffusive term ∼ αx,yk4/k4max was introduced into gkw. Since the velocity
grids in the codes are rather different, matching velocity dissipation directly was
not possible. We also attempted to match the codes by eliminating numerical dis-
sipation and introducing a physical dissipation in the form of an ITER-like ion-ion
collision rate νii = 0.01(cs/a).
The gkw results show that the critical shear region is also very sensitive to
dissipation (Fig. 4.9). By including radial dissipation matched (as far as possible)
to gyro, the agreement between the codes is improved. At zero shear, and inter-
mediate shear, exact agreement is found, but some differences remain at low shear
and high shear. The gkw results indicate that radial dissipation, velocity space dis-
sipation and collisions tend to reduce the turbulent tail, whilst parallel dissipation
tends to increase it. We speculate that near the critical shear, any instability that
survives is strongly localised in the parallel direction, which may cause numerical
problems for the parallel dissipation. This is evidenced by a reduction in the tail for
the simulations with αs > 0 when the parallel resolution is increased. Furthermore,
the strong anisotropy of the turbulence prevents parallel (spatial or velocity) dis-
sipation from being translated to dissipation at the smallest perpendicular scales,
4Thanks to W. Guttenfelder for running the gyro simulations.
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Figure 4.9: gkw results with varied dissipation and collisions, compared to gyro
results. K05 refers to gyro results from Table II of Ref. [133], and WG09 refers to
the same simulations repeated with a 2009 version of gyro. For these results the
original resolution (with Nmod = 16) as described in Sec. 4.6 was used (except where
indicated for the collisional runs).
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Figure 4.10: Spectra for the gkw results presented in Fig. 4.9 at zero shear (dashed),
γE/γmax = 1.8 (solid), and γE/γmax = 2.35 (thick line and dotted line). The dotted
line is for the case resolving up to kθρs = 4.05 and kψρs = 8.5. The kψ spectrum
shown is the half which the turbulence is being pushed towards by the shearing.
The curves plotted are the individual fluxes for each mode, and the colour scheme
is the same as in Fig. 4.9.
but the coupling of the two perpendicular scales through the nonlinear terms means
that dissipation applied radially is quickly mixed into the binormal direction.
From the spectra for these simulations, we note that the increased flux in the
cases with the longer tail comes from the largest scales, and that these cases actually
have less flux at the smallest wavelengths (Fig. 4.10). Unsurprisingly, radial dissi-
pation alters the shape of the radial (and binormal) spectra at the smallest scales,
and the cases with collisions have the flattest spectra (i.e. the cleanest turbulent
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cascade). In the cases with strong E×B shear and parallel dissipation, a tendency for
the kψ spectrum to get less steep at the smallest scales is amplified, and for the most
extreme cases there can even be an upturn in the spectrum (corresponding to those
with the longest tail in Fig. 4.9). This indicates a bad numerical artifact, which can
cause higher overall flux at the larger scales through the inverse cascade, hence the
longer tail results should be regarded as nonphysical. Note however, that these cases
are not underresolved, since the cases of Fig. 4.7 with the highest resolution (which
appear to converge) actually show this artefact most severely (Fig. 4.10, dotted line).
The cases with collisions or radial dissipation only do not have this problem, which
indicates that the problem is exacerbated by parallel dissipation; when the parallel
resolution is increased, the problem is mitigated and a good spectrum is obtained.
We theorise that numerical problems associated with strong parallel localisation can
lead to incorrect results due to a problem in the nonlinear cascade which can be
identified in the spectrum.
Whilst improved agreement might be achieved by increasing the gkw radial
dissipation, the ideal benchmark should focus on achieving fully converged results for
both codes for the case with physical collisions and minimal numerical dissipation.
With this aim in mind, the gkw collisional results were also convergence tested in
the critical shear region, and are well converged in Ns, Lx and maximum binormal
kθρs (Fig. 4.9). The collisional case has less sensitivity to the maximum kθρs than
the collisionless results of Fig. 4.7, and does not suffer from a (visible) numerical
artefact in the radial spectrum (Fig. 4.10). We believe therefore that the gkw
collisional results are both physical and well converged.
The first point where the turbulence remains in gkw but is completely
quenched with gyro, is at γE/γmax = 1.9. For this point, some preliminary gyro
simulations were also conducted with different box sizes and resolution, and with
varied dissipation coefficients (Fig. 4.11). With the exception of the zero dissipation
case, the gyro results at this point all show complete turbulence quenching, even
when increasing the radial box size or binormal resolution. The zero dissipation
case is unphysically unstable since the gyro entropy diagnostic [139] shows uncon-
strained entropy growth in the phase before the E×B shear, and both gkw and
gyro find a non stationary spreading in the kψ spectrum (not shown). However, we
do not believe the same problem is occurring in the gkw simulations which show
nonzero turbulence at this point, since the gkw spectra for these results are station-
ary (Fig. 4.12). Further verification of a good statistical state for the gkw results
would require implementation of new diagnostics (entropy / vorticity) in gkw.5
5Understanding the turbulent cascade and the relationship between dissipation, energy conser-
vation, and the steady state is currently an active and controversial area of research well beyond
the scope of this thesis [108, 109, 137].
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Figure 4.11: b) gyro time traces for the restart method with different dissipation
coefficients and collisions (dashed). The shear is γE/γmax = 1.9, corresponding to
the point marked with the arrow in Fig. 4.9. Figure courtesy of W. Guttenfelder.
t (vth/R)
k ψ
 
ρ i
 
 
200 400 600 800 1000 1200
−2
−1
0
1
2
Figure 4.12: Time-contour plot of the χi spectrum (logarithmic scale, A.U.) for the
collisional case in gkw with shear γE/γmax = 1.8 applied at t = 150(R/vth).
It appears that the gkw parallel dissipation αs plays a different role to the
gyro parallel dissipation αθ, again probably due to the different grid implementa-
tion. Even with radial dissipation, gkw still has a tendency to predict a longer tail
than gyro, which may be explained by the difficulty of matching resolution and
dissipation between codes with different numerics; in particular, the parallel velocity
grid and radial numerics differ significantly between the codes.
The benchmark is incomplete, since we have only been able to thoroughly
investigate the convergence of the gkw results. However, it is expected that exact
agreement could be achieved by conducting extensive convergence testing of the
collisional case for both codes. We believe the current remaining difference could
be explained by differences in the velocity grid dissipation, the collision operator,
or a minimal cascade problem in gkw. The GS2 code is very similar to gkw, with
an identical implementation of the E×B shear, and with differences mainly in the
velocity grid. Including GS2 results in this benchmark might help to isolate the
source of the remaining differences with gyro.
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Figure 4.13: (Colour online) Adiabatic ITG growth rate spectra for different values
of sˆ. For values of sˆ > 0.5, the spectrum peaks at lower kθρs.
To summarise, investigations with gkw have shown turbulence quenching
by E×B shearing to be very sensitive to resolution and numerical dissipation in
the region of the critical shear. These parameters should therefore be carefully
considered when drawing conclusions in the realm of self-sustained turbulence (for
example Ref. [138]). In the case of gkw, investigation of the spectral radial fluxes
has revealed that the best results are obtained by minimising parallel dissipation
and including either radial dissipation or collisions. When these factors are taken
into account, very good (though not perfect) agreement between gkw and gyro is
found.
4.7 Parametric dependence of shear quench
In Ref. [133] it was noted that the sˆ = −0.5 case showed a weaker dependence on
γE than the sˆ = 1 reference case, and that results for more values of sˆ were needed
to elucidate this dependence further. For the work in Chapter 5 a fine scan over
the magnetic shear is conducted, and these results can also be used to address this
question. The growth spectra for each of these cases is shown in Fig. 4.13 and
results for the ITG quench rule for various sˆ are shown in Fig. 4.14(a). Whilst the
transport differs at zero γE , the results indicate that for 0.5γmax < γE < 1.5γmax the
E×B shear dominates the magnetic shear in regulating the turbulence and there
is little variation of the transport with sˆ. The shear quench parameter αE can
also be estimated from these results. As discussed above, the value of the critical
shear for which the turbulence is completely quenched is sensitive to the resolution
and dissipation in the simulation, so values of γcritE /γmax = 1/αcritE should be treated
with some caution. We therefore also estimate αgradE from a line drawn through
χi(γE = 0) and χi(p), where p is the last point before the sharp transition, since
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(a) Ion thermal diffusivity against shear rate (b) Variation of quench rule with sˆ
Figure 4.14: E×B quenching of turbulent transport for various sˆ. In b), the linear
fit has equation αgradE = −0.047sˆ + 0.39.
Fig. 4.7 indicates that this point is less affected by the resolution. Whilst we note
that this estimate is somewhat arbitrary, within the framework of the established
linear quench rule, the values estimated show at least that αE varies only slowly
with sˆ (Fig. 4.14(b)).
In Sec. 5.8, a case of pure TEM turbulence (labeled pure-tem) is presented,
for which the E ×B shear quench still occurs but at higher shearing rates with
αE ∼ 0.2 (Fig. 5.8(b)), as compared to αE ∼ 0.4 for the ga-std case. In the pure-
tem case, the peak in the transport is at smaller scales (Fig. 5.8(d)), so higher
E×B shearing rates are needed for turbulence suppression. These results therefore
demonstrate whilst that the shear quench parameter αE may be insensitive to vari-
ation in plasma geometry parameters such as the magnetic shear, a fundamental
change in turbulence regime can significantly alter its value. This is not surprising
since it is already known that the self consistent shearing generated by zonal flows
has less effect on TEM turbulence than on ITG turbulence [34, 140]. It is also worth
noting that since the scales which dominate nonlinear transport have no direct rela-
tion to the fastest growing mode, we should not expect the critical shearing rate to
be related to this growth rate (indeed it is not clear that normalising the shearing
rate with the linear growth rate of any single mode would provide a more consistent
quench rule).
The effect of E×B shearing is not limited to the ion thermal transport, since
the suppression of turbulence affects all turbulent transport channels. In addition,
the E×B shear also breaks a symmetry in the gyrokinetic equation, resulting in a
nondiffusive component in toroidal angular momentum transport. This symmetry
breaking mechanism is examined and quantified in the next chapter.
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Table 4.1: Most unstable linear modes: Growth rate γmax, with corresponding mode
frequency ω and scale kθρs. Positive values of ω indicate propagation in the ion
diamagnetic direction.
sˆ γmax(a/cs) ω(a/cs) kθρs
Adiabatic electrons
-0.50 0.119 0.272 0.44
-0.17 0.144 0.278 0.44
0.00 0.159 0.286 0.44
0.17 0.175 0.303 0.44
0.34 0.186 0.313 0.43
0.50 0.190 0.329 0.40
0.68 0.178 0.330 0.38
1.00 0.132 0.296 0.31
Kinetic electrons
1.00 0.265 0.324 0.28
Table 4.2: Representative nonlinear results for sˆ = 1 with mean and variance of
saturated quantities. The ± figure is the variance of the nonlinear fluctuations, not
an error measure. The length of the time averages is such that estimation of the
error using two different averaging windows gives invisible error bars on most of the
plots (with the slight exception of M∥ calculations near γE = 0, e.g. Fig. 4.8).
γE(a/cs) χ¯i(a/csρ
2
s) Γ¯∥/nimi(ρscs/a)
2
Adiabatic electrons tav = 1600(a/cs) tav = 1600(a/cs)
0 4.21 ± 0.65 -0.045 ± 0.297
0.047 3.86 ± 0.42 -0.269 ± 0.257
0.094 2.77 ± 0.24 -0.220 ± 0.149
0.141 2.02 ± 0.16 -0.143 ± 0.095
0.189 1.57 ± 0.12 -0.071 ± 0.060
0.236 1.24 ± 0.08 -0.018 ± 0.043
0.283 1.10 ± 0.09 -0.001 ± 0.032
0.306 0.97 ± 0.14 0.004 ± 0.031
0.330 0 0
Kinetic electrons tav = 255(a/cs) tav = 255(a/cs)
0.000 13.56± 2.95 0.446 ± 0.985
0.047 12.20± 3.13 -1.024 ± 0.579
0.094 9.24 ± 1.67 -1.232 ± 0.570
0.141 6.86 ± 1.07 -0.904 ± 0.403
0.189 5.20 ± 0.59 -0.615 ± 0.234
0.236 4.42 ± 0.49 -0.558 ± 0.173
0.283 3.30 ± 0.44 -0.396 ± 0.120
0.330 1.55 ± 0.17 -0.164 ± 0.045
0.377 0 0
Table 4.3: Representative nonlinear results for γE = 0.141(cs/a) with mean and
variance of time averaged saturated quantities.
sˆ χ¯i(a/csρ
2
s) Γ¯∥(a/csρ
2
s)
Adiabatic electrons
-0.50 1.53 ± 0.10 -0.143 ± 0.095
-0.17 1.73 ± 0.11 -0.193 ± 0.109
0.00 1.68 ± 0.13 -0.181 ± 0.107
0.17 1.92 ± 0.15 -0.166 ± 0.088
0.34 2.03 ± 0.20 -0.096 ± 0.074
0.50 2.11 ± 0.18 -0.066 ± 0.055
0.68 2.15 ± 0.18 0.046 ± 0.056
1.00 2.02 ± 0.16 0.124 ± 0.046
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Chapter 5
Angular momentum transport
by sheared flows
5.1 Introduction
A growing body of experimental evidence [42, 116, 141–150] now demonstrates that
tokamak plasmas can exhibit toroidal rotation even in the absence of an external
torque. This ‘spontaneous’ (or ‘intrinsic’) rotation has generated much recent the-
oretical attention on mechanisms of anomalous momentum transport beyond the
diffusional paradigm [44–46, 56, 57, 72, 117, 133, 151–169]. The theory of turbulent
toroidal momentum transport is not yet complete, but a number of the components
already identified will be important in a comprehensive description.
Using symmetries in the local gyrokinetic equation, it was shown in Refs.
[44, 117, 170] that the net transport of toroidal angular momentum must be zero
for axisymmetric nonrotating plasmas with up-down symmetric flux surfaces. By
breaking the symmetry assumptions of this derivation, the contributions to the
momentum transport in the local limit (1-4 below) have all been systematically
identified [117]. In a global model, the symmetry arguments used at O(ρ∗) do not
hold, and many more mechanisms can contribute to the momentum transport (5-6
below). The origin of each contribution can be traced to a particular symmetry
breaking mechanism, and can also be viewed in the framework of wave-particle
momentum exchange [160].
It is clear that many of the mechanisms of momentum transport do not fit
easily into the transport matrix (Eq. (1.28)), yet its persistence as a paradigm means
that the nondiffusive contributions to transport are often referred to as ‘off-diagonal’.
Here, we reserve ‘pinch’ to refer to a transport term proportional to the quantity
that is being transported (only item 2 below). In fluid terminology, nondiffusive,
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nonpinch terms are often referred to as ‘residual stress’. The symmetry breaking
mechanisms leading to angular momentum transport so far identified are:
1. A gradient in the plasma parallel velocity, which naturally leads to diffusive
parallel momentum transport [44, 152, 161, 171].
2. In a plasma with an existing rotation, parallel velocity symmetry is broken by
the Coriolis drift. The resulting phase difference between density and velocity
fluctuations generates a pinch of parallel momentum which can sustain finite
rotation gradients in a source free region [45, 57, 155, 156, 172, 173]. In
the laboratory frame, the particle flux also enters into the momentum flux
(Eq. (3.93)). The Coriolis pinch also includes a contribution due to E×B
compression which is sometimes described within the framework of ‘turbulent
equipartition’ [159, 164, 165].
3. A nondiffusive, nonpinch contribution to parallel momentum transport due to
sheared background E×B flow was first identified in a sheared slab quasilinear
model in Ref. [151] and later in more advanced models [56, 133, 157, 158]. The
quantitative investigation of this residual stress is the focus of this chapter.
4. Flux surface shaping asymmetric about the horizontal axis (typical in single
null plasmas) breaks the up-down symmetry of the plasma, and has been
shown to generate net momentum transport, greatest near the plasma edge,
which can provide a ‘seed’ rotation mechanism to build an initial rotation
gradient in the outer core [46, 163, 174, 175].
5. In a global model, the radial symmetry of the local model does not exist, and a
number of additional mechanisms at orderO(ρ2∗) lead to momentum transport,
as has been evidenced in global gyrokinetic simulations [117, 154, 166, 167].
The mechanisms isolated to date include the parallel velocity nonlinearity [72,
176, 177], a gradient in the turbulence intensity [178], and a shift in the mode
maximum from the low field side (nonzero θ0) due to profile shearing [179].
The relative importance of these contributions remains to be determined, and
more may yet be forthcoming.
6. The inclusion of the parallel flows of the true neoclassical equilibrium breaks
the symmetry and can lead to momentum transport [169, 180]. Neoclassical
flows can be kept in the local model if the neoclassical term (VI in Eq. (3.71))
and collisions are kept, but do not generate momentum transport in the usual
local model ordering as they do not appear in the equilibrium (as discussed in
Sec. 2.7.1).
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The above mechanisms determine only the radial transport of toroidal an-
gular momentum; the total angular momentum is always conserved. If the plasma
gains a net spontaneous rotation there must also be an interaction with the wall
which transfers momentum from the vessel (and the Earth). The specifics of these
interactions in the edge and the scrape-off layer are outside the scope of core trans-
port models. Mechanisms 1-3 all depend on the direction of an existing rotation and
cannot determine a preference for rotation in a particular direction, but together
they determine the form of the rotation profile.
The focus of this chapter is on the third of the above mechanisms; the con-
tribution of sheared E×B flow to momentum transport. A sheared toroidal ro-
tation has a perpendicular shear component γtorE , which is coupled to a parallel
shear component u′∥, as described in Sec. 4.5. Sheared E ×B flow can also be
present independent of u′∥, as the perpendicular component of a sheared poloidal
flow. Sheared poloidal flow arises neoclassically as a gradient in the diamagnetic
flow with γneoE ∝ (1/B)d2p/dr2, and any anomalous poloidal flow is usually damped
to the neoclassical level (e.g. [145]). The values of γneoE are formally one order
smaller in ρ∗ than γ
tor
E , but steep gradients in the region of transport barriers can
lead to comparable values. In the literature, the E×B momentum transport term
has been discussed as both a diffusive correction and a residual stress, depending
on the assumed origin of the E×B shear flow.
Global fluid simulations of internal transport barriers (ITBs) have included
the E×B contribution to momentum transport in a quasilinear model, keeping both
γneoE and γ
tor
E consistently with global temperature and rotation profiles [152]. A
cylindrical fluid model has also used a quasilinear calculation of the parallel stress
to elucidate the parallel symmetry breaking mechanism leading to momentum trans-
port [158]. Local gyrokinetic simulations with sheared toroidal rotation [133, 157]
have indicated a sizeable correction to the momentum diffusivity from the E×B
term, also seen in recent global gyrokinetic PIC simulations [166, 167].
In this chapter, the symmetry breaking caused by E×B shear is described, and
the background perpendicular shear (γE) is treated independently from the parallel
velocity shear (u′∥) to isolate and quantify a nondiffusive, nonpinch contribution to
the parallel momentum flux. It is found that the size of the term depends strongly on
the magnetic shear, with the sign reversing for negative sˆ. Perpendicular shear flows
are responsible for both symmetry breaking and suppression of turbulence, resulting
in a shearing rate at which there is a maximum contribution to the momentum
transport. The E×B momentum transport is shown to be quenched by increasing
flow shear more strongly than the standard linear quench rule for turbulent heat
diffusivity. We then examine the case of purely toroidal rotation, motivated by
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experimental observations of vθ ≪ vϕ. Most of the results presented in this chapter
were previously published in Ref. [56].
5.2 Framework for momentum transport
In a conventional large aspect ratio tokamak, the transport of toroidal angular mo-
mentum is dominated by the transport of parallel momentum, since neoclassical
mechanisms damp poloidal flows. The parallel contribution to the electrostatic
toroidal angular momentum transport Πϕ is given by
Π∥ = 2pi {∫ ∇ψ ⋅ v˜ERBtv∥fdv∥dµ} . (5.1)
For explicit listing of the other contributions to the toroidal angular momentum
flux which are neglected here, we refer the reader to [72, 170]. In the s − α model
used for the simulations of this chapter, Bt/B = 1 and R = RA is constant. In this
simplified geometry (only) we may then write Π∥ ≈ RAΓ∥ where Γ∥ is as defined by
Eq. (3.85). Given these approximations, for the results in this chapter it is assumed
that the transport of parallel momentum is interchangable with the transport of
toroidal angular momentum (Γ∥ ≈ Πϕ/RA).
In addition to sB and sj defined by Eq. (2.18), for clarity we also define
ssˆ = sign(sˆ) = ±1, sγ = sign(γE) = −sign(∇Er ⋅ ∇r) = ±1. (5.2)
All results presented are for sB = sj = sγ = 1, but the dependence of the momentum
flux on these quantities (verified by simulations) is marked on graph axes. We define
q as always positive, since sj determines the direction of the poloidal field. Positive
Γ∥ is defined as transport of cofield rotation radially outwards.
1
Motivated by the linear theory of the Coriolis pinch [45] and geometric sym-
metry breaking [46], we write the parallel momentum flux in the local limit as the
sum of four components
Γ∥ = nimi(χ∥u′∥ + Vϕu +M∥γE +CFS), (5.3)
where ni is ion number density and mi the ion mass. The terms in this equation
correspond to items 1-4 respectively in the list in the previous section: The first
term is the diffusive term due to the gradient in the parallel flow, the second term is
the Coriolis pinch dependent on the frame rotation [45], the third term is due to the
background E×B shear [151], and the final term is due to the up-down flux surface
1In later versions of gkw, the definition of Γ∥ has been altered such that positive momentum is
in the direction of ϕ.
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asymmetry [46]. We stress that in this thesis M∥ represents the E×B contribution
to parallel momentum transport, not the Mach number.
In linear models (e.g. Ref. [45] and Ref. [46]), it is assumed that the fluc-
tuation amplitudes in temperature, density, and potential scale together, such that
the dimensionless ratios Vϕ/χi, χ∥/χi, and CFS/χi vary only slowly over parameter
space. Furthermore, the symmetry breaking mechanisms represented by the coeffi-
cients χ∥, Vϕ, M∥, CFS of Eq. (5.3) are assumed to be independent both from each
other and from the drivers u′∥, u, and γE . A linearisation of the symmetry breaking
terms [117] has shown that this is a formally valid decomposition for a single linear
mode when
u′∥ ≪ R/Lt, u≪ 0.5, γE ≪ γmax. (5.4)
The decomposition of Eq. (5.3) may also be valid in the nonlinear regime when the
cross-phase dependence of the fluctuations do not significantly affect the fluxes [34].
This has proved to be the case in the nonlinear regime for χ∥ and Vϕ when γE = 0
(e.g. Refs. [117, 157]), which motivates the use of the decomposition of Eq. (5.3) in
this chapter as a framework in which to examine the E×B contribution to momentum
transport.2 For γE ≪ γmax, nonlinear results from gkw with u′∥ = u = 0 (Fig. 4.8b)
indicate Γ∥ ∝ γE , which add further motivation for the use of this framework. (We
note however, that precise determination of the form at low E×B shear is difficult
due to the large variance in Γ∥/γE .)
The results in this chapter make clear, however, that the linear models which
motivate this decomposition Eq. (5.3) do not easily extend to the nonlinear regime
when γE ∼ γmax: The suppression due to E×B shearing alters both the spectrum and
the amplitude of the turbulence in a manner which makes the various contributions
to the momentum transport depend nonlinearly on more than one input drive.
5.3 Asymmetry of nonradial modes
The ballooning representation introduced in Sec. 3.4.1 illustrates that magnetic
shear couples the radial wavenumber of a mode to the poloidal angle
kθ,n = −nq
r
, kψ,n(θ) = sˆθkθ,n + kψ0,n, (5.5)
where kψ0,n = sˆθ0nq/r is the radial wavenumber at θ = θ0 (a repetition of Eq. (3.67)).
The poloidal dependence of the radial wavenumber enters the equations in two ways
(which can be understood intuitively by reference to the simple model of Sec. 1.5.1):
2The cross-phase dependence of the fluctuations was calculated for the slab in the quasilinear
weights of Ref. [151].
99
Firstly, the perpendicular wavenumber k2⊥ = k2θ + k2ψ appears in the gyroaver-
age operator which contains the finite Larmor radius (FLR) effects. The FLR effects
are more stabilising for larger k⊥, with the consequence that for sˆ ≠ 0, the most un-
stable mode in the local limit has kψ0 = 0 and θ0 = 0, with maximum amplitude at
the low field side.
Secondly, the radial wavenumber enters in the compression due to the curva-
ture drifts vd which drive the mode. In the simple ‘s−α’ geometry the compression
may be written as
vd ⋅ ∇ = ikθ [cos θ + (sˆθ + kψ0
kθ
) sin θ] , (5.6)
which in the gkw equations is represented by D (Eq. (3.27) and Eq. (3.36)) in II
of Eq. (3.71). For the most unstable mode with kψ0 = 0, the drive is symmetric in
θ. Whilst the drive can be bimaximal, the combination with the FLR stabilisation
and parallel coupling usually mean there is only a single mode maximum at the low
field side. Furthermore, the presence of sˆ in Eq. (5.6) is the reason that the most
unstable modes are for geometries with sˆ ∼ 1 (Fig. 4.13), when FLR stabilisation
alone would imply the most unstable mode should have sˆ = 0).
For other modes with kψ0 ≠ 0, the maximum drive is shifted from the low field
side, and competition with the FLR stabilisation will determine the exact location
of the maximal mode amplitude. Note that the asymmetry in the drive will be the
largest for modes with small sˆ, small kθ and large kψ0 . However, when the first term
in Eq. (5.6) dominates, the growth rate of a mode with θ0 ≠ 0 can be approximated
by γ ∼ γ0 cos(θ0) where γ0 is the growth rate at θ0 = 0 [102, 106].
To summarise, two dependencies on the radial wavenumber in the equations
both lead to a shift in the eigenmode maximum away from the low field side for
modes with kψ0 ≠ 0. For geometries with strong magnetic shear, poloidal asymmetry
in the FLR stabilisation dominates, whilst for geometries with weak magnetic shear,
the asymmetries in the drive from the curvature drifts are more important.
5.4 Symmetry breaking by E×B shear
As described in Sec. 4.4, the E×B shear introduces a time dependence into the mode
radial wavenumber such that Eq. (5.5) may be written as
kψ(θ, t) = kθ[sˆ(θ − θ0) + γEt]. (5.7)
This means that stationary eikonal eigenfunctions do not exist in the presence of
E×B shear, since as described in the previous section, kψ is coupled to a shift in
the mode maximum θ0. A basis mode can then be thought of as an ‘eigenmode’
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Figure 5.1: Floquet mode growth rate in gkw for the most unstable mode of the
adiabatic ga-std case, kθρs = 0.31.
with a time-dependent θ′0 = θ0 + (γE/sˆ)t, which is continuously convected along the
field line. The convected eigenmode will be convected with an oscillating growth
rate γ ∼ γ0 cos(θ′0), since it is driven and damped as it passes through the regions
of bad and good curvature respectively [102, 114, 181]. These ‘Floquet’ modes (or
passing modes, or ‘Bloch’ modes) can be observed in a linear gkw simulation of a
single kζ mode with a large number of kψ modes, and a large ik (Fig. 5.1a). The
cycling of the Floquet mode means that even the smallest amount of E×B shear
will drastically reduce the time averaged growth rate (Fig. 5.1b).3 At larger γE ,
the shear also distorts the eigenfunctions leading to poloidal breakup of the mode
and complete suppression of the linear mode [114].
Clearly the Floquet mode picture breaks down for small values of ∣sˆ∣, but
gives a qualitative understanding of the physics for stronger magnetic shear. To
treat E×B shear for values of sˆ close to zero in the ballooning representation requires
consideration of higher ballooning mode harmonics (for more details see Ref. [114]).
In the spectral representation of gkw, these higher ballooning harmonics are kept
implicitly in the box of modes.
In the nonlinear regime, the convective cycling of Floquet modes allows non-
linear pumping of linearly stable modes [114], which provides one mechanism for the
self-sustained turbulence discussed in Sec. 4.6. When multiple modes (or physically,
a continuum) are considered, linearly unstable modes at all kψ and kζ are continu-
ously growing, convecting and nonlinearly coupling to other modes.4 The net effect
is that a balance is reached, in which the E×B shear combined with the nonlinear
coupling generates a steady average nonzero kψ0 over all the modes (although there
is no single eigenmode for which kψ0 is constant).
As described in the previous section, a nonzero kψ0 generates an asymmetry
3In a global model, the same effect is not observed, because the global solution is a linear
combination of modes and an individual Floquet mode cannot be isolated [105, 106, 182, 183].
4Since the Floquet mode convection is a consequence of toroidal geometry, E×B turbulence
quenching is qualitatively different in slab geometry.
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Figure 5.2: gkw nonlinear results for time averaged perturbed parallel potential
showing increasing asymmetry with increasing γE . For negative γE the direction
of the shift is reversed for both sets of results. s ∼ θ/2pi is the parallel coordinate.
When ∣sˆ∣ > 0.17, the shift is always in the direction of ssˆsBsjsγb.
in both the local drive and the FLR stabilisation. The result is that the turbulence
maximum is shifted away from the low field side, which can be seen in nonlinear
simulations (Fig. 5.2a). The direction of the shift depends on the sign of both sˆ and
γE , but for zero ∣sˆ∣, a shift is still present (Fig. 5.2b).
For nonzero sˆ, the parallel shift can be understood as the E×B shear acting to
undo the twist along a field line due to the magnetic shear (e.g. Fig. 2 of Ref. [100]),
so that the maximum drive and minimum FLR stabilisation no longer occur at the
low field side. In what follows, this is referred to as the ‘untwisting mechanism’.
At zero magnetic shear, there is no direct coupling between θ0 and kψ0 in
Eq. (5.7), yet a steady shift in the turbulence maximum persists (Fig. 5.2b), since
the average nonzero kψ0 still breaks the symmetry of the drive from the curvature
drifts. In what follows, this is referred to as the ‘curvature drive asymmetry’.
Note that since the rate of increase in kψ depends on kθ, this average kψ0 will
be different for each binormal mode. The sˆ = 0 case does not require the ballooning
representation and can be treated with a formalism purely periodic in θ, and it
would be of interest in future work to develop this argument with a simple analytic
model. Away from zero sˆ, the untwisting mechanism dominates, indicated by the
reversal of the shift for sˆ < 0. With this in mind, the use of ssˆ = ±1 should only be
interpreted if ∣sˆ∣ > 0.2.
The presence of background E ×B shear has thus been demonstrated to
break the symmetry in nonlinear simulation of gyrokinetic turbulence, a necessary
but not sufficient condition for the generation of a turbulent momentum flux. In
the following sections, the contribution of this symmetry breaking mechanism to
the momentum transport is quantified in a large number of nonlinear simulations.
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Except where specified otherwise, the simulations are all for the ga-std case and
resolutions described in Sec. 4.6, with adiabatic electrons. A scan over the magnetic
shear is presented, since as discussed, this parameter interacts strongly with the
E×B symmetry breaking mechanism. The linear properties, growth rate spectra
and turbulent E×B shear suppression for these cases were presented in Sec. 4.7. The
‘s − α’ equilibrium model used has up-down symmetric flux surfaces, so the term
CFS is zero in all simulations. In addition, all simulations in this chapter have u = 0,
so the pinch Vφ is also zero. All results presented here are obtained with the restart
method for larger γE , and all time averages were taken over a minimum range of
tav = 1600(a/cs) after the new saturated state was reached, except where specified
otherwise. The results presented for sˆ = 1 correspond to the same simulations
presented in Fig. 4.6.
5.5 Momentum transport by E×B shear
In order to investigate the E×B momentum transport term independently from the
diffusive and pinch terms, nonlinear gyrokinetic simulations were performed with
u′∥ = u = 0 with a scan over γE and sˆ. Thus for the simulations in this section all
terms in Eq. (5.3) are zero except for the M∥γE term due to E×B shear. These
simulations produce nonzero values for the parallel momentum flux Γ∥, therefore
the system is not in the null flow state of equilibrium rotation.
Since the results presented form a two dimensional parameter scan, we list
only selected representative results in tabular form; Table 4.2 shows the variation of
fluxes with γE for sˆ = 1, and Table 4.3 shows the variation of the fluxes against sˆ for
γE = 0.141(cs/a). The results for the raw momentum flux are shown in Fig. 5.3(a).
As expected, the E×B contribution exhibits a maximum in the shearing rate, but it
can also be seen that the results exhibit a strong dependence on the magnetic shear,
with the sign reversing with ssˆ. To deconstruct the results further, we examine ratio
quantities of interest.
Since the turbulence follows a linear quench rule (Eq. (4.42)), the quantity
Γ∥/χi plotted in Fig. 5.3(b) represents the strength of the symmetry breaking E×B
contribution with the background level of the turbulence factored out. The results
show that the cases with 0 < sˆ < 0.5 behave differently to the outlying values of
the magnetic shear, since the ratio Γ∥/χi grows with γE . This different behaviour
suggests that for these cases, both symmetry breaking mechanisms may be at work
together.
Fig. 5.3(c) plots the dimensionless quantity MR = M∥/χi; the momentum
transport due to E×B shear with the assumed dependence on both the level of the
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(a) Total momentum flux Γ∥ =M∥γE . (b) Normalised with heat diffusivity, Γ∥/χi.
(c) Dimensionless ratio M∥/χi. (d) Orthogonal view of M∥.
Figure 5.3: Momentum transport due to E×B shear, showing the contribution for
a number of different values of magnetic shear. The reversal of the sign of the flux
with negative γE is exact, for all values of sˆ. The same legend is used for Figs. a),
b) and c), and matches 4.13 and 4.14(a). The value of γmax is the maximum linear
growth rate at γE = 0 and is a constant for each curve; the values are given in Table
4.1.
turbulence and the rate of the shearing factored out. For 0 < sˆ < 0.5, the value
of M∥/χi saturates at around -1 beyond γE/γmax ≈ 1, but for larger ∣sˆ∣ the value
goes to zero. The conclusion drawn from Fig. 5.3(c) is that even after factoring
out the quenching of turbulence, the dependence of the momentum transport on γE
is weaker than linear, i.e the E×B suppression acts more effectively on the E×B
momentum flux than on the heat flux. This clearly demonstrates the limitation of
the heuristic linear model (Eq. (5.3)) in this regime.
The existence of a nonzero momentum flux for the sˆ = 0 case also demon-
strates that the curvature drive asymmetry can also generate a flux, which is gen-
erally smaller at low γE , but comparable at larger γE where the untwisting mecha-
nism appears to be less effective. Slicing orthogonally through the (sˆ, γE) parameter
space, we see that M∥ is not exactly symmetric about sˆ = 0 (Fig. 5.3(d)), i.e. that
the curvature drive asymmetry is present at all values of sˆ, although in most cases is
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Figure 5.4: Radial and binormal spectra of Γ∥ for the cases sˆ = −0.5, 0, 1. The
shearing rate γE is in units of cs/a. The legend is the same for each figure and the
quantity plotted is the parallel velocity flux per mode.
dominated by the untwisting mechanism. The result is that sˆ = 0.17 is a stationary
point where M∥ is constant over a range of γE .
These trends can be better understood by examining the spectra of the paral-
lel velocity flux for different values of sˆ (Fig. 5.4). The symmetry in the kψ spectrum
is clear for γE = 0. For sˆ = γE = 0, the sign of the flux has the natural dependence on
vE ⋅∇ψ ∼ (b×k) ⋅∇ψ that can be expected from the definition of the flux. For sˆ = 1,
the ballooning coupling Eq. (5.7), results in an inversion of the kψ spectrum, which
is also narrower due to ballooning localisation of the turbulence around kψ = 0.
For the results with γE > 0, different consequences of the symmetry breaking
can be seen for each sˆ: For sˆ = 1, the localisation about kψ = 0 and the untwisting
mechanism results in a strong shift towards kψ > 0 with almost complete removal of
flux at kψ < 0. For sˆ = −0.5, the symmetry breaking appears as a slightly stronger
suppression of the negative flux at kψ < 0. In the binormal spectrum, the contrasting
trends in M∥/χi are illuminated: For sˆ = 1, the greatest flux occurs at kθρi ∼ 0.2
whilst the peak occurs at smaller scales kθρi ∼ 0.3 for the lower shear cases. For all
three cases, the peak in χi spectrum is at kθρi ∼ 0.25, and since the largest scales are
suppressed first by the E×B shear (Fig. 4.10) this can partly explain the unexpected
central result of M∥/χi → 0 as γE increases for the sˆ = 1 case. The kψ spectrum also
illustrates that linearisation of the E×B symmetry breaking as a small perturbation
is invalid even for fairly small γE .
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For the sˆ = 0 case, the momentum flux changes sign as γE increases, which
can be seen to be a result of opposing contributions at different kθ scales. This
can be explained by reference to Eq. (5.6) which shows that shift in the location
of the maximum drive depends on kθ. This could be numerically demonstrated
by examining the asymmetric shift in the turbulence maximum for individual kθ
modes, which should be in a different direction at different scales. As the E×B
shear quenches the largest scales, the total momentum flux becomes negative. These
spectral results therefore demonstrate why the linearised decomposition of Eq. (5.3)
does not hold in the nonlinear regime with E×B shearing.
The sign of the E×B contribution to the momentum flux reverses with each
of sB, sj and sγ . We emphasise that the definition of u∥ is positive in the direction
of B, and that positive Γ∥ is transport of cofield rotation radially outwards. In the
laboratory frame, then, flipping the toroidal field does not alter the direction of the
rotation resulting from the E×B contribution to momentum transport. If ∇Er is
radially outwards and sˆ > 0.2 the effect of the E×B momentum flux is to spin up
the core counter to the plasma current. We note however, that flipping the sign of
the plasma current will flip the sign of ∇Er from toroidal rotation.
5.6 Interaction with diffusive transport
The terms in the heuristic breakdown of turbulent momentum transport (Eq. (5.3))
all depend on the background level of turbulence described by the quench rule
(Eq. (4.42)). This most basic dependence can be removed by normalising each term
with the ion heat diffusivity χi to give dimensionless ratios. However, even with
this normalisation, the E×B driven term M∥/χi is not constant, due to varying
competition between shear quenching and symmetry breaking at different scales (as
demonstrated in the previous section).
Parallel velocity shear u′∥, in contrast, drives both turbulence (antiquench)
and diffusive transport. In the linearised decomposition (Eq. (5.3)), it is implicitly
assumed that the diffusive term χ∥ is independent of γE and u, and thatM∥ is inde-
pendent of u′∥ and u. In this section, we examine these assumptions with additional
adiabatic simulations: A scan is performed over (u′∥, γE) parameter space (with
u = 0) by holding a nonzero value of γE constant for a range of u′∥ (this is distinct
from the case of purely toroidal rotation which is discussed in Sec. 5.7). The result-
ing momentum fluxes therefore contain both the diffusive and E×B contributions
to the momentum transport, from which the assumed dimensionless ‘constants’ can
be calculated. The simulations in this section have Nmod = 21 and kθρs up to 1.00.
If independence of the terms is assumed, the normalised diffusive term (pure
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Figure 5.5: Dimensionless ratio QR (upper) converges to the value of estimated pure
Prandtl number P estR = 0.6 (middle) as the diffusive term dominates the E×B term.
The curve for γE = 0 (circles) is the same in the top 2 figures. The strength of
the E×B term MR (lower) is only independent of u′∥ for small values of γE . The
legend is the same for all 3 figures. The linear fits used in the bottom figure are
MR = (−0.60,−3.57)u′∥(a/cs) − (1.47,0.20) (dashed, solid).
Prandtl number) can be estimated from
PR(u′∥, γE) = χ
est
∥
χi
= Γ∥(u′∥, γE) − Γ∥(0, γE)
u′
∥
χi(u′∥, γE)nimi . (5.8)
The values of PR calculated using this formula are plotted in Fig. 5.5 (middle), and
indicate that the pure Prandtl number is roughly constant over a range of both u′∥
and γE . We also define the dimensionless number
QR = Γ∥/u
′
∥
χi
= χeff∥ /χi, (5.9)
which is distinct from the pure Prandtl number PR since the momentum transport
in this case is not purely diffusive. We stress that our terminology here differs
from most other literature; often QR is interpreted as the Prandtl number when
the diffusive part and E×B part are combined (see next section). This can lead to
confusion when comparing different quantities between works.
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The normalised contribution of the E×B term alone (also dimensionless) can
be estimated from
MR(u′∥, γE) = M
est
∥
χi
= Γ∥(u′∥, γE) − Γ∥(u′∥,0)
γEχi(u′∥, γE)nimi , (5.10)
the calculated values for which are plotted in Fig. 5.5 (lower). The figure shows
that for γE ≪ γmax the E×B contribution is independent of u′∥, but this is not the
case for larger γE ∼ γmax, where the inclusion of parallel flow shear amplifies the
E×B contribution to the momentum transport. For negative u′∥, the sign of M∥ is
even found to invert. In the previous section it was demonstrated that the E×B
contribution was quenched by γE more strongly than the heat flux quench rule; here
we see the converse: The turbulence is driven by the destabilising parallel flow shear,
and the E×B contribution is amplified. These two results both demonstrate that
the E×B contribution has a stronger than linear dependence on the background
level of turbulence, which is not captured by the heuristic breakdown.
The value of QR is plotted in Fig. 5.5 (upper). Despite the amplification of
M∥ with increasing u
′
∥, the value of QR converges towards the pure Prandtl number
PR ≈ 0.6 irrespective of γE (< 7% difference) (Fig. 5.5 (upper)), since the diffusive
term still dominates the slower variation of M∥ with u
′
∥.
In Ref. [157], parallel and perpendicular flow shear were varied independently
(i.e. not pure toroidal rotation) to identify null flow points (Γ∥ = 0). Keeping only
the rotational terms (diffusive, E×B and Coriolis) of Eq. (5.3) without toroidal
rotation coupling of u′∥ and γE , locating null flow points requires expensive scans
over (u∥, u′∥, γE) parameter space. Using the assumption of independence of the
terms in Eq. (5.3), valid for γE ≪ γmax, we estimate the location of null flow points
when u = 0. Using the value PR = 0.6 for the Prandtl number determined above,
and the results for M∥/χi shown in Fig. 5.3(c), we estimate that for the sˆ = 1 case
there is one example of a null flow point at (u′∥, γE) ≈ (0.1,0.04)(cs/a), but none
for u′∥ > 0.14(cs/a). In Ref. [157], slightly different null flow points were found for
u′∥ = 0.1,0.2 but not for u′∥ = 0.3 or greater, but there has since been a correction to
these results [184]. For the case with sˆ = 0.5 we again find the pure Prandtl number
PR ≈ 0.6 and a similar null flow point at (u′∥, γE) ≈ (0.1,0.05)(cs/a).
Since the curve of Γ∥/χi (Fig. 5.3(b)) for sˆ = 0.5 does not turn over, there
may also exist null flow points at greater values of γE , which could be responsible for
transport bifurcations. These null flow points cannot be estimated accurately using
the linear assumptions since (as discussed above)M∥ is enhanced for γE ∼ γmax with
u′∥ > 0. Locating transport bifurcations accurately therefore requires detailed scans
over parameter space (as in Ref. [138]).
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(a) Variation of toroidal coupling with  = r/RA.
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Figure 5.6: Effective Prandtl number QR = χeff∥ /χi for cases with purely toroidal
rotation and safety factor q = 2. In a), the aspect ratio r/RA is varied between
1/6,1/5, and 1/4. In b), the magnetic shear is varied and r/RA = 0.16 ≠ 1/6.
5.7 Coupling for pure toroidal rotation
To examine the case of purely toroidal rotation, further simulations are presented
including both the parallel shear and the perpendicular shear coupled for purely
toroidal rotation (in the previous section, each was varied independently). As dis-
cussed in Sec. 4.5, in this case, the parallel and perpendicular flows are coupled such
that the poloidal components cancel, which can be written as
u′∥ = sBsj(RA∣q∣/r)γE , (5.11)
in the s − α geometry model with u∥ = 0. In this thesis, the definition of u∥ is
positive in the direction of B, with the result that a peaked toroidal flow profile has
sγsBsj = 1.
Whilst E×B shear quenches transport, parallel velocity shear is destabilis-
ing. With the coupling of the parallel velocity shear drive, the turbulence can be
sustained in the limit of large γE (Fig. 4.6), though this result is sensitive to specific
parameters such as the coupling R∣q∣/r and the temperature gradient [134, 138, 185].
Using the toroidal coupling Eq. (5.11), an effective momentum diffusivity can be de-
fined including the E×B momentum transport as a correction
χeff∥ = χ∥ + sBsj rRA∣q∣M∥. (5.12)
For the case of purely toroidal rotation only, our definition of QR = χeff∥ /χi can
then be thought of as an effective Prandtl number. Again we note that much of the
literature uses different terminology here; in most works the distinction between pure
and effective Prandtl number is not made, and our ‘effective momentum diffusivity’
and ‘effective Prandtl number’ are often interpreted as simply momentum diffusivity
and Prandtl number. Furthermore, ‘effective momentum diffusivity’ is often used
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in other work to include the Coriolis pinch with the diffusive term (e.g, Refs. [150,
186]).
For sˆ > 0.17, the E ×B shear contribution to momentum transport has
sign(M∥) = −sBsj, and thus always acts to reduce the effective diffusivity irrespec-
tive of the direction of plasma current and toroidal field, suggesting a more peaked
rotation profile when this effect is included. Equivalently, the E×B contribution
for sˆ > 0.17 always transports clockwise momentum in the direction of ∇Er, which
is determined by the direction of any existing peaked rotation profile. Since the
size of the correction is partly determined by geometry parameters, the aspect ratio
 = r/RA was varied and scans were conducted over u′∥. The safety factor q = 2 was
held constant. For the values of  used (and for the other specific parameters of the
ga-std case), the correction to the diffusivity can be up to 50% (Fig. 5.6(a)). It is
possible that for other cases (e.g. lower q or larger ) the correction could dominate,
resulting in null flow or a negative effective diffusivity. The convergence of QR as
u′∥ increases in Fig. 5.6(a) occurs slower than in Fig. 5.5 (upper), because in the
toroidal shear case γE increases in tandem with u
′
∥, increasing the E×B correction
to the momentum transport.
For negative magnetic shear, the reversal of M∥ results in an increased ef-
fective Prandtl number relative to the positive sˆ cases (Fig. 5.6(b)). The effect is
not as strong as might be expected from Fig. 5.3(c), because for the negative shear
case the parallel drive is less effective in countering the turbulence suppression for
γE < 2γmax (i.e the minimum in Fig. 4.6a is more pronounced for sˆ < 0).
5.8 Kinetic electrons
We next examine the effect of kinetic electrons on the E ×B driven momentum
transport. In Fig. 5.7 (top) the momentum fluxes for (u′∥, sˆ) = (0,1) are shown to
be comparable with the adiabatic case once the increased turbulence due to the
trapped electron drive is factored out. Comparing the parallel potential structure
Fig. 5.7 (bottom), we see an similar asymmetric shift for the kinetic and adiabatic
cases. This differs from the Coriolis pinch [45] in which the Coriolis drift generates
an asymmetry in the parallel velocity structure, and the potential shift in response
compensates (completely in the case of adiabatic electrons) the symmetry breaking
of the Coriolis drift [155]. Here, no such ‘compensation effect’ occurs since the
asymmetry in the solution is generated directly through the convection and effective
shift of the ballooning angle.
Finally, we also investigated the E×B momentum transport in pure trapped
electron mode turbulence in nonlinear simulations with (u′∥, sˆ) = (0,1). This case,
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Figure 5.7: (Top) Comparison ofMR for the ga-std case with kinetic electrons and
adiabatic electrons. (Bottom) Parallel perturbed potential structures compared:
The trapped electron drive is localised on the outboard side, but the asymmetric
shift is equivalent.
0 1 2 3 4
−1
−0.5
0
γE/ γmax
M
|| /
 χ
e
0 1 2 3 4
0
0.5
1
1.5
γE / γ max
χ e
 
/ (c
s 
ρ s2
 
/a
 )
0 0.5 1
0
0.05
0.1
kθ ρs
γ (
a/c
s)
0 0.5 1
10−2
10−1
100
101
kθ ρs
χ e
 
/ (c
s∆
 
k 
ρ s3
 
/a
) 
 
 
pure TEM
GA−STD
a) b)
c)
d)
Figure 5.8: Trapped electron mode turbulence, pure-tem case: a) E×B induced
momentum momentum transport dimensionless ratio, b) E×B suppression of elec-
tron heat flux, c) growth rate spectrum, d) nonlinear electron heat flux spectrum
compared to ga-std kinetic case.
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which we label pure-tem has the same geometry parameters as the ga-std case,
but the electron temperature gradient is reduced to R/LTe = 7, the ion temperature
gradient reduced to R/LTi = 0 and the ion temperature reduced to Ti/Te = 3/10 to
eliminate the smallest scale electron modes [34] and ensure a peaked growth rate
spectrum (Fig. 5.8c). The modes all propagate in the electron diamagnetic direction,
but the sign of the E×B driven momentum flux is unchanged (Fig. 5.8a), indicating
no dependence on the mode propagation direction (a possibility suggested in Ref.
[160]). For this case, the thermal transport is dominated by the electrons χe ≫ χi,
and normalisingM∥ with χE gives a dimensionless number of magnitude comparable
to MR for the ga-std case (which is dominated by ion thermal transport with both
kinetic and adiabatic electrons). The shift in the turbulence maximum is in the
same direction as in Fig. 5.2a, and the sign and form of the Γ∥ spectrum in kψ is
the same as the sˆ = 1 case in Fig. 5.4. Investigation of the symmetry breaking in
the drive for TEM turbulence is more difficult since we find no stable result for this
TEM case for sˆ = 0.
The E×B suppression of turbulence still occurs for the pure TEM case, but
at a higher normalised shearing rate γE/γmax. This is explained by the shift in the
turbulence spectrum to smaller scales (Fig. 5.8d), since the E×B shear acts first to
quench transport at the largest scales, as discussed above.
5.9 Summary
The nonlinear local gyrokinetic simulations presented in this chapter have confirmed
and quantified the quasilinear slab prediction of parallel momentum transport due to
background E×B shear [151]. The sheared E×B flow both quenches turbulence and
drives a parallel asymmetry that produces anomalous parallel momentum transport.
Given these competing effects, the turbulent momentum transport due to this term
in isolation exhibits an extrema in the shearing rate γE (as predicted in Ref. [151]).
The simulations show that the E×B contribution to the momentum transport
(M∥γE) has a stronger quenching with γE than that observed for the heat diffusivity.
The magnitude of the effect relative to the overall turbulence level is quantified by
the dimensionless number MR = M∥/χi, which is found to be a strong function
of γE . This quantity is analogous to the turbulent Prandtl number (the ratio of
momentum diffusivity χ∥ to thermal diffusivity χi), but unlike the Prandtl number
shows significant sensitivity to plasma parameters.
The results presented in this chapter show that the E×B driven momentum
flux interacts with the diffusive transport such that MR also depends on u
′
∥. It is
likely that MR will also vary with toroidal flow u, but this is left for later work.
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The symmetry breaking mechanisms responsible for momentum transport therefore
cannot be considered independent in the turbulent regime with background E×B
shearing, which sets limits on the applicability of linearised decompositions with
independent terms (Eq. (5.3)). When all the mechanisms are included together,
nonlinear simulations are required for each point in parameter space to accurately
quantify momentum transport, even in the local model.
The direction of the E×B induced momentum transport reverses with the
sign of ∇Er and sˆ, such that for positive magnetic shear, the tendency is to trans-
port momentum inwards, enhancing any existing rotation gradient (for both ITG
and TEM turbulence). The sign of the flux reverses for negative magnetic shear,
and we also find that a weaker symmetry breaking mechanism generates momentum
transport at zero magnetic shear. This mechanism will transport toroidal momen-
tum towards a minimum in the q-profile when there is an existing peaked rotation
profile. This local ‘spin up’ could play a role in the formation of some internal
transport barriers, especially if (as indicated in Ref. [145]) the poloidal flows in the
region of a transport barrier are elevated well above the neoclassical level.
For low parallel flow gradients, the size of the E×B contribution can be a
significant correction to the diffusive momentum transport, under certain conditions
resulting in null flow sustaining equilibrium rotation gradients. In the case of purely
toroidal rotation, the effective momentum diffusivity can be significantly reduced
at lower toroidal rotation gradients. Simulations of ITG turbulence with kinetic
electrons have comparable MR to those with adiabatic electrons, with no parallel
mode structure compensation effect (as seen for the Coriolis pinch [155]) observed.
Whilst the Coriolis pinch [45] requires a seed rotation, for the E×B driven momentum
transport effect an initial gradient in the rotation must be present.
In summary, whilst the diffusive parallel momentum Prandtl number is roughly
constant over a range of parameter space, the results of this chapter show that the
equivalent dimensionless ratio for E×B induced momentum transport is a strong
function of shearing rate, parallel flow gradient, and magnetic shear.
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Chapter 6
Strong rotation
6.1 Introduction
Tokamak experiments operate with a rotating plasma, with toroidal velocity which
may be driven externally but can also arise spontaneously. In a large aspect ra-
tio tokamak, the deuterium Mach number is typically observed to be in the range
0.0−0.3, and is expected to be low in a future reactor with lower relative momentum
input from neutral beams. On this basis, rotational effects were not originally in-
cluded in the gyrokinetic codes used to model turbulent transport. The observation
of spontaneous plasma rotation in the absence of an external momentum source
[41, 43] has led to a renewed interest in plasma rotation, and a focus on rotation
measurement. Recent observations demonstrate that Mach numbers up to 0.7 can
be reached in beam heated conventional aspect ratio devices [186], whilst spheri-
cal tokamaks have long been known to operate at Mach numbers approaching unity
[187, 188]. Even at low bulk ion rotation, the Mach number for heavy impurities can
reach supersonic values, with the result that the distribution and transport of these
impurities are strongly influenced by inertial forces. Developing an understanding
of impurity transport mechanisms will be of key importance for a successful future
fusion reactor, since a buildup of impurities in the core would severely degrade fusion
performance.
A number of studies have examined the effect of strong rotation on neoclassi-
cal transport [4, 189–194], but the influence of strong rotation on turbulent transport
is largely unaddressed. A series of previous works [55, 57, 195] have extended the
gyrokinetic formalism to the rotating frame of reference, in which rotational effects
appear as inertial forces [57] or modified effective fields [196]. This formulation was
used for the gyrokinetic equation derived in Chapter 2, and the implementation in
gkw of the complete set of inertial terms was described in Chapter 3.
The Coriolis force is known to play an important role in the anomalous
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momentum transport that leads to spontaneous rotation [45], and its impact on
heat and particle transport has also been studied [156]. The effect of the centrifugal
force on particle and heat transport has been examined in a linear fluid model [156],
but until now has not been examined using the full gyrokinetic model.
In this chapter, the effects of strong rotation are examined for the first time
with a gyrokinetic code, with the inclusion of the centrifugal force in linear and
nonlinear gyrokinetic simulations. The effect on the linear stability of the trapped
electron mode (TEM) and the ion temperature gradient (ITG) mode is analysed, and
consequences for particle and impurity transport are investigated. Nonlinear results
for ITG and TEM turbulent transport are presented, and the geodesic acoustic
mode (GAM) frequency and the residual zonal flow which affect turbulent saturation
are also examined. Most of the results presented in this chapter were previously
published in Ref. [89].
6.2 Framework
As discussed in Chapter 2, the centrifugal force must be kept in the local gyrokinetic
formalism in the rotating frame when the rotational speed RΩ of the plasma is
of the order of the thermal velocity. With this ordering, the Mach number u =
RΩ/vth,i of the plasma is of order unity (definitions using cs differ by a factor of√
2). The formulation in the rotating frame leads to a number of inertial terms
in the gyrokinetic equations, which for convenience we divide into three labelled
categories:
1. (TR) All consequences arising from the parallel component of the centrifugal
force, as expressed in the centrifugal potential Φ and the centrifugal energy E .
This includes the density variation in the Maxwellian (Eq. (2.60)) which also
appears as additional terms in the source (Eq. (2.71)), the enhanced mirror
force on the perturbed distribution b ⋅ ∇E(∂f/∂v∥) in Eq. (2.70), the drift
b ×∇Φ/B in Eq. (2.44), and the appearance of E in the polarisation in the
Poisson equation in Eq. (2.82). For brevity we later refer to this group of
effects as the ‘centrifugal trapping terms’.
2. (CF) The centrifugal drift: vcf = −(mΩ2R/ZeB)b × ∇R in Eq. (2.44) arising
from the perpendicular component of the centrifugal force.
3. (CO) The Coriolis drift: vco = (2mv∥/ZeB)Ω⊥ in Eq. (2.44). The effect of this
term (particularly with regards to momentum transport) has previously been
discussed in detail [45, 155, 156, 172] and whilst included in these simulations
is not discussed at length in this chapter.
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Figure 6.1: Variation in linear properties with rotational Mach number for the ga-
std (squares), gkw-itg (diamonds), and gkw-tem kθρs = 0.707 (circles) cases, for
both R0 = Raxis (solid) and R0 = RLFS (dashed). In b), positive values of ω indicate
propagation in the ion diamagnetic direction in the comoving frame. The ga-std
case clearly shows the transition from ITG mode to TEM.
The results presented are again based on the collisionless ga-std case de-
scribed in Sec. 4.6, and in addition we also examine two TEM cases (labelled gkw-
tem and pure-tem) and a pure ITG mode case (labelled gkw-itg). The cases all
based on the ga-std case, and differ only in the following:
Case kθρs R/LTi R/LTe Ti/Te
ga-std 0.304 9.0 9.0 1
gkw-itg 0.304 9.0 1.0 1
gkw-tem 0.304 and 0.707 1.0 9.0 1
pure-tem N/A 0.0 7.0 3/10
The wavenumber kθρs = 0.304 studied is the most unstable part of the ITG
branch for zero rotation, whilst a higher wavenumber kθ = 0.707 is chosen for some
scans of the gkw-tem case, typical of the wavelengths at which trapped electron
modes start to dominate ITG modes at zero rotation. The pure-tem case differs
from the gkw-tem case in that finer scale electron temperature gradient (ETG)
modes are removed, allowing for a converged nonlinear simulation. All simulations
are conducted with the density and its gradient held constant at R0 = RLFS when
scanning over rotation (see Sec. 2.7.1), with the exception of the indicated curves in
Fig. 6.1(a) an Fig. 6.1(b).
Except where stated otherwise, the linear simulations are performed in s−α
geometry for a single field line with 5 poloidal turns (equivalent to a single turn with
5 radial wavenumbers), and all calculations are performed with kinetic electrons. For
the linear spectrum calculations of Fig. 6.2(a) and Fig. 6.2(b), the results presented
are matched as closely as possible to the nonlinear cases presented later. These
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Figure 6.2: Linear properties of the most unstable mode for the kinetic ga-std case
at various bulk ion Mach numbers. The results shown use the circular geometry
model with 25 poloidal turns. For comparison, the dashed line in a) is with s − α
geometry and u = 0.0. In b), The TEM and ITG branches have been left artificially
connected to highlight the shift of TEM dominance to longer wavelengths with
increasing rotation. Positive values of ω indicate propagation in the ion diamagnetic
direction and frequencies are evaluated in the comoving frame.
results therefore use the circular geometry model of Sec. 3.3.2 and Ref. [94] (for
reasons made clear later), and a single field line with 25 poloidal turns.
6.3 Linear results
6.3.1 Stability analysis
In this section we examine the effect of the rotation on the linear stability and
frequency of the ITG mode and TEM drift waves. First, we examine the growth
rate of the modes for the first three cases (Fig. 6.1(a)). As expected, the effect
of the inertial terms is small at low Mach numbers. The ITG mode instability is
stabilised by higher Mach numbers whilst the TEM is enhanced. The enhancement
of the TEM is due to the enhanced mirror force which adds to the trapping condition
independently of position in v⊥ space, widening the base of the trapping region. The
increased phase space from which the mode can tap energy results in the increased
growth rate. This can be clearly seen in the velocity space of the perturbed electron
distribution for the gkw-tem case (Fig. 2.3) which exactly matches the trapping
condition of Eq. (2.72). The same destabilisation of the pure-tem case is seen in
Fig. 6.9(b).
For the more physically realistic equal temperature gradients of the ga-std
case, the suppression of the ITG branch and the enhancement of the TEM branch
leads to a transition threshold at around u = 0.6 after which the TEM becomes
dominant over the ITG mode. At the transition, the direction of mode propagation
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Figure 6.3: Effect of individual inertial terms for the gkw-itg and gkw-tem cases
on mode growth rate: Centrifugal trapping and potential (TR), centrifugal drift
(CF), Coriolis drift (CO).
reverses, as shown in the reversal of the mode frequency (Fig. 6.1(b)). From these
results, it is clear that the choice of R0 = Raxis or R0 = RLFS only is insignificant
at low Mach numbers and is only of importance for the TEM branch. Previous
work has shown that ITG mode stability (Fig 5a of Ref. [29]) is less sensitive to
density and density gradient variations than TEM stability [34, 77], although the
propagation frequencies of both show some variation with R/Ln.
The ITG mode is the dominant mode at larger wavelengths for zero rotation,
but at shorter wavelengths the TEM is dominant. As the rotation increases the
enhancement of the TEM alters the balance (Fig. 6.2(a)). The dominant branch
at each scale can be easily identified from the dispersion relation (Fig. 6.2(b)). It
is clear from Fig. 6.2(b) that the TEM instability becomes dominant at ever larger
wavelengths with increasing rotation. Our results show that the transition threshold
is sensitive to the geometry model. For converged results for the TEM (and hence
the transition), a long field line is resolved and minimal parallel velocity dissipation
used.
We next examine the effect of each of the inertial terms independently and
in combination, in order to understand the suppression of the ITG branch with
increasing Mach number. We divide the inertial terms into three categories as de-
fined in Sec. 6.2. Simulations of the gkw-itg and gkw-tem cases were performed
with each of the inertial terms artificially included or excluded (Fig. 6.3). For the
ITG mode, the results show that the trapping and density redistribution in isolation
destabilise the mode for u < 1. The Coriolis drift and the Centrifugal drift both have
a stabilising influence at very high Mach number, through the modification of the
phase shift between the potential and density perturbations occuring at different
rates at different poloidal angles. Together, the inertial drifts are sufficient to over-
come the destabilising effect of the trapping terms to result in the net ITG mode
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stabilisation when all rotational terms are kept. For the TEM, the effect of each of
the individual terms is qualitatively similar. However, the stabilising influence of
the centrifugal drift is outweighed by greater destabilisation in the trapping terms,
with the result that the overall effect of all the rotational terms is to destabilise the
mode.
For both the ITGmode and TEM, the Coriolis terms introduce an asymmetry
in the parallel potential eigenfunction [156], but otherwise the eigenfunction is not
strongly modified by the centrifugal terms. Perturbed density eigenfunctions are
shown in Fig. 6.6, which for the bulk ions closely follow the potential eigenfunction.
6.3.2 Particle and impurity transport
Heavy impurity ions have higher relative Mach numbers due to their lower thermal
velocity, and it is therefore expected that the centrifugal effects will be felt strongly
by heavy impurities even at low Mach number u of the bulk ions. To investigate
the effect of plasma rotation on particle and impurity transport, linear simulations
with a number of trace ion species (which do not affect the properties of the mode
solution) are conducted. The trace species do not contribute to the solution of the
Poisson Eq. (2.82), with the result that the particle flux of the trace becomes exactly
linear in the trace species gradients. The turbulent particle flux for each species can
then be divided into four components
Γs = nsDs ⎛⎝
R
Ln
∣
RLFS
+CT R
LT
+Cuu′ +Cp⎞⎠ , (6.1)
which are the diffusive part, the thermodiffusive part, the rotodiffusive part and the
convective part respectively [156, 197, 198]. This decomposition for particle trans-
port has been developed under the assumption that all the gradient quantities in the
equation are flux functions, with the fluxes and coefficients taken to be flux surface
averages. This assumption is violated for strong rotation, and the redistribution of
density over the flux surface leads to ambiguity in the definition of a diffusive term.
A choice has been made here to extend Eq. (6.1) to the strongly rotating regime: By
using R/Ln∣RLFS to define the diffusive term, ‘diffusive’ transport resulting from the
centrifugal modification to the density gradient R/LEn (Fig. 2.1) is subsumed into the
thermodiffusive and convective coefficients (R/LT and ∂E/∂ψ terms in Eq. (2.62)
respectively). We note that other choices are possible, but proceed with this as the
most natural choice: At fixed u, our choice preserves the exact linear dependence
on the driving gradients in the diffusive and thermodiffusive terms. The second
consequence of this choice is that as u is varied, D should be only a slowly varying
function of the underlying turbulence, (c.f. ‘Pure Prandtl number’ in Chapter 5);
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the same does not hold for CT and Cp. In the results that follow, the trace species
used to calculate the coefficients have a large R/Ln∣RLFS with R/Ln∣RLFS ≈ R/LEn ,
in order to minimise differences in that might result from alternate definitions of D.
The magnitude of the particle fluxes can only be quantified by nonlinear
simulations of the saturated turbulent state. In linear simulations, the fluxes grow
exponentially, but variations in the dimensionless ratios Cp, CT and Cu may be
estimated without the nonlinear saturation of the fluxes. Since the cross-phase of
the perturbed potential with density or temperature observed in nonlinear simula-
tions shows similarity with that of linear simulations [34, 199], the dimensionless
parameters for the bulk species are expected to follow the same trends in linear and
nonlinear simulations. For trace species, the linearity of Eq. (6.1) is exact even in
the nonlinear regime [200]. For a stationary plasma without any particle source,
Γ = 0, so that in the case of negligible neoclassical transport −CT , −Cu and −Cp
give a measure of the steady state density gradient that may be sustained by each
component.
The parameters for the bulk ions and electrons are those of the gkw-itg
and gkw-tem cases, where the wavenumber for the gkw-tem is modified to kθρs =
0.304, the same as for the gkw-itg case. For the simulations presented in this
section, the number of poloidal turns of the field line was increased to 9. The species
simulated are Deuterium (D: Z = 1,MR = 1), Helium (He: Z = 2,MR = 1.987),
Carbon (C: Z = 6,MR = 5.964), and partially ionised Tungsten (W: Z = 46,MR =
91.28). For each ion, three trace species T1, T2 and T3 are included with equilibrium
gradients (R/Ln∣RLFS , R/LT , u′) = {(10,0,0), (0,0,0), (0,0,10)}, respectively.
All species have the same temperature as the bulk ions, and rotate with the same
velocity (neoclassical effects are neglected).
The coefficients Cp and Cu are then calculated as
Cp = 10 ΓT2
ΓT1 − ΓT2 , Cu =
ΓT3 − ΓT2
ΓT1 − ΓT2 . (6.2)
For the gkw-itg case, the convective impurity pinch −Cp increases with
the rotation, more strongly with increasing impurity mass (Fig. 6.4(a)). For the
gkw-tem case, the inertial terms reduce the convective pinch, and there is less
dependence on the impurity mass. For the rotodiffusive coefficient Cu, the behaviour
for the tungsten impurity is qualitatively different to the other ions, this we attribute
to the different charge to mass ratio of the partially ionised impurity (Fig. 6.5(a)).
The results show that the rotodiffusive coefficient Cu is small compared to Cp for
the gkw-itg case, whilst in the gkw-tem case, the magnitude of the effect is
comparable to that for the convective part at higher Mach numbers. Inclusion of
additional species with R/LT > 0 indicates that the thermodiffusive part CT (which
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Figure 6.4: Impurity transport coefficient Cp for trace species Deuterium, Helium,
Carbon and Tungsten for gkw-itg and gkw-tem cases both with kθρs = 0.304.
Symbols for each species are the same on all plots.
is unimportant for heavy impurities [198] in the absence of rotation) is small and
not strongly affected by the rotation at realistic values of R/LT .
The effect of the inertial terms on these convective coefficients can also be
compared with the predictions of the low field side fluid model of Ref. [156]. In this
model, there are no poloidal variations, but the effect of the Centrifugal drift is kept
and appears as an ‘effective mode frequency’ which accounts for the modified phase
relation between density and potential (distinct from the modification of the real
mode frequency due to the centrifugal drift in the gyrokinetic simulations). The
fluid model is not closed, and predicts trace impurity transport only for a given
mode structure.
Using the mode structure (k∥, k
2
∥ and ω) obtained from the gyrokinetic sim-
ulations, Eqs. (26) and (27) of Ref. [156] can be evaluated and compared to the
full gyrokinetic results which contain the additional effects of centrifugal trapping
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Figure 6.5: Impurity transport coefficient Cu for trace species Deuterium, Helium,
Carbon and Tungsten for gkw-itg and gkw-tem cases both with kθρs = 0.304.
Symbols for each species are the same on all plots.
and flux surface density variation. The parallel mode structure of the potential
and bulk ions (Fig. 6.6) are largely unaffected by the centrifugal terms, and trace
impurities play no role in the potential eigenfunction. Asymmetry arising from the
Coriolis drift results in a small k∥ in the potential eigenfunction, but its impact on
particle transport is small. It was verified that the alteration in mode structure
k∥ and k
2
∥ due to the centrifugal force are small enough not to affect the results
of the fluid model. The comparison with the gyrokinetic results (Fig. 6.4(b) and
Fig. 6.5(b)), therefore reveals any dependence on poloidal variation and centrifu-
gal trapping. The results show that for the TEM the two models give very close
agreement, whilst discrepancies of up to 100% are evident for the ITG mode.
For the heavier impurities, the gyrokinetic results find a larger −Cp for the
gkw-itg case due to the effects of poloidal variation not included in the fluid model
of Ref. [156]. This is in agreement with a different recent fluid model [201] which
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u = 0 (solid) and u = 0.6 (bulk ions) (dashed) for Carbon and Deuterium traces.
has shown that the poloidal variation in the magnetic drift frequencies can cause an
inward (outward) flux for ITG (TEM) modes when the greater density is at the low
field side. In our decomposition, this effect is incorporated into Cp and increases
with the asymmetry (and hence impurity mass). This effect depends subtly on
the mode structure and does not appear to be significant for the gkw-tem case.
The centrifugal modification to the trapping and velocity space structure (Fig. 2.3)
also play a role in determining the particle transport [156, 198], with the trapped
impurity ions contributing an inward flux (outward) flux for the ITG (TEM) case
[202]. Future work should isolate each of these effects methodically in the strongly
rotating case to quantify the importance of each mechanism.
For Cu, the comparison shows almost exact agreement for the gkw-tem
case, whilst for the gkw-itg case the trends and magnitudes are in approximate
agreement (Fig. 6.5(b)) given the small magnitude.
The results presented in this section should be interpreted with caution: They
make preliminary predictions about the variation with rotation of the convective and
rotodiffusive particle fluxes as they have been defined in Eq. (6.1), but extrapolation
to predictions of zero flux impurity gradients is complicated due to the strong di-
vergence between flux surfaces and surfaces of constant density for heavy impurities
in a rotating plasma. Furthermore, these results are for a single linear mode, and
in general the contributions to the particle flux can vary with scale. For quantita-
tive determination, a quasilinear [203, 204] or fully nonlinear approach is required.
Future progress will require careful thought on how best to extend Eq. (6.1) so that
the diffusive coefficient can be defined and determined independently of variations
in the density gradients in rotating plasmas. Determination of realistic equilibrium
impurity distributions in two dimensions (ψ, θ) could be achieved by searching for
zero flux states on multiple flux surfaces, and may need to include both collisions
and neoclassical transport in nonlinear simulations.
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6.3.3 Zonal flow response
In the drift wave zonal flow paradigm (introduced in Sec. 1.7), gyrokinetic turbulence
is regulated by zonal flows driven through nonlinear interactions [29, 30, 33]. The
E×B shear of these zonal flows acts to break apart the largest scale structures,
creating a self regulating feedback which determines the level of transport. Accurate
calculation of the zonal flow response is therefore vital for determining the correct
turbulence saturation level [31]. At low q, an initial perturbation in a zonal mode
is kinetically damped to a nonzero residual zonal flow that is independent of the
initial perturbation [27].
The inertial terms are expected to modify the zonal flow response at high
rotation since the centrifugal drift modifies mode oscillation frequencies [57]. To
investigate this, simulations with adiabatic electrons were used to calculate the
zonal flow residual for the electrostatic collisionless case with q = 1.1, kψρs = 0.0525,
for a range of  and u. Rather large grid sizes are used to avoid the recurrence
problem [112]. Also for reasons of numerical stability, the circular geometry model
of Ref. [94] was used, since we find it addresses some deficiencies of the standard
s−α model which contribute to a numerical instability for the zonal modes at higher
Mach number.
The results show that the residual zonal flow decreases with increasing rota-
tion (Fig. 6.7), which may indicate that the zonal flows regulating turbulent fluctu-
ations will decrease with strong rotation.1 Numerical experimentation by switching
off the trapping terms and drift terms independently indicates that the reduction in
the residual is due to the inertial drifts, whilst the trapping terms increase the resid-
ual by a smaller amount. The choice of R0 = RLFS or R0 = Raxis makes no difference
to the final result of Fig. 6.7. The frequency of the GAM is found to increase with
rotation, due to the influence of the centrifugal drift. This agrees with previous
1The saturation mechanism in nonlinear gyrokinetic turbulence is an area of active research and
its dependence on the zonal flow residual is open to debate
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Figure 6.8: Ion and electron heat diffusivities for the ga-std case. In a), the filled
points show the equivalent result in the s − α geometry.
work which calculated the influence of the inertial terms on the GAM frequency
[205]; further work to analytically calculate the zonal flow residual in the presence
of strong rotation would also be of interest for comparison. An additional GAM
branch driven by strong rotation with also identified in Ref. [205], identification of
this mode in GKW is left for a later work.
6.4 Nonlinear results
6.4.1 Thermal transport
Nonlinear kinetic simulations are presented for the ga-std and pure-tem cases. In
the nonlinear phase, the ga-std case is an ITG dominated case, with an additional
drive from the trapped electrons, a scenario typical for many tokamak operating
regimes. The parameters for the pure-tem case represent an alternate experimen-
tal regime dominated by electron turbulence (for example in plasmas with strong
density peaking, E×B shear or radio frequency wave heating).
The simulations were performed with Nmod = 21 binormal modes and Nx =
167 radial modes with a perpendicular simulation domain of extent [Lradial, Lbinormal] =[120,126]ρs. The maximum resolved wavevector has binormal wavenumber kθρs =
1.0, The number of grid points in parallel velocity, magnetic moment, and along the
field line are Nv∥ = 48, Nµ = 8 and Ns = 21 respectively. The v∥ and s resolutions
are slightly higher than those in Sec. 4.6, in order to more accurately resolve the
trapped-passing boundary, required for an accurate determination of the particle
flux and centrifugal trapping effects. These grid sizes have proved sufficient to re-
solve the diffusivities presented here, which are averaged for tav = 550(a/cs) after
the saturated state was reached. The circular geometry model [94] was used, to
prevent numerical instabilities developing in the zonal mode.
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The results for the ga-std case show a moderate increase in ion heat dif-
fusivity with rotation (Fig. 6.8(a)), reaching 40% at u = 0.6. We attribute this
increase primarily to the increased trapped electron drive, but perhaps also to a
decreased stabilising response of the zonal flow. As rotation increases, we find that
the magnitude of the perturbation in the zonal modes becomes less relative to the
other modes. The increase in heat transport comes from the largest scales modes
(Fig. 6.8(b)) which are stabilised most by the zonal flow. The promotion of the
trapped electron modes shown in the linear results leads to an increase in electron
heat transport at smaller scales (Fig. 6.8(b)), but since these scales contribute little
to overall transport, the result is that the electron heat transport shows no more
increase than the ion heat transport.
Comparing the linear mode frequencies (Fig. 6.2(b)) directly against the
transport spectrum (Fig. 6.8(b)), we note that mode propagation is in the ion di-
rection at the scales which the dominate the transport for all values of rotation
simulated. We also investigated a case with reduced R/LTi = 7.7, in which the dom-
inant linear mode was in the electron diamagnetic direction at all scales once u > 0.5.
Nonlinear results for this case, however, did not show an increase in electron heat
transport with increasing rotation, with the ITG turbulence more robust in the
nonlinear regime. This is an example of the more general result that transitions
between TEM and ITG in nonlinear turbulence occur gradually and are associated
with a drop in electron transport [206], and need not occur at the same point in
parameter space as the transition to the dominant linear mode. Similarly, in the
ga-std case, the robustness of the ITG is such that even when the smaller scale
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Figure 6.10: Location of zero particle flux state for ga-std case with effective
particle diffusivity calculated as Deff = Γ/{R/LEn }.
electron modes have the largest growth rate at high Mach number, the nonlinear
spectrum still peaks at ITG scales and no upturn is visible at smaller scales in the
spectrum (Fig. 6.8(b)).
For the pure-tem case, the destabilisation of the linear modes by the en-
hanced centrifugal trapping leads directly to an increase in electron heat transport
∝ u2 (Fig. 6.9(b)). The particle flux also increases proportionally with the turbu-
lence level, unlike in the ga-std case in which an inward particle flux increases more
strongly than the gradual increase in turbulence (discussed below).
It is necessary to point out that in practice an increased toroidal rotation
will often be associated with an increased toroidal rotation gradient, which is not
included in the present simulations. The stabilising effect of the E×B shear from
the perpendicular component competes against the destabilising effect of the parallel
velocity shear [44] and is sensitive to geometry parameters q and . For the ga-std
case, the parallel shear drive prevents turbulence quenching (Sec. 4.6, and Refs.
[56, 133]), but for other cases the stabilising effect of E×B shear can dominate [134]
and would counter the increased transport predicted by Fig. 6.8(a).
6.4.2 Particle transport
When investigating the effect of rotation on particle transport, it is particularly
important to be mindful of the previously discussed coupling of the rotation and
density gradient. In order to examine a quantity with physical meaning that is
independent of definitions of the density gradient, we searched for the null particle
flux state (Γ = 0), varying R/Ln∣RLFS between 3 and 4. The results in Fig. 6.10
are plotted against the flux surface average {R/LEn } since it is independent of the
R0 used, and is most relevant in determining the central density linked to fusion
performance. The total particle flux is determined by the balance between an inward
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contribution from low energy trapped electrons, and an outward contribution from
higher energy trapped electrons [198]. These results indicate that for the ga-std
case (ITG turbulence dominated), the increased fraction of low energy trapped
electrons (Fig. 2.3) due to the centrifugal trapping lead to an increase in the steady
state {R/LEn } with increasing rotation.
Collisions are also known to play a role in determining particle transport by
similarly altering the balance between trapped and passing electrons [198]. Prelimi-
nary nonlinear simulations with collisions in the ga-std case show that the increase
in the inward particle flux persists at the same magnitude, and the addition of
heavier impurities confirm the linear result that the inward convection increases
with impurity mass and Mach number. Full nonlinear investigation of particle and
impurity transport with collisions we leave for a later work.
6.5 Summary
The gyrokinetic equations formulated in a comoving frame that rotates with the
plasma allow for natural inclusion of the centrifugal and Coriolis forces in a local
flux tube model (Chapter 2). This chapter presents the first gyrokinetic simulations
including the centrifugal force, relevant to the case of a strongly rotating plasma.
The parallel component of the centrifugal force redistributes equilibrium den-
sity over the flux surface and causes an enhanced mirror force which enlarges the
trapped particle region in velocity space (Fig. 2.3). The enlarged trapping region
alters the threshold for the trapped electron mode, promoting it over the ion tem-
perature gradient mode at intermediate scales (Fig. 6.2(b)). The perpendicular
component of the centrifugal force results in the centrifugal drift, which modifies
the mode frequency, and reduces the residual of the zonal flow response (Fig. 6.7).
Nonlinear simulations of ion temperature gradient (ITG) mode dominated
turbulent transport indicate a moderate increase in the ion heat diffusivity with
strong rotation (Fig. 6.8(a)) due to the increased trapped electron drive and re-
duced regulation from the zonal flow. For pure trapped electron mode turbulence, a
stronger increase in electron heat diffusivity is found, since the destabilisation due to
the enhanced trapping effects occurs at the dominant transport scales. These sim-
ulations considered rotation, but did not include the stabilising effect of rotational
shear discussed in Chapter 4.
Increased numbers of slow trapped electrons enhance the convective parti-
cle pinch [197] in the nonlinear simulations, resulting in an increased steady state
density gradient with rotation (Fig. 6.10). These results suggest that strong ro-
tation could impact core particle density, with possible benefits for fusion perfor-
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mance. Linear investigations into trace impurity transport for the ITG mode show
a stronger convective pinch for heavy impurities due to their strong centrifugal trap-
ping (Fig. 6.4(a)). For heavy impurities, the redistribution of equilibrium density
over the flux surface due to the centrifugal force is extreme, resulting in strong
modifications to the diffusive particle flux. Determination of steady state impurity
gradients in the presence of rotation will require further investigation, with nonlin-
ear simulations including the effect of collisions needed to quantify the behaviour of
turbulent impurity transport in a rotating plasma.
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Chapter 7
Conclusions
In the last twenty years of development, gyrokinetic models of turbulent transport in
tokamak plasmas have become increasingly sophisticated, with increased computa-
tional power allowing many new physical effects to be included. This thesis extends
the local gyrokinetic code gkw to the regime of strongly rotating plasmas, through
the inclusion of the centrifugal force in the frame that corotates with the plasma. In
Chapter 2, the gyrokinetic equations containing all the inertial terms were derived
in the local limit, and the implementation of these equations in gkw was described
in Chapter 3. In Chapter 6, the consequences of the new centrifugal terms for heat,
particle, and impurity transport were examined in linear and nonlinear simulations.
Gradients in plasma rotation can both drive and suppress plasma turbulence,
which makes their inclusion in the model an additional necessity if rotating plasmas
are to be accurately simulated. In Chapter 4, methods for implementing a sheared
background rotation in a local code were investigated, and the implementation and
benchmark of the method chosen for gkw was described.
The rotation in a tokamak may be driven externally, as in beam heated plas-
mas, but is also observed to arise spontaneously in plasmas with no external torque.
This observation has motivated much recent theoretical attention on mechanisms
which break the symmetry of the gyrokinetic equation and lead to turbulent mo-
mentum transport. In addition to suppressing turbulence, sheared background flow
is one such mechanism that breaks the symmetry, and the first detailed quantitative
gyrokinetic study of the resulting momentum transport is the subject of Chapter 5.
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7.1 Results
The nonlinear benchmark of background shear flow in Chapter 4 demonstrated that
gkw and gyro give very similar values, giving good confidence in the quantita-
tive results of both codes. A detailed convergence study with gkw in the region of
critical shear (complete turbulence quenching) has illustrated how to obtain mean-
ingful results in this region. Nonlinear simulations of turbulence suppression due to
background E×B shear found that the quench rule for ITG turbulence does not de-
pend strongly on magnetic shear, and is expected to be insensitive to other gradual
changes in plasma parameters that do not change the nature of turbulence. How-
ever, fundamentally different turbulence regimes (for example pure ITG and pure
TEM) can have different shear quench rules if the dominant turbulent transport
occurs at different scales.
In Chapter 5, the background perpendicular shear was treated independently
from the parallel velocity shear to examine a nondiffusive, nonpinch contribution
to the parallel momentum flux. It was found that the strength of this symmetry
breaking mechanism depends strongly on the magnetic shear, with the sign reversing
for negative magnetic shear. Since perpendicular shear flows are responsible for
both symmetry breaking and suppression of turbulence, this contribution to the
momentum transport exhibits a maximum in the shearing rate. Furthermore, even
when the E×B induced momentum transport is normalised with the background
turbulence level, it is found to be quenched by increasing flow shear more strongly
than the linear quench rule for turbulent heat diffusivity. The results of Chapter 5
also demonstrate significant cross coupling between symmetry breaking mechanisms
in the nonlinear phase with E×B shear. This suggests that accurate prediction of
experimental rotation profiles will require nonlinear simulations incorporating all
the effects simultaneously.
The effects of the centrifugal force, examined in Chapter 6, are felt as a
centrifugal drift and an enhanced mirror force. The enhanced mirror force redis-
tributes density over a flux surface, and modifies the trapping condition, destabil-
ising trapped electron modes. For pure trapped electron mode (TEM) turbulence,
a strong increase in the thermal diffusivity (proportional to the square of the Mach
number) is found, since the turbulence drive is increased at all scales. In some cases,
the linear eigenmodes can be switched from ITG to TEM by the presence of strong
rotation, but examining one such case in the nonlinear state reveals a resilience in
the ion transport due to the gradual nature of the transition to the TEM regime.
For nonlinear ion temperature gradient (ITG) mode dominated turbulence,
increased trapped electron drive and reduced zonal flow lead to a moderate increase
in ion thermal diffusivity if the strong rotation is not accompanied by rotational
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shear stabilisation. An increased fraction of slow trapped electrons enhances the
convective particle pinch, leading to an increase in the steady state density gradient
with strong rotation. The steady state density gradient for the case of pure TEM
turbulence remains to be examined.
For heavy trace impurities, linear (and preliminary nonlinear) ITG mode re-
sults show an increased inward convection due to strong centrifugal impurity trap-
ping. For the TEM mode a reduced inward convection is attributable to the cen-
trifugal drift, since this result closely agrees with a previous fluid model in which
the drift was the only centrifugal effect. The TEM investigated has both density
and temperature gradient drive, and previous results in the literature indicate that
isolating the drive mechanisms could reveal different behaviour for each case.
As is to be expected, new questions arise directly from these results: For
momentum transport the next step will be a more detailed examination of the
interaction between symmetry breaking mechanisms in nonlinear simulations (in
particular, the interaction of the Coriolis pinch with E×B shear still needs to be
examined). The persistence of E ×B symmetry breaking even at zero magnetic
shear could be further clarified by an analytic model. The Coriolis pinch arises from
an interaction between parallel velocity and density mode structure, and could be
modified at strong rotation since both are modified by the centrifugal trapping.
The effects of strong rotation on particle and impurity transport should be
systematically investigated in the linear regime so that different mechanisms can be
isolated and compared for modes with each of the three primary drives. This in-
vestigation is already underway, and is being completed in parallel with comparison
to experimental datasets. In the future, predictive modelling capability for impu-
rity transport will require quasilinear or nonlinear studies including strong rotation,
collisions, and neoclassical transport.
Another natural follow-up is the study of the strong rotation effects together
with E×B shear, relevant to the situation in a spherical tokamak. Here, the E×B
shear may suppress the ITG modes whilst the strong rotation enhances the trapped
electron modes, but this remains to be demonstrated in nonlinear simulations.
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7.2 Outlook
Heat and particle transport were the original focus of gyrokinetic simulations, and
the study of momentum transport is a relative latecomer to the field. The results
in this thesis contribute one piece to the puzzle of momentum transport, and also
initiate examination of the consequences of strong rotation on turbulent transport.
All the mechanisms which contribute to momentum transport in the local limit have
now been identified by the systematic study of the symmetries of the gyrokinetic
equation, but quantitative evaluation of these effects and comparison with experi-
ment is only just beginning.
The Coriolis pinch and E×B shear contributions can together act against
diffusive momentum transport to sustain a rotation gradient even in the absence of
an external torque. However, these mechanisms cannot explain the origin the initial
rotation, and since both depend on the direction of the existing rotation, they cannot
determine a preference for rotation in a specific direction. Up-down asymmetry
of the flux surface is the only symmetry breaking in the local model which can
contribute this seed, and its greatest impact is in the outer core. Given that the
former mechanisms can transport momentum inwards to the core, a understanding
of momentum buildup in the edge and scrape-off-layer is vital for predicting core
rotation. In these regions, models different to that presented in this work are used,
and additional atomic physics is needed.
It is likely that some of the seed rotation arises from mechanisms that only
appear in global gyrokinetic models. A leading candidate is the effect of profile
shearing that gives a poloidal rotation to the most unstable mode, which generates
momentum transport analogously to the E×B effect examined in this thesis [179].
Careful work is required to disentangle and evaluate the contributions to momen-
tum transport in a global model, this should be a prerequisite to building accurate
simplified transport models for momentum. These transport models could be built
from local results, with an ‘a priori’ input of a seed rotation from a global model.
In the long term, global models well calibrated against the local models may be the
best tool to calculate the evolution of intrinsic rotation on the transport timescale.
The models of anomalous momentum transport are now sufficiently ad-
vanced that there is scope for combining the mechanisms identified so far in ex-
perimentally relevant simulations. Diagnostic progress in charge exchange recom-
bination spectroscopy is leading to increasingly accurate determination of rotation
profiles [143, 207], and experiments with perturbed momentum injection [150] pro-
vide a route to direct measurement of effective momentum diffusivity. With these
experimental advances, pieces of the theory are already starting to be validated
[145, 147, 149, 174].
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The effects of the centrifugal force on underlying turbulence may be more
difficult to observe in experiment, since it is difficult to vary rotation as an inde-
pendent parameter in experiment. Even if the rotation can be controlled cleanly
(perhaps by applying braking from increased magnetic ripple), it will be difficult to
isolate centrifugal effects from the effects of rotational shear. For ITG turbulence,
an increase in density peaking with rotation may be observable. Experiments domi-
nated by TEM turbulence typically have less external momentum input, so in these
cases it may be difficult to actively control the rotation to search for a dependence.
Impurity measurement is also challenging, and measurements of density distribu-
tions in 2D are very limited. However, the effects of the centrifugal force on heavy
impurities are large enough that by comparing simulations with and without it for
experimental parameters, its effect on density peaking should be evident, and initial
investigations are already underway.
Given the reversal of the E×B driven momentum transport with the mag-
netic shear, it is natural to consider its role in the formation of transport barriers
associated with a minimum in the q-profile. Following the results presented in
Chapter 5, extensive parameter scans in local simulations have recently identified
possible bifurcations in transport near zero magnetic shear [138]. However, the δf
local model used in this thesis is unable to study evolution on transport timescales
without an additional layer of transport equations [208, 209]. A fully consistent
treatment of barrier formation will require rotation profiles calculated consistently
with the turbulent toroidal momentum transport, should include background E×B
shearing from neoclassical poloidal flows consistent with these profiles, and might
also require calculation of the turbulent poloidal momentum transport [151, 210].
A general feature of the results in this thesis is that they force us to think
carefully about the linearised decompositions of independent mechanisms in parti-
cle and momentum transport as the models are extended to include new effects.
The paradigm of the transport matrix, whilst useful, has its limitations: It cannot
include effects such residual stress due to flux surface shaping, and the definition
of independent matrix elements becomes ambiguous for both strong rotation and
for momentum transport with E ×B shear. These complications imply that ex-
trapolations from linear dependencies should be done with caution in quantitative
comparisons with experiments, with nonlinear simulation of the specific parameter
set preferable where possible. After theoretical identification of mechanisms from
simplified models has been completed, new physics can still be identified from exten-
sive numerical scans over parameter space. Whilst expensive, these studies can be
used to fine tune more efficient quasilinear models, and provide one part of the tran-
sition from abstract theory to methodical engineering. This transition is necessary
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if predictive transport models for future fusion reactors are to be constructed.
Given the Mach numbers expected in a future reactor, it is likely that the im-
portant consequences of the centrifugal force will be for impurity transport. Whilst
rotation may be desirable for accessing improved confinement regimes, these need
to be developed with an understanding of the consequences for impurity buildup in
the core. Since there are a number of competing mechanisms for impurity trans-
port, it is possible that configurations may exist that efficiently confine heat whilst
rapidly expelling impurities. Finding these scenarios will require an understanding
of both barrier formation and the sensitivities of impurity transport in different
regimes. The results of this thesis underline that rotation must be considered for
both problems.
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Appendix A
Vector Identities
Taken from Ref. [211], relisted here for reference.
A × (B ×C) = (A ⋅C)B − (A ⋅B)C (A.1)
∇× (A ×B) = A(∇ ⋅B) −B(∇ ⋅A) + (B ⋅ ∇)A − (A ⋅ ∇)B (A.2)
∇(A ⋅B) = A × (∇×B) +B × (∇×A) + (A ⋅ ∇)B + (B ⋅ ∇)A (A.3)
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Abbreviations and symbols
A list commonly used abbreviations and mathematical symbols is provided here;
most of these are also defined in the text.
Acronym Long Form Description
gkw Gyrokinetics at Warwick A gyrokinetic computer code
gyro Unknown A gyrokinetic computer code
gene Unknown A gyrokinetic computer code
GS2 Unknown A gyrokinetic computer code
MHD Magnetohydrodynamics Set of plasma equations
FLR Finite (nonzero) Larmor radius
TEM Trapped electron mode Drift wave plasma instability
ITG Ion temperature gradient (mode) Drift wave plasma instability
ITER No longer considered an acronym Future tokamak experiment
(see footnote on page 1)
ga-std Label for set of simulation parameters Defined in Chapter 4
gkw-itg Label for set of simulation parameters Defined in Chapter 6
gkw-tem Label for set of simulation parameters Defined in Chapter 6
pure-tem Label for set of simulation parameters Defined in Chapter 5
Fig. Figure
Eq. Equation
Ref. Reference
Sec. Section
A.U. Arbitrary Units
Mag. Magnetic
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For species quantities a subscript e or i indicates electrons or ions respectively. Many
results are presented in the standard gyro-Bohm units where a is the plasma outer
minor radius, cs = √Te/mi = √2vth,i is the ion sound speed, ρs = cs/ωci is the ion-
sound Larmor radius, and ωci = eB/mi is the ion cyclotron frequency evaluated on
the magnetic axis. Where used, ρi = √2ρs. Vector quantities resolved into parallel
and perpendicular components with respect to magnetic field are denoted with ∥
and ⊥ subscripts respectively.
Symbol Description Notes
T Temperature in units of energy T = kBTK
kB Boltzmann’s constant 1.38 × 10−23m2 kg s−2K−1
0 Electric permittivity of free space 8.85 × 10−12m−3 kg−1 s4A2
µ0 Magnetic permeability of free space 1.26 × 10−6m kg s−2A−2
vth Thermal velocity vth =√2T /m
µ Magnetic moment, adiabatic invariant µ =mv2⊥/2B
e Charge of an electron (magnitude) 1.60 × 10−19C
Z Species charge in units of e
RA Major radius of magnetic axis
R0 Major radius at which nR0 is defined Can be R0 = Raxis or R0 = RLFS
r Minor radius of local flux surface Label for circular flux surfaces
a Minor radius of last closed flux surface
 Inverse aspect ratio  = r/RA
m Species mass
n˜ Perturbed density Time dependant
n¯ Perturbed density amplitude Chapter 1 only
n0, n Background density Function of θ when u ∼ 1.
nR0 Background density at R0
N Total density (Chapter 1 only)
B Magnetic field vector
E Electric field vector
J Current density vector
β Ratio of kinetic to magnetic pressure β = pcentral
B2
edge
/2µ0
θ Poloidal angle coordinate Zero at low field side, eθ × eϕ = eψ
θ0 Poloidal angle of mode maximum
φ˜, φ Perturbed electrostatic potential
Φ, Φ¯ Background electrostatic potential
Continued overleaf...
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Symbol Description Notes
ϕ Toroidal angle coordinate Clockwise from above
ψ Dimensionless radial coordinate Generalised flux surface label, ⊥
s Dimensionless parallel coordinate b ⋅ ∇ = ∂/∂s
ζ Dimensionless binormal coordinate Axisymmetric, perpendicular
sB Direction of toroidal field ±1 Relative to ∇ϕ
sj Direction of plasma current ±1 Relative to ∇ϕ
x Particle position vector
X Gyrocentre position vector
k Perturbation wavevector
kθ Poloidal component of wavevector Evaluated at low field side
t Time
α,αθ,s,r,x,vp Numerical hyperdissipation coeffcients
αE Shear quench parameter
ω Mode frequency (angular)
ωc Gyrofrequency (cyclotron frequency) ωc = eB/m
ωϕ Plasma rotation frequency (angular)
Ω Frame rotation frequency (angular)
u Mach number of bulk ions u = RAΩ/vth,i
γ Mode growth rate
γE , (ωs) Shearing rate, (in simplified problem) γE ≈ dvsdrE , (ER) Centrifugal energy, (normalised) E(θ) = ZeΦ − 12mΩ2(R2 −R20)
ρ Gyroradius (Larmor radius) ρ = vth/ωc with ωc at RA
ρ∗ Small expansion parameter ρ∗ = ρi/RA
ρs Ion sound Larmor radius ρs = cs/ωci with ωc at RA
cs Ion sound speed cs =√Te/mi =√2vth,i
vD Any or all perpendicular drifts
vE E×B drift vE = b×∇φB
vd,vi Curvature drifts, Inertial drifts
O(ρ∗) Terms of order ∼ ρ∗
Qs Heat flux of species s
Γs Particle flux of species s
χs Thermal diffusivity of species s χs = Qsn∣∇Ts∣
Ds Particle diffusivity of species s Ds = Γs∣∇ns∣
Γ∥ Ion parallel momentum flux Γ∥ ≈ Γϕ ≈ Πϕ/RA
Πϕ Toroidal angular momentum flux
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