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Hydrologic land surface properties can provide critical information about changing climate dynamics. 
Understanding spatiotemporal changes in hydrologic systems is essential for studying not only climate 
change but also for quantifying water resource availability. Climate change can impact hydrologic 
systems in a number of ways. Climate indicators attempt to characterize these impacts. To better 
understand the impacts of changing climate on hydrologic systems in their entirety, we developed a 
suite of climate indicators. Although many studies have developed individual hydrologic climate 
indicators, few have developed a multi-indicator approach to assess climate change impacts. Our 
motivation in establishing a suite of indicators is to look at not only changes in individual indicators but 
understand how hydrologic systems may be changing as a whole in response to climate change. 
The hydrologic parameters that were identified as useful in defining the surface state hydrology systems 
(river basins) were freeze-thaw (FT), inundation (FW), snow water equivalent (SWE), surface radiation 
balances (SRB), and river discharges. Quantifying the timing of freeze-thaw events and accompanied 
changes in snow melt, inundation, radiation, and discharge provides useful information for indicating 
climate changes in hydrologic systems. 
This research project was funded by NASA as part of its role in the United States National Climate 
Assessment (NCA). The spatial focus of this project was on the North American land mass and its major 
river basins. Because this spatial focus is so large in scale, the use of remotely sensed datasets was 
critical for detecting temporal and spatial changes in hydrologic parameters over these spatial extents. 
Because microwave radiation responds strongly to changes in dielectric constant that accompany the 
changing phases of water; FT, FW, and SWE indicators were all derived from microwave datasets. 
Radiation balances were obtained via GEWEX SRB (a combination of meteorological reanalysis and 
remote sensing). Discharge values were obtained from station data. In total, 48 major river basins over 
North America were selected for analysis. Many were selected on the basis of their large areas, however 
a number of smaller basins were selected due to the fact they represented a unique climatic state 
because of their limited latitudinal ranges and because intra-basin climatic variation was minimal. 
The FT, FW, SWE, and SRB datasets were all available in daily or quasi-daily form. However, the temporal 
span of the datasets varied as follows: FT spanning from 1980-2012, FW: 1992-2012, SWE: 1980-2012, 
SRB: 1984-2007. This presented an issue in that temporal overlap of the datasets only spanned 15 years, 
1992-2007. It should also be noted that some of the datasets needed to be reprojected to allow the 
datasets to be compared and contrast with one another. The projection standard used for all the 
datasets was Equal-Area Scalable Earth (EASE) Grid North. Although no two dimensional grid can 
accurately represent both area and shape, the preservation of area was of higher importance for the 
computation of spatial statistics. The derivation of potential indicators within each of the datasets are 






1.2) Literature Review 
 
 
Prior to carrying out our analyses, a number of studies were reviewed in order to establish a theoretical 
background for our work. This literature review was carried out in order to obtain results from previous 
studies that would serve as references with which to corroborate our findings and establish a framework 
of best practices in conducting our research. 
In developing a suite of climate indicators, our research is based on the premise that the earth’s climate 
has warmed in recent decades. Chapin et al. (2005) suggests that there has been a warming of the 
Northern Hemisphere over the past 30 years. This pattern of warming has contributed to a 0.3 - 0.4 C 
per decade increase in mean summer temperature in the Arctic (1960-2010). Serreze et al. (2000) has 
found that Arctic has warmed substantially during the winter as well. Hansen et al. (2010) found that the 
global warming occurring over the past 30 years has accelerated in the past decade (2000-2010). 
There is a plethora of literature suggesting that the mean temperatures of the earth have been 
warming. Because warming has a definite impact on freeze-thaw cycles, we wanted to develop potential 
indicators from land surface phase states. Prior to doing this we reviewed literature on the subject. 
McDonald et al. (2004) showed that warming over the past 30 years has altered land surface freeze-
thaw cycles resulting in an earlier onset and lengthening of growing seasons. Zhang et al. (2011) found 
that over the past three decades, in the Northern Hemisphere, spring thaw has advanced by 2.5 days / 
decade (p = 0.005) and non-frozen season length has increased by 3.5 days / decade (p = 0.007). 
We also wanted to determine if warming trends have influenced snow patterns. Stone et al. (2002) 
found that over the past 35 years (1965-2000), the day of complete snow melt has advanced by 8 days 
(p-value < 0.05).  It should be noted that this trend is more related to teleconnection patterns than a 
warming trend (Stone et al., 2002). A decrease in winter snow fall is not necessarily tied to warming, in 
fact in a climate modelling study, Houghton et al., 1996 found that snow fall over the Arctic is expected 
to increase in response to increases in greenhouse gas emissions. 
Surface water dynamics (inundation and discharge) are another class of potential indicator that 
according to our literature review, will not show a singular pattern with regards to response to warming 
temperatures. For instance, in polar regions, increased groundwater to stream discharge is expected to 
occur a result of permafrost thawing (Walvoord & Striegl, 2007). In contrast, Carrol et al. (2011) showed 
that between 2000 and 2009, the number of lakes (defined as a waterbody with at least 6 days of 
standing water during a JJA period) had declined by 6700 km^2 in Canada. It should be noted that this 
study does not accuracy describe surface inundation on an annual level. Rawlings et al. (2010) noted 
that hydrologic cycles have and will continue to intensify in response to a warming climate. 
In summation, in response to the increases in surface temperature, in generating potential climate 
indicators, we expect to see potential indicators depicting a decrease in frozen land area. This increasing 
temperature trend should also be depicted by an increasing trend in longwave upwelling radiation as 
this is a measure of thermal emission from the earth’s surface (Gupta et al. 2012). Snow and surface 




1.3) Dataset Assembly 
 
Table 1.3.1; Indicator Input Datasets 
Derived Indicator Dataset Used Dataset Timespan 
Day of Initial Thaw MEaSUREs FT 1979-2012 
Day of Final Thaw MEaSUREs FT 1979-2012 
Day of Initial Freeze MEaSUREs FT 1979-2012 
Day of Initial Thaw MEaSUREs FT 1979-2012 
Freeze Transition Length MEaSUREs FT 1979-2012 
Thaw Transition Length MEaSUREs FT 1979-2012 
Frozen Season (Ecological) MEaSUREs FT 1979-2012 
Physical Frozen Season MEaSUREs FT 1979-2012 
Physical Thawed Season MEaSUREs FT 1979-2012 
Physical Transitional Season MEaSUREs FT 1979-2012 
Day of Maximum Inundation JPL Wetlands 1992-2012 
Annual Inundation JPL Wetlands 1992-2012 
Snow Free Season GlobSnow 1980-2012 
Day of Snow Off GlobSnow 1980-2012 
Melt Length GlobSnow 1980-2012 
SWE (mm) at Melt Start GlobSnow 1980-2012 
Longwave Upwelling GEWEX SRB 1984-2007 
Shortwave Upwelling GEWEX SRB 1984-2007 
Longwave Downwelling GEWEX SRB 1984-2007 
Shortwave Downwelling GEWEX SRB 1984-2007 
Net Radiation Balance GEWEX SRB 1984-2007 
Discharge USGS & Env. Can. Various 









2.1) Freeze-Thaw (FT):  
 
FT Introduction:  
 
Freeze-thaw (FT) indicators are crucial parameters in describing hydro-climatic land surface processes. 
The terrestrial cryosphere is defined as the portion of the earth’s surface that contains frozen ground 
cover for a substantial portion of the year. The terrestrial cryosphere covers approximately 66 million 
km^2 (~52.5%) of the global land area where water is either permanently or seasonally frozen 
(McDonald and Kimball, 2005). Terrestrial ecological systems within the terrestrial cryosphere are 
constrained by the amount of time that land cover is frozen, this is true of the growing season in 
particular. Additionally, FT states greatly impact energy balances through latent and sensible heat fluxes. 
Two types of classifications of FT derivatives were generated to indicate how spatiotemporal changes in 
FT may be impacting both ecological and physical systems within the terrestrial cryosphere. 
The FT indicators that were produced were derived from satellite microwave remote sensing datasets. 
Satellite remote sensing observations are effective at detecting changes in dielectric constant that 
occurs as soil, surface snow, and vegetation transition from predominantly frozen to predominantly 
thawed states (McDonald and Kimball, 2005). Microwave remote sensing offers significant advantages 
over in situ measurements and remotely sensed observations in the VIR portions of the electromagnetic 
spectrum. The main advantages being that microwave remote sensing is insensitive to cloud cover and 
solar illumination effects at lower microwave frequencies in addition to the fact that microwave sensors 
have better temporal resolution than VNIR based products. Additionally, microwave remote sensing 
retrievals much more effectively characterize areas of large spatial extents than in situ measurements. 
Global air surface temperatures have, on average, warmed since the 1980s (Alley et al., 2003; IPCC, 
2007). These warming trends have altered the freeze-thaw (FT) cycles resulting in changes in 
hydrological processes, including earlier onset and lengthening of the potential vegetation growing 
seasons (Zhang et al. 2011). The FT data record that was used for indicator development spans 1979-
2012 giving a record of substantial overlap when compared to the aforementioned temperature record. 
In total, 10 different freeze-thaw indicators were developed. These included Physical frozen season, 
physical thawed season, physical transitional season, day of final thaw, day of final freeze, ecological 














FT data product assembly:  
 
The freeze-thaw (FT) dataset that was used to develop the FT indicators was a Global EASE grid 25km FT 
product developed by the University of Montana/ NASA Measures. This FT product was a level 3b 
product that defined four land surface phase states: 0 = frozen, 1= thawed, 2= transitional (am thawed, 
pm frozen), 3 = inverse transitional (am frozen, pm thawed). The global FT classification used in 
generating this product excluded grid cells that were permanent ice and snow, urban and barren land 
areas, or grid cells that contained greater than 20% fractional open water cover (Kim et al. 2012). The 
classification of grid cells as frozen or thawed was carried out by converting brightness temperature 
retrievals to integer values representing frozen, thawed, or transitional states. The brightness 
temperature retrievals where obtained at a 37 GHz frequency. Using brightness temperature at 37 GHz 
means that these retrievals provide a measure of surface canopy conditions and associated frozen 
temperature constraints to photosynthesis and GPP, but has generally lower sensitivity to underlying 
soil processes (Kim et al. 2012). 
The spatial classification accuracies of this process was 91.4 (+/−1.05) and 84.2 (+/−0.92) percent for PM 
and AM overpass retrievals relative to in situ air temperature measurements from the global weather 
station network (Kim et al. 2012). The FT data record was derived from brightness temperature 
retrievals from two satellites sensors, the Scanning Multichannel Microwave Radiometer (SMMR) and 
the Special Sensor Microwave / Imager (SSMI). Even though the full FT data record is derived from two 
separate satellites, after calibration adjustments, SSMI FT classifications proved to nearly identical to 
SMMR FT classifications (Kim et al. 2012). Although other FT classification products are available e.g. 
AMSR-E FT classification, the SSMI/SMMR record was chosen for the derivation of FT indicators because 
of its longer temporal span than AMSR-E, 1979-2012 vs. 2002-2011. The FT data product that was used 






Reprojection of FT data: 
The primary focus of this project is on North America, and the Northern Hemisphere to lesser extent. As 
a result, the global SMMR/SSMI FT product needed to be converted from a Global Equal-Area Scalable 
Earth Grid (EASE-Grid) to a Polar North EASE Grid. This reprojection process was carried out using 
Python’s PyProj4 library using a nearest neighbor interpolation method. Using the nearest neighbor 
method was necessary to preserve the distinct integer values that represent the different FT states of 
the land cover. Aside from this reprojecting process, little else needed to be done to the FT dataset in 
preparing it for indicator derivation as the dataset was temporally contiguous at daily level between 




Development of FT Indicators from data product (Physical vs. Ecological FT Indicators): 
 
The daily FT data product was converted into 10 indicators in the following ways. All FT indicators were 
developed at the yearly level. The first type of indicators that were developed were the physical frozen, 
thawed, and transitional seasons. The physical season were developed by summing the number of 
frozen, thawed, or transitional days within a given grid cell within a given year. This proved to provide a 
simple metric that is useful in looking at correlation between radiation balances. The physical FT 
indicators do not provide information about the timings of major primary freeze and thaw events. The 
timings of which are needed to define growing seasons. The derivation of indicators such as growing 
seasons required using various moving window approaches to define the timings of major freeze and 
thaw events as discussed in the proceeding section. 
 
Ecological Frozen Season: 
The ecological frozen season derivative was developed by establishing the timing of major freeze and 
thaw events rather than detecting the first frozen or thawed day in an annual FT time series. As part of 
the development of an ecological frozen season metric, initial freeze, final freeze, initial thaw, and final 
thaw, freeze transition length, and thaw transition length metrics were also developed. The length of 
the ecological frozen season was determined to be the time difference between the final freeze event in 
year_0 and the final thaw event in year_1. The final freeze and final thaw were both established using a 
moving window approach. In this approach, a 15 day kernel was used and final thaw (or final freeze) was 
established when 12 of the days within the kernel were thawed (or frozen). The initial thaw and initial 
freeze were determined in a similar manner with the expectation of counting transitional and thawed 
(or frozen and transitional) days within the 15 day kernel window. The freeze and thaw transitional 
lengths were defined as the difference in days between initial freeze/thaw and final freeze/thaw. This 
method was outlined in Kim et al. 2012.  
 
 







Figures 2.1.4-2.1.6; Ecological Freeze Indicator Climatology Maps:  
 
   
 
 






Testing for Trends in Ecological FT Derivatives; Data Normality: 
 
Two methods were used for determining trends in ecological FT indicators, an ordinary least squares 
regression (OLS) and a Theil-Sen (median slope) estimator. The OLS regression is a parametric test 
assuming that data is normally distributed. While the Theil-Sen test is non-parametric. Data normality 
was tested by grid cell in an inter-annual timeseries using the Shapiro-Wilk test. When using the 
Shapiro-Wilk test, if a p-value yields a value below 0.1, one would reject the null hypothesis that the 
data is normally distributed. When ecological FT derivatives were tested using this method on a grid 
cells basis, the majority of data distributions were shown to exhibit non-normality (p-value < 0.1), but 
not overwhelmingly so. As a result, we took the opportunity to compare the results of the OSL and Theil 
trends to one another.  
 
The percentages of grid cells failing to meet the normality requirement of the Shapiro-Wilk test (p-value 
> 0.1) are shown below according to each FT ecological indicator. 
 





































Testing for Trends in Ecological FT Derivatives; Implementation of Trend Analysis of North America 
and the Northern Hemisphere: 
The trends evaluated for the ordinary least squares regression and the Theil-Sen estimator are shown in 
the following tables for the Northern Hemisphere and North America. The first of the table columns is a 
description of the indicator. The second is a summation of the total area that was detected by the 
moving window algorithm used. The third column is a list of the average trend. The fourth, fifth, and 
sixth columns are lists of the percent of the total area that exhibited trends that fell within a 90%, 95%, 
and 99% confidence interval, respectively. The seventh, eighth, and ninth columns depict the average 
trends falling within the 90%, 95%, and 99% confidence intervals. The format of these charts will remain 




























Final Thaw 3.78E+07 -0.1725 38.71 28.88 13.73 -0.3363 -0.3671 -0.4287 
Final Freeze 3.88E+07 0.1219 14.28 7.95 1.99 0.3852 0.443 0.6059 
Frozen Season 3.75E+07 -0.3053 29.52 20.34 8.27 -0.6233 -0.6827 -0.7785 
Initial Thaw 3.88E+07 -0.1643 32.26 22.36 8.65 -0.3231 -0.3564 -0.4051 
Initial Freeze 3.88E+07 -0.0128 20.62 13.71 5.49 -0.0097 0.0166 0.1349 
Thaw Transition 3.76E+07 -0.0152 12.05 6.42 1.89 -0.1059 -0.1475 -0.2271 
Freeze Transition 3.88E+07 0.1273 21.01 13.15 4.64 0.2958 0.3011 0.2134 
 





















Final Thaw 3.78E+07 -0.1787 37.35 27.85 13.03 -0.3423 -0.3707 -0.4282 
Final Freeze 3.88E+07 0.1245 14.39 7.86 1.76 0.3965 0.4726 0.6785 
Frozen Season 3.75E+07 -0.3089 28.77 19.8 7.59 -0.6412 -0.7008 -0.7903 
Initial Thaw 3.88E+07 -0.1648 31.41 21.36 7.66 -0.3435 -0.3805 -0.4585 
Initial Freeze 3.88E+07 -0.0003 19.28 12.73 4.91 0.0319 0.0672 0.1917 
Thaw Transition 3.76E+07 -0.003 11.74 6.19 1.79 -0.0191 -0.0174 -0.0544 
Freeze Transition 3.88E+07 0.1361 20.85 13.08 4.58 0.329 0.3477 0.3452 
 
The differences in the OLS and Theil trends were minimal overall but a few differences between the 
methods can be seen in the tables above. The first being that the mean trends had greater absolute 
values for the Theil method than the OLS. Secondly, the OLS picked up a slightly higher percentage of 
grid cells falling into the 90%, 95%, and 99% confidence intervals. Third, the mean trends within the 
percentage of grid cells exhibiting trends falling within these significance levels tended to have a higher 
absolute value for the Theil trends than the OLS. The mean trends in for both the OLS and Theil methods 
for ecological frozen season length (non-growing season) show a trend of -.3053 & -.3098 days/year 
both agree well with literature citing a lengthening of the non-frozen season of 3.5 days/decade (Zhang 
et al. 2011). The shortening of the frozen season is linked with an earlier day of thaw, both initial thaw (-
0.1648 DOY/year) and final thaw (-0.1787 DOY/year), Over 30% of the Northern Hemisphere land mass 
that was detected as having primary freeze/thaw cycles exhibited significant trends at the 90% 





























Final Thaw 1.15E+07 -0.0609 17.48 10.36 2.79 -0.2025 -0.2187 -0.2736 
Final Freeze 1.16E+07 0.2057 15.8 9.11 2.33 0.5961 0.6769 0.9018 
Frozen Season 1.14E+07 -0.2796 20.58 13.12 4.21 -0.7332 -0.822 -0.9534 
Initial Thaw 1.16E+07 -0.1097 21.61 13.96 4.09 -0.288 -0.3078 -0.2813 
Initial Freeze 1.16E+07 0.0033 22.3 15.29 6.61 0.0743 0.1124 0.2406 
Thaw Transition 1.14E+07 0.0287 13.17 6.86 1.55 0.0249 -0.0069 -0.2017 
Freeze Transition 1.16E+07 0.1926 25.22 17.21 7.25 0.4095 0.4197 0.3769 
 
 
Table 2.1.5; Ecological FT Theil Trends; North America: 
 
 
Again, the differences in trend between the OLS and Theil methods are minimal with regards to 
percentage of grid cells with trends meeting each significance level and the trend values themselves. A 
key difference to note is between the final thaw over North America and the Northern Hemisphere, with 
the North America being -.0737 DOY/year and the Northern Hemisphere being  -0.1787 DOY/year. The 
percentage of grid cells exhibiting significant trends at the 90% confidence interval is also greatly 
reduced for final thaw over North America, with only 15.33% and 17.48% of grid cells being significant 
for Theil and OLS methods. Ecological frozen season is still exhibiting a similar trend over North America 
as compared to Northern Hemisphere albeit with a slightly lessened trend (-0.2654 days/year) with less 
significant area (18.85%) at 90% confidence. It should be noted that the mean trends for ecological 























Final Thaw 1.15E+07 -0.0737 15.33 9.41 2.21 -0.2301 -0.2485 -0.3032 
Final Freeze 1.16E+07 0.1956 14.42 8.26 1.92 0.5797 0.6582 0.9024 
Frozen Season 1.14E+07 -0.2654 18.85 11.89 3.6 -0.734 -0.8203 -0.9454 
Initial Thaw 1.16E+07 -0.1112 19.36 11.82 3.11 -0.3205 -0.3473 -0.4105 
Initial Freeze 1.16E+07 0.015 21.13 14.59 6.13 0.1006 0.1445 0.2868 
Thaw Transition 1.14E+07 0.0508 12.33 6.41 1.6 0.1614 0.2131 0.23 




Figure 2.1.8; Mean Yearly FT Indicator Trends over North America: 
 
The most pronounced trend over North America is the lengthening of the freeze transition, lengthening 
by 0.1979 days/year. With regards to freeze transition, 26% of grid cells showed trends that were 
significant at the 90% level using the Theil method. When the mean trends in indicators were computed 
over North America as a whole and analyzed with the ordinary least squares regression, mean freeze 
transition was the only one of the seven ecological FT indicators that showed statistically significant 













The maps above show an increase in freeze transition length and a shortening of the ecological frozen 
season. By looking at the significance maps, it is apparent that the increase in the freeze transition 
length is impacting large regions of Alaska and Western Canada. The ecological frozen season trends are 











From the maps above we see there are significant trends covering large portions of Alaska indicating an 
earlier day of final thaw. There are also trends of increasing DOY for final freeze impacting sparse 




Physical FT Indicators: 
In contrast to the ecological FT indicators which uses the moving window approach to determine the 
timings the initial thaw, final thaw, length of frozen season, etc.; the physical FT derivatives were simply 
annual summations of the number of frozen, thawed, or transitional days within each grid cell. 
 




Table 2.1.6; Physical FT Trends; Normality Testing: 
The percentages of grid cells failing to meet the normality requirement of the Shapiro-Wilk test (p-value 
> 0.1) are shown below according to each physical FT indicator. 
 
Physical Transitional Season % Non-
Normal Grid Cells 
Physical Frozen Season % 
Non-Normal Grid Cells 
Physical Thawed Season % 
Non-Normal Grid Cells 
23.2 15.49 34.11 
 
From these results we see that the majority of grid cells contained in this analysis are normally 
distributed. Unlike the normality testing for the ecological FT indicators that couldn’t conclusively state 
whether OLS or Theil was the most appropriate trend analysis method, it is apparent that the majority of 
the grid cells are appropriate for parametric testing and thus the OLS method is the most statically valid 






























Phys. Thawed Season 5.37E+07 0.1856 35.78 26.24 12.23 0.3727 0.4156 0.5455 
Phys. Frozen Season 4.49E+07 -0.3009 48.26 37.19 20.03 -0.4813 -0.5239 -0.6088 
Phys. Transitional Season 5.23E+07 0.0402 30.04 21.19 9.51 0.0326 -0.0154 -0.2398 
 
 





















Phys. Thawed Season 5.37E+07 0.2009 36.54 25.97 11.59 0.3915 0.4526 0.6237 
Phys. Frozen Season 4.49E+07 -0.2879 44.95 34 16.9 -0.476 -0.5192 -0.6181 
Phys. Transitional Season 5.23E+07 0.0588 27.75 19.14 7.83 0.0749 0.0296 -0.1898 
 
In the tables above, we can see that the OLS and Theil methods produce similar results with mean 
trends, the number of grid cells with trends falling into various confidence intervals, and the mean 
trends within these confidence intervals. The most pronounced trends are those for physical frozen 
season with OLS method producing a trend of -0.3009 days/year. It should be noted that although the 
physical frozen season is computed by a completely different method than the ecological frozen season, 
the trends are similar: -0.3009 days/year vs. -0.3053 days/year for ecological and physical season, 
respectively. The physical frozen season is producing significant trends at 90% confidence for 48.25% of 
the total land area analyzed. Over the Northern Hemisphere as a whole, this decreased physical frozen 
season is primarily the result of an increased physical thawed season length rather than increased 
physical transitional season length as the trend in physical thawed season is 0.1856 days/year vs. 0.0402 
days/year in physical transitional season. The physical thawed and transitional seasons are showing a 

































Phys. Thawed Season 1.68E+07 0.1444 30.83 21.5 9.22 0.3475 0.4132 0.5885 
Phys. Frozen Season 1.38E+07 -0.3218 48.46 38.43 22 -0.5248 -0.5691 -0.6609 
Phys. Transitional Season 1.63E+07 0.1209 39.61 28.91 13.05 0.2151 0.219 0.1339 
 





















Phys. Thawed Season 1.68E+07 0.1405 31.44 21 8.46 0.3255 0.3981 0.6026 
Phys. Frozen Season 1.38E+07 -0.3065 44.24 33.31 17.13 -0.5192 -0.5715 -0.6853 
Phys. Transitional Season 1.63E+07 0.1325 35.67 25.04 9.56 0.2438 0.245 0.1394 
 
A key difference between the trends over the Northern Hemisphere vs. North America is that the 
physical transitional season has less pronounced trends over the Northern Hemisphere than North 
America, 0.0402 days/year vs. 0.1209 days/year. This is also true with regards to the percent area of the 
























The only spatially contiguous, significant trends in physical thawed season exist over the lower 
Midwestern United States. The physical transitional season, however, shows trends, which albeit 










Discussion of Trends: 
The strongest trend in the physical FT derivatives is the frozen season, the mean trends for North 
America and the Northern Hemisphere being ~ .3 frozen days/year decrease. Also of importance is the 
fact that this trend is present over 40% of land mass in the study domain at the 90% confidence level, 
















Figures 2.1.19-2.1.20; Yearly Mean FT Indicator Trends: 
 
    
 
From the charts above, we see that the frozen area in North America is decreasing while the transitional 
area is increasing over the North American land mass as a whole. The trend in frozen area exhibits a 


























In addition to the yearly mean indicator plots showing a decrease in frozen days and increase in 
transitional days over North America, the daily integrated thawed area and daily integrated transitional 
area are also showing trends in the same direction. Essentially, this means that North America is gaining 
5197 km^2 of transitional area per year while losing 12515 km^2 frozen area per year. It is apparent that 







2.2) Fractional Surface Water (FW): 
 
FW Introduction: 
 Fractional surface water inundation (FW) is a key component of hydrologic systems. Land surface 
inundation contributes to river discharge through both surface runoff and groundwater flow. 
Understanding land surface inundation dynamics is key in quantifying carbon fluxes as inundation 
controls respiration type (aerobic vs. anaerobic) and whether ecosystems operate as carbon sources or 
sinks (Carroll et al., 2011). Understanding inundation dynamics is particularly important when 
attempting to quantify methane emissions (Schroder et al. 2012). There has been substantial debate as 
to whether climate change increases the amount of liquid surface water in high latitude regions due to 
factors like permafrost melting or lessens the amount of surface water from increased 
evapotranspiration (Gorham, 1991; Carroll et al., 2011). Although land surface inundation levels are 
highly seasonal, by looking at changes in inundation on a yearly basis, we can obtain the best indication 
of potential climatic changes. In order to monitor these changes, two primary indicators were derived 
from the inundation dataset, total yearly inundation and the day of maximum inundation. 
 
FW data product assembly:  
 
Inundation data was obtained from the Jet Propulsion Laboratory (JPL) Wetland’s website (Schroder et 
al. 2012). The data record obtained is part of NASA’s Surface WAter Microwave Product Series 
(SWAMPS). This product is a daily record of inundation over the northern hemisphere. This product was 
chosen over FW products derived from AMSR-E because the SWAMPs dataset contained a greater 
temporal span than AMSR-E, ranging from 1991-2013. The length of this record was reduced to 1992-
2012 when full yearly coverage was taken into account. The inundation product is derived from a 
number of empirical relationships and derives inundation values based on land cover type, a 19 GHz 
brightness temperature retrieval polarization ratio (vertical/horizontal), combined with backscatter 
measurements. This inundation product owes its long temporal span to the convergence of the data 
obtained from three separate backscatter datasets; ERS, QuikSCAT, and ASCAT. The passive brightness 
temperature retrievals are from SSMI. 
 
Development of Indicators from FW data product:  
 
In order to make the various indicators more uniform, the inundation data was converted from the .dat 
format to .h5. Additionally, missing days in the data record were filled with null arrays as placeholders to 
maintain the temporal continuity of the dataset. The null arrays were filled with Not-A-Number (NaN) 
values. The inundation dataset was smoothed with using a 14 day running mean which filled in NaN 
values as well, thus producing a final product that was smoothed and had the NaN placeholder arrays 
interpolated. The primary derivative that was developed for the inundation was total yearly integrated 
















FW Dataset Caveat: Backscatter Sensor Bias: 
 
It should be noted that because the full FW dataset (1992-2012) is derived from three different 
backscatter sensors occupying different timespans within the full FW dataset (ERS: 1992-1999, 
QuikSCAT: 2000-2008, ASCAT: 2009-2012), there are slight variations in the estimation of inundation as 
the dataset progresses in time. The sensor bias is such that, ERS overestimates inundation compared to 
QuikSCAT, and QuikSCAT overestimates inundation compared to ASCAT. This means that when 
computing timeseries trends, the trends will be negatively biased. Schroder et al. 2012 notes that on a 
global level, the mean residual error percentage of the difference between: QuikSCAT and ERS is -0.07 
and QuikSCAT and ASCAT is 0.11. This negative bias in estimation of inundation (ERS>QuikSCAT>ASCAT) 
as the dataset progresses in time is also present in the time periods in which the backscatter sensors 




These figures verify the findings by Schroder et al. 2012. It is important to note this bias when 
interpreting the trends shown in the proceeding sections. Even statistically significant negative trends 
could be due to underestimation of inundation due to sensor configuration rather than actual changes 
in surface inundation dynamics. This also means that statistically significant trends depicting increase in 









Testing for Trends in FW Derivatives; Data Normality: 
The test for data normality in FW indicators, showed that yearly FW met the criteria for testing using the 
OLS regression while the day of maximum FW and maximum FW after snow melt were shown to have a 
majority of non-normal grid cells which meant that the Theil method was the most statistically valid 
method for assessing trends in those indicators.  
 
Table 2.2.1; FW Indicator Normality Testing  
Yearly FW % Non-Normal 
Grid Cells 
Day of Max FW % Non-
Normal Grid Cells 
Day of Max FW (DOY < 200) % 
Non-Normal Grid Cells 
39.81 79.12 64.5 
 
 






















Yearly FW (OLS) 9.60E+07 -0.00329 44.87 36.47 22.77 -0.01433 -0.02333 -0.05494 
Yearly FW (Theil) 9.60E+07 -0.09149 41.21 32.87 19.34 -0.02266 -0.03143 -0.05476 
 
 





















Yearly FW (OLS) 18736250 0.053936 36.86 28.64 16.6 0.111768 0.122615 0.136075 
Yearly FW (Theil) 18736250 0.044391 33.99 26.21 14.57 0.094841 0.101913 0.106007 
 
The Northern Hemisphere shows a trend of annually integrated inundation decreasing over its entirety, 
the opposite is true for North America. Similarly to the FT indicators, the differences between the Theil 
and OLS methods for trend analysis are not profound. Also, as was the case with the majority of the FT 































From the maps above, it is apparent that the trends in day of maximum inundation and day of maximum 
inundation following snow melt are practically non-existent at a 90% confidence level. The annually 
integrated inundation shows significant, semi-contiguous trends of increasing annual inundation in the 
land area surrounding the Hudson Bay and trends of decreasing inundation in the eastern portion of the 
continental United States. Although we cannot say if these trends in decreasing inundation are due to 
sensor bias or true decreasing annual inundation, we can be fairly certain that trends showing increases 











Both of these charts show an increase in inundation over North America, one in the yearly mean 
integrated inundation and the other in daily integrated inundation over North America. This increase in 
inundated area results from the trends of increasing annual inundation over the Hudson Bay being 
stronger than the trends of decreasing annual inundation in the temperate regions of the United States. 




2.3) Snow Water Equivalent (SWE)  
 
 
SWE Introduction  
 
Snow Water Equivalent (SWE) proves to be an important hydrologic climate indicator for a number of 
reasons. SWE datasets can be used for generating a number of indicators. Analyzing trends in SWE 
datasets proves useful for determining the seasonal timings of snow melt and snow off events. Snow 
melt events are inextricably linked with radiation balances. Snow’s high albedo in the visible portion of 
the electromagnetic spectrum makes it highly reflective of shortwave radiation. A decreased number of 
days of snow cover in a year, contributes to greater absorption of solar radiation, increasing land surface 
temperature (Stone et al. 2002). Snow not only impacts radiation balances but is a great contribution to 
river discharge in high latitude regions. Between 1965 and 2000, snow melt has advanced by 8 days on 
Alaska’s North Slope (Stone et al., 2002). This advance has corresponded with a net radiative forcing of 2 
WM-2 per year. Many Arctic regions, including Canada and Scandinavia have experienced an earlier day 
of snow off (Stone et al., 2002). Paradoxically, GCM studies have found that winter precipitation in Arctic 
regions would increase in response to increases in GHGs (Houghton et al 1996). To further investigate 
these previous findings, seven indicators were generated: Day of snow off, snow melt length, day of 
melt start, SWE at melt start, snow free season, rate of snow melt, and annual integrated SWE. 
 
SWE data product assembly  
 
Two main snow products were initially selected as potential candidates for the assembly of snow 
indicators. ASMR-E Snow and GlobSnow. GlobSnow was selected over the AMSR-E snow product 
because of the longer temporal span that better aligned with other datasets and because of the fact 
that GlobSnow is a level 3B product with ground truthing from station data assimilated into the final 
product. GlobSnow is a dataset produced by the Finnish Meteorological Institute. GlobSnow data can be 




The GlobSnow product was frequently missing days from ~ Julian day 160 onward. In many cases, this 
dataset was missing the period between June 1st and June 21st (a primarily period of snow melt in higher 
latitudes). The issue of filling missing days during the snow free season was relatively simple as this 
process was completed using a backfill technique in Python’s Pandas library. After the backfill process 
was performed over a 7 day window (only for the snow free period), a linear interpolation was used to 
fill remaining missing SWE values. Although this backfill/interpolation process does not enable one to 
obtain the accurate melt rate on a daily basis, it does still enable an accurate computation of snow melt 







Development of SWE indicators:  
 
Developing SWE indicators was fairly straightforward after missing values were interpolated and 
backfilled. The length of snow free season was determined by summing the number of days of zero 
SWE. The day of melt was determined by looking at the day when SWE values dropped to 75% of their 
maximum, using this method rather than the 100% maximum was necessary for detecting the primary 
occurrence of melt rather than changes in SWE values that be occur from sporadic melt events and the 
impact of wind on changing snow levels. Day of snow off was calculated as the day proceeding primary 
melt when the SWE value dropped to zero. The length of melt period was defined as the difference 
between day of primary melt and day of snow off. 
 
 






















It is important to note that the SWE detected is masked over mountainous areas as GlobSnow which is 
derived from SSMI and SSMR does not accurately measure mountain snow, as a result much of Western 




SWE Indicator Trends; Normality Testing: 
 
The percentages of grid cells failing to meet the normality requirement of the Shapiro-Wilk test (p-value 
> 0.1) are shown below according to each SWE indicator (annual integrated SWE excluded). From the 
table below, it is apparent that the majority of the data is non-normal and as a result the Theil method is 
most appropriate for evaluating trends in indicators. 
 
 
Table 2.3.1; SWE Indicator Normality Testing: 
 











SWE (mm) at 
Melt Start % 
Non-Normal 
Grid Cells 







70.92 81.06 71.9 56.94 53.96 94.25 
 
 























Snow Off Day 4.58E+07 -0.0782 24.3 16.04 5.7 -0.1935 -0.2353 -0.3303 
Melt Length 4.57E+07 -0.1183 23.49 16 6.7 -0.3157 -0.3659 -0.4912 
Melt Start 4.58E+07 0.0399 20.4 13.1 5.12 0.158 0.2153 0.3466 
SWE at Melt Start 4.49E+07 -0.1444 22.74 15.61 6.77 -0.4574 -0.5519 -0.7011 
Snow Free Season 4.58E+07 0.1483 23.77 15.98 6.62 0.4527 0.5699 0.9088 
Melt Rate 44921875 0.0354 24.57 14.5 4.17 0.112 0.1264 0.1494 
 
 























Snow Off Day 3.06E+07 -0.0935 31.15 20.65 8.04 -0.1854 -0.2112 -0.2393 
Melt Length 3.11E+07 -0.1609 31.91 22.01 9.35 -0.3194 -0.3704 -0.5001 
Melt Start 3.08E+07 0.0736 26.04 17.31 6.78 0.218 0.2713 0.4154 
SWE at Melt Start 3.08E+07 -0.222 29.98 21.05 8.84 -0.4925 -0.5551 -0.6168 
Snow Free Season 3.64E+07 0.2063 28.41 19.3 7.5 0.4676 0.5444 0.7623 




Note in the tables on the preceding page, Theil analysis differed from that of the OLS, therefore, it is not 
valid to make a comparison of total area and it is important to note that the mean trends may differ 
from one another if they are not masked according to their significance levels. The trends in the six SWE 
indicators suggest a warming occurring over the Northern Hemisphere because of the earlier day of 
snow off, decreased melt length, decreased SWE at melt start, increased snow free season, and 
increased melt rate. It should be noted that the day of melt start appears to be advancing according to 
the trends (0.0736 DOY/year). Although the trends for the SWE indicators fell within 26-32% area 
coverage for all SWE indicator trends within a 90% confidence interval over the Northern Hemisphere, 
these percentages were significantly less over North America.   
 






















Snow Off Day 1.38E+07 0.0089 24.08 14.84 4.61 -0.0422 -0.1296 -0.3489 
Melt Length 1.38E+07 -0.0763 19.94 12.81 4.86 -0.2559 -0.3255 -0.5974 
Melt Start 1.38E+07 0.0852 18.37 10.86 3.31 0.2911 0.3635 0.4126 
SWE at Melt Start 1.36E+07 -0.2214 24.07 17.49 8.52 -0.7955 -0.9366 -1.098 
Snow Free Season 1.38E+07 -0.005 19.39 13.13 5.8 0.023 0.0847 0.4594 
Melt Rate 13616875 0.0189 23.49 14.49 4.26 0.0482 0.0568 0.0927 
 






















Snow Off Day 1.05E+07 0.0065 28.71 17.89 5.3 -0.0248 -0.0722 -0.1992 
Melt Length 1.06E+07 -0.1053 24.94 15.94 6.64 -0.2406 -0.3136 -0.4892 
Melt Start 1.07E+07 0.12842 22.62 13.91 4.54 0.3646 0.4239 0.5456 
SWE at Melt Start 9.57E+06 0.3605 33.24 24.25 11.12 -0.8295 -0.9218 -1.0137 
Snow Free Season 1.17E+07 0.0257 21.28 14.79 6.38 0.1245 0.1994 0.4355 
Melt Rate 9650625 0.0056 31.02 20.88 7.97 0.0157 0.0198 0.0349 
 
The trends in SWE indicators over North America are less pronounced than those over the Northern 
Hemisphere as a whole. The overall mean trends, regardless of significance, show an increase in day of 
snow off, day of melt start, and SWE at melt start. Within the various significance levels, snow off day 
and SWE at melt start show decreasing trends. Within the 90% confidence interval, the only SWE 
indicator showing trends counter to those that would be expected for a warming climate was the day of 






















The SWE indicator trends are primarily present over Alaska. A shorter melt length and longer snow free 
season are both present over large portions of Alaska. The lengthening of the snow free season 
corroborate the findings by (Stone et al., 2002) showing lengthening of the snow free season over 
Alaska. The trend maps show the length of melt also decreasing in Alaska. The most contiguous trends in 




Figures 2.3.15-2.3.16; Overall SWE Trends over North America; Mean SWE at Melt Start and Daily 







Of the yearly mean values indicator values, the SWE at melt start was the only one of the six SWE 
indicators showing a decrease in SWE at melt start over North America. The daily integrated SWE area 





2.4) Surface Radiation Balance (SRB): 
 
SRB Introduction:  
Radiation balances are the drivers of hydrologic systems, altering hydrologic cycles through phase 
changes and energy cycling. Changes in shortwave upwelling radiation can provide an indication of the 
day of snow off due to decreased surface albedo. Additionally, net radiation balances provide an 
indication of the energy available to hydrologic systems for latent and sensible phase changes. 
Longwave upwelling radiation provides a simple indicator of land surface temperature so long as the 
radiative forcing of clouds is corrected for. Annual accumulated net radiation, annual accumulated 
longwave upwelling radiation, and annual accumulated shortwave upwelling radiation were used to 
develop potential indicators on daily and annual temporal scales. 
 
 
SRB Data Product Assembly / Regridding: 
 
Radiation balances were computed using remotely sensed datasets from the Global Energy and Water 
Exchanges (GEWEX) / NASA Surface Radiation Budget (SRB) project. This product is generated using a 
combination of satellite data augmented with metrological reanalysis and ground-based validation 
because surface radiation balances cannot be directly observed by airborne satellites (Stackhouse et al., 
2002). GEWEX uses a combination of GEOS-1/GEOS-4 reanalysis data as well as retrievals from ISCCP, 
TOMS, and ground-based measurements from the Baseline Surface Radiation Network (BSRN) (Gupta et 
al., 2002). This GEWEX SRB dataset provided a temporal span from 1984 to 2007 and is available as a 
daily product. The largest issue with this dataset was the fact that it is only available in 1 degree grids. In 
order to provide spatial alignment with other datasets, the GEWEX SRB data needed to be regridded 
into EASE Grid North format using Python’s PyProj library. The GEWEX SRB data is available from the 











Table 2.4.1; Testing for Trends in SRB Derivatives; Data Normality: 
The Shapiro-Wilk test for data normality in SRB indicators, showed that overall, SRB indicators met the 











































Radiation 1.05E+08 40.2127 47.14 38.45 23.45 132.3553 147.1325 176.5943 
Yearly Net Radiation 1.05E+08 75.3286 56.38 48.65 34.21 66.5921 77.4379 121.5218 
 
 



















Radiation 1.05E+08 40.4078 42.13 33.43 19.45 140.6948 154.0504 183.8799 
Yearly Net Radiation 1.05E+08 75.7023 53.12 45.50 29.41 69.4670 82.9151 140.4300 
 
 
Longwave upwelling radiation serves as a proxy measure for temperature and is indicative of the yearly 
land surface temperature when integrated annually. The trend in longwave upwelling radiation shows a 
40 W/M^2 increase per year. 47% of total analyzed grid cell trends fell within a 90% confidence level. 
The mean trends within each of the confidence intervals was greater than 100 W/M^2 per year. These 
trends increased in magnitude with increasing levels of significance. The net radiation trend (upwelling 
radiation–downwelling radiation) shows an increasing trend over the Northern Hemisphere, 75 W/M^2 
per year increase in net radiation. Similarly to yearly upwelling radiation, this trend is becoming 































Radiation 2.03E+07 87.803 42.82 33.06 18.86 151.7890 170.8361 215.7802 
























Radiation 2.03E+07 89.7325 41.18 31.56 18.35 157.4936 177.0905 220.0347 
Yearly Net Radiation 2.03E+07 -42.8389 52.13 42.70 21.86 -72.3676 -77.0756 -76.1304 
 
 
The yearly longwave upwelling radiation trends are showing increases over North America as well as the 
Northern Hemisphere as a whole. The mean trend of 89 W/M^2 per year being greater than that of the 
Northern Hemisphere. 41.18% of the grid cells analyzed yielded statistically significant trends at the 90% 
confidence interval. Within this confidence interval, the mean trend for longwave upwelling radiation 
was 157 W/M^2 per year. In contrast to the Northern Hemisphere, North America exhibited trends of 















































The yearly longwave upwelling trend maps shows statistically significant increases in yearly upwelling 
radiation over the Western portions of the United States, as well as Northeastern Canada and Alaska. 
Greenland also shows statically significant trends although this area was not included in statistical 
computations for North America. The net radiation map shows increasingly negative radiation balances 
over the majority of the eastern United States and Canada. The only areas showing positive annually 
integrated net radiation are the areas with the strongest trends in yearly accumulated upwelling 





Figures 2.4.5-2.4.6; SRB Yearly Trend Plots: 
 
 





















Explanation of Figures 2.4.7-2.4.9: 
 
The results of the trend maps are corroborated by the results from the yearly mean SRB indicators over 
North America. These trends show an increasingly negative trend in annual net radiation balance while 
the longwave upwelling radiation shows a trend of increasing annual upwelling radiation over North 
America. The daily area plot shows a similar trend in upwelling longwave radiation over North America. 
With a trend of 5126427 W/M^2* Km^2 of longwave upwelling radiation accumulation per year over 
North America. The trends in upwelling radiation suggest that there is a trend if increasing sensible 
heating over North America. 
 
 
Explanation of Radiation Balance Findings: 
The results of trend analysis performed on the three radiation balance indicators provided some 
interesting results. The first being that longwave upwelling radiation, as a whole is increasing over North 
America as a result of increases in land surface temperature. The statistically significant decreases in 
shortwave upwelling radiation are the result of decreases in annual surface albedo (likely stemming 
from a decrease in days of snow cover).  
The trends observed in net radiation differ in direction and strength regionally across the United States. 
As net radiation is a measure of upwelling radiation minus downwelling radiation, it yields the most 
detailed information on energy cycling. In the trend map of net radiation (Figure 2.4.4), there is a clear 
trend of net radiation becoming more positive in the western United States. This positive trend can be 
attributed to the fact that surface temperatures are increasing in the western United States. There is a 
clear overlap between areas of positive net radiation trends and positive upwelling longwave radiation 
trends in the western United States.  
Increasingly negative net radiation trends are impacting the eastern United States. Because the GEWEX 
SRB dataset measures the amount of energy input and output from the earth’s surface, the negative 
trend is likely a consequence of a greater amount of energy being absorbed by latent phase changes of 
(evaporation) of water at the earth’s surface. Being as evaporation is an endothermic process, energy 
from downwelling solar radiation that goes into evaporation will not be available for sensible heating of 
the earth’s surface and therefore not contribute to increases in thermal radiation emitted by the earth’s 
surface (as measured by longwave upwelling radiation). 
Increases in evaporation could be due to a number of factors. A greater amount of annual surface 
inundation would lead more latent phase transitions (evaporation) throughout an annual period. 
Although trend maps depicting trends in annual inundation show decreasing trends in eastern part of 
the continental United States, this could be due to sensor bias. If cooling trends were impacting the 
eastern United States during this period (1984-2007), this could also lead to decreases in upwelling 
radiation from thermal emission from the land surface (although not attributable to increase in 
inundation). These trends in increasingly negative net radiation impacting the eastern United States 





3) Yearly Mean Indicator Trends 
 
3.1)  Yearly Mean Indicator Trends over North America 
 
Regression analysis: Of the approximately 20 Indicators in section 1.2, the following showed statistically 
significant trends over North America (where + & - denote positive and negative trends, respectively): 
day of max inundation (-), freeze transition length (+), SWE at melt start (-), frozen-area days (-), yearly 
inundation (+), longwave upwelling radiation (+), net radiation (-), transitional area days (+), maximum 
inundation value (+) 
The following indicators had statistically insignificant trends over North America: Day of final freeze, day 
of final thaw, day of initial freeze, day of initial thaw, day of snow off, ecological frozen season, snow 
free season, snow melt length, thaw transition, and thawed area days. 
 











3.3)  Indicator trends over River Basins 
 
River Basins Included in Analysis 
 
20 North American river basins were initially chosen for analysis. They are listed in order of decreasing 
drainage area: Mississippi, Mackenzie, Nelson, St. Lawrence, Yukon, Colorado (Arizona), Columbia, Rio 
Grande, Churchill (Hudson), Albany, Colorado (Texas), Churchill (Atlantic), Hayes, Susquehanna, Copper, 
Klamath, Potomac, Connecticut, Delaware, and Kuparuk. 
 









Table 3.3.1; River Basin Trend Chart 
 
Table of indicators and the basins that have exhibiting statistically significant indicator trends. The red 
color indicates trends indicative of a warming climate while green trends indicate cooling climate.  
* = Indicators that do not necessarily indicate warming or cooling climatic conditions (black font) 
 
Indicator Basins Basins Basins Basins 
Ecological Frozen Season Kuparuk (-) Nelson (-) Yukon (-)  
Final Freeze Delaware (+) Kuparuk (+) Nelson (+)  
Final Thaw Albany (-) Kuparuk (-) Nelson (-) Yukon (-) 
Freeze transition length Kuparuk (+) Mackenzie (+)  Yukon (+)  
Thaw transition length Churchill (Hudson) (+) Copper (-)   
Initial freeze Churchill (Arctic) (+) Churchill (Hudson) (-) Mackenzie (-) Yukon (-) 
Initial thaw Hayes (-) Kuparuk (-) Yukon (-)  
Physical Frozen Season Colorado (Arizona) (-) Columbia (-) Mackenzie (-) Mississippi (-) 
 Nelson (-) Rio Grande (-) Yukon (-)  
Physical Thawed Season Churchill (Hudson) (-) Colorado (Texas) (+) Connecticut (+) Delaware (+) 
 Kuparuk (+)    
Physical Transitional 
Season Churchill (Hudson) (+) Colorado (Arizona) (+) Colorado (Texas) (-) Columbia (+) 
 Connecticut (-) Delaware (-) Hayes (+) Mackenzie (+) 
 Yukon (+)    
Total yearly inundation* Albany (+) Churchill (Arctic) (+) Churchill (Hudson) (+) Columbia (-) 
 Copper (-) Delaware (-) Hayes (+) Klamath (-) 
 Mississippi (-) Nelson (+) Susquehanna (-)  
Day max inundation* Albany (-) Rio Grande (-) Yukon (-)  
Max inundation* Albany (-) Churchill (Artic) (-) Churchill (Hudson) (-) Columbia (-) 
 Connecticut (-) Copper (-) Delaware (-) Hayes (-) 
 Klamath (-) Mackenzie (-) Mississippi (-) Potomac (-) 
 St. Lawrence (-) Susquehanna (-) Yukon (-)  
Day of snow off Churchill (Arctic) (-) Potomac (-) Yukon (-)  
SWE at melt start Hayes (-) Klamath (+) Mackenzie (-)  
Snow Free Season Kuparuk (+) Susquehanna (+) Yukon (+)  
Melt length Albany (-) Churchill (Arctic) (-) Klamath (-) Yukon (-) 
Yearly net radiation* Albany (-) Churchill (Hudson) (-) Colorado (Arizona) (+) Colorado (Texas) (-) 
 Columbia (+) Connecticut (-) Delaware (-) Hayes (-) 
 Mississippi (-) Nelson (-) Potomac (-) St. Lawrence (-) 
 Susquehanna (-)    
Yearly longwave radiation Churchill (Artic) (+) Colorado (Arizona) (+) Colorado (Texas) (+) Columbia (+) 
 Klamath (+) Kuparuk (+) Mississippi (+) Rio Grande (+) 






Isolating Representative River Basins 
Of the 20 river basins that were included in the analysis, 6 basins were identified as possessing land 
areas large enough to significantly reduce any noise that may be present in remotely sensed datasets 
and also represent large yet distinct climatic regions of North America. Those basins were: The 
Mississippi (American Midwest), Mackenzie (Northwestern Canada, Eastern Alaska), Nelson (Canadian 
Great Plains), St. Lawrence (Northeastern and Upper Midwestern United States), Yukon (Alaska), and 













3.4) Mean Yearly Indicator Basin Trend Charts 
 
























































4) Daily Area Indicator Trends 
 
4.1)  Daily Area Indicator Trends over North America 
 
In addition to looking at the yearly mean values of the indicators above, we also looked at trends in the 
following datasets aggregated by area over North America on a daily basis: frozen area, transitional 
area, SWE, longwave upwelling, shortwave upwelling radiation, net radiation, and total inundation. 
These trends were all significant over North America (except net radiation). Significance levels and 
trends are as follow: 
1) Frozen area: p < .00001, trend: 17284 decline in frozen area (Km^2) per year 
2) Transitional area: p < .05, trend: 4706 increase in transitional area (Km^2) per year 
3) Inundated area: P <.000001, trend: 3945 increase in transitional area (Km^2) per year 
4) SWE: p <.000001, trend: 2121500 decrease in SWE mm*km^2 per year 
5) Longwave Upwelling radiation: p <.00001, trend: 6415040 increase in longwave upwelling 
radiation W/M^2 * Km^2 per year 
6) Shortwave Upwelling radiation: p <.00001, trend: 4810096 decrease in shortwave upwelling 
































4.2)  Daily Area Indicator Trends over Major River Basins 
 
 















Albany --- --- +++ p > .05 +++ 
Churchill (Arctic) --- --- +++ +++ +++ 
Churchill (Hudson) --- --- +++ +++ +++ 
Colorado (Arizona) --- --- +++ +++ +++ 
Colorado (Texas) --- --- +++ --- --- 
Columbia p > .05 --- +++ +++ --- 
Connecticut --- +++ +++ --- --- 
Copper p > .05 --- +++ p > .05 --- 
Delaware --- --- p > .05 --- --- 
Hayes --- --- +++ +++ +++ 
Klamath p > .05 +++ +++ +++ --- 
Kuparuk --- +++ +++ +++ p > .05 
Mackenzie --- --- +++ +++ +++ 
Mississippi --- +++ +++ p > .05 --- 
Nelson --- --- p > .05 +++ +++ 
Potomac --- +++ p > .05 --- --- 
Rio Grande --- --- +++ --- --- 
St. Lawrence p > .05 --- +++ --- +++ 



















































































































































































































5) Integrated Indicators 
 
5.1) Correlation Analysis 
 
In order to understand the relationships between the indicators, it was necessary to first understand the 
degree of correlation the indicators exhibited in relation to one another. In order to perform this 
correlation analysis, each indicator’s yearly values were stacked into a 3d matrix extending from 1992 to 
2007 (period of overlap between all indicator classes). The first 3d indicator matrix was then correlated 
with a second 3d indicator matrix at each grid cell pair (x,y) yielding a two dimensional correlation 
matrix (r-value). Maps were then produced of the correlation of the indicator pairs over North America. 
R-values less than |0.3| were masked as these values indicate a weak correlation. 
 
Correlation; Figures 5.1.1-5.1.2 





















5.2) Climatology plots 
 
One of the important steps that was needed for integrating indicators was the generation of 
climatologies in individual indicator timeseries. The development of climatologies for multiple indicators 
on the river basin scale was needed for generating daily (monthly and yearly as well) anomaly timeseries 
which in turn were used to perform principal component analysis and build climate indices. Additionally, 




























5.3) Principal Component Analysis (PCA) 
 
In order to determine how indicators compare to one another, Principal Component Analysis (PCA) was 
used. PCA is a method for reducing the dimensionality of datasets while persevering the maximum 
amount of dataset variance.  
One of the caveats associated with PCA is the fact that it does not yield useful results with highly 
seasonal data. For this reason, two methods were devised to deal with this issue. The first was to use 
yearly indicator values as aggregating indicator values by basin area and year removes the seasonality 
from data and allows a method for determining how changes one indicator is related to changes in 
another indicator through time (e.g. are increases/decreases in inundation related to 
increases/decreases in thawed area). This method did provide useful results, however, like the 
correlation analysis was limited to possessing only 15 data points for each variable (indicator). 
The second method that was used for PCA was to compute a daily climatology from 1992-2007 for each 
indicator and then take the difference of the climatology at each day in the data record for the given 
indicator yielding a record of anomalies extending 5844 days. The method of performing PCA on daily 
anomalies means that although seasonality of the data record is reduced, the temporal resolution is not. 
Performing PCA on anomalies also means that simple correlations that can occur as result of indicators 
having similar seasonal variability (inundation and discharge for example) are cast aside in favor of 
looking at how deviations in these means relate to one another temporally. This gives us a better idea of 
how strongly indicators impact one another in hydrological systems. 
 
Description of PCA analysis: 
PCA is performed by taking a set of five variables, in this case five indicator timeseries, (each occupying 
its own spatial dimension) and projecting the variances of these variables into five dimensional space in 
five separate components, in a manner that maximizes variability. Variability is maximized in a manner 
such that the first component contains the greatest amount of dataset variance. The second component 
contains the second most dataset variance and so on. The components are orthogonal to one another 
(non-correlated). In the proceeding figures 3.4.1-3.4.6, the left hand plots (biplots) are plots of the first 
and second components of the PCA, plotted on the x-axis and y-axis, respectively. In the bioplots, the 
red arrows indicate how strongly the original five indicator timeseries (variables) load (project) onto the 
first or second components. This allows the hydrologic system to be described in a condensed manner 
as it will show how the various parameters of the hydrologic system relate to each other in two 
dimensional space. Reduction of the dataset into two component variances was described as a valid as 
long as the normalized variances of the third component did not contain a variance greater than one. 
This is shown in the scree plot on the right. Note that the third component was only greater than one for 
the St. Lawrence river basin. 






Daily Anomaly PCA: 
 
Figure 5.3.1: Mississippi Basin: 
 
             
 
Figure 5.3.2: Mackenzie Basin: 
 





Figure 5.3.3: Nelson Basin: 
 
     
 
 
Figure 5.3.4: St. Lawrence Basin: 
 




Figure 5.3.5: Yukon Basin:  
 
     
 







5.4) Climate Indices 
 
Although PCA is a robust method for comparing system variables (indicator timeseries in this case) to 
one another to determine their relationships, it can be difficult to interpret results and obtain useful 
findings from PCA. A more intuitive technique for determining the relationships between indicators is by 
combining multiple indicators into a single index. As part of the NCA, one of the goals of this research 
was to develop products that were useful to decision makers, including those outside the science 
community. There were two indices that were developed; a wetness index and warming index. The 
warming index was developed by computing daily anomalies for longwave upwelling radiation, thawed 
area, and transitional area in individual river basins. The wetness index was computed in the same 
manner as the warming index with the exception that snow water equivalent, inundation, and discharge 
were used as individual indicators. 
The indices described above were computed as follows. First, the individual indicator anomaly 
timeseries were divided by the standard deviation of each timeseries. Converting these timeseries to 
standard deviations normalized the individual timeseries in relation to one another. The individual 
standard deviation timeseries were then added together into a combined standard deviation timeseries. 
For example, in regards to generation of the warming index, the standard deviation timeseries of the 
longwave upwelling radiation, thawed area, and transitional area were added to produce a combined 
standard deviation timeseries. The combined standard deviations were then analyzed for linear trends 
in individual river basins. The linear trends were computed over a series of river basins over North 
America. The linear trends were then converted to an index value of -1 to 1 by dividing the river basin 
trend by the river basin with the largest absolute trend value within the group of river basins. 
 
Figure 5.4.1: Wetness Index Construction from Individual Indicators: 
 




Figures 5.4.2 - 5.4.3: Wetness Index Construction from Individual Indicators: 
 
 
         
 
 







































Section 5.5 Basin Discharge and Indicator Correlation 
 
One of the most pronounced trends that was observed in the development of indicators at the basin 
scale was the fact that high latitude basins, having a mean latitude of greater than 48 degrees exhibited 
different trends than basins with a mean latitude of less than 48 degrees. These trends were particularly 
apparent in daily basin integrated transitional area and daily basin integrated inundated area. 
 
The table below shows the indicator trends in the 16 largest North American river basins below 48 
degrees latitude. 11/16 basins are showing decreases in inundated area. 12/16 basins are showing 
decreases in transitional area. 
 
Table 5.5.1; Low Latitude Basins (< 48 Degrees) Daily Indicator Trends * 














FALSE 3 Mississippi --- +++ +++ p > .05 --- 
FALSE 20 St. Lawrence p > .05 --- +++ --- +++ 
FALSE 34 Colorado (Arizona) --- --- +++ +++ +++ 
FALSE 35 Columbia p > .05 --- +++ +++ --- 
FALSE 47 Rio Grande --- --- +++ --- --- 
FALSE 116 Sacramento --- p > .05 +++ --- --- 
FALSE 151 Colorado (Texas) --- --- +++ --- --- 
FALSE 286 Saint John --- p > .05 +++ --- p > .05 
FALSE 386 Hudson --- --- p > .05 --- --- 
FALSE 418 Klamath p > .05 +++ +++ +++ --- 
FALSE 427 Potomac --- +++ p > .05 --- --- 
FALSE 480 Connecticut --- +++ +++ --- --- 
FALSE 554 Kennebec --- +++ p > .05 --- +++ 
FALSE 579 Delaware --- --- p > .05 --- --- 
FALSE 680 Penobscot --- +++ p > .05 --- p > .05 
FALSE 848 Merrimack --- +++ p > .05 --- --- 
 
* In the following table, --- denotes a decreasing, statistically significant trend. +++ denotes a statistically 
significant increasing trend. Red and blue text color show warming and cooling respectively. P > .05 







The table below shows the indicator trends in the 16 largest North American river basins above 48 
degrees latitude. 11/16 basins are showing increases in inundated area. 12/16 basins are showing 
increases in transitional area. 
 
Table 5.5.2; High Latitude Basins (> 48 Degrees) Daily Indicator Trends 














TRUE 12 Mackenzie --- --- +++ +++ +++ 
TRUE 18 Nelson --- --- p > .05 +++ +++ 
TRUE 27 Yukon --- --- +++ +++ p > .05 
TRUE 65 Churchill (Hudson) --- --- +++ +++ +++ 
TRUE 75 Thelon p > .05 --- +++ +++ p > .05 
TRUE 84 Fraser --- +++ +++ +++ +++ 
TRUE 122 Koksoak --- --- +++ +++ --- 
TRUE 129 Albany --- --- +++ p > .05 +++ 
TRUE 141 Kuskowin p > .05 --- +++ --- p > .05 
TRUE 145 Nottaway --- --- +++ --- +++ 
TRUE 149 La Grande --- --- +++ +++ +++ 
TRUE 153 Moose --- --- +++ p > .05 +++ 
TRUE 158 Churchill (Atlantic) --- --- +++ +++ +++ 
TRUE 159 Hayes (Hudson) --- --- +++ +++ +++ 
TRUE 161 Severn --- --- +++ +++ +++ 















Table 5.5.3; High Latitude Basins (>48 Degrees): Correlation of Discharge with Inundation 
 
Basin ID Basin Name R-Value P-Value > 48 Deg. Lat. 
12 Mackenzie 0.6658 0.0000 TRUE 
18 Nelson 0.1787 0.3520 TRUE 
27 Yukon 0.8733 0.0000 TRUE 
65 Churchill (Hudson) 0.3517 0.0000 TRUE 
75 Baker 0.4445 0.0000 TRUE 
84 Fraser 0.7612 0.0000 TRUE 
122 Koksoak 0.1579 0.0000 TRUE 
129 Albany 0.4436 0.0000 TRUE 
141 Kuskokwim 0.7687 0.0000 TRUE 
145 Nottaway 0.0910 0.0000 TRUE 
153 Moose 0.1095 0.0000 TRUE 
158 Churchill (Atlantic) -0.5665 0.0000 TRUE 
159 Hayes 0.4199 0.0000 TRUE 
161 Severn 0.5658 0.0000 TRUE 
174 Back 0.2782 0.0000 TRUE 
202 Winisk 0.5319 0.0000 TRUE 
248 Copper 0.5141 0.0000 TRUE 
260 Thlewiaza 0.2748 0.0000 TRUE 
297 Stikine 0.8364 0.0000 TRUE 
306 Colville 0.2259 0.0000 TRUE 
312 Skeena 0.7014 0.0000 TRUE 
319 Eastmain 0.3115 0.0000 TRUE 
328 Seal 0.3635 0.0000 TRUE 
443 Harricana -0.0190 0.0000 TRUE 
453 Rupert 0.5356 0.0000 TRUE 
486 Burnside -0.1147 0.0000 TRUE 
493 Taku 0.1454 0.0000 TRUE 
567 Alsek 0.8493 0.0000 TRUE 
679 Kobuk 0.4138 0.0000 TRUE 
870 Sagavanirktok -0.0268 0.0000 TRUE 









Table 5.5.4; Low latitude basins (<48 degrees); Correlation of Discharge with Inundation 
 
Basin ID Basin Name R-Value P-Value > 48 Deg. Lat. 
3 Mississippi 0.6412 0.0000 FALSE 
24 St. Lawrence 0.1252 0.0000 FALSE 
34 Colorado (Arizona) -0.0779 0.0000 FALSE 
35 Columbia 0.2712 0.7548 FALSE 
47 Rio Grande -0.2245 0.4264 FALSE 
116 Sacramento 0.6852 0.0000 FALSE 
151 Colorado (Texas) 0.0278 0.0000 FALSE 
228 Susquehanna 0.4234 0.0000 FALSE 
286 Saint John's 0.2984 0.0000 FALSE 
386 Hudson 0.3353 0.0007 FALSE 
418 Klamath 0.1848 0.0000 FALSE 
427 Potomac 0.3188 0.0000 FALSE 
480 Connecticut 0.4189 0.5158 FALSE 
554 Kennebec -0.0354 0.1854 FALSE 
579 Delaware 0.4186 0.0000 FALSE 
848 Merrimack -0.0237 0.0000 FALSE 
 
16/31 high latitude river basins show a strong, positive correlation (R-value > 0.4; p-value < 0.0001) 
between discharge and basin integrated inundation. 4/16 middle latitude basins show a strong, positive 
correlation between discharge and basin integrated inundation. It should be noted that discharge values 
were obtained from the stations closest to the river’s terminus. Therefore, correlation between 
inundation and discharge will be less correlated than on the sub-basin scale. On the basin scale there 
may be lag times between inundation and discharge at the river’s mouth, this is particularly true of 












In addition to testing the correlation between inundation and river discharge, the correlation of timings 
of discharge and inundation maxima were also tested. The following tables depict the correlation of the 
day of maximum values and the maximum values themselves. 
 












day max fw/ 
max dis 
day max fw/ 
day max dis 
> 48 Deg. 
Lat. 
Mississippi 0.6535 0.1246 0.3929 0.0709 0.3781 -0.048 FALSE 
St. Lawrence -0.0113 0.1163 0.1692 0.1139 -0.1128 -0.0093 FALSE 
Colorado (Arizona) -0.1791 0.0329 -0.0048 0.1262 -0.2833 0.2271 FALSE 
Columbia -0.0069 0.5637 -0.2217 0.3195 0.0445 -0.2165 FALSE 
Rio_Grande -0.5894 -0.1837 -0.3966 -0.109 -0.3409 -0.0287 FALSE 
Sacramento 0.5752 -0.0081 0.5478 -0.08 -0.7245 0.1602 FALSE 
Colorado (Texas) 0.4875 0.0595 0.4786 0.0713 -0.0249 0.3595 FALSE 
Susquehanna 0.2522 -0.2279 0.074 -0.3509 -0.5031 0.2696 FALSE 
Saint John's -0.2444 -0.3791 0.0303 -0.1654 -0.313 0.3208 FALSE 
Hudson -0.0155 -0.1018 -0.0022 0.0507 -0.1947 0.3158 FALSE 
Klamath 0.2889 -0.0663 0.4 -0.0883 -0.3236 0.1703 FALSE 
Potomac 0.2833 -0.2671 -0.0611 -0.5039 -0.2176 0.1388 FALSE 
Connecticut -0.0709 -0.0044 0.3626 -0.0995 0.1487 0.5855 FALSE 
Kennebec 0.0211 0.166 0.1468 -0.2321 0.3443 0.4076 FALSE 
Delaware -0.0993 -0.3016 -0.1126 -0.3852 -0.2529 0.161 FALSE 
Penobscot -0.1673 0.2377 -0.2097 0.1545 0.2368 -0.1115 FALSE 


























day max fw/ 
max dis 
day max fw/ 
day max dis 
> 48 Deg. 
Lat. 
Mackenzie -0.3105 0.0629 -0.1498 0.1085 -0.3499 -0.0667 TRUE 
Nelson 0.4058 0.4027 0.106 0.2129 0.0526 0.2591 TRUE 
Yukon 0.1594 -0.2886 0.6773 -0.0953 0.0517 0.1329 TRUE 
Churchill (Hudson) 0.137 0.2463 0.356 0.5363 0.2329 0.1903 TRUE 
Thelon -0.1235 -0.6338 -0.1327 -0.1963 -0.2711 0.2178 TRUE 
Fraser 0.0909 -0.3726 0.6437 -0.1648 0.3437 0.5564 TRUE 
Koksoak -0.3172 -0.0963 0.1859 0.0657 0.1928 -0.2054 TRUE 
Albany 0.1987 0.187 0.5215 -0.2482 0.0913 0.0285 TRUE 
Kuskokwim 0.1195 0.3523 0.293 0.0508 -0.1749 0.2727 TRUE 
Nottaway 0.0628 -0.1482 -0.2983 0.2555 -0.3862 0.2959 TRUE 
Moose -0.0587 -0.4016 0.5544 -0.1555 -0.3977 0.1075 TRUE 
Churchill (Atlantic) 0.0575 -0.3587 -0.0574 0.0777 -0.0867 0.1994 TRUE 
Hayes 0.2227 -0.0311 0.3556 0.219 -0.0777 0.4625 TRUE 
Severn 0.2732 -0.0376 0.3864 -0.3315 -0.3681 0.0342 TRUE 
Back 0.1873 -0.1318 0.1607 -0.121 -0.2588 0.1158 TRUE 
Winisk 0.199 0.59 0.5916 0.1995 -0.073 0.4837 TRUE 
Copper -0.2071 0.5288 0.0278 0.3909 0.085 0.1181 TRUE 
Thlewiaza 0.0655 -0.1629 0.3596 0.6281 -0.0303 0.17 TRUE 
Stikine 0.3024 -0.3009 0.479 0.0675 -0.082 0.3891 TRUE 
Colville 0.0541 0.1416 0.1246 0.1702 0.418 -0.0657 TRUE 
Skeena 0.3181 0.1279 0.6697 -0.0853 -0.0178 -0.2558 TRUE 
Eastmain 0.0053 -0.366 0.3475 -0.4528 0.0518 -0.0314 TRUE 
Seal -0.0793 0.0052 0.3308 0.3201 0.3079 -0.1145 TRUE 
Harricana 0.2417 0.0125 -0.007 0.0261 0.2188 -0.0169 TRUE 
Rupert -0.4048 -0.1385 -0.1096 -0.0349 -0.1293 -0.0153 TRUE 
Burnside -0.2829 -0.5328 -0.1591 -0.3051 -0.1822 0.3175 TRUE 
Taku -0.1885 -0.0271 0.1895 -0.1191 0.0186 0.263 TRUE 
Alsek 0.1564 0.088 0.3327 0.085 -0.1668 -0.362 TRUE 
Kobuk 0.1395 -0.4258 0.3378 -0.3775 -0.501 0.5375 TRUE 
Sagavanirktok -0.1074 -0.3022 -0.0774 -0.0717 0.4061 0.1891 TRUE 






The following table depicts the correlation between the timings of mean initial thaw day (averaged by 
basin), and mean final thaw date and correlation with discharge maxima (M^3/s) and day of discharge 
maxima. The following tables shows correlations in basins above 48 degrees latitude. 
 












> 48 Deg. 
Lat. 
Mackenzie 0.2385 0.0634 0.0725 0.0987 TRUE 
Nelson 0.0756 -0.1524 0.2469 0.1542 TRUE 
Yukon 0.5014 0.1147 0.37 0.1072 TRUE 
Churchill (Hudson) -0.0527 -0.0511 0.003 -0.123 TRUE 
Thelon -0.1591 0.8913 -0.4786 0.7926 TRUE 
Fraser 0.4241 0.3656 0.5804 0.1904 TRUE 
Koksoak 0.2501 -0.1342 0.2862 -0.154 TRUE 
Albany 0.3708 -0.5226 0.4022 -0.2954 TRUE 
Kuskokwim 0.2646 -0.1719 0.3674 -0.4863 TRUE 
Nottaway 0.1147 0.3121 0.1381 0.213 TRUE 
Moose 0.5129 0.1784 0.1592 0.0709 TRUE 
Churchill (Atlantic) -0.1732 0.4885 -0.21 0.3947 TRUE 
Hayes 0.1665 0.3205 0.0714 -0.0001 TRUE 
Severn 0.3473 -0.2728 0.2003 -0.213 TRUE 
Back -0.1938 0.2128 -0.3313 0.1135 TRUE 
Winisk 0.4912 -0.5444 0.4645 -0.4611 TRUE 
Copper -0.0577 0.1646 0.2477 -0.0715 TRUE 
Thlewiaza 0.2433 0.5007 0.2025 0.4132 TRUE 
Stikine 0.4824 0.6569 0.4442 0.4513 TRUE 
Colville 0.0565 -0.2143 -0.3271 0.1004 TRUE 
Skeena 0.3564 -0.1467 0.5926 0.0254 TRUE 
Eastmain 0.0237 0.2018 0.1518 -0.089 TRUE 
Seal 0.4739 0.0318 0.4039 0.0405 TRUE 
Harricana 0.4139 -0.0852 0.2834 0.2035 TRUE 
Rupert 0.251 0.116 0.1627 -0.0448 TRUE 
Burnside 0.1145 0.7836 0.0725 0.4728 TRUE 
Taku -0.1357 0.3019 -0.0571 0.2945 TRUE 
Alsek 0.091 0.5336 -0.1495 0.271 TRUE 
Kobuk 0.1643 0.448 0.2114 0.2944 TRUE 
Sagavanirktok -0.0126 0.2581 0.0894 0.0046 TRUE 





The following tables shows correlations in basins above 48 degrees latitude. 
 












> 48 Deg. 
Lat. 
Mississippi 0.1194 -0.0358 0.6832 0.0876 FALSE 
St. Lawrence 0.3491 0.1738 0.2548 0.0268 FALSE 
Colorado (Arizona) 0.1792 -0.3946 0.2099 -0.3008 FALSE 
Columbia 0.5302 0.2479 0.2238 0.0034 FALSE 
Rio Grande 0.2244 0.2399 0.2705 0.0325 FALSE 
Sacramento -0.1296 0.26 -0.0726 -0.2168 FALSE 
Colorado (Texas)     FALSE 
Susquehanna 0.1377 0.0981 0.2529 -0.0179 FALSE 
Saint John's 0.0079 0.2839 0.0924 0.2316 FALSE 
Hudson -0.2583 -0.5569 -0.3181 -0.2437 FALSE 
Klamath -0.1636 0.1778 -0.0347 -0.1716 FALSE 
Potomac -0.0961 0.1087 0.1759 -0.321 FALSE 
Connecticut -0.0615 0.0567 -0.0217 0.0179 FALSE 
Kennebec -0.0674 -0.3613 -0.2311 0.0402 FALSE 
Delaware -0.239 0.2341 0.1989 0.2526 FALSE 
Penobscot -0.1437 -0.1945 -0.2976 0.271 FALSE 
Merrimack -0.0022 -0.1625 0.0592 -0.1059 FALSE 
 
It is apparent that the correlations between discharge timings and thaw timings are not strong over the 
majority of river basins. Although select high latitude river basins do tend to show strong correlations. 












The correlation between discharge and: day of final thaw, initial thaw, maximum inundation, and day of 
maximum inundation is highly variable on the basin scale. The correlation between these indicators is 
shown in the map below, delineated by basin. This was done for the 7 largest river basins in North 
America: Mississippi, Mackenzie, Nelson, St. Lawrence, Colorado (Arizona), and Columbia basins. In the 
future it would be ideal to perform this analysis on the sub basin scale. The following map depicts how 
inundation changes throughout the basins. Note that direction of correlation exhibits high intrabasin 
variability  
 




































In the 16 largest river basins north of 48 degrees latitude, discharge and inundation show increasing 
trends and a positive, significant correlation in 9/16 basins. However, when looking at annual anomalies 
in inundation and discharge aggregated by basin, only basin discharge shows a statistically significant, 
increasing trend. However, it should be noted that the inundation data record only extends from 1992-
2012, while the discharge record extends from 1980-2012. It should also be noted that neither annual 
anomalies in discharge or inundation show significant trends in low latitude basins. 
 
 















Section 5.6 Climate Teleconnections Impact on Climate Indicators 
 
Teleconnections (PNA, NAO, AO) correlation with discharge and inundation ordered by basin 
as follows: Columbia, Mackenzie, Mississippi, Nelson, St. Lawrence, Yukon 
 























































The correlations shown in figures 5.6.1-5.6.6 show that there is little correlation between normalized 
discharge anomalies/ normalized inundation anomalies and climate teleconnections. With the exception 
of the NAO and inundation having a correlation of .32 in the St. Lawrence basin, no other moderate 
correlations were present. Without any substantial correlation, teleconnections can be ruled out as 




Teleconnections (PNA, NAO, AO) correlation with integrated SWE and frozen area by basin as 
follows: Columbia, Mackenzie, Mississippi, Nelson, St. Lawrence, Yukon 
 































































Synopsis of Figures 5.6.1 – 5.6.12:   
In contrast to the non-correlation between inundation/discharge and teleconnection patterns, 
many of the river basins showed moderate correlations between SWE/frozen area and 
teleconnection patterns. The phase value of the Arctic Oscillation (AO) was moderately, 
positively correlated with basin integrated SWE in both the Mackenzie (R-value = 0.34; p-value 
< 0.001) and Yukon (R-value = 0.45; p-value < 0.001) basins. The phase value of the AO was 
moderately, negatively correlated with basin integrated SWE in the Mississippi basin (R-value = 
-0.35; p-value < 0.001). These findings are corroborated by the fact that the positive phase of 
the Artic Oscillation (AO) corresponds to wetter weather being present in Alaska, while the 
negative phase corresponds to colder winters over the continental United States (NOAA CPC, 
2012). The North Atlantic Oscillation (NAO) pattern is related to the AO (Hurrell, 1996). Similarly 
to the correlation between SWE and AO phase in the Mississippi basin, there is a negative, 
moderate correlation between SWE and NAO (R-value = -0.32; p-value < 0.001). The Yukon 
basin showed a moderate, positive correlation between NAO phase and SWE (R-value = 0.45; p-
value < 0.001). 
 
Arctic Oscillation (AO) phase showed a moderate, negative correlation with basin integrated 
frozen area. The Mississippi (R-value = -0.30; p-value < 0.001), St. Lawrence (R-value = -0.32; p-
value < 0.001), and Yukon (R-value = -0.30; p-value < 0.001) all showed a moderate, negative 
correlation between AO phase and basin integrated frozen area. Because colder winters occur 
over the continental United States occur during a negative AO, it would be expected that 
greater frozen area would occur as a result of negative phase (Thompson & Wallace, 1998). 
However, because warmer winters occur in polar-regions when the AO phase is negative, the 
negative correlation with frozen area in the Yukon basin is unexpected (NOAA CPC, 2012). The 
NAO is negatively correlated with frozen area in the Nelson basin as well (R-value = -0.32; p-
value < 0.001). Similarly, to the negative correlation between AO and frozen area, this negative 
correlation between NAO and frozen area in the Nelson basin is odd given that a negative NAO 
phase correspond to warmer winters in high latitude portions of North America (NOAA CPC, 
2012). The NAO is negatively correlated with frozen area in the Mississippi basin (R-value = -
0.30; p-value < 0.001). 
The Pacific/North American (PNA) oscillation positive phase corresponds to warmer conditions 
over the western portion of North America and the cooler conditions over the eastern portion 
of North America (Wallace and Gutzler 1981). The impact is particularly strong over the 
northwestern portion of North America. The PNA exhibited the strongest (relative to other 
teleconnections), negative correlations between teleconnection phase and frozen area. The 
Nelson (R-value = -0.30; p-value < 0.001), Yukon (R-value = -0.52; p-value < 0.001), and 
Mackenzie (R-value = -0.59; p-value < 0.001) basin’s correlations between PNA phase and 





Section 5.7 Correlation Maps: Teleconnections and Indicators 
 










































































































































Teleconnection/Indicator Correlation (Tables 5.7.1- 5.7.4): 
 
The tables below are set up in the following order according to their columns:  
1) List of teleconnection type 
2) The amount of area over North America where annual indicator timeseries and teleconnection 
are exhibiting a statistically significant (p-value < 0.1) correlation. 
3) The area of overlap between significant indicator trends and significant indicator/teleconnection 
correlation. 
4) Percentage of significant teleconnection trend area also containing indicator/teleconnection 
overlap 
5) Ratio of total significant trend area and significant indicator/teleconnection correlation area 
 
 
















ENSO 1,026,875 150,625 6.44 2.28 
PNA 820,000 143,125 6.12 2.85 
AO 740,625 173,750 7.43 3.16 
NAO 1,527,500 754,375 32.25 1.53 
 
 
















ENSO 2,192,500 1,160,625 17.81 2.97 
PNA 2,445,625 806,875 12.38 2.66 
AO 2,055,625 641,250 9.84 3.17 
























ENSO 3,763,750 2,579,375 30.28 2.26 
PNA 2,804,375 933,125 10.96 3.04 
AO 2,545,625 1,407,500 16.52 3.35 
NAO 5,008,125 3,283,125 38.55 1.70 
 
 

















ENSO 1,807,500 929,375 23.08 2.23 
PNA 3,821,875 1,071,250 26.60 1.05 
AO 4,209,375 1,024,375 25.44 0.96 

















Synopsis of Figures 5.7.1 – 5.7.32 and Tables 5.7.1-5.7.4: 
 
The correlations between teleconnections and the various indicators are present over some regions of 
North America. However, these correlations tend to be weak and/or statistically insignificant over most 
regions of the North America. When the correlation values are masked according to their significance (p-
value < 0.1), most of the indicators do not show substantial correlations with teleconnections. Although 
growing season length / physical non-frozen season length and NAO phase are negatively correlated and 
physical non-frozen season and PNA are positively correlated in select locations, the areas in which 
these correlations are significant are not spatially extensive. 
The most profound correlations with regards to their spatial extent (after masking insignificant grid 
cells), were the correlations between AO/NAO and annual integrated SWE. This positive, statistically 
significant correlation is present over many of the higher latitude regions of North America, particularly 
for the NAO teleconnection. These findings are contrary to those published by Ge & Gong, 2006, which 
suggested that AO/NAO were not well correlated with snow depth. It is important to note that the Ge & 
Gong study looked at snow depth rather than snow water equivalent, and computed correlation over a 
different time period (1960-2000) than we did (1980-2012). Our findings are corroborated by the fact 
that positive NAO/AO phases correspond to colder conditions in polar regions of North America (NOAA 
CPC, 2012). With regards to annual integrated SWE, this could mean both a greater duration of snow 
cover in an annual period and a greater percentage of annual precipitation falling as snow, both of 
which would lead to a positive correlation with NAO/AO. While non-frozen season (and frozen season) 
length over North America, is for the most part, not correlated with major teleconnection patterns, this 
is not true of SWE. Thus, it can be surmised that the statically significant shortening of the frozen season 
over western North America is attributable to a climate change induced warming that has occurred in 
the Northern Hemisphere over the past three decades (Chapin et al., 2005). The interannual variability 
in annual integrated SWE is much better explained by teleconnection patterns. Additionally, PNA phase 
correlation with annual integrated SWE shows a negative correlation in many polar regions of North 
America which agrees with the findings of previous studies (Ge & Gong, 2006). 
Correlating spatial means of indicators with teleconnection timeseries has been shown to be a more 
accurate form of analysis than correlating grid cell values to indicator timeseries (Ge & Gong, 2006). 
When the following annual indicator anomaly timeseries: longwave upwelling, transitional season, non-
frozen season, inundation, and SWE (computed over North America) were correlated with the 
aforementioned teleconnections, only two of the possible 20 combinations showed a significant (p-value 
< 0.05), moderate (|r| > 0.3) correlation. Those being: Inundation/PNA: R-value = 0.487 & Transitional 
area/PNA: R-value = 0.300. This is highly indicative of the fact that although teleconnections may have 
regional impacts on indicators over North America, teleconnections are not influencing indicator trends 
over major spatial scales within the North America domain. This particularly true for freeze-thaw 
indicators which showed moderate correlations at the basin scale but weak correlations over North 
America as a whole. Even though there were select regions of overlap between significant freeze-thaw 
trends and significant freeze-thaw/teleconnection correlation, the significant trends occupied much 
greater spatial extents. Although SWE indicators yielded weak correlations with teleconnections over 
North America, the great spatial extent of significant correlations in polar regions of North America is 











The trends in the FT indicators were very pronounced. Of the ~38 Million km^2 of area detected by the 
ecological FT algorithms in the Northern Hemisphere, 41.55% of that area contained statistically 
significant results for day of final thaw at a 90% confidence interval. The mean trend indicating an 
increasingly earlier day of final thaw at a rate of -.3209 days/year. The % area contained and mean trend 
for final thaw at 95% confidence were 31.77% and -.3515 days/year. Over North America these trends 
were less pronounced, with 11.6 Million Km^2 total area detected by the ecological FT algorithms 
(moving windows). The percentages of significant land cover were 20.5% and 12.65% over North 
America and the trends were -.1804 days/year and -.1792 days/year, at 90% and 95% confidence, 
respectively for day of final thaw. These findings indicate that most of statically significant, and 
strongest trends are occurring over Eurasia with regards to earlier day of thaw. The ecological frozen 
season trends were profound over the North America and the Northern Hemisphere. Over the Northern 
Hemisphere, the percentage of significant grid cells were 32.33% and 22.89% with mean trends of -
.6023 and -.6575 at 90% and 95% confidence, respectively. Over North America these percentages of 
significant land cover were 23.36% and 15.54% and the mean trends were -.6912 days/year and - .7734 
days/year at 90% and 95% confidence, respectively. While these trends for ecological frozen season are 
extensive over Northern Eurasia, over North America, they are concentrated over Alaska and the 
Canadian / Upper American Midwest as indicated on ecological FT trend maps.  
The trends in physical frozen season were similar to those of the ecological frozen season over both the 
Northern Hemisphere and North America. 44.9 Million Km^2 of area was detected in computing the 
physical frozen season. 51.0%, 40.32% of grid cells yielding trends of -.4685 and -.5067 days/year trends 
in physical frozen season length, at 90% and 95% confidences, respectively. Over North America the 
detected area was 16.3 Million Km^2. Trends were also similar over North America. 50.9%, 41.45% of 
grid cells yielding trends of -.5115 and -.5510 days/year trends in physical frozen season length, at 90% 
and 95% confidences, respectively. Similar to the ecological frozen season, the majority of the significant 
trends in physical frozen season are occurring over Alaska and the Western United States/ Canada. The 
trends in ecological frozen and physical frozen season are highly indicative of warming climate, 
particularly in Alaska in the location of the Yukon River basin. These findings are corroborated by the 
results from the basin scale indicator trends in the Yukon River, with the Yukon basin producing 








Inundated area covers nearly the entire Northern Hemisphere at 96 Million Km^2. Yearly inundated area 
produced significant trends over 45.78%, 37.32% of this total area. Unlike freeze-thaw trends, the trends 
in yearly inundated area are not showing the majority of grid cells trending in a particular direction. The 
significant trends in inundation are occurring on sub-regional rather than regional scales as with freeze-
thaw indicators. The Northern Hemisphere shows trends in -.0142, -.0230 at confidence intervals of 
90%, 95%, respectively. As indicated in the inundation trend maps, the mean trends are not strong in 
either the positive or negative direction as a result of sub-regional variability. Over North America, 20 
Million Km^2 total area was detected in the computation of inundation indicators. 34.82% and 27.17% 
of this total area was significant at 90% and 95% confidences, respectively. The mean trends within the 
aforementioned confidence intervals were .1088 and .1186. These trends are indicative of the fact that 
inundation is increasing over land surrounding the Hudson Bay. 
In the river basins surrounding the Hudson Bay (Albany, Churchill (Hudson), Churchill (Atlantic), Hayes, 
and Nelson), yearly inundated area shows statistically significant trends in increasing yearly inundated 
area. In contrast to these arctic basins, temperate basins are showing decreases in annual inundated 
area. The Columbia, Delaware, Klamath, Mississippi, and Susquehanna basins are experiencing 
decreases in annual inundation. Daily inundated area trends are similar with temperate basins showing 
decreasing inundated area and arctic basins show increasing inundated area. However, it again must be 
noted that the bias in configuration of backscatter sensors, is to some extent, biasing these trends in a 
negative direction.  
 
 
Snow Water Equivalent 
 
The total amount of area that the SWE indicators detected over the Northern Hemisphere was 45.8 
Million Km^2. The most pronounced trends were in the snow free season with the snow free season 
lengthening by .4528 days/year and .5699 days per/year in statically significant grid cells, 90% and 95% 
confidence. However it should be noted that only 24.31% and 16.05% of the total area included in the 
snow free season computation were significant at 90% and 95% confidence levels, respectively. Over 
North America, the percentage of significant grid cells drops to 19.94% and 13.14%. The trends for snow 
free season length over North America are .0230 days/year and .0848 days/year. The only location in 
North America where the statistically significant trends are spatially clustered is over Alaska in the Yukon 
River basin. There are other regions showing decreases in snow free season, however these grid cells are 
sparsely disturbed over the rest of North America. It should be noted that statistically significant 






Snow Water Equivalent (continued) 
 
The lengthening of the snow free season over North America and the Northern Hemisphere can be 
attributed to an earlier day of melt start and an earlier day of snow off. The strongest of these trends 
being the day of melt start with an increasingly early day of melt start at -.3158 days/year and -.3660 
days/year over the northern hemisphere at 90% and 95% confidence, respectively. It should be noted 
that although the mean trend with regards to melt length over North America was positive indicating a 
lengthening of the melt period, the only three basin plots with significant trends in length of melt period 
showed a shortening of melt period thus indicating that overall, the trends in the snow based indicators 
simply were not as a strong as those of freeze-thaw derivatives. The Yukon basin was the most 
representative of the significant trends in snow indicators, as it showed a lengthening of snow free 
season, earlier day of snow off, and earlier day of melt start at significant levels. It should be noted that 
the daily SWE area plots showed decreasing trends in all arctic basins. Indicating that snow cover and/or 




The trends in radiation indicators were highly indicative of land surface warming between the years of 
1984 to 2007. Of the approximately 100 Million Km^2 of land area in North Hemisphere, 47% and 38% 
of this area contained statistically significant trends of yearly integrated longwave upwelling radiation. 
The mean trend in upwelling radiation was 132.4 W/M^2 per year and 147.1 W/M^2 per year at 90% 
and 95% significances, respectively. Although the percentage of significant land cover over North 
America was less than that of the Northern Hemisphere as a whole at 43% and 33%, the trends were 
stronger at 151.8 W/M^2 per year and 170.8 W/M^2 per year for 90% and 95% significances, 
respectively. These trends are present over much of Alaska and arctic portions of Canada, however the 
most extreme trends occur in the American West. 
Integrated net radiation in contrast to longwave upwelling showed differing trends over North America 
and the Northern Hemisphere. The trends over the Northern Hemisphere showed an increasingly 
positive annually integrated net radiation trend of 66.59 W/M^2 per year and 77.44 W/M^2 per year at 
90% and 95% confidences. In contrast to increasingly negative trends over North America of -77.74 
W/M^2 per year and -84.03 W/M^2 per year at 90% and 95% confidences. The increasingly negative net 
radiation values can be seen at the basin level as well as with 11/13 of the basins with significant trends 
exhibiting increasingly negative net radiation values. These increasingly negative net radiation trends 
could possibly be attributed to annual increases in evaporation at the land surface. This increased 
evaporation would mean greater amounts of downwelling solar radiation would be going into 
endothermic latent energy transformations rather than sensible heating of the land surface, thereby 
decreasing thermal emission of longwave upwelling radiation. This increase in evaporation could be 
attributed to greater amounts of rainfall impacting eastern North America. Additionally, a cooling trend 
over eastern North America could be producing this negative net radiation trend as well. This is a topic 





6.2) Trends Between Indicators 
 
Longwave Upwelling and Freeze-Thaw 
Numerous correlations between indicators are present in our analysis. One of the most profound trends 
is the anti-correlation between frozen season length and integrated yearly upwelling radiation (Figure 
5.1.1). This trend is clearly illustrated in trend maps for each of the indicators. The correlation map of 
these two indicators is also extremely telling as nearly all of arctic portions of North America show an 
anti-correlation (R-value) greater than |0.3|. There is a strong, positive correlation between thawed 
area and longwave upwelling radiation over the arctic portions of North America as well (Figure 5.1.3). 
This relationship is further establishing in the daily area trend plots. In every basin with significant trends 
in daily area for either indicator (frozen or thawed), longwave upwelling radiation is always increasing 
and frozen area is always decreasing (Table, section 4.2). PCA analysis indicates that the decrease in 
frozen area is attributable to an increase in transitional area over large portions of North America. 
 
 
Inundation, Radiation, and Discharge 
Yearly inundated area showed strong correlation with yearly integrated longwave radiation over the 
land area surrounding the Hudson Bay (Figure 5.1.4). Indicating that a warming of this area is likely 
causing a greater amount of yearly inundation by increasing the length of non-frozen season. This trend 
is further explained by the fact that snow free season is also positively correlated with yearly integrated 
inundation. This likely means that although snow off / snow on are occurring earlier / later, the amount 
of inundation produced from this melting is not being evaporated/transpired/stored at a rate that 
would cause the yearly inundation to remain constant over the course of the combined indicator data 
record (1992-2007). From these results, it can be reasoned that inundation is persisting for a greater 
amount of time throughout the year. This is further explained by the fact that maximum yearly 
inundation values are decreasing for Arctic river basins indicating that there is less total SWE to 
contribute to surface water as snow off is generally accompanied by the maximum peak in inundation as 
shown in the climatology plots in section 5.2. High latitude basins (> 48 degrees latitude) are showing a 
strong correlation between discharge and inundation, with overall trends in inundation and discharge 
being positive. This suggests that high latitude basins are become wetter as they warm. The same 
cannot be said for low latitude basins (< 48 degrees latitude) as the linkage between discharge and 








Inundation, Discharge, Freeze-Thaw, and SWE 
 
Another very important correlation is the linkage between inundation and discharge that that is present 
in the PCA plots. Of all the indicators, discharge and inundation are clearly the most correlated for the 
greatest number of river basins. It should also be noted that although table 4.2 shows that basin 
integrated daily inundation area and basin integrated daily transitional area seem to have similar trends, 
results from correlation analysis and PCA do not show a correlation between transitional area and 
inundation. When basins are divided according to their latitude (above/below 48 degrees), high latitude 
basins are showing increase in both inundation and transitional area and low latitude basins are showing 
decreases in both inundation and transitional area. This means that as low latitude basins become less 
frozen they are, in general, becoming more thawed, and as high latitude basins become less frozen they 
are, in general becoming more transitional. It should also be noted that longwave upwelling radiation 
showed a strong anti-correlation with the day of snow melt end (Figure 5.1.7). This was also true of 
snow melt length and longwave upwelling radiation over the United States and parts of Alaska. Yearly 
Integrated SWE and longwave upwelling radiation are also anti-correlated over a large portion of North 




In summation, these linkages speak to the fact that North America is experiencing a greater number of 
non-frozen days. There is an increase in yearly integrated upwave longwelling radiation over North 
America, indicating an increase in surface temperature. Correlation and PCA analyses reveal that these 
trends are highly linked to one another. These warming trends can also be linked to decrease in the 
amount of snow cover and length of snow free season, however these trends are not as pronounced as 
the freeze-thaw and radiation trends. In the arctic and sub-arctic regions of North America, the trends of 
increasing inundation are highly correlated with increasing integrated longwave upwelling radiation and 
thawed area (or non-frozen area) in high latitude regions of North America. Meaning that these high 
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