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At the outset of this paper, we will be concerned with the system 
X(t + 1) = M@)X(Q, t E 1% % (1) 
where [a, b] denotes the set of integers {a, a + 1, . . . , b}, a 5 b, M(t) is a given 272 x 272 complex 
matrix function defined on [a, b] and X(t) is an unknown 2n x m complex matrix function. 
We first would like to explain why we want (1) to be a symplectic system which we will define 
later. Define the 2n x 2n matrix J by 
J= -“I 0’ , [ 1 
where I is the n x n identity matrix. Assume X(t) is a 2n x m matrix function defined on [a, b+ l] 
and define the operator L by 
LX(t) = JAX(t), t E b,% 
where A is the difference operator defined by AX(t) = X(t + 1) - X(t). 
If X1($ X2(t) are 2n x m matrix functions defined on [a, b + 11, then it is easy to prove the 
Lagrange identity 
X;(t) LXl(t) - (LX2(t))*X1(t + 1) = A{xl(t>; Ut)}, 
for t E [a, b], where the Lagrange bracket is defined by 
{Xl(t);&(t)) =X;(t) JXl(t), 
and X*(t) denotes the conjugate transpose of the matrix function X(t). 
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Now, assume Xi(t), i = 1,2, are solutions of (1) on [a, b + I]. By the Lagrange identity 
A{X,(t); X,(t)} = X;(t) LXl(t) - (LX2(t))* Xr(t + I). 
Since, for i = 1,2, 
LXi@) = J(xi(t + 1) - xi(t)) 
= JM(t) x,(t) - JXi(i) 
= J[M(t) - 11x,(t), 
A{Xr(t);X2(t)} = X;(t) JIM(t) - 11X1(t) 
-X,*(t)[M*(t) - I]J* Xl(t + 1) 
= x;(t) JM(t)Xl(t) -x;(t) JXl(t) 
-X,*(t) M*(t) J’ M(t) Xl(t) + X;(t) J* M(t) X,(t) 
= X;(t){M*(t) JM(t) - J}Xl(t). 
The last equation explains why we want to assume M(t) is a symplectic matrix for t E [a, b]. 
That is, we assume 
M*(t)JM(t) = J, t E [a,b]. 
In this case, we say (1) is a symplectic system. Note that if M(t) is symplectic for t E [a, b], then 
M(t) is nonsingular on [a, b] and is easy to see that the initial value problem (IVP) 
X(t + 1) = M(t)X(t), X(t0) = x0, 
where X0 is a constant 2n x m matrix and to E [a, b], has a unique solution which is defined on 
all of [a, b + 11. 
Prom .the above calculations, we have that if X,(t), i = 1,2, are solutions of the symplectic 
system (l), then 
X;(t) JXl(t) = C, 
on [a, b + l], where C is a constant m x m matrix. Note that in [l, Proposition l], there is a 
very short proof of this result that also explains why we want M(t) to be a symplectic matrix, 
however, here we wanted to show how this result follows from the Lagrange identity. If, in the 
above, C is the m x m zero matrix, then the pair Xi(t), X2(t) is said to be a prepared pair of 
solutions. If X(t) is a solution of (1) such that 
X*(t) JX(t) = 0, 
for t E [a, b + 11, then we say X(t) is a prepared solution of (1). 
Further explanation of our interest in symplectic systems is given by the following three exam- 
ples: 
EXAMPLE 1. The Hamiltonian system 
k/(t) = B(t) z/(t + I) + C(t) z(t), AZ(~) = -A(t) y(t + 1) - B*(t) z(t), (2) 
where A(t) and C(t) are Hermitian and 1- B(t) is invertible is equivalent to a symplectic system 
(1) where X(t) = z(t) is the 2n x 1 vector function 
and 
x(t) = Y(t) 
[ 1 44 
M(t) = 
[I - B(t)]-1 [I - El(t)]-w(t) 
-A(t)[I - B(t)]-1 I - B*(t) - A(t)[I - B(t)]-%(t) 1 ’ 
Some recent papers concerning the system (2) include [l-7]. 
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EXAMPLE 2. The self-adjoint vector equation 
APV - 1) AY(~ - I>1 +Q(t) y(t) = 0, 
3 
(3) 
where P(t) and Q(t) are Hermitian n x n matrix functions with P(t) invertible is equivalent to 
a symplectic system (l), where X(t) = s(t) is the 2n x 1 vector function 
and 
z’t) = 
Y(t) 
P(t - l)Ay(t - 1) 1 
iv(t) = I - P-l(t)&(t) P-‘(t) 
-Q(t) I I * 
Some recent articles on the self-adjoint vector equation (3) are [3, 8-131. Note that equation (3) 
is also included in Example 1 with B(t)=0 as in [6]. 
EXAMPLE 3. The 2nth order linear difference equation 
tan u(t) = 2 A+&) Ai zl(t - i)] = 0, t E [u + 12, b + n], 
i=O 
where each Ti(t), 0 I i 5 n, is real valued on [a + n, b + n + i] and r,(t) > 0 on [a + n, b + 2n], is 
equivalent to a symplectic system (l), where 
where 
u(t - 1) 
Y(t) = 
Au(t - 2) 
. . . 
An-k(t - n) 
(-l)n-l~A~-‘[~i(t)Aiu(t - i)] 
I 3 z(t) = 
i=l 
. . . 
n 
- c Ai-n+l[ri(t)Aiu(t - i)] 
i=n-1 
m(t)A%(t - n) 
1 
1 :I 
0 . . . 0 1 
--L : , F(t) = 
r,(t) [ . . . . i i ( LO ... 0 0 . . . 0 1  
I 1 G(t) = 1 
(-ljn To(t) . . . (--lP To(t) 
0 . (-l)n-’ 7.1(t) . . . (-1)+%1(t) : . . *. 
0 . . . 0 -m-l(t) _ 
1 o*** 0 (-1)“-1% - 
-1 1 .** 0 (-l)n-1 # 
H(t) = -1 *.. 0 
0 . . . 
0 . . . 0 -1 1-* 
See [2, Equation (99)] with Pj (t) = (-1)“~j rj(t). 
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When m = 1 in (l), we get the symplectic vector equation 
x(t + 1) = M(t) z(t). (4 
Let 
Assume for the moment that F(t) is nonsingular. Note that if C(t) is nonsingular in Example 1, 
then F(t) is nonsingular. In Example 2, F(t) = P-‘(t) which is nonsingular. But in Example 3, 
F(t) is singular. 
Equation (4) is equivalent to the two n-dimensional vector equations 
Y(t + 1) = -E(t) z/(t) + J’(t) Z(t), 
z(t + 1) = G(t) y(t) + H(t) z(t). 
When F(t) is nonsingular, we can solve this first equation for z(t) to obtain 
z(t) = F-‘(t) y(t + 1) + F-‘(t) E(t) y(t). 
It follows that 
y*(t) F(t) y(t + 1) = y*(t) z(t) - y*(t) F-‘(t) E(t) y(t). (5) 
Now assume 
xc(t) = Y(t) 
[ I z(t) 
is a prepared solution of (4). Then y*(t) z(t) is real valued. Since M(t) is symplectic implies 
(see [l]) that E(t) F*(t) is H ermitian, it follows that F-‘(t) E(t) is Hermitian. It follows from (5) 
that 
Y*(t) F-l(t) Y(t + 1) 
is real valued in [a,b]. Now we can define generalized zero of a prepared solution x(t) of (4). We 
say z(t) {Y(G) h as a generalized zero at a only if y(a) = 0. We say z(t) (y(t)} has a generalized 
zero at to > a, provided y(to - 1) # 0 and 
y*(h) - 1) F-l(&) - 1) y(to) < 0. 
(One way this last inequality could be true is if y(to) = 0.) Equation (1) is said to be disconjugate 
on [a, b -t l] provided no nontrivial prepared solution has two generalized zeros in [a, b + 11. 
Several authors have proved discrete versions of what has been coined Reid’s Roundabout 
Theorem [14,15]. Ahlbrandt and Hooker ([lo, Theorem 3.11; see also [9, Theorem 2.11) proved 
the Reid Roundabout Theorem for the self-adjoint equation (3). Peil and Peterson [15] proved 
the corresponding result for what they call the C-disfocal case. Peterson and Ridenhour [12] 
introduced a new equivalence for the disconjugate case. Erbe and Yan [4] generalized Ahlbrandt 
and Hooker’s result to the Hamiltonian case (2), when C(t) is invertible (so F(t) in (4) is in- 
vertible). Peterson [7] then proved the Reid roundabout theorem for the Hamiltonian system (2) 
for the C-disfocal case (again assuming C(t) is invertible). Ahlbrandt proved in [17] the Reid 
Roundabout Theorem for a general three term vector difference equation. 
In [8], the question was raised what about a Reid roundabout theorem in the case where F(t) 
is singular like in Example 3. In the remainder of this paper, we prove one implication in the 
Reid roundabout theorem for the equation &, u(t) = 0 in Example 3. 
When equation &, u(t) = 0 is expanded out, we get the equation 
& u(t) = rn(t + n) u(t + n) + . . . + m(t) u(t - n) = 0. (6) 
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Since thii equation can be solved uniquely for u(t + n) and ‘~l(t - n), we find that solutions of 
initial value problems are unique and exist on the whole interval [a, b + 24. 
We define a set of admissible variations by 
A={q:[a,b+24 -+R,T)(a+i)=O=~(b+2n-i), O<i<n-1). 
It is convenient (but not necessary) for the notation and proofs below to extend the domains of 
the coefficients of 44, u(t) = 0 by pi = ri(b + n + i), t > b + n + i, 0 2 i 5 n. Also, define 
q(t) = 0, t 2 b + 2n. Then we can define J on A by 
b+2n n 
Jq = c c(-l)n+i r&)[A’q(t - i)12. 
t=a+n i=o 
First, we prove the important Lemma. 
LEMMA 1. For r) E A, 
b+n 
Jq = (-lY c v(t)&nW 
t=a+n 
PROOF. First note that 
Jq = k(-l)“+‘Bi, (7) 
i=o 
where 
Bi = c r&)[A.‘v(t - i)12. (8) 
t=a+n 
We now prove by induction on j that 
b+2n 
Bi = c (-l)j[A”-jq(t -i + j)]Aj[ri(t) Aiv(t - i)], 
t=o+n 
(9) 
for 0 5 j < i. For j = 0, this is true by (8). Now assume 0 < j < i and that (9) holds. Using the 
summation by parts formula 
f: u(t) Av(t) = [u(t) v(t)];+' - kAu(t) v(t + l), 
t=p t=p 
we get that 
j& = (-l)jAj [ri(i!) A’q(t - i)] Ai-jmlv(t - i + j)lTnn+’ 
b+2n 
_ C (_l)j (Ai-j-lrl(t - i + j + 1)) Aj+‘[ri(t) Ai q(t - i)] 
t=o+n 
= bfJ( -1 j+’ )’ ( Ai-(j+‘)q(t - i + j + 1)) Aj+‘[ri(t) A’q(t - i)]. 
t=a+n 
Hence, the induction is complete and (9) holds for 0 5 j 5 i. 
Setting j = i in (9), we obtain 
b+2n 
Bi = c (-1)$7(t) A’/r#) A’v(t - i)] 
t=a+n 
b+n 
= (-1)’ @)A’[T&) A’q(t - i)], 
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since Q E A. Hence, by (7) 
b+n 
Jo = (-I)~ c & A+&) Ai q(t - i)J 
t=a+n i=o 
b+n 
= (-lY c 7#)~2n77(Q 
t=a+n 
Let u(t) be a solution of C zn u(t) = 0. Then Hartman’s [lS] definition of a generalized zero of 
u(t) is as follows. The solution u(t) has a generalized zero at a only if u(a) = 0. If to > a, then 
u(t) has a generalized zero at to either if u(to) = 0 or if to - k 2 a and 
(-1)” u(t,, - k) u(to) > 0, 
and if k > 1, 
u(to - i) = 0, l<ilk-1. 
We will say a solution u(t) has zero of order (at least) k at a, provided u(a+i) = 0, 0 5 i 5 k - 1, 
and a zero of order (at least) k at to > a, provided u(to - 1) # 0, u(to + i) = 0, 0 < i 5 k - 2, 
and 
(-1)” u(to - 1) u(to + k - 1) 2 0. 
REMARK 1. A is important to note that a nontrivial solution of&u(t) = 0 cannot have a 
generalized zero of order 2n. 
To see this, assume u(t) is a nontrivial solution of !?zn u(t) = 0 satisfying 
u(t0 + i) = 0, 05iI2n-2. 
We now show that u cannot have a generalized zero at to + 2n - 1. If u(to + 2n - 1) = 0, then by 
the uniqueness of solutions of IVP’s, u(t) is the trivial solution which is a contradiction. Hence, 
we can assume u(to + 2n - 1) # 0. If to = a, then u does not have a generalized zero at to + 2n - 1. 
Hence, we can assume to 
Consider the equation 
By (6)) we have that 
rn(to -t 
It follows that 
> a, and we can assume that u(t0 - 1) # 0. 
& u(to + n - 1) = 0. 
2n - 1) u(t0 + 2n - 1) + rn(tO + n - 1) u(to - 1) = 0. 
(-1)2” u(to - 1) u(t0 + 2n - 1) = - 
r,(to + 2n - 1) u2(t0 + 2n - 1) < o 
r,(to + n - 1) 
Hence, u does not have a generalized zero at to + 2n - 1. 
We say that esn u(t) = 0 is (n, n)-disconjugate on [a, b], provided there is no nontrivial solution 
with a generalized zero of order n followed by a generalized zero of order n in [a, b + 2n]. 
Now we can prove the following theorem. 
THEOREM 1. If J is positive definite on A, then &u(t) = 0 is (n, n)-disconjugate on [a, b + 27~1. 
PROOF. Assume .&n u(t) = 0 is not (n, n)-disconjugate on [a, b + n]. Then there is a nontrivial 
solution u(t) with two distinct generalized zeros of order n in [a, b + 2n]. 
First, we consider the case where there are integers tl, t2 such that a+1 5 tl < tl+n 5 t2 5 b+l 
u(tl + i) = 0, O<iIn-2, (-l)%(tl - l)u(tl + n - 1) > 0, (10) 
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4t2 - 1) # 0 and u(t2 + i) = o, O<i<n-2, 
(-1Y u(t2 - l)u(t2 + n - 1) 2 0. 
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(11) 
In this case, define q by 
1 0, alt<tl+n-2 71(t) = U(t), ti 5 t 5 t2 + n - 2 
0, t2 It 5 bf2n. 
Since tl L a + 1 and t2 I b + 1, we have 7 E A. Since 
q(tl + 72 - 1) = u(tl + n - 1) # 0, 
we have v(t) not identically zero on [a, b + 24. Since J is positive definite on A, we have Jv > 0. 
We will now show that Jq 5 0 to get a contradiction. 
By Lemma 1, 
b+n 
Jq = (-ljn c q(t)&nrl(t). 
t=a+n 
It follows from the definition of q(t) that 
tz-1 
Jq = (-l)n c u(t) e2n v(t). 
t=t1+n-1 
First, we consider the subcase when t2 = tl + n. In this case, 
Jq = (-l)n u(tl + n - 1) Cznq(tl + n - 1) 
= (-l)n u(tl + n - 1) 
x [& u(tl + n - 1) - r,(tl + n - 1) u(tl - 1) - r,(tl + 2n - 1) u(tl + 2n - l)] 
= (-l)n+i r,(ti + n - 1) u(tl - 1) u(tl + n - 1) 
+( -l)n+’ r,(tz - 1) u(t2 - 1) u(tz + n - 1) 5 0, 
by (10) and (11) which gives us our contradiction. 
The only other subcase is when t2 > tl + n. In this case, 
Jq = (-l)n u(tl + n - l)&, q(tl + n - 1) + (-l)n c u(t)&, q(t) 
t=t*+n 
+(--lyu(t2 - l)~nnq(tz - I), 
where the sum is understood to be zero if the upper limit is less than the lower limit. If t2 - 2 2 
tl + n, the middle term is zero anyway because 
&nq(t) = ezTlu(t) = 0, 
for tl +n 5 t 5 t2 - 2. Hence, 
Jq = (--lJn u(tl + n - 1) &W q(tl + n - 1) + (-l)n u(tz - 1) ezn q(t2 - 1) 
= (-lYu(tl +n - l)[e2, u(tl +n - l)- r,(tl + n - l)u(tl - l)] 
+(-1)” U(t2 - 1)[12n4tz - 1) - r,(t2 +n - 1) u(t2 +n - l)] 
= (-1y+l rn(tl + n - 1) u(tl - 1) u(tl + 12 - 1) 
+(-1y+l T,(t2 + n - 1) u(t2 - 1) u(t2 + n - 1) 5 0, 
by (10) and (11) which also gives us our contradiction. 
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The only remaining case to consider is when there are integers tl, t2 with a 5 tl c tl + n 5 
tz 5 b+n+ 1 such that 
u(t1 + i) = 0, O<iln-1, u(h + n) # 0, u(t2 - 1) # 0, 
u(t2 + i) = 0, O<i<n-2, (-lY u(t2 - 1) u(t2 + n - 1) 2 0. 
In this case, q is defined slightly different. Define q on [a, b + 2n] by 
0, altstl+n-1 
q(t) = u(t), t1 I t < t2 + 72 - 1 
0, tz+n-15t<b+2n. 
The rest of the proof is similar to arguments made above. 
From Theorem 1, we get the following corollary. 
COROLLARY 1. If 
(_l)n+i c(t) 2 0, 
on[a+n,b+n+i],for OIiIn-l,then&,u(t)=Ois(n,n)-disco~ugateon[a,b+2n]. 
I 
PROOF. Since 
b+2n n 
Jq = 1 C(-l)n+i ri(t)[Ai q(t - i)12, 
t=o+n i=O 
it is clear that Jq 1 0, for all q E A and Jq = 0 if q = 0. Now, assume q E A and Jq = 0, 
then all the terms in the above sum are nonnegative and, hence, must be zero. In particular, the 
terms when i = n must all be zero, that is 
rn(t)[An q(t - n)12 = 0, 
for a + n 5 t < b + 2n. Since q E A and m(t) > 0, we get that q(t) solves the IVP 
A*q(t-n)=O, a+nStSb+2n, q(a + i) = 0, OIi5n-1. 
It follows that q(t) G 0 on [a, b + 2n]. Hence, J is positive definite on A and by Theorem 1, 
Is,, u(t) = 0 is (n, n)-disconjugate on [a, b + 2n]. I 
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