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1. Introduction
1.1. Background
We say that a polynomial p(x) ∈ R[x] of degree d with n variables x = (x1, . . . , xn) admits a
determinantal representation if it can be written as
p(x) = det
⎛⎝A0 + n∑
i=1
xiAi
⎞⎠ (1)
where A0 +∑ni=1 xiAi is called an affine linear pencilwhose matrices are A0, . . . , Ad ∈ RN×N , N ∈ N.
Historically, interest in such a question when N = d (the size of the matrices coincide with the de-
gree of the polynomial) goes back to the beginning of the 20th century. Geometers were used to study,
for a given plane curve (defined by p(x) = 0 when n = 2), how determinantal representations are
related to the geometry of the curve. For instance, Dickson [4] obtained some explicit computations.
< Supported by French National Research Agency (ANR) project GEOLMI – Geometry and Algebra of LinearMatrix Inequalities with
Systems Control Applications.
E-mail address: ronan.quarez@univ-rennes1.fr
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2012.01.004
R. Quarez / Linear Algebra and its Applications 436 (2012) 3642–3660 3643
Of particular interest, is the case of symmetric determinantal representations, namely when the Ai’s
are symmetric matrices. The seminal paper of Dixon [5] gave also an explicit construction of symmet-
ric determinantal representations for plane curves although one should slightly correct this paper by
adding an argument about the existence of a non-vanishing even theta characteristic for the given curve.
The formalism of theta characteristics for curves had been an intensive area of study. In fact, equivalent
classes of symmetric determinantal representations are related to non-vanishing even theta charac-
teristics in the case of plane curves. Using such tools from algebraic geometry, Vinnikov determined
all the equivalence classes of determinantal representations for real plane curves, especially when the
Ai’s are self-adjoint: see [20,21].
Within last decade, people from control theory started to get interested in that question of deter-
minantal representations. Roughly speaking, the reason is that a determinantal representation as in
(1) gives some information about the associated Linear Matrix Inequality
A0 +
n∑
i=1
xiAi  0
where M  0 denotes the fact that the symmetric matrix M is positive semi-definite. And Linear
Matrix Inequalities are very classical objects in control theory. Of particular interest is the case of real
polynomials which admit unitary determinantal representations, namely when A0 = Id. A deep result
by Helton and Vinnikov [17] shows that theses polynomials correspond to the class of so called Real
Zeros polynomials. This result is in fact an equivalent formulation of the Lax conjecture which was
stated in terms of hyperbolic polynomials.
We emphasize that so far all the considered linear pencils had same dimension as the degree of
the polynomial (N = d). For n > 2 a simple counting argument shows that such determinantal
representations cannot be expected for general polynomials. One possible direction of research to
generalize Lax conjecture to Real Zeros polynomials of higher degrees is to seek for higher dimensional
linear pencils (N > d), or search for determinantal representation of some power of the polynomial.
But counterexamples to both have recently been constructed in [2]. See also others counterexamples
in [14].
Even in the case where unitary determinantal representations exist, the question of effectivity
remains difficult. Namely, onemay wish, given the coefficients of a Real Zeros polynomial p(x), to find
an algorithm which produces a unitary determinantal representation of p(x). Only particular cases
have been given so far. For instance the k-ellipses in [13] and the quadric curves in [15]. See also [10]
for an algorithm to detect the Real Zeros polynomials. In [18], it is considered the case of univariate
polynomial which is theoretically trivial, but which is no more obvious with respect to effectivity.
Indeed, it is shown to be closely related to the problem of real roots counting.
Another direction of research is to drop the condition that A0 is positive semi-definite. Then, a
positive answer had been given in [11] and the main purpose of this article is to give an elementary
and constructive proof of this result, using only linear algebra. We also generalize our construction to
polynomials with coefficients in a ring of characteristic different from 2.
In [7], another construction is proposed by considering circuits symmetrizing the complexity the-
oretic construction by Valiant [19]. Their construction worked out also over any field of characteristic
different from 2. They show that the special case of characteristic 2 (for instance, motivated by Bur-
gisser [3]) does not follow and is even false in whole generality. This explains why our construction is
also only valid when the characteristic is different from 2.
1.2. Contents of the paper
Oneof themain results in [11, Theorem14.1] is that anypolynomialp(x1, . . . , xn) innvariableswith
real coefficients,hasasymmetricdeterminantal representationas in (1). This result is established in the
setting of Non-Commuting polynomials, using the theory of systems realizations of noncommutative
rational functions.Roughlyspeaking, theuseof the theoryofnoncommutative rational series is sensible
since there is a kind of homomorphism between the product of noncommutative rational series and
the multiplication of matrices.
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In this paper, we inspire ourselves of several key steps performed in [11] to give a new proof of
the result, dealing only with linear algebra and more precisely matrix computations. For instance, we
do not use any more the Schutzenberger theory of systems realizations of noncommutative rational
functions. Further, the determinantal representation of polynomials we obtained in Theorem 4.4, can
be realized by explicit formulas.
We also mention some extensions. First, we show that formulas can be given over any ring of
characteristic different from 2: it is Theorem 5.1. Further, we also give in Theorem 5.3 a result for
noncommutative symmetric polynomials over the reals which can just be seen as a version of [11,
Theorem 14.1].
Note thatwhile our determinantal representations are obtained by explicit formulas, their sizes are
fixed a priori. This should be compared with the proof of [11, Theorem 14.1] which deals withminimal
linear descriptions (for symmetric non-commutative polynomials) although they are not given by
explicit formulas.
Further, the dimension of the linear pencil is much lower in general than the one produced in [7]
although their algorithm produces “simpler" matrices Ai’s.
The paper is organized as follows:
In Section 1, we give some notations and definitions such that the notion of linear description and
symmetrizable description of a polynomial, that will be used throughout the paper.
In Section 2, we give some technical results which will allow us to deduce a determinantal repre-
sentation of the polynomial p(x) from a symmetrizable linear description of the polynomial 1− p(x).
The idea is to start with a canonical but nonsymmetric linear description of our polynomial (like a
companion identity) and then to symmetrize it by the use of an algebraic relation (a so-called “inter-
twinning relation"). These steps are similar to the ones which appeared in [18], our last tool being the
Schur complement.
In Section 3, we describe a procedure to find a symmetrizable linear description of a given polyno-
mial.
Finally, in Section 4, we give some extensions. First, we consider the case when polynomials have
coefficients in a ring of characteristic different from 2. Second, we deal with noncommutative poly-
nomials in a free algebra overR. In that case, the determinant does not exist, at least not in the usual
sense of determinants over a commutative ring. An extensive theory of noncommutative determinants
has been developed by Gelfand and his coworkers (see [6,8,9]) which could be relevant. But we prefer
to follow the same spirit as in [11] and we generalize the results of Section 3 by evaluating identities
at n-tuple of square matrices.
2. Notations
Denote by R[x] the ring of all polynomials in the n variables (x) = (x1, . . . , xn) with coefficients
in R. A polynomial p(x) ∈ R[x] can be written as a finite sum p(x) = ∑α∈Nn aαxα , where aα ∈ R
and x(α1,...,αn) = xα11 × · · · × xαnn . For any n-tuple α = (α1, . . . , αn) ∈ Nn, we define the weight of α
by |α| = ∑ni=1 αi. We also consider the lexicographic ordering on monomials, meaning that xα > xβ
if there is an integer i0 ∈ {1, . . . , n} such that αi0 > βi0 and αi = βi for all i = 1, . . . , i0 − 1.
The identity and the null matrix of size N will be, respectively, denoted by IdN and 0N . A matrix J is
called a signature matrix if it is a diagonal matrix with entries±1 onto the diagonal. Beware that there
is a slight difference with [11], where a signature matrix J only satisfies J = JT and JT J = Id.
A p × q linear pencil LM in the n indeterminates (x) is an expression of the form
LM(x) = M1x1 + · · · + Mnxn
where M1, . . . ,Mn are p × q matrices with entries in R. Likewise, a p × q affine linear pencil LM is
an expression of the form M0 + LM(x) where M0 is an p × q matrix and LM is a p × q linear pencil.
Moreover, the linear pencil will be said symmetric if all the matricesM0,M1, . . . ,Mn are symmetric.
Note also that, if we multiply the pencil LM by two matrices P and Q , then we get a new pencil
PLMQ = LPMQ
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We say that the polynomial p(x) has a linear description, if there are a linear pencil LA, a signature
matrix J ∈ RN×N , a row matrix L ∈ R1×N , a column matrix C ∈ RN×1, such that:
p(x) = L(J − LA(x))−1C
A linear description is called symmetric if LA is symmetric and if C = LT . It is called unitary if J = IdN .
As it is done in [11], people form control theory would prefer the terminology of descriptor realiza-
tion (which can be observable, and controllable). Here, we simply speak about linear description of a
polynomial.
3. From linear description to determinantal representation
3.1. Symmetrizable linear description
Roughly speaking, the main steps in the proof of [11, Theorem 14.1] are the following.
A classical theorem due to Schutzenberger [16] gives the existence, for any given polynomial q(x),
of a linear description
q(x) = L(Id − LA(x))−1C
which is minimal (we do not enter into the details of this minimality condition, confer to [11]). Then,
one may derive another minimal linear description by transposition:
q(x) = CT (J − LAT (x))−1LT
Using the minimality condition, the result of Schutzenberger says that these two descriptions are
similar, namely there is a unique invertible symmetric matrix S such that
SC = LT and SLA = (LA)T S
Note that the condition SLA = (LA)T S is equivalent to SAi = ATi S for all i = 1, . . . , n. Note also
that these identities look very much the so-called “intertwinning relation" that is used in [18], to
symmetrize a companion identity for univariate polynomials.
Then, by a formal process that we describe below, one may derive a symmetric linear description
of q(x). It motivates us to introduce the notion of symmetrizable linear description.
Definition 3.1. Let q(x) be a polynomial together with a unitary linear description:
q(x) = L(Id − LA(x))−1C
where A ∈ (RN×N)n, C ∈ RN×1 and L ∈ R1×N. Let also S be a symmetric invertible matrix of size N × N
with entries inR.
Then, the linear description of q(x) is said to be S-symmetrizable if⎧⎨⎩ SLA = (LA)
T S
SC = LT
Under these assumptions, one may “symmetrize" the linear description of q(x):
Proposition 3.2. If a polynomial q(x) has an S-symmetrizable linear description for a given invertible and
symmetric matrix S, then it has a symmetric linear description.
Proof. We know that there is a matrix U and a signature matrix J, both inRN×N , such that S = UJUT .
Then, we set L˜ = L(U−1)T , and LA˜(x) = JUTLA(x)(U−1)T .
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It remains to check that
(a) q(x) = L˜(J − LA˜(x))−1(˜L)T
(b) LA˜(x) is a symmetric linear pencil.
Assertion (a) comes from the identity
J − LA˜(X) = JUT (Id − LA(x))(UT )−1
and hence
(Id − LA(x))−1 = (U−1)T (J − LA˜(x))−1JUT
Indeed, it is enough to remark that
JUTC = U−1LT = L˜T
Now, to check assertion (b), we just compute
(LA˜)
TUT = U−1(LA)T S = U−1SLA = U−1UJUTLA = U−1UJUTLA = LA˜UT . 
We end this section with an important remark for the following:
Remark 3.3. With the notations of the previous proof, note that if the matrix LA is nilpotent, then so
is the matrix JLA˜.
3.2. Schur complement and unipotent linear description
Again, we refer to [11] and more particularly to the proof of Theorem 14.1. One Technical key tool
is Schur complement. We recall what will be needed in the following:
Proposition 3.4 (Schur complement). Let the matrix M =
⎛⎝ A B
C D
⎞⎠ where A, B, C,D are matrices of
respective size (p × p), (p × q), (q × p), (q × q)with entries in a general ring R. If A and D are invertible,
then we have the identity:
det(M) = det(D)det(A − BD−1C) = det(A)det(D − CA−1B).
Proof. Since D is invertible, the Schur complement ofM relative to the (2, 2) entry is A− BD−1C. We
can write
ML =
⎛⎝ A − BD−1C BD−1
0p Idq
⎞⎠
where
L =
⎛⎝ Idp 0q
−D−1C D−1
⎞⎠
Then,
det(M) = det(D)det(A − BD−1C)
Symmetrically, if A is invertible, considering the Schur complement relative to the (1,1) entry, we
get
det(M) = det(A)det(D − CA−1B). 
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Before stating the result, we introduce the notion of unipotent linear description, to deal with a new
hypothesis needed in the following.
Definition 3.5. The linear description q(x) = L(J − LA(x))−1C is said to be unipotent if the matrix JLA is
nilpotent.
In the proof of [11, Theorem 14.1.], the minimality condition of a linear description of q(x) implies
that LA is nilpotent and hence JLA˜ is also nilpotent (cf. Remark 3.3).
All our results about determinantal representation of polynomials are now based on the following
Proposition 3.6. Assume that the polynomial q(x) admits a symmetric linear unipotent description.
Namely,
q(x) = CT (J − LA(x))−1C
where J is a signature matrix and A is symmetric. Then, we have the identity
1 − q(x) = det(J)det(J − CCT − LA(x))
Proof. Consider the following matrix inR(N+1)×(N+1):
G =
⎛⎝ J − LA(x) C
CT 1
⎞⎠
The Schur complement relative to the entry (1, 1) gives
det(G) = det(1 − CT (J − LA(x))−1C)det(J − LA(x))
The Schur complement relative to the entry (2, 2) gives
det(G) = det(J − CCT − LA(x))det((1))
Further, we also have
det(J − LA(x)) = det(J)det(Id − LJA(x)) = det(J)
since JA is nilpotent. And hence, we deduce that
det(1 − CT (J − LA(x))−1C) = det(J)det(J − CCT − LA(x)) = 1 − q(x). 
4. Symmetric determinantal representation
Having in mind the results of the previous sections, we naturally focus on the existence of sym-
metrizable unipotent linear descriptions.
4.1. Naive linear description
Let Q(x) = ∑|α|=d bαxα be a homogeneous polynomial of degree d. Let mk,n be the number of
monomials of degree k in n variables: mk,n =
(
n−1+k
n−1
)
. Sometimes we will forget the number of
variables n and simply writemk .
Let us define some linear pencils LA1 , . . . , LAd given by:
LA1 =
⎛⎜⎜⎜⎝
x1
...
xn
⎞⎟⎟⎟⎠
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LA2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
x1Idn
x2(01 | Idn−1)
...
xn(0n−1 | Id1)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and more generally for k = 1, . . . , d and i = 1, . . . , nwe set
LAk =
⎛⎜⎜⎜⎜⎝
x1(0α1,k | Idβ1,k)
...
xn(0αn,k | Idβn,k)
⎞⎟⎟⎟⎟⎠
where βi,k = mk−1,n−i+1 =
(
n−i+k−1
n−i
)
and αi,k + βi,k = mk−1,n.
Notice that the pencil LAk has size mk × mk−1 and that the product Xk = LAk × LAk−1 . . . × LA1 is
amk × 1 matrix whose entries are all the monomials of degree k in n variables which appear ordered
with respect to the lexicographic ordering on the variables (x1, . . . , xn).
Example 4.1. For n = 3, we have
LA1 =
⎛⎜⎜⎜⎝
x1
x2
x3
⎞⎟⎟⎟⎠ , LA2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 0 0
0 x1 0
0 0 x1
0 x2 0
0 0 x2
0 0 x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, LA2LA1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x21
x1x2
x1x3
x22
x2x3
x23
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
In the following we will use some sub-diagonal (and hence nilpotent) linear pencils of the form:
LM(x) = SD(LM1 , . . . , LMd) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0
... 0 0 0
LM1 0 0
... 0 0
0 LM2 0
... 0 0 0
0 0 LM3
... 0 0 0
· · · · · · · · · ... · · · · · · · · ·
0 0 0
... LMd−1 0 0
0 0 0
... 0 LMd 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where the LMi ’s are themselves linear pencils.
With the choice LMi = LAi , an elementary computation gives the following linear description for a
given polynomial q(x):
q(x) = (a¯0, a¯1, . . . , a¯d)(Id − LA(x))−1(1, 0, . . . , 0)T
where a¯i = (aγ )|γ |=i is the list of coefficients of the homogeneous component of q(x) of degree i,
ordered with respect to the lexicographic ordering on the variables (x1, . . . , xn).
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Then, copying the proof of Proposition 3.6, we get that any polynomial of degree d in n variables
has a determinantal but not symmetric representation of size
1 + m1,n + · · · + md,n = md,n+1 =
(
n + d
n
)
If n = 1 and p(x) = ∑di=0 aixi1, it yields the companion description
p(x) = (a0, . . . , ad)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Idd+1 −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . . . . . . . 0
x
. . .
...
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 . . . 0 x 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1 ⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
Note that the matrix
S =
⎛⎜⎜⎜⎜⎜⎜⎝
0 . . . 0 1
... . .
.
. .
.
0
0 . .
.
. .
. ...
1 0 . . . 0
⎞⎟⎟⎟⎟⎟⎟⎠
of size (d+ 1)× (d+ 1) is symmetric invertible and such that SLA = (LA)T S. Despite the fact that the
condition SC = LT is not satisfied, we may conjecture that our naive linear description of p(x) is not
far from being symmetrizable.
But, in the case of several variables (n > 1), for this naive linear description there is not any more
a symmetric invertible matrix S such that SLA = (LA)T S.
That is why we will have to change a bit this naive description to get a symmetrizable one. In the
next section, our strategy will be to fix, a priori, particular matrices L0, C0 and S which fulfill some
desired conditions.
4.2. Symmetrizable unipotent linear description
Nowand in all the following,we consider a polynomialQ(x) homogeneous of odd degree d = 2e+1
and set N = 2∑ek=1 mk,n = 2(n+en ).
Let (L0) = (0, . . . , 0, 1) and C0 = (1, 0, . . . , 0)T and
SN =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · · · · · · · · · · · · · 0 Idm0
... . .
.
Idm1 0
... . .
.
. .
.
. .
. ...
... . .
.
Idmk
...
... . .
.
Idmk .
.. ...
... . .
.
. .
.
. .
. ...
0 Idm1 .
.. ...
Idm0 0 . . . · · · · · · · · · · · · 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Let also LB(x) = SD(LB1 , . . . , LBd) for some linear pencils LB1 , . . . , LBd to be determined such that
Q(x) = L0(Id − LB(x))−1C0
Such a linear description will be called of type (L0SNC0). It obviously satisfies:
(1) SN is symmetric and invertible,
(2) LB is nilpotent,
(3) SNC0 = (L0)T ,
(4) The condition SNLB = (LB)T SN is equivalent to LBd−i+1 = LTBi for all i = 1, . . . , d.
In all the following by symmetrizable descriptions, we always mean SN-symmetrizable, i.e. with
respect to the fixed matrix SN . A linear description of type (L0SNC0) satisfying condition (4) is clearly
unipotent and symmetrizable. The following proposition establishes the existence of such a descrip-
tion.
Proposition 4.2. Any homogeneous polynomial Q(x) of degree d = 2e+ 1 admits an SN-symmetrizable
unipotent linear description of type (L0SNC0) and of size N = 2
(
n+e
n
)
.
Proof. We set LBi = LAi and LBe+i+1 = LATi for i = 1, . . . , e. It remains to define LBe+1 as a symmetric
linear pencil satisfying
Q(x) = ∑
|α|=d
bαx
α = (Xe)T LBe+1(Xe)
We index our matrices by the set of all n-tuples α = (α1, . . . , αn) such that |α| = k which we
order with respect to the lexicographic ordering. We set
LBe+1 =
(
φα,β
)
|α|=|β|=e
with
φα,β =
n∑
i=1
λ
(i)
α,βbα+β+δ(i)xi
where δ(i) is the n-tuple defined by δ
(i)
j = δi,j and the λ(i)α,β ’s are scalars to be determined.
Now, we compute
(Xe)
T LBe+1(Xe) =
∑
|α|=e,|β|=e xαφα,βxβ
= ∑|γ |=2e xγ ∑α+β=γ φα,β
= ∑|γ |=2e+1 (∑i∈Supp(γ )∑α+β=γ−δ(i) λ(i)α,β) bγ xγ
where Supp(γ ) is the subset of the indexes i ∈ {1, . . . , n} such that γi = 0.
Set
(i)γ =
∑
α+β=γ
λ
(i)
α,β
We are reduced to find some λ
(i)
α,β ’s such that, for all γ of weight 2e + 1, we have∑
i∈Supp(γ )

(i)
γ−δ(i) = 1 (2)
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At this point, we shall say that there are a lot of possible choices for the linear pencil Be+1. One solution
can be obtained by setting, (i)	 = 0 if there is i′ ∈ {1, . . . , n} and an n-tuple 	′ such that
i′ < i and 	 + δ(i) = 	′ + δ(i′).
And otherwise, we set (i)	 = 1.
Under this setting, we may check that (2) is satisfied.
Note that we could define more explicitly for each n-tuple 	:
(i) If i > min(Supp(	)), then set (i)	 = 0 with, for instance, λ(i)α,β = 0 for all α, β ’s such that
α + β = 	.
(ii) If i  min(Supp(	)), letα0 be thehighest (for the lexicographicordering)n-tuple such that there
isβ0 withα0+β0 = 	. Ifα0 = β0, then setλ(i)α0,β0 = 1, and otherwise setλ(i)α0,β0 = λ(i)β0,α0 = 12 .
The others λ
(i)
α,β ’s are set equal to 0. Then, by construction, we get 
(i)
	 = 1 in this case.
In conclusion, with this choice of LBe+1 we get a symmetrizable unipotent linear description q(x) =
L0(Id − LB(x))−1C0. 
We give here some examples:
Example 4.3
(i) If Q(x) is a homogeneous polynomial of degree d = 2e + 1 in n = 2 variables, then our choice
of the λ
(i)
α,β leads to
LBe+1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
b(2e+1,0)x1
b(2e,1)x1
2
. . .
b(e+2,e−1)x1
2
b(e+1,e)x1
2
b(2e,1)x1
2
0 . . . 0
b(e,e+1)x1
2
...
...
. . .
...
...
b(e+2,e−1)x1
2
0 . . . 0
b(2,2e−1)x1
2
b(e+1,e)x1
2
b(e,e+1)x1
2
. . .
b(2,2e−1)x1
2
b(1,2e)x1 + b(0,2e+1)x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
But, for instance, another possible choice could also be the diagonal matrix
L′Be+1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
b(d,0)x1 + b(d−1,1)x2 0 . . . 0
0 b(d−2,2)x1 + b(d−3,3)x2
...
...
. . .
...
0 . . . 0 b(1,d−1)x1 + b(0,d)x2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(ii) If Q(x) = ∑|β|=3 bβxβ is a homogeneous polynomial of degree 3 in 3 variables, then our
construction gives
LB2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
b(3,0,0)x1
b(2,1,0)x1
2
b(2,0,1)x1
2
b(2,1,0)x1
2
b(1,2,0)x1 + b(0,3,0)x2 b(1,1,1)x1+b(0,2,1)x22
b(2,0,1)x1
2
b(1,1,1)x1+b(0,2,1)x2
2
b(1,0,2)x1 + b(0,1,2)x2 + b(0,0,3)x3
⎞⎟⎟⎟⎟⎟⎟⎟⎠
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Note that if our linear descriptions are obtained by explicit formulas, on the other hand their sizes
are fixed a priori. To compare with the proof of [11, Theorem 14.1] which deals with minimal linear
descriptions (for symmetric non-commutative polynomials) although they are not given by explicit
formulas.
4.3. Symmetric determinantal representation
Let us state the main result over the reals:
Theorem 4.4. Let p(x) be a polynomial of degree d in n variables overR such that p(0) = 0. Then, there
are a signature matrix J ∈ RN×N, and a N × N symmetric linear pencil LA(x) such that
p(x) = p(0)det(J)det(J − LA(x))
where N = 2
(
n+ d
2

n
)
.
Proof. Set
q(x) = 1 − p(x) = ∑
|α|d
aαx
α.
If the degree d of p(x) is odd, then let Q(x, xn+1) = ∑|α|d aαxαxd−|α|n+1 be the homogenization of
the polynomial q(x) obtained by introducing the extra variable xn+1. Then, Q(x, xn+1) admits a sym-
metrizable unipotent linear description as given by Proposition 4.2:
Q(x, xn+1) = L0(Id − LB(x))−1C0
where SNC0 = LT0 and SNLB = (LB)T SN .
Set (˜x) = (x, xn+1). By symmetrization, we get the linear unipotent symmetric description
Q (˜x) = C˜T (J − LA˜)−1C˜
where J is a signature matrix, A1, . . . , An+1 are symmetric matrices and
LA˜(x) =
n+1∑
i=1
Aixi = LA(x) + An+1xn+1
Then, we deduce by Proposition 3.6 the following determinantal representation
1 − Q (˜x) = det(J)det(J − C˜C˜T − LA˜(˜x))
We substitute xn+1 = 1 and get
p(x) = 1 − q(x) = 1 − Q(x, 1) = det(J)det(J − C˜C˜T − An+1 − LA(x))
Since p(0) = 0, the matrix J − C˜C˜T − An+1 is symmetric invertible, so there is another signature
matrix J′ and a symmetric invertible matrix V such that
J − C˜C˜T − An+1 = V−1J′(V−1)T
If we set A′ = VAVT , we get
det(J − C˜C˜T − An+1 − LA(x)) = det(V)−2det(J′ − LA′(x))
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and we obtain the desired identity
p(x) = det(J)det(V)−2det(J′ − LA′(x))
Now, if the degree d of p(x) is even, then we set
Q(x, xn+1) =
∑
|α|d
aαx
αx
d−|α|+1
n+1
which is the homogenization of the polynomial q(x) · xn+1. Then, Q(x, xn+1) is a homogeneous poly-
nomial of odd degree d + 1 such that q(x) = Q(x, 1). Thus, we reduce to the previous case. 
We emphasize that this proof gives explicit determinantal formulas for families of polynomials of
given degree. Here is an example of such formulas when n = 2 and d = 3:
Example 4.5. Let p(x1, x2) = ∑|α|3 aαxα be a generic polynomial of degree 3 in 2 variables. Let
Q(x1, x2, x3) = ∑|β|=3 xβ be the homogenization of 1 − p(x1, x2). We construct the unipotent sym-
metrizable linear description of Q given in Example 4.3(ii). We obtain a linear pencil LB which we
specialize by setting b(i,j,3−(i+j)) = −a(i,j) for all (i, j) = (0, 0) and b(0,0,3) = −a(0,0) + 1. Then, the
polynomial p(x1, x2) = 1 − Q(x1, x2, 1) has a symmetric determinantal representation
p(x1, x2) = det(A0 + LA(x))
where LA(x) is the pencil⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 − x2
2
− x1
2
x1
2
x2
2
0 0
0
a(1,0)x1+a(0,1)x2
2
a(1,1)x1+a(0,2)x2
4
a(2,0)x1
4
a(2,0)x1
4
a(1,1)x1+a(0,2)x2
4
a(1,0)x1+a(0,1)x2
2
0
− x2
2
a(1,1)x1+a(0,2)x2
4
a(1,2)x1+a(0,3)x2
2
a(2,1)x1
4
a(2,1)x1
4
a(1,2)x1+a(0,3)x2
2
a(1,1)x1+a(0,2)x2
4
− x2
2
− x1
2
a(2,0)x1
4
a(2,1)x1
4
a(3,0)x1
2
a(3,0)x1
2
a(2,1)x1
4
a(2,0)x1
4
− x1
2
x1
2
a(2,0)x1
4
a(2,1)x1
4
a(3,0)x1
2
a(3,0)x1
2
a(2,1)x1
4
a(2,0)x1
4
x1
2
x2
2
a(1,1)x1+a(0,2)x2
4
a(1,2)x1+a(0,3)x2
2
a(2,1)x1
4
a(2,1)x1
4
a(1,2)x1+a(0,3)x2
2
a(1,1)x1+a(0,2)x2
4
x2
2
0
a(1,0)x1+a(0,1)x2
2
a(1,1)x1+a(0,2)x2
4
a(2,0)x1
4
a(2,0)x1
4
a(1,1)x1+a(0,2)x2
4
a(1,0)x1+a(0,1)x2
2
0
0 0 − x2
2
− x1
2
x1
2
x2
2
0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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and
A0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
− 1
2
0 0 0 0 1
2
1
2
− 1
2
1
2
+ a(0,0)
2
0 0 0 0 − 1
2
+ a(0,0)
2
− 1
2
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
1
2
− 1
2
+ a(0,0)
2
0 0 0 0 − 3
2
+ a(0,0)
2
1
2
1
2
− 1
2
0 0 0 0 1
2
− 3
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
To get a determinantal representation as given in Theorem 4.4, it remains to compute a decompo-
sition A0 = V−1J(V−1) where J is a signature matrix. For instance, one may compute a symmetric
LU-decomposition of the matrix A0.
Remark 4.6. It would be interesting to construct unitary determinantal representations (i.e. A0 = Id
in the formulation of Theorem 5.1). Indeed, this polynomials are related to the so-called Real-Zeros
polynomials of great interest, for instance, in control theory (see [17] for properties of suchpolynomials
and references on the subject).
Unfortunately, our construction (with the choices of SN , L0, C0 and LBe+1 ) gives representations
which have no chance to be unitary. Indeed, the signature of thematrix SN has as many+1s than−1s.
5. Extensions
5.1. Over a ring
Almost every step of our construction works not only over R but also over any ring R. Roughly
speaking, the only things we have to care about are inverse and square roots. We explain how to do
this in this section.
First, we construct a slightly different linear description than in Section 4.2, which will be more
convenient to handle point (2) of the forthcoming Theorem 5.1.
We still consider a polynomial Q(x), homogeneous of degree d = 2e + 1, and set LB(x) =
SD(LB1 , . . . , LBd) and SN exactly as in Section4.2. The change is thatwenowsetD0 = (1, 0, . . . , 0, 1)T .
We obviously have SND0 = D0.
With the choice of the LBi ’s as in Proposition 4.2, we still get a symmetrizable unipotent linear
description, but for the polynomial Q(x) + 2. Namely:
Q(x) + 2 = ∑
|α|=d
bαx
α = (Xe)T LBe+1(Xe) + 2 = DT0(Id − LB(x))−1D0
Such a linear description will be said of type (D0SN).
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Theorem 5.1. Let p(x) be a polynomial of degree d in n variables over a ring R of characteristic different
from 2. Let N = 2
(
n+ d
2

n
)
. Then,
(1) There is a symmetric N × N affine linear pencil A0 + LA(x) with entries in R such that
p(x) = det(A0 + LA(x))
(2) If p(x) = P(x)+ p(0)where P(x) is a homogeneous polynomial of odd degree and p(0) is invertible
in R, then there are a signature matrix J ∈ RN×N, and a N × N symmetric linear pencil LA(x) with
coefficients in R such that
p(x) = p(0)det(J)det(J − LA(x))
Proof. We follow the proof of Theorem 4.4. We just have to check that we are dealing with matrices
with coefficients in the ring R.
First, we assume that the degree d of p(x) is odd: d = 2e + 1.
Set
q(x) = (1 − p(x)) − 2 = −1 − p(x)
and let Q(x, xn+1) be the homogenization of q(x).
The polynomial Q(x, xn+1) admits a linear description of type (D0SN):
Q(x, xn+1) = DT0(Id − LB(x))−1D0
Wemust be careful at the symmetrization step. Indeed, over the reals, the existence of a matrix U and
a signature matrix J such that SN = UJUT is given by the diagonalization theorem for real symmetric
matrices. For instance, if N = 2 we have the following identity over the reals
S2 =
⎛⎝ 0 1
1 0
⎞⎠ =
⎛⎜⎝ 1√2 1√2
1√
2
−1√
2
⎞⎟⎠
⎛⎝ 1 0
0 −1
⎞⎠
⎛⎜⎝ 1√2 1√2
1√
2
−1√
2
⎞⎟⎠
In order to work over R, we will prefer to write the following⎛⎝ 0 1
1 0
⎞⎠ = 1
2
⎛⎝ 1 1
1 −1
⎞⎠⎛⎝ 1 0
0 −1
⎞⎠⎛⎝ 1 1
1 −1
⎞⎠
To perform this slight transformation for general N, we need to introduce some new matrices:
(i) The signature matrix
J =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Idn0 0 0 0 0 0
0
. . . 0 0 0 0
0 0 Idnk 0 0 0
0 0 0 −Idnk 0 0
0 0 0 0
. . . 0
0 0 0 0 0 −Idn0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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(ii) The anti-diagonal matrix of size k × k
Adk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . 0 1
... . .
.
. .
.
0
0 . .
.
. .
. ...
1 0 . . . 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(iii) The permutation matrix
P =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Adm0 0 0 0 0 0
0
. . . 0 0 0 0
0 0 Admk 0 0 0
0 0 0 Idmk 0 0
0 0 0 0
. . . 0
0 0 0 0 0 Idm0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(iv) And the matrix
Y =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Idm0 0 0 0 0 Adm0
0
. . . 0 0 . .
.
0
0 0 Idmk Admk 0 0
0 0 Admk −Idmk 0 0
0 . .
.
0 0
. . . 0
Adm0 0 0 0 0 −Idm0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Then, we check that SN = 12WJWT whereW = PY .
All the consideredmatrices have entries in R, and this property holds also for the followingmatrices
W−1 = 1
2
(JWTSN) = 1
2
WT
and
LA˜ =
1
2
JWT LA(W
−1)T
Now, if we formally set
D˜0(D˜0)
T = 2W−1D0DT0(W−1)T
(beware that the right side of the equality has entries in R although D˜0 has not), then we are able to
deduce from Proposition 3.6 the following determinantal representation with coefficients in R:
1 − (Q (˜x) + 2) = det(J)det(J − D˜0D˜0T − LA˜(˜x))
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If we substitute xn+1 = 1, we get
p(x) = 1 − (q(x) + 2) = 1 − (Q(x, 1) + 2) = det(J)det(J − D˜0D˜0T − An+1 − LA(x))
This concludes the proof of the first point when the degree of p(x) is odd. We do the same trick as in
the proof of Theorem 4.4 if the degree of p(x) is even.
Now, to prove point (2), we first observe that
p(x) = −p(0)
(
1 −
(
P(x)
p(0)
+ 2
))
which has sense since p(0) is invertible. Next, we copy the proof of point (1) with the polynomial
Q(x) = P(x)
p(0)
, except that we do not need to add any extra-variable xn+1. In fact we have:
1 − (Q(x) + 2) = det(J)det(J − D˜0D˜0T − LA˜(x))
And we compute
D˜0(D˜0)
T =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
2 0 . . . 0
0 . . . . . . 0
...
...
0 . . . . . . 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
Hence,
J − D˜0D˜0T =
⎛⎜⎜⎜⎝
−1 0 0
0 Idm1+···+me 0
0 0 −Idm0+m1+···+me
⎞⎟⎟⎟⎠
which is a signature matrix, and we are done.
Note that linear descriptions of type (D0SN) play a crucial role in order to find a signature matrix
at this step. 
5.2. Noncommutative symmetric polynomials
The aim of this section is to adapt the construction of section 4.2 to the setting of noncommutative
polynomials (in short NC-polynomials).
We denote by 
n the free semi-group on the n symbols {ξ1, . . . , ξn}. Let x1, . . . , xn be n noncom-
mutating formal variables and for a word α = ξi1 , . . . , ξik ∈ 
n, we define xα = xi1 , . . . , xik . For
instance, we have the identity xαxβ = xαβ .
A general NC-polynomials is a finite sum of the form
∑
α∈
n aαxα , with aα ∈ R. We writeR〈x〉 =
R〈x1, . . . , xn〉 for the ring of all NC-polynomials over the reals.
OnR〈x〉, onehas the transposition involution T which isR-linear andsuch that (xα)T = xik . . . xi2xi1
if xα = xi1xi2 . . . xik .
A NC-polynomial p(x) will be called symmetric if p(x)T = p(x) (we implicitly assumed that the
variables themselves xi are symmetric).
In this setting, we still may define the weight of a monomial xω as the weight of the word ω.
Furthermore, we will still consider the lexicographic ordering on monomials as the lexicographic or-
deringon thewords corresponding to theexponents. So, it appearspossible toadaptour construction to
NC-polynomial. But,wehave to be careful since the usual notion of determinant exists only over a com-
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mutative ring. An extensive theory of noncommutative determinants has been developed by Gelfand
and his coworkers (see [6,8,9]) which could be relevant. But we prefer to follow the same spirit as in
[11] and we generalize the results of Section 3 by evaluating identities at n-tuple of square matrices.
Namely, if p(x) = ∑α∈
n xα and X = (X1, . . . , Xn) ∈ (Rm×m)n is an n-tuple of squares matrices,
then p(X) = ∑α∈
n Xα .
Moreover, we need the evaluation of a linear pencil at an n-tuple of matrices, and since we are
mainly interested in symmetric determinantal representations, we will evaluate at n-tuple of sym-
metric matrices. Namely, for a given linear pencil LA(x) = A1x1 + · · · + Anxn and a given n-tuple
X = (X1, . . . , Xn) of symmetric matrices inRm×m, we write
LA(X) = A1 ⊗ X1 + · · · + An ⊗ Xn
where ⊗ denotes the Kronecker product of two matrices.
To end, we readily extend to the noncommutative setting the notion of linear description of a NC-
polynomial q(x). Namely, q(x) has a unipotent linear description if there exists a linear pencil LA, a
signature matrix J, a row matrix L and a column matrix C such that
q(x) = L(J − LA(x))−1C
where JLA is nilpotent. Since the linear pencil JLA is nilpotent, the previous expression of q(x) has an
obvious meaning even in the non-commutative setting. If one wants more generality, one shall refer
to the Schutzenberger theory of systems realizations of noncommutative rational functions (see [1])
or to the theory of noncommutative rational functions analytic near 0 (see [11]).
Since wewill proceed as in the proof of Theorem 4.4, we first generalize Proposition 3.6 to our new
setting:
Proposition 5.2. Assume that the polynomial q(x) admits a symmetric linear unipotent description.
Namely,
q(x) = CT (J − LA(x))−1C
where J is a signature matrix and A is symmetric. Then, we have the identity
det(Idm − q(X)) = det(J)mdet((J − CCT ) ⊗ Idm − LA(X))
for all n-tuple X = (X1, . . . , Xn) of symmetric matrices inRm×m.
Proof. The proof proceeds as the one of Proposition 3.6 except that the have to consider Schur com-
plement with respect to a block Idm instead of 1. We use also the fact that if JLA = LJA is nilpotent then
so is LJA(X). 
Then, we get:
Theorem5.3. Let p(x) be a symmetric NC-polynomial of degree d in n variables overR such that p(0) = 0.
Then, there are a signature matrix J ∈ RN×N, and a N × N symmetric linear pencil LA(x) such that for any
n-tuple X = (X1, . . . , Xn) of symmetric matrices inRm×m
det(p(X)) = p(0)mdet(J)mdet(J ⊗ Idm − LA(X))
where N = 2
(
n
 d
2
−1
n−1
)
.
Proof. First of all, as in Proposition 4.2, we show the existence of a unipotent symmetric linear de-
scription for any given NC homogeneous symmetric polynomial Q(x) of odd degree d = 2e + 1. We
write Q(x) = ∑|α|=d aαxα .
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Let pk = pk(n) = nk be the number of NC-monomials of degree k in the n variables (x1, . . . , xn)
and denote by Xk the column matrix of all NC-monomials of degree k, ordered with the lexicographic
ordering.
We still consider a linear pencil of the form LB(x) = SD(LB1 , . . . , LBd)where the LBi ’s are given for
i = 1, . . . , e as follows:
LBi = (x1Idpi−1 , x2Idpi−1 , . . . , xnIdpi−1)T and LBe+i+1 = (LBi)T
We shall note that Bi = Bi−1⊗ Idpi−1 for i = 1, . . . , e, and also that Xe = LBe × LBe−1 × · · · × LB1 .
Then, it remains to define LBe+1 , which appears to be evenmore canonical than in the commutative
setting. Indeed, we simply set
LBe+1 = (φα,β)|α|=e,|β|=e
where
φα,β =
n∑
i=1
a(α,i,β)xi
Since Q(x) is symmetric we have relations aγ = aγ T , which lead to the equality φα,β = φβ,α .
Thus, the matrix LBe+1 is symmetric and such that
Q(x) = ∑
|α|=2e+1
bαx
α = (Xe)T LBe+1(Xe)
It corresponds to an unipotent SN-symmetrizable linear description of Q(x) of size N = 2∑ d2 k=0 pk:
Q(x) = L0(Id − LB(x))−1C0
with L0 = (0, . . . , 0, 1) and C0 = (1, 0, . . . , 0)T .
Then, using Proposition 5.2 instead of Proposition 3.6, the only thingwe have to change in the proof
of Theorem 5.3, is that we consider a symmetric-homogenization Q(x, xn+1) of our polynomial q(x).
For instance,
Q(x, xn+1) =
∑
|α|d
aα
2
(
xαx
d−|α|
n+1 + xd−|α|n+1 xα
)
. 
Remark 5.4. For a given NC-polynomial, there are several criterions to say if a linear description is
minimal. For instance, there is an interesting one by the rank of the so-called Hankel matrix (see [1,
Theorem II.1.5]).
In fact, we may note that the integer N = 2∑ek=0 pk which appears in Theorem 5.3 is equal to the
rank of the Hankel matrix associated to a generic symmetric homogeneous NC-polynomial of degree
2e + 1.
In the commutative setting, if p(x) is a given polynomial, wemay consider aNC-symmetric lifting of
p(x) and compute the rank of its Hankel matrix. So, the minimal size of a linear description of a given
commutative polynomial can be obviously bounded by the minimum size of all linear descriptions
associated to all possible NC-symmetric liftings of the polynomial. Although, it is unclear how to get a
criterion for a linear description of a given commutative polynomial to beminimal. By theway, related
question in both commutative and noncommutative setting are treated in [12].
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