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Over the past couple of decades, teacher effectiveness has become a major focus to improve 
students’ mathematics learning. Teacher professional development (PD), in particular, has been 
at the center of efforts aimed at improving teaching practice and the mathematics learning of 
students. However, empirical evidence for the effectiveness of PD for improving student 
achievement is mixed and there is limited research-based knowledge about the features of 
effective PD not only in mathematics but also in other subject areas. In this quasi-experimental 
study, I examined the effect of a Math and Science Partnership (MSP) PD on student 
achievement trajectories. Results of hierarchical growth models for this study revealed that 
content-focused (Algebra1 and Geometry), ongoing PD was effective for improving student 
achievement (relative to a matched comparison group) in Algebra1 (both for high and low 
performing students) and in Geometry (for low performing students only). There was no effect of 
PD on students’ achievement in Algebra2, which was not the focus of the MSP-PD. By 
demonstrating an effect of PD on student achievement, this study contributes to our growing 
knowledge base about features of PD programs that appear to contribute to their effectiveness. 
Moreover, it provides a case study showing how the research design might contribute in 
important ways to the ability to detect an effect of PD -if one exists- on student achievement. For 
example, given the data I had from the district, I was able to examine student growth within all 
A QUASI-EXPERIMENTAL STUDY OF THE EFFECT OF MATHEMATICS 
PROFESSIONAL DEVELOPMENT ON STUDENT ACHIEVEMENT  
Zahid Kisa, PhD 
University of Pittsburgh, 2014
 
 v 
Algebra 1, Geometry and Algebra 2 courses, while matching classrooms on aggregate student 
characteristics and school contexts. This allowed me to eliminate the potential confound of 
curriculum and to utilize longitudinal models to examine PD effects on students’ growth (relative 
to a comparison sample) for matched classrooms. Findings of this study have implications for 
educational practitioners and policymakers in their efforts to design and support effective PD 
programs in mathematics, and these features likely transfer to the design of PD in all subject 
areas. Moreover, for educational researchers this study suggests potential strategies for 
demonstrating robust research-based evidence for the effectiveness of PD on student learning. 
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1.0  INTRODUCTION 
Over the past couple of decades, many efforts have been made to reform mathematics education 
in the United States. However, results from national and international assessments indicate that 
reforms haven’t been successful in improving U.S. students’ mathematics achievement (Ball, 
Hill, & Bass, 2005). Scores on the 2013 National Assessment of Educational Progress (NAEP), 
indicate that overall only 26% of the nation’s twelfth-graders were at or above the proficient 
level (National Center for Education Statistics [NCES], 2013). On an international assessment, 
PISA (The Program for International Student Assessment) administrated in 2009, U.S. students 
scored lower than the OECD average. This continued the trend of U.S. students scoring lower 
than the OECD average in 2003 and 2006 administrations of PISA (Epstein, & Miller, 2011). 
Concerns about the performance of U.S. students on such mathematics assessments have 
resulted in policymakers paying increased attention to issues of teacher quality and teacher 
effectiveness (Hill, Rowan, & Ball, 2005). At the same time, realization of the fact that the 
success of standards-based educational reform in mathematics relies on the effectiveness of 
teachers, has also played a role resulting in increased attention to the issue of teacher 
effectiveness (Darling-Hammond, 1999). Furthermore, one of the important prerequisites for 
teachers to carry out the requirements of standards-based educational reform (e.g. opening their 
classroom to wider mathematical participation, helping students to appreciate mathematical 
reasoning, and to understand the meaning of mathematical ideas and procedures), is deep 
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mathematical content knowledge as well as deep pedagogical content knowledge (Hill & Ball, 
2004). 
However, multiple studies have revealed that many teachers are not ready to implement 
teaching practices based on ambitious education reform and teachers lack essential content 
knowledge for teaching mathematics (Ball et al., 2005). As a result, teacher professional 
development (PD), in particular, has been at the center of efforts aimed at improving teaching 
effectiveness (Garet, Porter, Desimone, Birman, & Yoon, 2001; Sykes & Darling-Hammond, 
1999). All the while, changes in student achievement remains the primary criteria for 
demonstrating teacher effectiveness, and therefore demonstrating the value of PD programs 
aimed at improving teaching effectiveness. States and school districts are currently providing PD 
programs on a wide scale, several with federal funding support, in order to improve the quality of 
their teachers (Hill et al., 2005).   
One such effort is the Math-Science Partnership (MSP) program created by the National 
Science Foundation (NSF) with the goal of improving student achievement in mathematics and 
science through providing content-focused PD. The MSP grant program encourages institutions 
of higher education, and K-12 schools to work together in order to increase the quality of 
mathematics and science instruction and student learning in mathematics and science fields by 
providing high quality PD for teachers. NSF has spent approximately $800 million to fund 
various MSP projects across the US since 2002. The U.S. Department of Education has also 
supported efforts to provide PD for teachers in the STEM areas and has spent over $70 million 
for this purpose since 2003. MSP programs are being implemented in at least 39 states in the 
United States (National Science Foundation [NSF], 2010).  
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1.1 FOCUS OF THE STUDY 
In this longitudinal quasi-experimental study, I examined the effect of one district’s PD program 
on changes in student achievement over a year. This PD program was designed and implemented 
with support from the Math-Science Partnership (MSP) program1. The Math and Science 
Partnership professional development program examined in this study (hereafter referred to as 
MSP-PD) was designed and implemented as a product of a collaborative effort of a non-profit 
organization, a university and an urban school district located in the Northeastern U.S. with 
about $760,000 MSP grant support. The MSP-PD included a 2-week summer institute and 6 
follow-up sessions during the school year. On average MSP-PD teachers were provided 110 
hours of PD (80 hours summer institutes, 30 hours follow-up sessions).  
The pedagogy of the MSP-PD was inquiry-based mathematics (e.g. hands on learning 
experiences, active participation of teachers) The MSP-PD focused on teachers’ actively 
engaging with each other and with course facilitators in doing mathematics in the topic areas 
algebra1 and geometry. It modeled the teaching that district leaders were hoping their 
mathematics teachers would adopt with their students. Teachers were both working on content as 
mathematicians and engaging in mathematics as a discipline. They reflected on their own 
disciplinary experiences as learners and discussed implications of creating similar learning 
opportunities for their students. Moreover, the content of the MSP-PD was closely linked with 
the curriculum.  
                                                
1 PD programs designed and implemented with support from the MSP program are similar only in terms 
of being content focused and having a partnership model. Other features of the PD programs can be 
different. Thus, MSP-PD examined in this study may not be representative of the MSP programs in 
general. 
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1.1.1 Research Questions 
The theory of action of the MSP-PD was as follows: By engaging in the doing of mathematics, 
teachers would improve or reinvigorate their content knowledge and be motivated (and better 
prepared) to facilitate environments where their students engaged in doing mathematics. Based 
on the theory of action, we would expect some improvements in teacher and student outcomes as 
a result of the MSP-PD. Thus, this study sought to examine both proximal and distal outcomes as 
evidence for the efficacy of the MSP-PD. First, I examined whether the 2-week summer institute 
resulted in changes in teachers’ algebra content knowledge.   
RQ1-a For teachers who attended the MSP-PD, was their mean post-test score on the 
knowledge of algebra teaching assessment (KAT) significantly higher than their mean pre-test 
score?   
While this question helps us understand whether treated teachers improved, it is also 
important to know how different treated teachers were from a group of comparison teachers at 
pre-test. Thus, I also compared the scores of the treated teachers to a group of comparison 
teachers in the district.   
RQ1-b Was there a significant difference between MSP-PD teachers’ mean KAT pre-test 
score and comparison group teachers’ mean KAT score?  
Based on its theory of action, the effect of the MSP-PD on this proximal teacher outcome 
would have more meaning if it in turn leads to improvements in student learning. Thus, I also 
examined whether MSP-PD had an effect on growth in student learning relative to a matched 
group of comparison students. 
RQ 2 To what extent did the MSP-PD influence students’ trajectories of mathematics 
achievement relative to a matched comparison group for each math course over one school year? 
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Finally, I hypothesized that the effect of the MSP-PD on students’ trajectories and final 
status on the curriculum-based mathematics assessment varied by the course they taught and the 
degree to which it was aligned with the PD. Thus, I expected that the MSP-PD produced a higher 
growth rate for students in algebra1 and geometry courses because algebra1 and geometry topics 
were more aligned with the focus of the PD.  
RQ 3 Did the size of the MSP-PD effect vary for different courses in predictable ways? 
1.2 SIGNIFICANCE OF THE STUDY 
Teachers are crucial to students’ opportunities to learn mathematics (Ball et al., 2008). They 
determine how much time will be devoted to a subject, set and communicate standards and 
expectations, and decide which topics will be the focus of student learning (Hawley & Valli, 
1999; Schwille et al., 1983). Studies examining student achievement in mathematics have found 
that substantial differences in achievement between students are attributable to differences 
among teachers. For example, children assigned to three effective teachers in a row scored 50 
percentile points higher than children who were assigned to three ineffective teachers in a row 
(Sanders & Rivers, 1996). Other studies, meanwhile, demonstrate that the cumulative effects of 
being taught by consecutive highly effective teachers can substantially eliminate differences in 
student achievement that are due to family background (Rivkin, Hanushek, & Kain, 2005). 
 The fact that teachers play such a crucial role for students’ learning highlights the 
importance of PD as a vital tool for reform because of the potential to improve students’ 
achievement by increasing teaching effectiveness. The MSP-PD examined in this study 
underscores this point. At the time of this study, this MSP-PD was one of the primary efforts by 
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the district to improve the mathematics achievement of its high school students. This study, thus, 
contributes valuable knowledge about the effectiveness of this key tool, MSP-PD, for improving 
student mathematics achievement.  
Examining the effectiveness of one particular PD program is an important goal for this 
study and a potential contribution to  growing research knowledge in mathematics, but this study 
also contributes to the current research-based knowledge about the effect of PD on student 
achievement across all subject areas. Considering that amount of money spent annually on PD, 
including MSP grants (Birman & Porter, 2002; Miles, Odden, Archibald, & Fermanich, 2002), 
and its widespread use as a tool of reform for improving students learning (Cohen & Hill, 2000; 
Hawley & Valli, 1999; Knapp, 2003), producing research-based knowledge about the 
effectiveness of PD in any subject could lead to generalizations for the field about effective PD 
designs. Additionally, recent calls from policymakers for evidence-based education research 
further elevate the importance of understanding the effects of PD on student learning (Birman & 
Porter, 2002; Coalition for Evidence-Based Policy, 2003), and also how education research is 
optimally designed to examine effects of PD programs.  
1.3 CONTRIBUTION FOR THE KNOWLEDGE-BASE ABOUT THE 
EFFECTIVENESS OF PD  
It is generally accepted that effective professional development (PD) can improve teachers’ 
knowledge and thus create change in their instructional practices (Arbaugh & Brown, 2005). 
This makes it an important tool for improving students learning (Borko, 2004; Correnti, 2007; 
Desimone, 2009; Sykes & Darling-Hammond, 1999). However, relative to PD literature there is 
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very small number of experimental/quasi-experimental studies investigating effect of PD on 
students’ achievement. Ball et al. (2008) searched for peer-reviewed research and national 
reports that would offer high-quality evidence regarding the impact of PD programs on students’ 
mathematics achievement. They identified only eight high-quality empirical studies that 
examined effects of PD on students’ mathematics achievement. Among these studies only one 
study (Chapin, 1994) provided clear evidence for the effectiveness of mathematics PD. Two 
studies (Carpenter, Fennema, Peterson, Chiang, & Loaf, 1989; Saxe, Gearhart, & Nasir, 2001) 
found mixed effect and rest of the studies found no effect of mathematics PD for improving 
student achievement (See Ball et al., 2008). Moreover, from three experimental/quasi-
experimental studies, which were conducting in recent years, Newman et al. (2012) found very 
small effect of mathematics PD (ES=0.05). McMeeking and her colleagues (2012) found an 
effect of mathematics PD when teachers attended the PD several times. On the other hand, Garet 
et al. (2010; 2011), found no effect of a mathematics PD on students’ learning after the first and 
second years of implementation. Thus, in the PD literature there is currently weak empirical 
evidence for the effectiveness of mathematics PD for improving students’ achievement.  
The link between PD and student achievement is weak in other subject areas as well. In 
the broader PD literature, what we know about the particular characteristics of effective PD is 
mostly based on theoretical and practical advice, expert understanding of what works, 
correlational survey studies, and case studies (American Educational Research Association 
[AERA], 2005; Scher & O’Reilly, 2009). PD that is content focused and intense, close to 
teachers’ classroom practice, aligned with standards for teaching, lasting for a longer duration, 
requiring active participation of teachers, providing teachers hands on learning opportunities, 
modeling examples of intended practices, providing ongoing support like coaching and 
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mentoring are characteristics that have been identified as some of the features of effective PD 
(Ball & Cohen, 1999; Cohen & Hill, 2000; Supovitz, Mayer, & Kahle, 2000; Hawley & Valli, 
1999; Darling-Hammond, Wei, Andree, Richardson, & Orphanos, 2009).  
While a long list of effective PD features was developed mostly from theory, 
experimental/quasi-experimental studies, however, have provided empirical evidence only for 
two PD features. These studies provided evidence for the effectiveness of content focused PD 
and mixed evidence for the effectiveness of number of contact hours/duration of the PD (Blank 
& de las Alas, 2009; Scher & O’Reilly, 2009; Yoon, Duncan, Scarloss, & Shapley, 2007). Thus, 
despite a long history of educational researchers theorizing about specific feature of PD that 
promote student learning, empirical evidence supporting those assertions remains very limited 
and centers on providing PD with a content focus (Fishman, Marx, Best, & Tal, 2003). Thus, 
there is a need for rigorous studies and evaluations of PD programs in order to learn the extent to 
which PD influences student achievement. By examining different features of specific PD 
programs, case studies can provide empirical evidence for the effectiveness of PD for improving 
student achievement. More importantly, accumulation of these studies can help building a 
knowledge base about what forms of, or approaches to PD lead to improvement in student 
learning.  
For example, this study uses a rigorous quasi-experimental design to provide evidence for 
the effectiveness of a content-focused, ongoing PD on students’ mathematics achievement. 
Although it is a mathematics PD program, the main features of the MSP-PD could generalize to 
help build our knowledge base. Hence, findings of this study not only inform those interested in 
this specific MSP-PD, but the broader PD literature about the effectiveness of PD for influencing 
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students’ achievement and the literature about which specific features of PD programs seem to 
be effective for improving student achievement.  
1.4   ISSUES IN PD RESEARCH AND THEIR IMPLICATIONS FOR THIS STUDY 
One of the main reasons for the lack of strong evidence for the effectiveness of PD in the 
literature is simply the shortage of experimental/quasi-experimental studies examining the effect 
of the PD on student achievement (Ball et al., 2008). However, the shortage of studies doesn't 
explain why PD studies have produced mixed evidence for the effectiveness of PD. 
Experimental/quasi-experimental studies have found some positive effects, some mixed effects, 
some null effects (i.e. no effect) and even some negative effects of PD on student achievement 
(Ball et al., 2008; Blank & de las Alas, 2009; Clewell, Campbell, & Perlman, 2004; Kennedy, 
1998; Scher & O’Reilly, 2009; Yoon et al., 2007). In general, the mixed evidence for the 
effectiveness of PD raises questions about whether PD is the most effective tool to improve 
student achievement (Harris & Sass, 2011). 
In order to reach a conclusion about the effectiveness of PD, however, one should be 
confident that the observed research effects were, in fact, due only to the PD itself. In PD 
research, there are many obstacles, leading to multiple alternative explanations, that could 
influence our findings about the effects of PD on student learning (Scher & O’Reilly, 2009). For 
example, the curriculum, implementation of the PD, teacher mobility and student mobility could 
all confound observed effects of the PD. Moreover, research-related factors, such as the nature of 
student data (cross sectional vs. longitudinal), and alignment between PD and assessment 
measures, might also have a role in an observed null effect of PD on achievement (Blank & de 
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las Alas, 2009; Kennedy, 1998; Yoon et al., 2007). These factors might confound or change our 
inferences about the effect of PD on student achievement. Most PD studies have examined the 
effect of PD on student achievement without explicitly attending to the role these factors can 
have on the observed effect of PD. In most cases, research studies have also had limited control 
over the influence of such factors due to the complexity of educational settings. The challenges 
researchers face in collecting research-based evidence clouds our ability to make strong 
inferences and to be certain about the effects of PD on teacher knowledge, instruction and 
student learning (Ball et al., 2008).  
For PD designers, prior PD studies can be informative about which features of PD tend to 
have a greatest influence of student outcomes. Similarly, educational researchers can benefit 
from observing patterns across prior PD studies to have an idea about which design features of 
the research were helpful for making strong inferences about the effect of a PD on student 
achievement. By examining patterns across recent experimental/quasi-experimental studies and 
linking these findings with the knowledge base about quantitative research methodology, this 
study compiled a list of features that will aid in making strong inferences about the effectiveness 
of PD for improving student achievement. These design elements are 1) implementing carefully 
designed experimental/quasi-experimental studies; 2) attending to the fidelity of implementation 
of PD; 3) examining intermediate teacher outcomes of PD such as teacher knowledge or practice; 
4) using proximal and student learning measures which are sensitive to and aligned with the PD; 
5) using longitudinal data that allow researchers to employ growth modeling; and 6) trying hard 
to make populations of students taught by treated teachers as similar to students of comparison 
teachers as possible. We can use this list to understand the features available in particular 
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contexts, like our study of one MSP-PD, but also to help educational researchers plan for future 
studies. 
Addressing all of these elements of research design in a single study is challenging and 
the degree to which researchers can incorporate these design features involves trade-offs. 
However, by attending to these principles it is possible to make stronger inferences that observed 
effects on student achievement are due to the PD itself and not from other confounding variables. 
Perhaps more importantly, the design of research studies is important for interpreting null 
findings. In poorly designed research studies it is difficult to know whether null findings were 
due to the research design or the PD itself. Well-designed and adequately powered research 
studies will help advance generalizations researchers can make when examining patterns across 
studies because null findings are possible to interpret. In this study, I employed some of these 
design elements listed above While it is not possible to test the effectiveness of these design 
features in a single study, this study serves as a case study showing how the research design 
might contribute in important ways to the ability to detect an effect of PD on student 
achievement. This study provides an opportunity to reflect on potential features of research 
designs examining effects of PD on student achievement and thus contribute to a discussion 
about methods for designing studies of PD.  
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2.0  LITERATURE REVIEW 
In order to review the existing knowledge base for the effectiveness of PD, I examined 
experimental/quasi-experimental studies that used student learning or achievement as an 
outcome to assess the effectiveness of PD. Relative to the number of PD studies in the literature, 
since there are very few experimental and quasi-experimental studies specifically examining the 
link between mathematics PD and students’ achievement (Ball et al., 2008; Garet et al., 2010; 
2011; McMeeking et al,, 2012; Newman et al., 2012), I explored the broader PD literature in 
order to summarize the current research-based evidence for the effectiveness of PD for 
improving student achievement. Given the relative scarcity of research-based evidence for the 
effectiveness of PD on student achievement, any knowledge produced by experimental/quasi-
experimental case studies would be a contribution to the field.   
There are several comprehensive review studies that have examined high-quality 
experimental/quasi-experimental studies. These review studies began by examining vast numbers 
of studies but whittled their review down to just a handful of high-quality experimental and 
quasi-experimental studies that examined the effect of PD on student achievement (See Table 1). 
For example, Yoon et al. (2007) analyzed over 1,300 studies and evaluation reports, and 
identified only 9 high-quality experimental or quasi-experimental studies that evaluated PD 
impacts on student achievement. These review studies have synthesized evidence for the overall 
effectiveness of PD on student achievement across this small set of high-quality PD studies. 
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They also compared different features of PD programs in order to infer the effectiveness of 
specific features. Findings from these review studies have helped to catalog the evidence base for 
the effectiveness of PD produced by PD studies with rigorous designs. 
 
      Table 1. Number of high quality experimental/quasi-experimental PD studies identified by the 
review studies 
Review Study Number of scanned PDs Number of high quality PDs 
Kennedy (1998) 93 10 
Clewell et al. (2004) 400 18 
Yoon et al. (2007) 1300 9 
Ball et al. (2008) - 8 
Blank & de las Alas (2009) - 16 
Scher & O’Reilly (2009) 145 8 
 
In addition to these review studies, I also investigated experimental/quasi-experimental 
studies examined the effect of PD on student achievement which were published after 2007 since 
the reviews had yet to include these more recent studies in their analyses. In this section, I shared 
empirical evidence provided by these studies for the overall effectiveness of PD and for the 
specific features of PD for improving student achievement. 
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2.1 THE EMPIRICAL EVIDENCE FOR THE EFFECTIVENESS OF PD ON 
STUDENT ACHIEVEMENT IS MIXED 
2.1.1 Evidence for the overall effectiveness of PD 
The review studies that have examined the effects of experimental/quasi-experimental PD 
studies on student achievement have found mixed evidence for the effectiveness of PD programs. 
Across the studies the overall PD effect on student achievement was small to moderate 2(Ball et 
al., 2008; Blank & de las Alas, 2009; Clewell et al., 2004; Kennedy, 1998; Scher & O’Reilly, 
2009; Yoon et al., 2007). For example, Scher and O’Reilly (2009) indicated that students whose 
teachers participated in PD achieved, on average, 0.14 standard deviations higher on 
mathematics achievement tests and 0.13 standard deviations higher on science assessments 
compared to students whose teachers did not participate in the PD programs. Moreover, there is 
considerable variation between studies in terms of the effect sizes of the PD programs (See Table 
2). For example, 25 percent of the effect sizes in Blank & de las Alas (2009) study were 







                                                
2	  According to the Cohen’s d standard guidelines, d=0.2 is considered a 'small' effect size, 0.5 represents 
a 'medium' effect size and 0.8 a 'large' effect size. 
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Table 2. Mean effect sizes and ranges for PD effects on student achievement calculated in review 
studies 
Review Study Subject Matter Mean ES Range of ES 
Kennedy (1998) Math & Science 0.29 (Small-Moderate) (-0.14-0.71) 




0.54 (Moderate) (-0.53-2.39) 
Ball et al. (2008) Math 0.42 (Moderate) (-1.34-2.39) 
Blank & de las 
Alas (2009) 
Math & Science 0.31 (Small-Moderate) (-0.19-1.63) 
Scher & O’Reilly 
(2009) 
Math & Science 0.14 (Small) (-0.40-1.40) 
 
Similarly, recent experimental/quasi-experimental PD studies have also found a wide 
range of results for the effectiveness of PD on student achievement. The majority of them 
provided evidence for the overall effectiveness of PD on student achievement (e.g., Biancarosa, 
Bryk, & Dexter, 2010; Harris et al., 2012; Heller, Daehler, Wong, Shinohara, & Miratrix, 2012; 
Matsumura, Garnier, & Spybrook, 2013; McMeeking et al., 2012; Powell, Diamond, Burchinal, 
& Koehler, 2010; Roth et al., 2011; Sailors & Price, 2010). Meanwhile, some studies have found 
positive effects of the PD on one test or subject, but no effect of the same PD on a different test, 
or subject (Borman, Boydston, Lee, Lanehart, & Cotner, 2009; Matsumura, Garnier, Correnti, 
Junker, & Bickel, 2010; Newman et al., 2012). These studies provide mixed evidence because 
the PD is shown to be effective in just one subject. In contrast, some studies have found that a 
PD program didn’t effect students’ achievement at all (Garet et al., 2008; Garet et al., 2010; 
2011; Heller, 2012). There is also a study that found negative effects of PD on student 
achievement (Borman, Gamoran, & Bowdon, 2008). 
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Although most studies have found positive (but small or moderate) effects of PD on 
student achievement there are also studies that have found mixed, null, or even negative effects 
of PD. Overall, the experimental/quasi-experimental studies I reviewed, much like the review 
studies before them, provide mixed empirical evidence for the effectiveness of PD on student 
achievement (See Table 3).   
2.1.2 Evidence for specific features of PD programs.  
Finding an overall effect of PD on student achievement is neither as interesting nor as helpful as 
finding what features of the PD led to improvements in student learning (Scher & O’Reilly, 
2009). In reviewing the empirical evidence to date, however, there is even weaker evidence for 
the effectiveness of specific features of PD programs (Ball et al., 2008; Blank & de las Alas, 
2009; Yoon et al., 2007). There are only two specific PD features about which we have some 
research-based evidence for their effectiveness; content focused PD, and the number of contact 
hours /duration of the PD. 
One of the reasons that there is limited evidence for the effectiveness of PD features is 
the shortage of experimental and quasi-experimental studies on PD. Because of the small number 
of experimental/quasi-experimental studies, finding variation between PD programs in terms of 
features that they adopted is difficult (Ball et al., 2008; Yoon et al., 2007). In most PD studies the 
effect of one particular PD program was examined. These PD programs, in general, incorporated 
several design features. For example, in a study conducted by Biancarosa et al. (2010), the PD 
program was an intense, three-year training with an ongoing coaching component. While review 
studies have attempted to explore whether there are any systematic differences between specific 
features of PD programs and their effects on student achievement, due to lack of variation in 
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features of PD programs, they have only been able to examine the effectiveness of content 
focused PD and the contact hour/duration of the PD. 
Lack of variation between PD programs in terms of the design features that they 
incorporated was also observed in recent experimental/quasi experimental studies. All of the PD 
programs were content focused PD and the majority of them incorporated ongoing support via 
coaching or follow up sessions (See Table 3). As a result, I could only explore whether longer 
duration, higher contact hour PD programs produced systematically higher student achievement. 
I could not explore evidence for providing ongoing support because in most cases it was not 
possible to isolate the effects of coaching or follow up sessions from the effect of longer duration 
or contact hours.  
Considering these two specific features for which the field has accumulated research-
based evidence for their effectiveness, there is only convincing empirical evidence for the 
effectiveness of content-focused PD and the evidence for the effectiveness of the 
duration/number of contact hours of the PD on student achievement is mixed.  
2.1.2.1 Evidence base for the content focused PD  
Early review studies achieved the realization that the content of the PD program was important 
for the effectiveness of the PD on student learning. For example, Kennedy (1998) found that 
among studies that she examined, PD programs which focused on subject matter knowledge and 
on students’ learning of a particular subject showed the largest effect sizes. Similar to Kennedy’s 
finding, results of the review study conducted by Clewell et al. (2004) concluded that the focus 
of the PD was critical to observe positive effects on student achievement. Clewell et al. (2004) 
stated that PD programs that were tied to curriculum, to knowledge of subject matter, and/or to 
how students learn the subject were more effective in terms of improving student achievement 
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than PD programs that focused solely on teaching behaviors. They also found that PD programs 
for teachers of standards/inquiry-based science curricula were associated with higher levels of 
student achievement. Similarly, Scher and O’Reilly (2009) found that PD programs focused on 
pedagogical content knowledge were effective in terms of improving students’ science and math 
achievement.  
2.1.2.2 Evidence base for duration/ number of contact hours of the PD  
For the effectiveness of duration (providing PD over longer time period) and number of contact 
hours of PD, review studies have found mixed evidence. Kennedy (1998) found no evidence for 
the effect of higher total contact hours of PD programs on student achievement. However, Yoon 
et al. (2007) found that PD programs that offered more substantial contact hours (ranging from 
30 to 100 hours in total) spread over 6 to 12 months were effective in terms of improving student 
achievement. Kennedy (1998) found longer duration was effective for mathematics PD but not 
for science PD, while Scher and O’Reilly (2009) found vice versa.  
All of the recent experimental/quasi-experimental studies that have found positive effects 
of PD on student achievement provided higher total contact hours and were engaged with 
participants over a longer time period (See Table 3). One PD program which was relatively short 
(24 hour-long summer PD over five-days) provided no evidence for the effectiveness of the PD 
(Heller, 2012). However, there were also PD programs that provided more contact hours and 
were maintained over a longer time period that also found no effects of PD on achievement 





Table 3. Duration/number of contact hours of PDs and their observed effects in recent experimental/quasi-
experimental studies 
Study Duration/number of contact hours Sig. Component 
Matsumura et al., 
(2013) 
Weekly grade level meetings, 
monthly individually meetings. 
(2 years) 
(+) Coaching 
Harris et al., 
(2012) 
2-day training, ongoing follow up 
sessions 
(+) Training + follow-up 
Heller et al., 
(2012) 
3-hour training, every other week.  
(14 weeks) 
(+) Training  
McMeeking et al., 
(2012) 
2- to 3-week summer training, 
follow-up sessions across the 
school year. (Longer than a year) 
(+) Training + follow-up 
Biancarosa et al., 
(2010) 
40 hours training in the first year, 
10-12 hours training in the 
subsequent two years and coaching.  
(3 years) 
(+) Training + coaching 
Roth, et al., 
(2011) 
3-week summer training, follow-up 
sessions across the school year.  
(1 year) 
(+) Training + follow-up 
Powell et al., 
(2010) 
2 day training, coaching. 
(15 weeks) 
(+) Training + follow-up 
Sailors & Price 
(2010) 
2 day training, coaching. 
(1 year) 
(+) Training + follow-up 
Garet et al., 
(2010, 2011) 
Summer training, follow up 
trainings and coaching. 
(2 years) 
(+ . ) Training + follow-up + 
coaching 
Newman et al., 
(2012) 
10-day training, follow-up training, 
coaching. 
(1 year) 
(+ . ) Training + follow-up + 
coaching 
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Matsumura et al., 
(2010) 
Weekly grade level meetings, 
monthly individually meetings. 
(1 year) 
(+ . ) Coaching 
Borman, et al., 
(2009) 
2-day training, annual 1 day 
training, coaching. 
(3 years) 
(+ . ) Training + follow-up + 
coaching 
Heller (2012) 24 hours over 
 (5 days) 
( . ) Training 
Garet et al., 
(2008) 
Training (during summer and much 
of the school year), coaching.  
(1 year) 
( . ) Training + coaching 
Borman et al., 
(2008) 
Summer training, coaching ( _ ) Training + coaching 
( + ) Positive effect; (+ . ) Mixed effect, significant in one outcome but not significant in another outcome; 
 ( . ) Null effect; ( _ ) Negative effect. 
 
Moreover, Sailors and Price (2010) conducted a systematic comparison of the 
effectiveness of PD programs of different duration/number of contact hours in a single study. 
They compared a 2-day workshop with the same workshop followed by classroom-based 
coaching over the year. Although separating the effect of higher contact hours, longer duration, 
and coaching was not possible because of the research design, there was evidence for the 
effectiveness of longer duration PD with higher contact hours (i.e., coaching). In another 
systematic comparison, Garet et al., (2008) compared the effectiveness of 1) content-focused 
teacher institute series from summer through much of the school year, 2) the same institute series 
with coaching component and 3) a control group (no treatment). In this study, while two PD 
groups-seminar only and seminar with coaching-were similar in terms of having longer duration; 
the seminar with coaching group was provided higher contact hours than the seminar only group. 
 21 
Thus, the design of the study made it possible to separate the effect of coaching and longer 
duration but separating the effect of coaching and high contact hours was not possible. 
Nevertheless, since they found no effect of both PD programs on student achievement, longer 
duration PD and longer duration PD with higher contact hours in form of coaching both led to 
null findings in this study. In all, experimental/quasi experimental studies have provided mixed 
evidence for the effectiveness of duration/number of contact hours of the PD on student 
achievement. 
The proportion of rigorous research-based studies for the effectiveness of PD is 
surprisingly very low relative to the large number of PD studies conducted overall. This small set 
of experimental/quasi-experimental studies has provided empirical evidence only for the 
effectiveness of content focused PD. There is mixed evidence for the overall effectiveness of PD 
and for the effectiveness of duration/number of contact hours of the PD. 
Considering that in general experimental/quasi-experimental studies produce higher 
effect sizes than correlational survey studies (Seidel & Shavelson, 2007), and that a publication 
bias exists toward finding positive effects of PD on student outcomes (Lipsey & Wilson, 1993), 
it is surprising that experimental/quasi-experimental studies have not shown more robust effects 
of PD on student achievement. Thus, it is important to understand why experimental/quasi-
experimental studies have not provided stronger evidence for the overall effectiveness of PD and 
for specific features of PD for improving student achievement.  
Weak empirical evidence produced by experimental/quasi-experimental studies could be 
due to the PD itself, which would be an indication that PD is not an effective tool for improving 
student learning; or it could be due to how we examine the effectiveness of PD on student 
achievement, which would be an indication that challenges faced by the design of research 
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studies on PD get in the way of our ability to assess the effects of PD on student learning; or it 
could be due to a combination of both factors. Below I conducted a thought experiment to 
understand how much confidence we have in attributing the generally weak evidence of the 
effects of PD on student learning to the PD programs themselves and how much features of the 
research design have a role in the lack of strong research-based evidence produced by these 
studies. 
2.2 HOW WE SHOULD INTERPRET WEAK EMPIRICAL EVIDENCE FOR 
EFFECTIVENESS OF PD 
The shortage of experimental/quasi-experimental studies plays a role in the weak empirical 
evidence for the effectiveness of PD. However, it does not explain why PD programs have not 
produced strong evidence. In other words, having limited empirical evidence for most of the PD 
features identified in the literature is due to the shortage of PD studies, but having mixed 
evidence for the effectiveness of duration/number of contact hours of PD or for the overall 
effectiveness of PD has nothing to do with the shortage of studies. The mixed evidence could 
raise doubts about whether PD should be a primary tool for improving teaching and learning and 
whether widely accepted features of effective PD in fact have any influence on student 
achievement (Harris & Sass, 2011). 
In order to reach a conclusion about the effectiveness of PD, one should be confident that 
the observed research effects were, in fact, due only to the PD itself. In PD research, it is possible 
to have limited control over factors that potentially confound observed effects of the PD (Scher 
& O’Reilly, 2009; Yoon et al., 2007). This could lead to multiple alternative explanations for the 
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effect of PD. I argue that PD studies that found mixed effects of PD within a single study 
provides us a case showing that the research design and other factors can influence the observed 
effect of PD. For example, studies that found positive effects of PD on one test or subject, but 
found no effect of the same PD on a different test, or subject (Borman et al., 2009; Matsumura et 
al., 2010; Newman et al., 2012) provide an interesting case for understanding how the research 
design can influence the inferences we make. In a study conducted by Newman and colleagues 
(2012) the PD had a positive effect on student achievement in mathematics, but there was no 
effect on students’ science achievement. The PD features- focusing on hands-on, inquiry-based 
instruction, 10-day summer institute with follow-up training and coaching-were similar across 
the design of the science and mathematics PD programs. Thus, factors that might have a role in 
observing a mixed effect were not about the PD and PD features. The outcome measure used, for 
example, might be one factor influencing the observed results because the mathematics test was 
more specific (SAT 10 problem solving test) while the Science test was general (SAT 10 science 
test). In addition to PD, teachers were provided with materials as well. Perhaps the math 
materials were more aligned with the content of the PD than the science materials were. In this 
study, if the effectiveness of PD were examined only in science, it would be concluded that the 
PD program was not effective in improving student achievement although the observed effect 
would not be due only to the design and implementation of the PD program itself.  
Other factors could also have a role in the observed effect of PD such as low fidelity of 
PD implementation, teacher and student mobility, low alignment between study measures and 
the PD itself, and the effectiveness of the curriculum being used, etc. Most of the PD studies 
(including high quality experimental/quasi-experimental studies) that examined the effect of PD 
on student achievement had limited control over the influence of these factors on the observed 
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effect of PD due to the complex nature of educational settings. As a result, most of the time we 
have limited confidence in whether the mixed evidence for the effectiveness of PD on student 
learning is in fact only due to the PD and not to other complications of the research design 
(Coalition for Evidence-Based Policy, 2003). Thus, the lack of incontrovertible research-based 
evidence doesn’t imply that PD is not an effective tool for improving student achievement. 
Instead, it implies a need for more experimental/quasi-experimental studies, designed with these 
complicating factors in mind to produce a more solid knowledge base for the effect of PD on 
student achievement. 
2.3 RECOMMENDATIONS FOR DESIGNING EFFECTIVE PD RESEARCH 
Given the shortage of PD studies and lack of strong evidence base for the effectiveness of PD, 
there is a need for rigorous research-based evidence in order to build our knowledge base about 
the effectiveness of PD. Such PD studies need to make stronger inferences about the role PD 
plays in producing improved student outcomes and help us better identify the effective features 
of PD. According to John Stuart Mill, there are three conditions that must be met for making a 
causal inference, (1) the cause precedes the effect, (2) the cause is related to the effect; if the 
levels of the cause differ in some systematic way, then there must be corresponding variation in 
the effect, and (3) we can find no plausible alternative explanation for the effect other than the 
cause (as cited in Shadish, Cook, & Campbell, 2002; Murnane & Willett, 2010). In complex 
educational settings, there are several factors, which can influence the observed effect of PD on 
student achievement. Meeting the third condition for making causal inferences is thus very hard 
in PD research (Coalition for Evidence-Based Policy, 2003; Cook, 2002; Raudenbush, 2008). In 
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this section, I provided some suggestions for conducting well-designed PD studies, increasing 
the odds researchers can find effect of PD when there is an effect of PD (i.e. prevent making type 
II error) and be more confident in attributing the observed effect to the PD itself. I also reviewed 
to what extent and how recent high quality experimental/quasi-experimental studies control the 
factors influencing the observed effect of PD on student achievement through their research 
design.   
2.3.1 We should design studies examining the effectiveness of PD with experimental and 
quasi-experimental designs rather than correlational studies 
In PD research the majority of the quantitative studies are correlational surveys (Ball et al., 2008; 
Blank & de las Alas. 2009). In correlational survey studies, researchers observe and analyze 
natural variation in PD and student achievement without doing any manipulation (Wayne et al., 
2008). In general these studies use large-scale survey data to examine the relationship between 
PD and student achievement. They are adequately powered and they are cost-effective. They 
produce knowledge about broad patterns of relationships between PD and student achievement 
but they provide limited information about details of the PD that are reported on by teachers 
(Seidel & Shavelson, 2007; Shavelson, & Towne, 2002; Wayne, Yoon, Zhu, Cronen, & Garet, 
2008). For example, Harris and Sass (2011) investigated the effect of number of contact hours of 
PD on student achievement by using Florida’s state math and reading test data. In such studies, 
researchers generally try to adjust for the effect of ancillary factors (e.g., student and teacher 
demographics, school context) on student achievement by incorporating covariates in their 
statistical models. However, this method can’t rule out alternative explanations for the observed 
effect of PD on student achievement (e.g., selection bias) as effective as random assignment of 
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the units to different PD conditions or matching PD and control conditions (Cook, 2002; Shadish 
et al., 2002; Shavelson, & Towne, 2002). Surveys used in these studies are also susceptible to 
measurement error since they collect broad information about PD experiences of teachers instead 
of asking teachers defined and discrete experiences that they have in specific PD program. This 
could introduce further bias in estimation. (Desimone, 2009; Mayer, 1999; Seidel & Shavelson, 
2007) Hence, these studies are less likely to make causal claims about the effect of PD on student 
achievement (Cook, 2002; Wayne et al., 2008).  
Different from correlational studies, in general, experimental/quasi-experimental studies 
examine the effect of a particular PD program on student achievement. They go beyond 
observational studies by including manipulation of the PD treatment. Thus, they are more likely 
to allow researchers to make causal inferences about the effectiveness of PD and to build a 
knowledgebase about what kinds of PD are effective for improving student achievement (Wayne 
et al., 2008). Moreover, Seidel and Shavelson (2007) found that in general experimental/quasi-
experimental studies generated larger effect sizes compared to correlational studies. With the 
increasing incentives to conduct more rigorous PD studies, more experimental and quasi-
experimental studies have been implemented recently (Blank & de las Alas, 2009; Raudenbush, 
2008). Experimental/quasi experimental studies should be continued to increase the confidence 
we have in our inferences. In doing so, Seidel and Shavelson’s (2007) review suggests we may 
also find more consistent effects of PD on student learning. 
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2.3.2 Experimental and quasi-experimental studies should be carefully designed in order 
to make strong causal claims  
Recently, in the field of PD research, the number of randomized controlled trials (RCT), 
particularly group randomized controlled trials, has increased (Blank & de las Alas, 2009; 
Raudenbush, 2008). However, quasi-experimental studies in general have been preferred over 
RCTs because they are often more cost effective, and because they are more feasible to conduct 
in educational settings (Shavelson, & Towne, 2002).  
From a statistical perspective, RCTs are considered the gold standard since random 
assignment of units to the conditions is the best way for ruling out all alternative explanations for 
the observed effect of the treatment (Cook, 2002; Shadish et al., 2002; Murnane & Willett, 
2010).  
However, RCTs do not necessarily always allow researchers to make strong causal 
claims. In contrast to laboratory settings, when RCTs are conducted in educational settings 
making causal claims becomes more difficult (McMillan, 2007). For example, in PD research, 
researchers have limited capacity to randomly assign teachers to the conditions (Shavelson, & 
Towne, 2002). Even when random assignment is possible; there is a high probability that the 
effect of the PD can spread to the control group since treatment group teachers interact with 
control group teachers within the same school (McMillan, 2007). As a result, most of the time 
schools are assigned randomly to the conditions instead of teachers (Borman, et al., 2008; 
Borman, et al.,2009; Garet et al., 2010, 2011; Matsumura et al., 2013; Newman et al., 2012). In 
that case, making causal claims about the effectiveness of PD requires keeping all factors but PD 
similar across treatment and control schools, which is also hard to accomplish. Thus using 
random assignment alone doesn’t abdicate researchers of the responsibility of ensuring 
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equivalence of the treatment and control groups (McMillan, 2007). Researchers, therefore, need 
to carefully design experimental studies in order to make strong causal claims about the 
effectiveness of PD. 
Quasi-experimental designs are preferred when random assignment is not feasible or not 
desirable (Shavelson, & Towne, 2002; Shadish et al., 2002). In quasi-experimental studies 
researchers have been aware of the fact that treatment and control groups might have pre-existing 
differences due to selection bias. Thus, they try to equate intervention and control group 
conditions to the extent possible. Some scholars argue that RCTs have many more potential 
threats undermining casual inference than highly controlled quasi-experiments (McMillan, 
2007). Indeed, recent advances in the design and analysis of quasi-experiments (i.e. propensity 
score matching, regression discontinuity), allow researchers to minimize the degree to which 
selection bias contributes to alternative explanations for the observed effects (Shadish et al., 
2002). These analytic methods can help researchers increase the confidence in attributing 
observed effects on student achievement to the PD itself (Wayne et al., 2008). Prior studies have 
typically not been able to employ these methods because these methods are relatively new and 
because these methods require not only vast amounts of available data, but considerable planning 
in the research design (Shadish et al., 2002). The degree to which quasi-experimental studies 
allow researchers to make causal claims depends on the extent to which the research design of 
quasi-experimental studies rule out competing explanations for gains in student achievement 
(Shadish et al., 2002; Murnane & Willett, 2010). Thus, in order to make strong claims about the 
effectiveness of PD, researchers should employ advanced techniques and carefully design quasi-
experimental studies.  
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2.3.3 Data about fidelity of implementation of the PD should be collected  
Like other educational interventions (e.g., comprehensive school reform interventions, curricular 
interventions, etc.), designs for PD research must account for the extent to which the PD is 
implemented with fidelity to the original design (Leinhardt, 1980; Stein et al., 2008). This is 
especially true when researchers attempt to understand a PD effort as it is scaled up beyond a 
single site (Berends, Kirby, Naftel, & McKelvey, 2001; Borko, 2004; Hamilton et al., 2003; 
Wayne et al., 2008). When PD programs are implemented at a single site, generally, educational 
researchers, scholars, or experts who also designed the PD program typically implement the PD. 
Thus, in such PD studies, it is high likely that PD3 is delivered with fidelity to the design features 
of the PD (Borko, 2004; Wayne et al., 2008). However, when PD is conducted at scale, the PD 
program often reaches classroom teachers through a train-the-trainer approach. This approach 
requires that the PD providers not only learn new content, but also acquire new knowledge and 
skills for helping others to learn the new content (Stein, Smith, & Silver, 1999). Since it is hard 
for PD providers to adopt these new roles and acquire new skills, they may not implement PD 
consistent with its design features (Hamilton et al., 2003). Thus, in studies examining the 
effectiveness of PD, researchers need to collect data about the extent to which the PD is 
implemented with fidelity, especially in large-scale PD studies.  
Without implementation data, we do not know whether the PD provided to teachers was 
consistent with the PD as it was originally conceived. For example, in a large-scale experimental 
study conducted by Borman et al. (2008), no data was collected about fidelity of implementation. 
                                                
3	  For PD programs, either implemented in a single site or at large scale, there is always a risk for a decline 
in the level of fidelity due to the adverse effect of random factors (i.e. technical problems with 
equipment).	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Thus we can not be sure whether the observed negative effect was due to the poor 
implementation of PD or due to the PD itself. If the PD was implemented with high fidelity, in 
cases where no effect was observed, implementation data would allow researchers to rule out one 
of the potential alternative explanations. When there is a positive effect of PD, knowing about 
the fidelity of implementation could provide more nuanced analytics about how PD produced a 
positive effect. This would add to researchers’ confidence in the findings by limiting alternative 
explanations. Similarly, variation in implementation fidelity could also lead to variation in more 
proximal outcomes, such as classroom instruction. For example, Kisa and Correnti (2012) found 
that teachers in schools which were provided PD with high fidelity, exhibited different growth 
trajectories for reform aligned instruction compared to teachers in schools that provide PD with 
low fidelity to the reform ideals.  
Data about fidelity of implementation of the PD can be collected in different levels of 
detail; from surface level (e.g. recording the duration of PD) to a more detailed level (e.g. 
observing/video-recording PD sessions to examine whether it is delivered consistent with the 
design principles). Collecting more detailed fidelity of implementation data requires more 
resources, human capital, time and strategic planning (e.g. how to code observations to assess 
level of fidelity). The more detailed the data, although it comes with a greater cost, the better 
researchers can answer questions about whether variations in treatment dosage lead to variations 
in the outcomes being measured. 
Most large-scale experimental/quasi-experimental studies that I reviewed paid attention 
to the fidelity of implementation of the PD program (See Table 4). However, some studies 
collected more detailed data about how the PD was implemented (e.g. classroom observations) 
while others measured surface level aspect of fidelity of implementation (e.g. duration of PD). 
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Since fidelity of implementation data was collected primarily to confirm whether PD was 
implemented with fidelity or not, no variation in the level of fidelity of implementation was 
found, and hence it was not possible to explore a systematic relationship between the level of 




















Table 4. Fidelity of implementation data collected in the recent experimental/quasi-experimental studies. 
Study Sample Component 
Matsumura et al., (2013) 167 teachers 
29 schools 
Self-reports 
Harris et al., (2012) 20 teachers* - 




McMeeking et al., (2012) 128 teachers 
64 schools 
Not collected 
Biancarosa et al., (2010) 287 teachers 
17 schools 
Not collected 
Roth, et al., (2011)       48 teachers* - 
Powell et al., (2010) 89 teachers Duration of coaching 










Newman et al., (2012) 475 teachers 
82 schools 
PD logs, Interviews 
Self-reports 
Matsumura et al., (2010) 171 teachers 
29 schools 
Self-reports 
Borman, et al., (2009) 230 teachers 
20 schools 
Not collected 




Garet et al., (2008) 270 teachers 
90 schools 
Video-recording/observations 
Attendance records, Self-reports 
Borman et al., (2008) 80 schools Not collected 
* Indicates that PD was provided to teachers directly instead of using the train-the-trainer model. 
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2.3.4 Effect of PD on teacher knowledge and practice should be examined 
In order to improve student achievement, PD programs should first improve teacher knowledge 
and create change in teacher practice. The effect of PD on student achievement is thought to 
occur through mechanisms such as a change in teacher knowledge and classroom instruction. 
(Desimone, 2009). Effective PD programs designed to improve student learning, begin with an 
assumption that teachers need to acquire new knowledge about content, teaching strategies, 
student thinking, etc., and implement instructional practices that enable students to take more 
active roles in their learning in order to develop a rich understanding of important content (Borko 
& Putnam, 1995). Thus, in order to have a complete understanding of how PD creates change in 
student achievement, researcher should collect data on these proximal outcomes.  
Moreover, there are fewer intervening factors between PD and teacher outcomes that 
could alter our determination of whether an effect of PD exists. If PD programs failed to create 
change in proximal outcomes, then researchers would need to find out why PD fell short in 
improving teacher knowledge and/or changing teacher practice. If, however, change in teacher 
knowledge and/or classroom practice was observed but no effect was found on student 
achievement, then other factors would need to be considered. Examining proximal outcomes 
provides information about how PD created gains in student achievement beyond simply 
informing whether an effect of PD on student achievement exists. In doing so, it helps 
researchers refute alternative explanations when an effect is present or could help identify where 
problems exist when no effect is observed on teacher or student outcomes.  
In general, recent experimental/quasi-experimental PD studies have examined the effect 
of PD on teacher outcomes with varying approaches (See Table 5). Some of them have examined 
the effect of PD on teacher knowledge; some of them on teacher practice, and some of them have 
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examined the effect of PD on both outcomes. While one study used a teacher survey and another 
study used a student survey to measure instruction; the majority of the studies used classroom 
observations. To measure teacher knowledge, one study used a proxy measure (asking teachers 
about their knowledge), one study used a pure content knowledge assessment and the rest of 
them used measures of pedagogical content knowledge to examine proximal outcomes. 
 
              Table 5. Teacher knowledge and teacher practice data collected in the recent experimental/quasi-
experimental studies. 
Study Practice Data Knowledge Data 
Matsumura et al., (2013) Observation Not collected 
Harris et al., (2012) Not collected* Not collected 
Heller et al., (2012) Not collected PCK 
McMeeking et al., (2012) Not collected Not collected 
Biancarosa et al., (2010) Not collected Not collected 
Roth, et al., (2011) Observation CK and PCK 
Powell et al., (2010) Observation Not collected 
Sailors & Price (2010) Observation Not collected 
Garet et al., (2010, 2011) Observation CK and PCK 
Newman et al., (2012) Self-report Self-report 
Matsumura et al., (2010) Self-report, observation Not collected 
Borman, et al., (2009) Student reports Not collected 
Heller (2012) Not collected PCK 
Garet et al., (2008) Observation CK  
Borman et al., (2008) Not collected Not collected 
* Classroom observations were conducted just for providing feedback (not as an outcome).  
       CK=Content knowledge test, PCK=Pedagogical content knowledge test. 
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2.3.5 We should use high quality, proximal and student learning measures, which are 
sensitive to and aligned with the intervention.  
In order to capture the effect of PD on student achievement, intermediate and student outcome 
measures should be well aligned with the focus of the PD. Assessing the effect of the PD on 
areas targeted by the PD would increase chances researchers would find an effect of the PD 
when one exists (Blank & de las Alas, 2009; Kennedy, 1998). For example, in a recent quasi-
experimental study, Heller et al. (2012) could not detect an effect of three PD programs-
Teaching Cases, Looking at Student Work, and Metacognitive Analysis- by using a selected 
response test as an outcome. However, when they examined the effects of the PD programs on 
students’ written justifications they did detect differences between the effects of the three PD 
programs on student learning. Similarly, in another quasi-experimental study, Borman et al. 
(2009) found no effect of the PD on students’ performances on a state test but did find a positive 
effect of the PD on students’ knowledge that was measured by a more aligned test. 
Review studies have also shown the importance of using specific and aligned outcome 
measures to assess the effectiveness of PD programs. They found that PD studies that used 
measures more aligned to the PD found larger effects compared to studies using more general 
state assessments (Kennedy, 1998; Blank and Las Alas, 2009). For example, Blank and Las Alas 
(2009) found that studies that utilized measures which were aligned to the focus of the PD (e.g., 
focus was teaching geometric concepts and students were assessed on knowledge of geometric 
concepts) had a mean effect size of .32. In contrast, the mean effect size was .01 for the studies 
that used statewide assessments in mathematics as an outcome measure. 
Using well-aligned, specific measures as an outcome increases chances of finding an 
effect of the PD but there is an associated cost. Some measures such as having students write 
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extended text or conducting observations lack psychometric properties. In studies using such 
measures as an outcome, researchers need to ensure the quality of the measure (e.g. calculate 
inter-rater reliability/percent of agreement and provide validity evidence). Moreover, when the 
outcome measure is too aligned with the PD it may cover a limited range of students’ knowledge 
or abilities and the scope of the generalizations of the results become very limited. On the other 
hand, state tests that are poorly aligned with the PD, but have established high psychometric 
properties (reliability, validity, objectivity) are less likely to capture effects if they are not 
aligned to the goals of the PD. However, if effects of PD on state test are found then this allows 
researcher to make broader generalizations for the effectiveness of the PD. Subject tests or 
benchmarks are in the middle ground in avoiding the pitfalls of these two measures. In general, 
they have established psychometric properties (reliability, validity, objectivity,) and also they are 
specific and aligned enough to the PD (Nitko, & Brookhart, 2011).  
Alignment between outcome measures and the focus of the PD is also important for 
measuring intermediate effects of the PD. For example, in estimating the effect of PD on 
instruction, measures should represent the particular instructional practices that were the focus of 
content focused PD (e.g., Correnti, 2007; Matsumura et al., 2013). Similarly, teacher knowledge 
measures should also be aligned with the focus of the PD. Because the design of most PD 
programs includes a focus on pedagogical content knowledge in addition to content knowledge, 
measures of teacher knowledge should seek to include items aligned with both types of teacher 
knowledge (Kelcey & Phelps, 2013).  
Recent experimental/quasi-experimental studies have used a variety of student outcomes 
(See Table 6). Some studies used the state test, several other studies used subject matter tests, 
and some studies used essay writing or written justifications as an outcome to measure the effect 
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of PD on student achievement. Studies that used essay writing or written justifications as an 
outcome generally reported inter-rater reliability and explained the scoring procedures but they 






















Table 6. Student outcome measures used in the recent experimental/quasi-experimental studies 
Study Outcome Measure 
Matsumura et al., (2013) State Test 
Harris et al., (2012) Essay writing 
Heller et al., (2012) Electric circuits test 
Written justification 
McMeeking et al., (2012) State Test 
Biancarosa et al., (2010) DIBELS (Basic Early Literacy Skills) subsets 
Terra Nova  
Roth, et al., (2011) Science Content Knowledge Test 
Powell et al., (2010) Peabody Picture Vocabulary Test 
Woodcock-Johnson-Letter Word Identification 
Concepts About Print Measure 
Alphabet knowledge Test 
Test of Preschool Early Literacy-Blending 
Initial sound matching measure and Writing 
Sailors & Price (2010) Group Reading Assessment and Diagnostic Evaluation  
Garet et al., (2010, 2011) Rational number test 
Newman et al., (2012) SAT-Problem solving subtest 
SAT Science 
Matsumura et al., (2010) State test 
DRP Degrees of Reading Power Assessment 
Borman, et al., (2009) Subject matter test 
State test 
Heller (2012) Force and motion test 
Garet et al., (2008) Terra Nova (In four sites) 
SAT-10 (In one site) 
A criterion reference test (In one site) 
Borman et al., (2008) Life science tests, Earth science tests 
Physical science tests 
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2.3.6 We should examine effects of PD longitudinally  
It is difficult to separate students’ status from their growth in education research (Rowan, 
Correnti, & Miller, 2002). Yet, we are more interested in the effect of PD on students’ growth in 
achievement (Bryk & Raudenbush, 1987; Betebenner & Linn, 2010). In order to measure 
growth, studies need to collect student achievement for at least three time points (Bryk, & 
Raudenbush, 1987). Studies that measure student achievement at one time point (i.e. cross-
sectional studies) or at two time points (covariate adjusted models) have two problems. First, 
they attempt to estimate effects of PD on students’ status (this is true even when the models 
employ a covariate adjustment for prior achievement, as demonstrated in Rowan et al., 2002). 
Second, they frequently attempt to observe the effect on students during the same year the PD 
was being implemented. Compared to these models, using statistical models that directly 
estimate students’ individual growth trajectories such as growth modeling, can more properly 
estimate the effect of PD on change in student achievement (Bryk & Raudenbush, 1987). In fact, 
as Rowan et al. (2002) have shown, effect sizes estimated in growth model about two-to-three 
times larger than what they calculated using a simple covariate adjustment model (growth 
models: Cohen’s d = .72 to .85; covariate adjustment models: d = .21 to .42).   
Moreover, by using growth models, we can estimate the effect of PD on both 
achievement growth and achievement status. For example, by employing a growth model Powell 
and his colleagues (2010) found positive effects of remote and onsite coaching both on growth 
rate and mean scores of preschool children’s letter knowledge, blending skills, writing, and 
concepts about print. Longitudinal designs could also allow researchers to examine whether the 
effects of PD on student achievement sustain, accelerate or fade over time (Tan, 2008). For 
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example, a growth model employed by Borman et al. (2009), demonstrated that at the end of the 
first year of the PD, students whose teachers participated in the PD performed similar to students 
whose teachers did not participate to the PD. However, over multiple years they demonstrated 
that students of intervention teachers increased their content knowledge more than their peers. 
Finally, growth models also provide information about the trend of the effect along with more 
refined judgments about whether the PD improved student achievement or not. 
Table 7 below shows that most recent experimental/quasi-experimental studies have 
moved beyond cross-sectional designs because of the inherent weakness in measuring outcomes 
at a single time point. However, the majority of them used covariate-adjusted models to measure 
the effect of PD on student achievement. There are only a small number of studies that have 
employed some sort of growth modeling to examine the effect of PD on both the status and 












Table 7. Statistical models employed in the recent experimental/quasi-experimental studies. 
Study Statistical Model 
Matsumura et al., (2013) Covariate adjusted Moderation model 
Harris et al., (2012) Covariate adjusted HLM 
Heller et al., (2012) Covariate adjusted HLM 
McMeeking et al., (2012) A logistic, generalized linear mixed model 
Biancarosa et al., (2010) Accelerated Longitudinal Cohort Model 
Roth, et al., (2011) Growth Model HLM 
Powell et al., (2010) Growth Model HLM 
Sailors & Price (2010) Covariate adjusted HLM 
Garet et al., (2010, 2011) Covariate adjusted HLM 
Newman et al., (2012) Covariate adjusted HLM 
Matsumura et al., (2010) Covariate adjusted HLM 
Borman, et al., (2009) Growth Model HLM 
Heller (2012) Covariate adjusted HLM 
Garet et al., (2008) Covariate adjusted HLM 
Borman et al., (2008) Covariate adjusted HLM 
 
2.3.7 Populations of students taught by treated teachers should be as similar to students 
of comparison teachers as possible 
It is challenging to isolate effects of PD from other factors such as the curriculum experienced by 
students (Scher & O’Reilly, 2009). When attempting to contrast outcomes from treated and 
control classrooms, if teachers were implementing different curricula in their classrooms this 
would create additional variation between classrooms in students’ achievement in addition to 
whatever variation was caused by the PD. In such cases, attributing an observed effect on student 
achievement to the PD alone would not be possible (third condition of causation). In designing 
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PD studies educational researchers should try to account for these important confounds by 
keeping the PD and control conditions as similar as possible. For example, insuring a study has 
both treated and comparison teachers implementing the same curriculum would help researchers 
control one key factor thought to influence student achievement (Ball & Cohen, 1996). In cases 
where it is not possible to do this by design, researchers should collect data about these varying 
factors and try to adjust for them in their analytic models. Identifying a smaller group of teachers 
in both PD and control groups with similar values on these factors and matching these groups 
can help researchers to control effects of these factors. Matching teachers, as much as possible, 
can help rule out alternative explanations (Murnane & Willett, 2010; Shadish et al., 2002; Wayne 
et al., 2008). No single study will be able to control all conditions, but to the extent possible 
researchers should try to limit large structural differences between groups to help reduce the 
extent to which inferences are susceptible to such forms of selection bias.  
Some of the experimental/quasi-experimental studies that I reviewed were able to keep 
the curriculum similar across conditions to ensure that the observed effect of the PD was not 
confounded with the curriculum.  Meanwhile, other studies could not keep the curricula similar 
across conditions (See Table 8). Moreover, in some studies PD was designed to support teachers’ 
implementation of the new curriculum. In such studies, separating the effect of two treatments 
(PD and curriculum) could be an issue. However, by offering the new curriculum to the control 
group teachers as well, Borman et al. (2008) and Newman et al. (2012) could separate the 
curriculum’s effect from the effect of the PD. In only one of the experimental/quasi-experimental 
studies I reviewed (Borman et al., 2009), it was not possible to isolate the PD’s effect from the 




           Table 8. Similarity of the curriculum across treatment and control conditions in the recent 
experimental/quasi-experimental studies. 
Study Curriculum across conditions 
Matsumura et al., (2013) Similar 
Harris et al., (2012) No Information available 
Heller et al., (2012) Not similar 
McMeeking et al., (2012) No Information available 
Biancarosa et al., (2010) No Information available 
Roth, et al., (2011) Not similar 
Powell et al., (2010) Not similar 
Sailors & Price (2010) No Information available 
Garet et al., (2010, 2011) Not similar 
Newman et al., (2012) Similar 
Matsumura et al., (2010) Similar 
Borman, et al., (2009) Not similar 
Heller (2012) Not similar 
Garet et al., (2008) Not similar 
Borman et al., (2008) Similar 
 
Each of these elements of research design can help to make stronger inferences by 
limiting alternative explanations and to find more consistent effects of PD on student learning. 
However, incorporating all of these elements in an effective manner (rather than superficially) 
into research designs is challenging due to the complex nature of educational settings. Moreover, 
how researchers address these design features involves trade-offs (e.g. level of alignment of 
student outcome with the PD) because some design elements (e.g. collecting observation data) 
require more resources, human capital, and time. As a result, even recent experimental/quasi 
experimental studies, which are more rigorous than the majority of previous quantitative PD 
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studies, could only incorporate some of these design features and they employed them with 
varying levels of quality. 
Identifying patterns in how these studies incorporated these design principles combined 
with insights about the significance of the PD effect found in these studies is difficult because 
there are too many changing variables (e.g., PD studies have integrated different design elements 
with varying quality and they also have different duration/contact hours). However, it stands to 
reason that the more studies attend to these principles, the more likely they will be able to find 
consistent effects of PD (i.e., when there is an effect). Of course this also depends on the extent 
to which the PD programs being investigated are designed with care.  
2.4 PREREQUISITE FOR DESIGNING EFFECTIVE PD RESEARCH 
PD programs examined in recent experimental/quasi experimental studies were content focused, 
relatively intense and of longer duration. However, contrary to what is observed in these studies, 
national surveys have continually indicated that large numbers of teachers still attend brief, one-
shot workshops for their PD (Birman, Desimone, Garet, Porter, & Yoon, 2001; Darling-
Hammond et al., 2009; Hill, 2007; Parsad, Lewis, & Farris, 2001). These workshops typically 
provide piecemeal instructional activities, and the design of this type of PD is widely thought to 
be ineffective in creating changes in teachers’ practice and student achievement (Ball & Cohen, 
1999; Ball & Forzani, 2009; Birman et al., 2001; Corcoran, 1995; Darling-Hammond et al., 
2009; Hawley & Valli, 1999; Hill, 2007; Parsad et al., 2001; Stein, et al., 1999). Considering 
this, it is important to emphasize that in order to create change in teacher knowledge and 
practice, and improve student achievement, PD should be content focused, intense and 
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implemented for a longer duration (Blank & de las Alas, 2009; Clewell et al., 2004; Kennedy, 
1998; Scher & O’Reilly, 2009; Yoon et al., 2007). Recommendations for better design of PD 
studies can only meet with success when the PD design itself has these features. If the PD that is 
the focus of study is not content focused, for example, assessing its effectiveness with well-
designed research would not help finding any effect of PD.  
2.5 CONCLUSION FOR LITERATURE REVIEW  
This review of the literature has revealed that there are a proportionally small number of 
experimental/quasi-experimental studies that have examined the effectiveness of PD for 
improving student achievement across all subject areas. These studies have produced mixed 
evidence for the overall effectiveness of PD and for specific features that are thought to be 
instrumental for making them effective.   In PD research, there are many factors that could have 
a role in the observed effect of PD such as low fidelity of PD implementation, low alignment 
between outcome measures and the focus of the PD, effectiveness of the curriculum, etc. Most of 
the PD studies, including some high quality experimental/quasi-experimental studies, ignored the 
role of these factors on the observed effect of PD, or could only control their influence to a 
limited extent due to the complex nature of educational settings. This limited control over the 
factors that potentially confound observed effects of the PD prevents researchers from making 
stronger inferences about the effectiveness of PD and finding more consistent effects of PD on 
student learning.  
In order to build our knowledge base about the effectiveness of PD for improving 
students’ achievement in mathematics (and in all subject areas), we need to implement more 
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carefully designed experimental/quasi-experimental studies. Such studies should attend to the 
fidelity of implementation of PD; examine intermediate teacher outcomes of PD; use proximal 
and student learning measures which are sensitive to and aligned with the PD; examine 
longitudinal as well as cross-sectional data and potentially employ growth modeling; and try 
hard to make populations of students taught by treated teachers as similar to students of 
comparison teachers as possible. 
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3.0  CONTEXT OF THE STUDY   
This study produced empirical evidence for the effectiveness of an ongoing, content-focused PD 
program for students’ mathematics achievement. The PD program was designed and 
implemented as a part of a Math and Science Partnership (MSP) grant program with a 
collaborative effort of a non-profit organization, a university and an urban school district located 
in the Northeastern U.S. 
3.1 GOALS AND FEATURES OF THE MSP-PD  
The ultimate goal of the MSP-PD was improving the mathematics learning of all students. The 
PD aimed to immerse mathematics teachers as learners in learning environment that they 
expected to create for their students in which students would engage in doing rigorous, 
connected and interesting mathematics; mathematics that reflects the discipline (Cuoco, 
Goldenberg, & Mark, 1996; Burton, 2004) Such a learning environment helps students deeply 
develop and make sense of mathematical practices and empower them as doers of mathematics 
in order to improve their learning and achievement of mathematics, (Kilpatrick, Swafford, & 
Findell, 2001). In order to create such learning environments, the MSP-PD aimed for teachers to 
acquire a disciplinary, effort-based approach of teaching mathematics. The goal of the PD was to 
be able to meet students where they are and help them coherently develop a profound 
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understanding of mathematics and the myriad mathematical ideas, tools, and skills which are 
necessary to be a doer of mathematics.  
The MSP-PD provided coherent, sustained, and intense learning opportunities for 
teachers in order to provide them a model and make them reflect on what constitutes an effective 
mathematics learning environment in their classrooms. One of the foci of the PD was helping 
teachers to effectively implement the CME geometry curriculum. CME is a student-centered, 
standards-based curriculum that emphasizes students’ developing the ways of mathematical 
thinking-the habits of mind-used to create mathematical results by engaging them in the process 
of creating, inventing, conjecturing, and experimenting. Since this approach to teaching 
mathematics was new to teachers, engaging teachers as learners with the instructional activities 
that they were required was one of the critical design features of the PD.  
Another key feature of the PD was focusing equally on both teachers’ content knowledge 
of mathematics and specialized knowledge of how to teach the content effectively. Through 
focusing on developing mathematical practices, the PD included teachers working on content as 
mathematicians and engaging teachers in mathematics as a discipline, to better prepare them to 
see and hear the mathematics in students’ work (Cuoco, 2001). To improve teachers’ specialized 
content knowledge for effective teaching, MSP-PD provided opportunities for teachers to reflect 
on their own disciplinary experiences as learners and its implications for creating effective 
learning opportunities for their students. 
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3.2 PRACTICES OF THE MSP-PD  
The MSP-PD was provided by an expert mathematician from a not-for-profit organization and 
from district professional development staff. During the summer institute an expert 
mathematician took the lead with the district’s PD staff supporting instruction. Follow-up 
sessions during the year were conducted by the district’s PD staff. 
 In the first week of the summer institute, MSP-PD teachers worked as a group on 
purposefully constructed inquiry-based problem sets designed to focus teachers on connections 
between geometric ideas and algebra1 through hands-on learning activities. PD providers 
mentored, facilitated and guided teachers while they were working on the problem sets. The 
problem sets along with the PD providers’ guidance, allowed teachers to do math, to build their 
own disciplinary experiences, to explore deep mathematical ideas and to develop learner 
experience around geometry and algebra1. Moreover, this learning experience helped them to 
further improve their mathematical thinking skills and supported their abilities to understand the 
mathematical thinking of students. 
In week 2, teachers worked on the CME geometry curriculum and how to apply the 
habits of mind approach while teaching the curriculum. Teachers ran some of the activities as if 
they were students while, at the same time discussing the purpose of those activities. Teachers 
reviewed chunks of the curriculum and analyzed how and for what purpose topics are introduced 
in the specific order. PD providers helped teachers make connections between their own learning 
and disciplinary experiences that they had during the first week of the PD while teachers were 
reflecting and discussing the implications of the new curriculum (habits of mind) for their 
instruction and how to teach inquiry-based CME geometry curricula effectively.  
 50 
During the school year MSP-PD teachers were provided 6 follow up sessions every three 
weeks on Saturdays. Follow up sessions started at the end of September and ended at the 
beginning of February. Each follow up session was 4 to 5-hours long. During the follow up 
sessions, teachers focused on applying their learning to their instruction by collaboratively 
analysing the big ideas of the new geometry curriculum. Moreover they developed mathematical 
projects to support student facility with standards for mathematical practice. Either individually 
or in pairs, they investigated a mathematical question of their choice. They produced write-ups 
and a research report while working on the project. This experience helped them to develop 
autonomy to ask and investigate mathematical questions, which were deemed a critical skill for 
teachers as doers of mathematics. In doing so, they also learned to support students to develop 
their own autonomy. 
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4.0  METHOD 
4.1 OVERVIEW OF THE RESEARCH DESIGN 
In order to precisely examine the effectiveness of the MSP-PD for improving student 
achievement, I incorporated some of the design elements for effective PD research suggested in 
the literature review. For example, I employed a quasi-experimental research design in order to 
generate robust estimates of MSP-PD effects. To better detect the effectiveness of MSP-PD on 
changes in student achievement over time, I used growth models to examine the effect of the 
MSP-PD and contrast students in classrooms of MSP teachers versus matched comparison 
classrooms. These models accounted for the nested structure of the data (time points were nested 
within students, students nested within classrooms) while also allowing the ability to adjust for 
the effects of student background characteristics in the models. I also examined the effect of 
MSP-PD on teacher content knowledge to contribute further evidence that the MSP-PD was 
effective in producing change not only for distal outcomes, but for a proximal outcome as well. 
In this study, treatment and comparison group teachers were teaching in the same school 
district. This helped me keep MSP-PD and comparison classrooms as similar as possible since 
the structure of each mathematics course I examined was the same across schools within the 
district. This design feature was also critical for ruling out some important competing 
explanations for gains in student achievement. Because of the district policy regarding how 
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students were tracked in their math courses, student populations in classrooms of the same 
course were similar in terms of students’ prior mathematics achievement. Thus, I ran analyses 
separately for each course in order to ensure populations of classrooms taught by MSP-PD and 
comparison group teachers were similar across classrooms. At the same time, by looking within 
courses, the effect of the curriculum on the observed effect of MSP-PD, one of the key factors 
potentially influencing student achievement, was controlled because MSP-PD teachers and 
comparison teachers were implementing the same curriculum. Moreover, I used curriculum-
based assessments (CBA) as a student outcome measure. CBA assessments were formed by the 
district to measure students’ performance relative to each course in the curriculum. Thus, CBAs 
helped to create a coherent system, where the MSP-PD, curriculum, and assessments were all 
aligned. In addition to increasing researchers’ chances of finding an effect of MSP-PD, the 
coherence of the system itself is thought to have potentially increased the effectiveness of the 
MSP-PD, also making it more likely to uncover effects on student achievement.  
Examining the effect of MSP-PD within a given course also ensured the curriculum and 
the assessment was exactly the same for our contrasted groups of students. The student 
populations were also similar across MSP-PD and comparison classrooms. Yet, there might still 
be differences between MSP-PD and comparison classrooms due to teachers volunteering for the 
treatment. To address this, I matched classrooms taught by MSP-PD and comparison group 
teachers by using propensity score stratification methods. Given that I was making between 
classroom comparisons, I matched classrooms based on the classroom and school contexts and 
then checked that my treatment and comparison groups were matched on all pre-treatment 
covariates (n=54). This helped me to control for possible pre-existing differences that might have 
confounded the observed effects of MSP-PD on student achievement. 
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Technically, in a single case study it is not possible to test or determine the extent to 
which incorporating these design features was instrumental for finding an effect of PD on student 
achievement. Simply put there is no way to understand the counterfactual condition: Once the 
study is designed, re-designing the same study in a different way becomes impossible. While this 
study doesn’t claim to empirically test the effectiveness of the research design features it is 
important to reflect on the importance of well-designed research for building the knowledge-base 
of whether and how PD can have effects on teaching and learning. By employing certain design 
features in this study, confounding factors such as curriculum and students’ ability were 
controlled and that, in turn, increased my confidence in attributing any observed effects on 
student achievement (including null effect) to the MSP-PD itself.  
4.2 SAMPLE 
Algebra1, geometry, and algebra2 teachers in an urban district located in the Northeastern United 
States who voluntarily attended the MSP-PD formed the treatment group for this study. Teachers 
in the district who didn’t attend the PD formed the comparison group.  
In the sample of the study, there were two courses for each subject: tier1 and tier2. Tier1 
courses were offered for students who had higher prior mathematics achievement while tier2 
courses were offered for students who had lower prior mathematics achievement. For analyzing 
the effects of MSP-PD on student achievement, I ran a growth model specific to tier1 and tier2 
courses within each topic (i.e., algebra1, geometry, algebra2). Teacher and student samples for 
 54 
tier1 and tier2 courses of each topic were as follows: In algebra1, 13 tier1 teachers4 and 17 tier2 
teachers: in geometry, 14 tier1 and 7 tier2 teachers: in algebra2, 16 tier1 and 10 tier2 teachers 
formed the sample. Across tier1 and tier2 courses within each subject, there were in total 847 
students in algebra1, 1060 students in geometry, and 1068 students in algebra2 classrooms. In 
total, 2975 students from 77 classrooms taught by 65 high school mathematics teachers formed 
the sample of the study. Number of classrooms and students in MSP-PD and comparison groups 
for each course were provided in Table 9. Analyses examining the effect of MSP-PD on 
teachers’ content knowledge were done using data from 29 teachers who attended the MSP-PD 
(regardless of the content of the courses they taught). 15 teachers who volunteered to take the 
content knowledge assessment provided comparison group data.  
 
Table 9. Number of classrooms and students in MSP-PD and comparison groups for each course.  
 Tier1 Tier2 
 
MSP-PD Comparison MSP-PD Comparison 
Algebra1     
Classrooms 6 7 7 10 
Students 177 210 129 331 
Geometry 
    
Classrooms 6 8 3 4 
Students 336 479 105 140 
Algebra2 
    
Classrooms 7 9 3 7 
Students 327 448 108 185 
 
                                                
4	  Unit of analysis within each course is the classroom(s) taught by an individual teacher. This is as close 
to individual classrooms as I could get based on the data provided by the district. Same teacher was 
sampled in different models if he taught different courses within a school year.        
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MSP-PD teachers attended the two-week long summer institute and also the six follow-
up sessions. Comparison group teachers received a one-day kick-off PD that was provided by the 
district to all teachers (including MSP-PD teachers). Since the new geometry curriculum was 
introduced to teachers, in addition to kick-off day PD, comparison group geometry teachers were 
provided PD to introduce them to the new geometry curriculum. In 5 or 6 half-day sessions this 
PD covered the big ideas of the curriculum, how ideas grow, and also engaged teachers with 
some practices within the curriculum. Even though their attendance was optional some MSP-PD 
teachers may also have attended this PD.  
4.3 OUTCOME MEASURES 
4.3.1 Student Outcome  
In this study, I examined students’ achievement trajectories within an academic year by 
employing separate longitudinal models for each mathematics course. These models compared 
math achievement trajectories of students whose teachers attended MSP-PD versus students 
whose teachers didn’t attend the MSP-PD. I used Curriculum Based Assessments (CBA) as an 
outcome in these models.  
CBA assessments were criterion-referenced assessments developed by the district. They 
contained both constructed-response and multiple-choice items. The CBA assessments were used 
to measure student learning of the district’s mathematics curriculum and to inform instruction to 
help monitor students’ progress during the school year toward meeting the standards. They were 
administered three times within the school year in November, January, and June. All students 
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were administered the CBAs at the same time. Since new concepts and skills in the math 
curriculum build upon previously taught concepts and skills, parallel with the curriculum, skills 
and concepts measured in CBAs administered towards the end of the year built on the skills and 
concepts measured in previous administrations of the CBAs (See Appendix A). Moreover, 
consecutively administered CBAs included some common items measuring the same concepts 
for some question types (e.g., the concept of slope in algebra1).  
CBAs for each subject were the same for both tier1 and tier2 courses except for algebra1. 
For algebra1, there was a specific CBA for tier1 courses and a slightly different one for tier2 
courses. The content was roughly the same across the entire year, however, the order of topics 
and therefore the order of items was slightly different for tier1 and tier2 algebra1 courses 
because the assessments were aligned with the order of topics in the curriculum. 
4.3.2 Teacher Outcome  
The Knowledge of Algebra Teaching (KAT) assessment was used in order to measure the effect 
of PD on teachers’ content knowledge. The KAT was produced by a group of researchers at 
Michigan State University for measuring teachers’ pedagogical content knowledge of algebra at 
the secondary school level as part of the project Knowledge of Algebra for Teaching (See 
Ferrini-Mundy, Burrill, Floden, & Sandow, 2003; Ferrini-Mundy, McCrory, & Senk, 2005; 
Floden & McCrory, 2007). KAT was designed to assess three aspects of teachers’ content 
knowledge; 1) knowledge of school algebra—how well the teacher can solve problems at the 
middle and high school level; 2) advanced knowledge of algebra—how well the teacher 
understands college-level algebra (e.g., calculus, abstract algebra); 3) teaching knowledge—how 
well the teacher understands the challenges that students might have with particular algebraic 
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concepts and skills, including knowledge of typical student errors, canonical uses of school math, 
curriculum trajectories, etc. Thus, KAT was well aligned with the MSP-PD focusing on teachers’ 
content knowledge of mathematics and knowledge of how to teach mathematics effectively. As 
far as content is concerned, KAT and MSP-PD were also well aligned given that central focus of 
the MSP-PD on algebra along with geometry. 
MSP-PD teachers took KAT Form A in August, prior to the MSP-PD intervention. Right 
after the MSP-PD summer workshop, they took KAT Form B (alternate form), as a post-test. 
Thus, analysis examining the effect of MSP-PD on teachers’ mathematical content knowledge, in 
fact, only examined the effect of the MSP-PD workshops not the whole MSP-PD including 
follow up sessions. Comparison group teachers took the KAT Form A only one time in the late 
Fall term just after their recruitment.  
4.4 STATISTICAL ANALYSIS AND MODELS   
4.4.1 Analyses examining the effect of MSP-PD on teachers’ mathematical content 
knowledge 
In order to understand whether MSP-PD teachers grew in their content knowledge, I examined 
whether MSP-PD teachers’ KAT scores increased significantly in the post-test by comparing 
their post-test and pre-test scores. I used a paired-samples t-test for this comparison. Next, in 
order to understand how different the treated teachers were from the overall population of high 
school mathematics teachers in the district, I compared the mean pre-test scores of the MSP-PD 
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teachers versus the comparison group teachers’ KAT scores. For these analyses, I employed an 
independent-samples t-test.  
4.4.2 Analyses examining the effect of MSP-PD on students’ mathematics achievement 
I examined the effect of MSP-PD on students’ achievement by employing separate repeated 
measures models for each course. The level of confidence in attributing observed effects detected 
in these models to the MSP-PD depends on how effectively the research design ruled out 
alternative explanations for the effect. Thus it was important to create comparable classrooms, 
which were different only by being taught by MSP-PD and non-MSP-PD teachers. In order to 
create comparable classrooms, I examined longitudinal models at the course level (e.g., algebra1 
tier1) and performed propensity score stratification to match classrooms on their aggregate 
classroom characteristics and school contexts within courses.  
Although teachers were provided the MSP-PD, a strategic decision was made to compare 
classrooms taught by teachers attending the MSP-PD versus a set of comparison classrooms as 
similar as possible to these classrooms in all other ways. Initial analyses demonstrated the futility 
in comparing MSP-PD teachers with comparison group teachers because they taught different 
topics in different configurations to different students of differing abilities and at different grade 
levels. Thus, matching by teacher did not make for very close matches between MSP-PD 
teachers and comparison group teachers. Instead, by comparing classrooms, it was possible to 
create close matches between classrooms within the same course, with students taking the exact 
same curriculum and assessments. Furthermore, because of the district tracking policy, the 
classrooms of MSP-PD and comparison group teachers, within courses, were quite similar from 
the outset of our matching. To make classrooms even more similar and adjust for possible 
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differences in school environments, I employed propensity score stratification methods to match 
classrooms taught by MSP-PD teachers with classrooms of the same course taught by 
comparison group teachers. 
Moreover, running models at the course level also allowed me to compare and contrast 
across courses and types of students served by each course. For example, I could explore 
whether the MSP-PD served better to improve students’ achievement in algebra1 and geometry 
(relative to algebra2) because of the content focus of the PD. Results of this comparison could 
reveal whether alignment between focus of the PD and the measured outcome(s) matter for 
identifying an effect of the MSP-PD. Similarly, given the district’s allotment of students to 
mathematics courses, I was also able to explore whether the effect of the MSP-PD was more 
influential (or, alternately, more easily detected) for the achievement of low-performing students 
than it was for high-performing students.  
4.4.3 Propensity score stratification method  
Random assignment of teachers to the conditions was not feasible, however, by matching MSP-
PD and comparison group classrooms, this study simulated an experimental study that I would 
have implemented if teachers had been able to be randomly assigned to the conditions. Since 
teachers volunteered for the MSP-PD, there might be pre-existing differences between MSP-PD 
and comparison group teachers in terms of student, teacher or school related factors. To address 
these possible differences, I matched classrooms taught by MSP-PD and comparison group 
teachers by using propensity score stratification methods.  
 By employing propensity score stratification methods, a researcher can estimate each 
subject’s probability (propensity) of being in the treatment group as a function of all observed 
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covariates. Then, a researcher can create subsets (strata) of treatment and control group subjects 
with similar estimated treatment propensity scores. Since the estimated propensity score can be 
thought of as a variable that is a summary of the set of covariates from which the propensity 
score is estimated, within each stratum, the distribution of the observed covariates would be the 
same across treatment and control conditions (Rosenbaum & Rubin, 1983). Therefore, stratifying 
on the estimated propensity score is expected to remove selection bias due to the effect of 
observed covariates under the assumption of strongly ignorable treatment assignment. Thus, by 
pooling estimates within these strata, a researcher then can estimate the average causal effect of a 
treatment on the outcome.  
Propensity score stratification methods include several steps. In order to generate matches 
between classrooms within courses (i.e., tier1 and tier2 courses of algebra1, algebra2, and 
geometry topics), I followed the same steps. As a first step, I selected a set of observed 
covariates from which to estimate the propensity score. This step was critical for meeting the 
assumption of strongly ignorable treatment assignment. This assumption states that unobserved 
covariates are unrelated to treatment assignment given that all relevant covariates have been 
controlled for. The degree that I adjust for selection bias through matching and hence the 
strength of the inferences depends on the assumption that the observed covariates that I selected 
are more likely to confound treatment than any unobserved covariates. I selected a large set of 
observed covariates (54 covariates), which might theoretically confound the treatment to 
estimate the propensity score. These covariates include pretreatment characteristics of teachers, 
demographic characteristics of the schools that they were teaching in, and demographic 
characteristics of their classrooms (See Appendix B). 
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In the next step, I created a propensity score measure for each classroom. The propensity 
score in this case is the estimated probability of the classroom being taught by a treated teacher. 
The propensity score for each classroom was generated using a logistic regression model as a 
function of pretreatment covariates. It is known that when logistic regression models are run with 
small data sets the models might provide overconfident estimations. Higher estimations might be 
estimated too high, and low estimations might be estimated too low (Steyerberg, Eijkemans, & 
Habbema, 2001). In my analysis, the number of classrooms within courses was relatively few. 
Thus, I used Penalized Maximum Likelihood Estimation (PMLE) to adjust for over-optimism in 
propensity score estimations. I used the  ‘rms’ package in the statistical program R (Harrell, 
2013). It provided me an assessment of the model’s degree of over-optimism and generated 
suggested penalty factor with the highest Akaike Information Criterion (AIC) for the adjustment. 
I applied this penalty factor to logistic regression in order to obtain the adjusted propensity 
scores.  
After generating the propensity score, the next step was to create strata of classrooms by 
grouping classrooms that had similar estimated propensity score together. Several conditions 
should be achieved simultaneously to create strata for statistical analysis. First, classrooms of 
MSP-PD and comparison group teachers should be balanced (should have similar distribution) 
on each of the 54 observed pretreatment covariates.  Second, means between the estimated 
propensity scores of the classrooms taught by MSP-PD and comparison group teachers within 
each stratum should be similar. Lastly, in order to generate MSP-PD effect within stratum, each 
stratum should include at least one classroom taught by MSP-PD and at least one classroom 
taught by a comparison group teacher.  In cases when any of these conditions wasn’t met, I 
modified the logistic regression equation, adjusted for over-optimism, re-created strata and 
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checked these conditions again. After several iterations of these steps, I achieved strata meeting 
these conditions for each course.  
Within each course, I created two strata by using a median split after ranking classrooms 
based on their adjusted propensity scores. The logistic regression models that generated these 
propensity scores included only school level variables as a predictor. As previously described, 
classrooms were already very similar in terms of student population, due to district policy about 
student placement into courses.  All strata were balanced on the 54 observed pretreatment 
covariates. Using significant testing at a p-value of .05, for none of the courses, proportion of the 
significant results was more than 5% of all mean and proportion comparisons5. These results 
indicated that with 2 strata that were created using median propensity score, balance was 
achieved across the covariates.   
The final step in my statistical analyses was using dummy coded strata variables in 
associated growth models to adjust for selection bias as a result of volunteerism. I entered one 
stratum in each model in order to leave the other one out as a reference.  
4.4.4 Growth Models  
In order to answer my research questions concerning the effect of the MSP-PD on students’ 
mathematics achievement, I examined three-level hierarchical linear repeated measures models 
(HLM) (Raudenbush & Bryk, 2002) in which the CBA assessment at each time point was nested 
within students and students were nested within classrooms.  
                                                
5 I reached this conclusion considering the fact that with large samples and random assignment 5% of the 
comparisons would be shown to have significant results by chance by the definition of p-value 0.05. This 
result indicated that balance was achieved at a level even better than chance (i.e. greater than 95% of the 
t-tests/z-tests are non-significant). 
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In these models students’ individual achievement trajectories of standardized percent 
correct on the CBA assessments comprised level-1 of the model. Using standardized scores at 
each administration of the test adjusted for the test difficulty while also equating scores for each 
CBA administration6. Time was centered at the last time point (i.e., the June administration) in 
order to understand the differences between students in their status at the end of the year as well 
as their change in achievement trajectories over the course of the year. I entered student level 
covariates at level 2. Although aggregates of these variables were used to calculate propensity 
scores for matching classrooms taught by MSP-PD and control group teachers, I entered them 
into the model at their original units as well, in order to account for any possible information lost 
during aggregation. This in fact, increased precision of the estimated effect of the MSP-PD by 
reducing the standard error associated with the effect. The general form for these models is 
provided below. While the general form for the outcome algebra1 tier1 is given, the model is 
exactly the same for all courses.  
 
 
Level 1 Model (Time Points)   
 (A lg1 Tier1)tij = π 0ij +π1ij (Time)tij + etij  
                                                
6	  When the raw score for each student was used at each time point, fluctuations in the difficulty of the 
assessment can be falsely reflected as an increase or decline in students’ achievement in the growth 
models. For example, consider a student who gets 50 percent of the test correct on the first test (while the 
average percent correct is also 50 percent), and then gets 75 percent of the test correct on the second test 
(while the average percent correct is 80). Using the raw percent correct would result in the appearance of 
gains for this student, but his/her performance relative to others actually decreased on the second test. 
Standardizing the outcome at each time point provides a relative measure of performance at each time 
point – where students at each time point are compared on a standardized scale with the performance of 
all students taking the CBA at that time point. Thus, growth measures are relative to the other students 
taking the same assessments. This comparative measure allows us to draw an inference about the growth 
of one group versus another. 	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Level 2 Model (Students)        
  
π 0ij = β00 j + β0qj
q=1
Qp
∑ Xij + r0ij
π1ij = β10 j + β1qj
q=1
Qp
∑ Xij + r1ij
 
Level 3 Model (Classroom)     
β00 j = γ000 +γ001(MSP −PD) j +γ002 (Stratum) j +u00 ,  
β10 j = γ100 +γ100 (MSP −PD) j +γ100 (Stratum) j +u10 ,  
β0qj = γ0q0  
β1qj = γ1q0  
 
Estimates from these models allowed me to examine the effect of MSP-PD on both the 
growth rate and status of student achievement for each course. The growth rate for MSP-PD 
(γ101 ) indicated how the standardized mean performance of students in classrooms taught by 
MSP-PD changed on the CBA assessments over time relative to the performance of comparison 
teachers’ students. Status for MSP-PD (γ100 ) indicated how students in classrooms of MSP-PD 
teachers performed compared to students of comparison group teachers at the end of the school 
year. Both estimates were calculated after having matched treated and comparison classrooms 
and adjusting for student differences within classrooms.  
Lastly, since all six outcome measures were standardized and the same covariates were 
used across the models, effect sizes of MSP-PD for students’ growth rate and status were 
comparable. This allowed me to explore whether the estimated effect of the MSP-PD varied 
depending on the alignment between PD content and student outcomes being investigated and 
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whether it varied based on differences between student populations in terms of their prior math 
performances. 
 66 
5.0  RESULTS 
I present results of the analyses in two stages. The first stage examines the effect of MSP-PD on 
teachers’ mathematical content knowledge. I hypothesized that content focused and intense 
MSP-PD helped participant teachers improve their mathematical content knowledge. I conducted 
t-test mean comparisons to examine this hypothesis.  In the second stage of my results, I present 
results from the analyses that were the main focus of this study. I hypothesized that attending 
effective PD generated improvements in teaching for MSP participants leading to improvement 
in their students’ math achievement. I describe results from these HLM growth models 
examining the effect of MSP-PD on student achievement. In these models, I compared the 
growth trajectories of students whose teachers attended the MSP-PD relative to matched 
classrooms of students whose teachers didn’t attend the MSP-PD.        
5.1 EFFECT OF MSP-PD ON TEACHERS’ MATHEMATICAL CONTENT 
KNOWLEDGE  
In order to examine the effect of MSP-PD on teachers’ content knowledge, I first examined 
whether any improvement occurred within the group of teachers participating in the MSP-PD. 
Because the teachers were administered the post-test KAT just after the MSP-PD workshop, 
inferences about the observed effects are confined to the effects of the workshop only.  
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Results of the paired-samples t-test revealed that the MSP-PD teachers’ mathematical 
content knowledge of algebra was significantly higher after attending the MSP-PD workshop 
(M=56.12, SD=8.10) compared to two weeks prior, before attending the workshop (M=52.62, 
SD=9.80); t(25)=3.48, p=0.002). As hypothesized, after attending the workshop the mean KAT 
score for participating teachers was significantly higher (ES=.68)7. It is also noteworthy that the 
standard deviation for the MSP-PD teachers dropped from 9.8 on the pre-test to 8.1 on the post-
test. 
One threat to the inference that the observed gains are generalizable to other mathematics 
teachers in the district is the potential that the self-selection of teachers into the MSP-PD resulted 
in a sample of teachers that were different from other teachers in the district. In particular, they 
could have begun the study with higher content knowledge and thus may have had greater 
potential to improve their knowledge, or vice-versa, they may have had lower content knowledge 
at the beginning providing greater room for improvement. Thus, in order to further support my 
hypothesis that gain in teachers’ content knowledge was related to participation in the MSP-PD, 
I also compared MSP-PD teachers’ pre-test KAT scores with the comparison group teachers’ 
KAT scores. In fact, an independent-samples t-test indicated that there was no significant mean 
difference between MSP-PD teachers’ pre-test score (M=52.44, SD=10.52) and comparison 
teachers’ score (M=52.83, SD=10.01); t(42)=-0.118, p=0.885. This suggests that, as 
hypothesized, before attending the PD, MSP-PD teachers’ mathematical content knowledge of 
algebra1 was roughly representative of a sample of comparison group teachers in the same 
district.  
                                                
7	  According to the Cohen’s convention, this is a large effect size. However, many researchers regard 
effect sizes in within-subjects designs (e.g. pre-post design) as an overestimation of the “true” effect size 
(e.g., Dunlap et al., 1996; Maxwell & Delaney, 2004; Olejnik & Algina, 2003, as cited in Lakens, 2013). 	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Although teachers were no different from a group of comparison teachers on their pre-
test KAT scores, after attending the MSP-PD summer workshop teachers’ mathematical content 
knowledge significantly improved, as hypothesized. Moreover, the standard deviation for the 
group also declined indicating the nature of the improvement – teachers at the lower end of the 
spectrum made greater gains, reducing the variability for the overall mean. 
5.2 EFFECT OF MSP-PD ON STUDENTS’ ACHIEVEMENT  
I used repeated measures HLM models to examine the effect of the MSP-PD on changes in 
students’ mathematics achievement. I ran six separate models using data from all tier1 and tier2 
courses for all students in the district for the topics algebra1, geometry, and algebra2. I 
hypothesized that students in classrooms with a teacher who participated in the MSP-PD would 
demonstrate higher achievement outcomes relative to students in classroom not taught by an 
MSP-PD participant. By running separate models for each course, I also explored whether the 
MSP-PD effect varies across topics. My hypothesis was that MSP-PD would be more effective 
for promoting changes in students’ achievement in algebra1 and geometry because those topics 
were more aligned with the focus of the MSP-PD. Moreover, by comparing the results from tier1 
and tier2 courses, I also explored whether the MSP-PD effect was greater for low performing 
students, who generally comprise the tier2 courses.  
When models were examined within topics at the tier level, standard errors of the MSP-
PD estimates were quite large. One of the reasons for that was the small number of classrooms 
resulting in limited power to detect all but large effects in these models. Thus, in order to 
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increase the sample size and lower the standard errors, I also ran more general models8 by 
combining data from tier1 and tier2 students for each topic.  These general models had more 
power and hence they could detect smaller effects of the MSP-PD on student growth.  
Results presented below were from models including strata covariates indicating matched 
classrooms and adjusting for student level exogenous variables including students’ SES, gender 
and race, effectively accounting for any student differences between students within classrooms. 
In the tables that follow, I present only the results for coefficients for MSP-PD effects because 
they are of primary interest. Tables including full results of all covariates are provided for 
algebra1 in Appendix C, for geometry in Appendix D, and for algebra2 in Appendix E.  
5.2.1 The effect of MSP-PD on students’ algebra1 achievement  
5.2.1.1 Tier1 and tier2 findings  
Results from the HLM growth models revealed a marginally significant MSP-PD effect on the 
growth rate of tier2 students in algebra1 (γ101 = 0.20, SE=0.11, p=0.097). This means that, the 
average change rate for MSP-PD students’ scores were 0.20 standard deviations higher than 
comparison students’ scores. The rate of .20 standard deviations corresponds to each one unit 
increase in time, where time increased by 1 for every CBA administration. Therefore, we 
                                                
8	  Structural forms of general models are the same as structural forms of the specific models that I ran for 
each tier. The only difference is that, in models within tiers, there is only one stratum in the models 
whereas in general models there are multiple strata.  I used the same two strata that I created for tier1 and 
tier2 models. Combining the two datasets resulted in four dummy strata variables; one stratum as a 
reference and three strata in the models.	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observed in total a 0.60 standard deviations difference in students’ rates of change in their 
algebra1 scores, favoring MSP-PD students during AY 2011-20129.  
Similarly, tier1 students whose teachers attended MSP-PD also had a higher rate of 
change in algebra1 (γ101 = 0.12, SE=0.08, p=0.177) relative to comparison students, but here the 
difference in rates of change was not statistically significant. In terms of the random effects for 
the change rates in models for tier2 and tier1 students, as a predictor MSP-PD by itself explained 
24% of the variation between tier1 classrooms and 20% of the variation between tier2 












                                                
9	  Estimated growth rate is an average increase in students’ scores at each administration of tests. Using 
this estimation, we can calculate growth rate for the entire school year, because there are three different 
intervals (including the interval from September to the first CBA administration). Alternatively, by re-
coding the time variable we can directly get this estimate from the model. Since both strategies generated 
similar growth rates for the school year, I provided results in the present metric. 	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Fixed Effects       
 Coeff. se p-value Coeff. se p-value 
Mean final status γ000( )  -0.36 0.25 0.182 -0.21 0.26 0.426 
MSP-PD Effect γ001( )  0.41 0.29 0.187 0.28 0.27 0.309 
       
Mean growth rate γ100( )  -0.11 0.07 0.175 -0.12 0.15 0.431 
MSP-PD effect γ101( )  0.12 0.08 0.177 0.20 0.11 0.097 








Final status (uooj ) 0.20 < 0.001 0.21 < 0.001 
Growth rate (u1oj ) 0.01 0.006 0.03 < 0.001 
 
Variance Explained by 
MSP-PD 
Variance Explained by 
MSP-PD 
Final status 0.15 0.05 
Growth rate 0.24 0.20 
 
Moreover, the MSP-PD effect on students’ final achievement status in algebra1 was 
positive but not significant for both tier1 (γ001 = 0.41, SE=0.29, p=0.187) and tier2 courses 
(γ001 = 0.28, SE=0.27, p=0.309). For tier1, MSP-PD explained 15% of the between classroom 
variation in final achievement status in algebra1, while it only explained 5% of between 
classroom variation in the tier2 model (See Table 10). For tier1 and tier2 courses, students’ 
achievement trajectories for MSP-PD and comparison students for algebra1 are depicted in 
Figure 1. 
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Algebra1 Tier1 Algebra1 Tier2 
 
 
Figure 1. Achievement trajectories for MSP-PD and comparison group students’ algebra1 scores 
in tier1 and tier2 courses. 
 
5.2.1.2 Findings for general model (tier1 and tier2 combined): 
Results of the general model for algebra1 revealed that MSP-PD students’ mean rate of change 
in achievement over the year (γ101 = 0.16, SE=0.06) and mean final status (γ001 = 0.34, SE=0.18) 
were higher than comparison students. The difference between MSP-PD and comparison 
students was statistically significant on the rate of change (p=0.038) and marginally significant 
on final status for algebra1 (p=0.080).  In this model, the addition of MSP-PD to the models 
explained 17% of the variance in the rate of change for students’ achievement between all 
algebra1 classrooms and 9% the variance between classrooms in status (See Table 11). 
Trajectories for rates of change for MSP-PD and comparison students for all algebra1 courses 




Table 11. Effects of MSP-PD on students’ algebra1 achievement across 
tier1 and tier2 courses (combined model) 
Fixed Effects    
 Coeff. se p-value 
Mean final status γ000( )  -0.52 0.22 0.023 
MSP-PD Effect γ001( )  0.34 0.18 0.080 
    
Mean growth rate γ100( )  -0.15 0.14 0.202 
MSP-PD effect γ101( )  0.16 0.06 0.038 





Final status (uooj ) 0.20 < 0.001 
Growth rate (u1oj ) 0.03 < 0.001 
 Variance Explained by MSP-PD 
Final status 0.09 















Findings revealed a marginally significant effect of MSP-PD on student’s rates of change 
for their achievement in algebra1 when tier2 classrooms were examined by themselves. 
Moreover, the general model for algebra1 revealed that MSP-PD had a significant effect on 
students’ rates of change for their achievement and a marginally significant effect on students’ 
final achievement status when tier1 and tier2 courses were combined. 
5.2.2 The effect of MSP-PD on students’ geometry achievement  
5.2.2.1 Tier1 and tier2 findings 
The MSP-PD had a significant effect on changes in achievement trajectories of tier2 students 
(γ101 =0.27, SE=0.09, p=0.047) and nearly a marginally significant effect on their final 
achievement status in geometry (γ001 = 0.58, SE=0.28,  p=0.104). This suggest that, MSP-PD 
 
Figure 2. Achievement trajectories for MSP-PD and 
comparison group students’ algebra-1 scores across 
tier1 and tier2 courses. 
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students’ mean score of geometry changed  0.81 standard deviation more relative to comparison 
students’ scores. This difference in rates of change for achievement trajectories resulted in a 0.58 
standard deviation difference for MSP-PD students relative to comparison students at the end of 
the school year in the geometry tier2 course. Random effects from these models also revealed a 
substantial effect of MSP-PD.  47% of the between classroom variation at final status and 84% 
of the between classroom variation in changes in achievement trajectories were explained by 
MSP-PD only in this model (See Table 12).  
 






Fixed Effects       
 Coeff. se p-value Coeff. se p-value 
Mean final status γ000( )  -0.04 0.21 0.853 0.28 0.34 0.458 
MSP-PD Effect γ001( )  0.18 0.23 0.444 0.58 0.28 0.104 
       
Mean growth rate γ100( )  0.00 0.11 0.988 -0.14 0.19 0.500 
MSP-PD effect γ101( )  0.01 0.11 0.935 0.27 0.09 0.047 








Final status (uooj ) 0.15 < 0.001 0.11 < 0.001 
Growth rate (u1oj ) 0.03 < 0.001 0.00  0.036 
 
Variance Explained by 
MSP-PD 
Variance Explained by 
MSP-PD 
Final status 0.05 0.47 
Growth rate 0.00 0.84 
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In contrast to tier2, findings for the geometry tier1 course revealed that the MSP-PD had 
no effect on either changes in students’ achievement trajectories  (γ101 = 0.01, SE=0.11, p=0.935) 
or on students’ final achievement status (γ001 = 0.18, SE=0.23, p=0.444). For the tier1 model, 
MSP-PD explained no between classrooms variation in students’  rates of change and only 5% of 
the between classrooms variation in final status (See Table 12). Growth trajectories are depicted 
for tier1 and tier2 courses in Figure 3. 
 
Geometry Tier1 Geometry Tier2 
  
Figure 3. Achievement trajectories for MSP-PD and comparison group students’ geometry scores 
in tier1 and tier2 courses. 
5.2.2.2 Findings for general model (tier1 and tier2 combined):  
Lastly, results of the general model for geometry revealed that MSP-PD students’ mean rates of 
change  (γ101 = 0.11, SE=0.06, p=0.168) and mean final status (γ001 = 0.22, SE=0.17, p=0.211) 
were higher than comparison students. However, these differences were not statistically 
significant. In this model, MSP-PD by itself explained 13% of the variance between classrooms 
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in growth and 10% in final status of all students in geometry (See Table 13). Achievement 
trajectories for geometry are depicted in Figure 4. 
 
Table 13. Effects of MSP-PD on students’ geometry achievement across 
tier1 and tier2 courses (combined model) 
Fixed Effects    
 Coeff. se p-value 
Mean final status γ000( )  -0.18 0.25 0.480 
MSP-PD Effect γ001( )  0.22 0.17 0.211 
    Mean growth rate γ100( )  -0.02 0.13 0.901 
MSP-PD effect γ101( )  0.11 0.08 0.168 





Final status (uooj ) 0.12 < 0.001 
Growth rate (u1oj ) 0.03 < 0.001 
 Variance Explained by MSP-PD 
Final status 0.10 















To sum up, for tier2 students, MSP-PD had a significant effect on the average rate of 
change of students’ achievement trajectories. As the magnitude of the estimated coefficient for 
MSP-PD indicates (ES=.81) and the reduction in variance between classrooms revealed, MSP-
PD had a large effect on rates of change of tier2 students’ achievement in geometry during AY 
2011-2012. However, in the general model, when data from tier1 and tier2 courses were 
combined, there was no significant effect of MSP-PD on student achievement.  
5.2.3 The effect of MSP-PD on students’ algebra2 achievement  
5.2.3.1 Tier1 and tier2 findings 
Results from the repeated measures models found no effect of MSP-PD on students’ rates of 
change in algebra2 for both tier1 (γ101 = 0.00, SE=0.06, p=0.984) and tier2 courses (γ101 = -0.12, 
SE=0.21, p=0.574). Similarly, MSP-PD had no effect on final achievement status of algebra2 for 
 
Figure 4. Achievement trajectories for MSP-PD and 
comparison group students’ geometry scores across 
tier1 and tier2 courses. 
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tier1 (γ001 = -0.01, SE=0.16, p=0.939) and tier2 courses (γ001 = -0.17, SE=0.36, p=0.647). 
Moreover, almost no variation was explained by MSP-PD in these models (See Table 14). 
Changes in rates of students’ achievement trajectories for MSP-PD and comparison group 
students’ algebra2 scores in tier1 and tier2 courses are shown in Figure 5. 
 





Fixed Effects       
 Coeff. se p-value Coeff. se p-value 
Mean final status γ000( )  -0.23 0.13 0.098 -0.09 0.21 0.688 
MSP-PD Effect γ001( )  -0.01 0.16 0.939 -0.17 0.36 0.647 
       
Mean growth rate γ100( )  0.01 0.04 0.802 0.01 0.12 0.913 
MSP-PD effect γ101( )  0.00 0.06 0.984 -0.12 0.21 0.574 
Random Effects     





Final status (uooj ) 0.08 < 0.001 0.21 < 0.001 
Growth rate (u1oj ) 0.00 0.013 0.07 < 0.001 
 Variance Explained by 
MSP-PD 
Variance Explained by 
MSP-PD 
Final status 0.00 0.00 





Algebra2 Tier1 Algebra2 Tier2 
  
Figure 5. Achievement trajectories for MSP-PD and comparison group students’ algebra2 scores 
in tier1 and tier2 courses. 
5.2.3.2 Findings for general model (tier1 and tier2 combined):  
In the combined model, MSP-PD students’ mean rates of change for achievement trajectories 
(γ101 = -0.04, SE=0.08, p=0.662) and mean final status (γ001 = -0.05, SE=0.16, p=0.770) were not 
significantly different from comparison students (See Table 15). In this model, MSP-PD 
explained only 2% of the variance between classrooms in growth and 1% in final status of all 
students in algebra2. Achievement trajectories for MSP-PD and comparison students for algebra-
2 across tier1 and tier2 courses are shown in Figure 6. These results suggest that MSP-PD had no 






Table 15. Effects of MSP-PD on students’ algebra2 achievement across 
tier1 and tier2 courses (combined model) 
Fixed Effects    
 Coeff. se p-value 
Mean final status γ000( )  -0.07 0.14 0.631 
MSP-PD Effect γ001( )  -0.05 0.16 0.770 
    Mean growth rate γ100( )  0.04 0.07 0.589 
MSP-PD effect γ101( )  -0.04 0.08 0.662 





Final status (uooj ) 0.12 < 0.001 
Growth rate (u1oj ) 0.03 < 0.001 
 Variance Explained by MSP-PD 
Final status 0.01 








Figure 6.  Achievement trajectories for MSP-PD and 
comparison group students’ algebra2 scores across 
tier1 and tier2 courses. 
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6.0  DISCUSSION 
Results of this quasi-experimental study indicated that the MSP-PD was effective for improving 
student achievement in algebra1 (across tier1 and tier2 courses) and it was also effective for 
improving student achievement in the tier 2 geometry course. MSP-PD influenced not only the 
final status of student achievement but the changes in achievement trajectories, as well. This 
means that, within a school year, performances of students in MSP-PD classrooms were 
improving in CBAs assessments relative to the performances of students in comparison 
classrooms. Moreover, the differences in achievement trajectories of MSP-PD and comparison 
students were substantial in these courses. Extrapolating “growth” rate to an academic year 
revealed a medium-sized MSP-PD effect in algebra1 across tier1 and tier2 courses (d= 0.48 in 
combined model) and a large effect in geometry tier2 courses (d= 0.81).  For the effect of MSP-
PD on students’ final achievement status, there was a small-medium effect in algebra1 (d= 0.34) 
and medium-high effect in the geometry tier2 courses (d= 0.58).  
Compared to detected effect sizes of the PD programs in prior experimental/quasi-
experimental studies, the effect sizes of MSP-PD on student achievement observed here, 
especially on the changes in students’ achievement trajectories, were quite large in this study. 
Average effect sizes of the PD programs in review studies of prior experimental/quasi-
experimental studies ranged from small (d= 0.14) to medium (d=0.54) (Ball et al., 2008; Blank & 
 84 
de las Alas, 2009; Clewell et al., 2004; Kennedy, 1998; Scher & O’Reilly, 2009; Yoon et al., 
2007).  
6.1 IMPLICATIONS: DESIGNING EFFECTIVE PD PROGRAMS AND STUDIES 
WITH EFFECTIVE RESEARCH DESIGNS 
By demonstrating the effectiveness of the MSP-PD, this study attempted to address the shortage 
of robust empirical evidence for the effectiveness of PD on student achievement. Relative to the 
large number of PD studies over the past 15 years, the number of experimental/quasi-
experimental studies of PD effects on achievement is small. Moreover, because it is very difficult 
to isolate PD effects from other external factors potentially confounding the effects of PD, very 
few of these studies could demonstrate the effect of PD on student achievement. As a result, the 
knowledge base for features of effective PD programs is mostly based on theory, correlational 
survey studies, and case studies (AERA, 2005; Scher & O’Reilly, 2009).  
By demonstrating an effect of the MSP-PD on student achievement, this study 
contributes to our research-based knowledge about some features of effective PD programs. 
Moreover, it provides a case study showing how the research design might contribute in 
important ways to the ability to detect an effect of PD on student achievement. Thus, this study 
has implications for multiple audiences. For one, the findings speak to both educational 
practitioners and policymakers in their efforts to design and support effective PD programs. 
Furthermore, for educational researchers the findings provide evidence for potential strategies for 
demonstrating robust research-based evidence for the effectiveness of PD on student learning.  
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6.1.1 PD programs should have effective design features in order to improve student 
achievement.   
One of the central findings of this study is the importance of the PD having a content focus (in 
this case mathematics) in order to improve student achievement outcomes. This finding informs 
both educational practitioners as well as educational researchers. The MSP-PD focused on 
teachers’ actively engaging with each other and with course facilitators in doing mathematics in 
the topic areas algebra1 and geometry. Teachers were both working on content as 
mathematicians and engaging in mathematics as a discipline. They reflected on their own 
disciplinary experiences as learners and discussed implications of creating similar learning 
opportunities for their students. Thus, MSP-PD was also focused on specialized content 
knowledge of how to teach the content effectively.  
In addition, the content of the MSP-PD was closely linked with the curriculum. Review 
studies have shown that PD programs that were tied to curriculum, to knowledge of subject 
matter, and/or to how students learn the subject have been more effective for improving student 
achievement and have produced, on average, larger effect sizes (Clewell et al., 2004; Kennedy 
1998).  The findings shown here for the effect of the MSP-PD on student achievement provide 
further evidence to support this already established line of evidence. As discussed in the 
literature review, PD containing a content focus is the only feature of PD that prior 
experimental/quasi-experimental studies have provided strong empirical evidence for.  
Another design feature of the MSP-PD was that it was intense in its duration, was 
coherent and extended over a full year10. It included a 2-week summer institute and 6 follow-up 
                                                
10	  With several teachers participating in more than one consecutive year(s).	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sessions during the school year totaling 110 hours of PD to teachers. Although the empirical 
evidence for the effectiveness of duration and high contact hours of PD has provided mixed 
evidence in the literature, most of the effective PD programs examined in recent 
experimental/quasi-experimental studies all consisted of a longer duration and high contact 
hours. The MSP-PD studied here also fit this profile because it was effective in improving 
student achievement and it had long duration and high contact hours. Thus, the findings of this 
study also contribute to the growing body of evidence that PD of intense duration, coherent and 
provided for an extended time period is more likely to have an effect on student achievement.       
This finding suggests that, it is important to ensure that the PD program is content-
focused, intense, and provided over longer time period while designing a PD program or 
deciding which PD interventions to support. This has implications for educational practitioners 
and policymakers. Unfortunately, as national survey studies have continually revealed, large 
numbers of teachers are still attending brief, one-shot workshops despite consensus among 
scholars that such PD programs are not effective for improving student achievement (Birman et 
al., 2001; Darling-Hammond et al., 2009; Hill, 2007; Parsad et al., 2001) and growing empirical 
evidence that content-focused intensive PD is effective. Thus, more needs to be done to educate 
educational practitioners and policymakers about the importance of some central features of PD 
efforts. Further, resources should be provided to guide practitioners and policymakers toward 
more effective PD designs. For educational researchers, meanwhile, the findings of this study 
underscore the importance of ensuring that the PD programs under examination have central 
design features before examining its effect. If the PD fails to contain these features, assessing its 
effectiveness with well-designed research likely will not help to find an effect of the PD. 
 87 
6.1.2 Focus of the PD and its alignment with the outcome measure matters for PD 
effectiveness and PD research.  
In this study, I hypothesized that the alignment of the topic coverage of the PD would result in 
different effect sizes for the different topics examined. Specifically, intense and ongoing PD 
focusing on algebra1 and geometry would improve teachers’ instruction especially for those 
subjects. Consequently, improvements in students’ achievement in algebra1 and geometry would 
be more easily detectable. As hypothesized, this study found an effect of the MSP-PD on 
changes in students’ achievement trajectories in algebra1 and geometry tier2 courses, but 
teachers’ participation in the MSP-PD did not influence changes in students’ achievement 
trajectories in algebra2.  
This finding might suggest that the more PD is narrowed to specific content areas and is 
closely linked to the curriculum, the more it is effective for improving teaching and student 
achievement in that targeted content. However, it might also indicate that it is difficult for 
teachers to transfer the acquired knowledge and skills to another content area11.  
Regardless of underlying factors leading to the null findings for the effect of MSP-PD on 
algebra2, this finding emphasizes the importance of using outcome measures aligned with and 
sensitive to the focus of the PD. This has important implications for educational researchers. 
Review studies have indicated that PD studies utilizing student outcome measures aligned with 
the focus of the PD found larger effect sizes of the PD on student achievement. Thus, using 
CBAs that are sensitive to and closely aligned with the focus of the PD might help to better 
                                                
11	  This would need to be examined further especially because the sample size investigated in this one 
district prohibits making any conclusions about the extent to which PD in one topic area transfers to 
teacher learning and proclivity to improve teaching in other content areas.	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detect PD effects on student achievement and to detect larger effect sizes for PD. Moreover, 
using CBAs resulted in a coherent system where the PD, curriculum, and assessments were all 
aligned. That also could have significantly contributed to properly capturing the MSP-PD effect 
and has further implications for the design of effective PD as well as the design of effective 
research programs examining PD effects on achievement.        
6.1.3 Demonstrating an effect of high quality PD on student achievement requires 
carefully designed research  
This study also demonstrated that once PD is designed with effective features, detecting effects 
of the PD on student achievement is possible through carefully designed research. One way this 
is possible is by using student outcome measures aligned with the focus of the study, as 
discussed above. Another way is by isolating the PD effect from confounding variables. It was 
achieved in this study by running specific models for each course and matching classrooms 
within the same courses through rigorous quasi-experimental methods of propensity score 
stratification. As a result, at the unit of analysis-classrooms-the only differences between 
classrooms remained whether the teacher received treatment or not. In addition to helping to 
detect an effect of the MSP-PD on student achievement, this design feature also allowed me to 
be more confident in attributing the observed effect on student achievement to the MSP-PD (and 
not to other potentially confounding factors such as curriculum or student and aggregate 
classroom ability both of which could easily influence teaching). Ruling out alternative 
explanations for improvement in student achievement is challenging in PD research, but as this 
finding suggests it can help to generate robust evidence for the effectiveness of PD. This has 
implications for educational researchers in their efforts to address the shortage of robust 
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empirical evidence for the effectiveness of PD and when looking across studies to find patterns 
for which PD features seem especially important contributors for  improving student 
achievement. 
Another effective design feature of this study, which has implications for educational 
researchers, is using a repeated measures design to examine the effect of PD on student 
achievement. By using longitudinal models the effect of MSP-PD on students’ achievement 
trajectories were estimated separately from their final achievement status. Moreover, in these 
models both the nested structure of the data and differences in student characteristics within 
classrooms were accounted for. As the literature review demonstrated, recent experimental/quasi 
experimental studies have moved beyond cross-sectional designs but the majority of them have 
used covariate-adjusted as opposed to repeated measures models. In covariate-adjusted models it 
is difficult to separate student’s status from their growth (Rowan et al., 2002). Thus, to have a 
better understanding of how PD influences changes in student achievement over time, it is 
important for educational researchers to collect longitudinal data and employ repeated measures 
models to examine the effectiveness of PD programs. This study benefitted from a unique data 
set because (apart from the research) the district had previously decided to employ a sequence of 
CBAs aligned with their curriculum in the context of instituting reforms to improve their 
mathematics teaching. 
6.1.4 Designing effective PD research involves considering limitations and tradeoffs 
associated with design features. 
As I discussed previously in the literature review, it is hard for PD studies to produce an optimal 
research design. Design features of PD studies involve trade-offs and there are always limitations 
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as a result of a shortage of resources available to researchers and/or limitations associated with 
the complex nature of educational settings.  
Some of the key design features of this study also had some accompanying drawbacks. 
For example, running growth models specific to each course had a substantial role in matching 
and evaluating the MSP-PD effect in similar classrooms. But, on the other hand, it also resulted 
in a small number of level-2 units in the growth models. As a result, standard errors of the MSP-
PD estimate were quite large. Correspondingly, the minimum detectable effect size for the 
treatment on growth in achievement was also quite large12 and it became harder to detect an 
effect in hypothesis testing.  
By running growth models specific to each course, I could also compare and contrast the 
extent to which the MSP-PD influenced the achievement of students who vary in their prior 
mathematics achievement. Results revealed that, in algebra1 courses, both groups of students 
benefitted from the MSP-PD. But, for geometry, MSP-PD significantly improved the 
performance of low achieving students while it had no effect for high achieving students.  During 
the academic year of this study, a new geometry curriculum had been introduced in the district. 
Thus, the MSP-PD effect, together with the new curriculum, might have helped low performing 
students accelerate even more under these conditions, However since there is limited data, I 
couldn’t further explore why this is the case.   
Using the CBAs as an outcome had several benefits for this research but there were also 
drawbacks associated with it. One of these drawbacks was that large variation existed in 
students’ achievement between each administration of the CBAs. It suggests that CBAs likely do 
not have an optimal means for reliably measuring changes in achievement while minimizing 
                                                
12	  The minimum detectable effect size (d) for algebra1 tier1 was 0.5, d=0.4 for Algebra1 tier2, d=0.5 for 
Geometry tier1, and d= 0.8 for Geometry tier2.	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measurement error. Combined with small sample sizes at the classroom level in the growth 
models, these large within student variations made the minimum detectable effect size for 
finding effects of MSP-PD on student achievement larger. Moreover, because the CBAs were 
measuring students’ achievement in specific content areas, it is difficult to generalize the MSP-
PD effects beyond students’ algebra1 and geometry achievement.  
By comparison, alternative assessments would have been even more problematic. For 
example, if I had chosen to examine the effects by using the state test (a summative test 
administered in March) it might have been possible to generalize the effect beyond algebra1 and 
geometry but the state test data was available only for 4th through 8th grade students and 11th 
graders, and therefore, a relatively small proportion of students in the focal topics. Moreover, 
using such a summative assessment would require examining the MSP-PD effect solely through 
a cross-sectional analysis and only at the given time point.  Additionally, if I employed 
covariate-adjusted models using state tests, it would rely on gains in student achievement 
between March 2011 and March 2012 (including two months of teaching of different teacher and 
leaving two months of teaching of the current teacher) thus would result in less precise 
estimation of an MSP-PD effect. 
Another design feature that had demonstrated benefits but also limitations was the 
examination of the MSP-PD effect on my proximal teacher outcome, that is, teachers’ content 
knowledge. While I couldn’t examine the effect of MSP-PD on teachers’ instruction since this 
data was not available, showing the improvement in teachers’ content knowledge after they 
completed the MSP-PD workshop helped partially confirm the theory of action for the MSP-PD. 
Hence, it helped to increase the confidence in attributing the observed effect on student 
achievement to the MSP-PD. However, the improvements in teacher knowledge were related 
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solely to the effect of the MSP-PD workshop because the post-test was given prior to the follow-
up sessions. Possible gains in MSP-PD teachers’ content knowledge that occurred later in the 
school year as a result of further learning during the follow-up sessions were not captured in this 
data. Moreover, the statistical analyses used to examine the MSP-PD effect on teacher 
knowledge were not as rigorous as the achievement analyses. I employed both cross-sectional 
and a pre-post analysis of group means, but no control variables were used in these analyses 
because information about the teachers and their contextual factors was not available. 
Furthermore, although comparison group teachers were recruited, they were only administered 
the knowledge test once in the late fall. Thus, I couldn’t directly compare MSP-PD teachers’ 
gains against the comparison group teachers’ gains because no gain score could be calculated for 
the comparison group. Moreover, comparison group teachers for this analysis volunteered to take 
knowledge test. Like MSP-PD teachers, comparison group teachers might also be different from 
other teachers in the district.  
Lastly, standardizing students’ scores at each time point and using these standardized 
scores as an outcome, instead of using raw scores, had clear benefits for examining the effect of 
MSP-PD on student achievement trajectories. Using standardized scores at each administration 
of the test adjusts for the test difficulty and equates scores for each CBA administration. When 
standardized scores are used, the growth model examines how MSP-PD students’ standing 
changes relative to students in the comparison group over time.  However, if item level data were 
available, I could have run measurement models in order to understand whether students’ ability 
improved over time rather than simply make inferences about their relative performance. This 




All in all, by using resources available to the researcher this study was able to 
demonstrate an effect for content focused, intense, ongoing PD. The research design allowed me 
to isolate the effect of the MSP-PD from other confounding factors such as the curriculum and 
students’ ability. As a result, the findings provide strong empirical evidence indicating that 
content focused, intense, ongoing mathematics PD was effective for improving students’ 
achievement trajectories (versus a matched comparison sample) aligned with the content focus of 
the PD.  
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APPENDIX A 



















A.1 A SAMPLE ITEM FROM THE FIRST CBA ALGEBRA1 TIER1 
TEST ADMINISTERED ON NOVEMBER IN 2011-2012 SCHOOL YEAR. 
 
Content standard: Write and/or solve a system of linear equations (including 






A.2 A SAMPLE ITEM FROM THE SECOND CBA ALGEBRA1 TIER1 
TEST ADMINISTERED ON JANUARY IN 2011-2012 SCHOOL YEAR. 
 
Content standard: Create, interpret, and/or use the equation, graph, or table of 
a linear function. 
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A.3 A SAMPLE ITEM FROM THE THIRD CBA ALGEBRA1 TIER1 TEST 
ADMINISTERED ON JUNE IN 2011-2012 SCHOOL YEAR. 
 
Content standard: Write and/or solve a system of linear equations (including problem 
situations) using graphing, substitution, and/or elimination.   
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APPENDIX B 

























Percent of Male Students Male Number of teachers 
Students’ Race White Number of students 
Percent of White Students Black Student Teacher Ratio 
Percent of Black Students Asian 
Percent of Students Eligible 
for Free or Reduced Lunch 
Percent of Hispanic 
Students 
Other Mean Prior Math Achievement 
Percent of Asian Students Age Percent Black Students 




Percent White Students 
Students’ Grade Level Middle School Teacher Percent Hispanic Students 




Percent Asian Students 
Percent of 11th Grade 
Students 
Promise-Readiness Corps Percent Other Students 




Percent of Stable Students 




Number of Incidents 
Percent of 8th Grade 
Students 
Substitute Teacher Number of Expulsions 
Mean Student Age Regular Teacher Mean Attendance Rate 
Mean Prior Math 
Achievement 
Provisional Pathway Number of Expulsions 
Percent of Students Eligible 
for Free or Reduced Lunch 
Other Instructional Role Percent of Male Teachers 
Mean Attendance Rate Graduate Degree Percent of Teachers with Graduate 
 100 
Degree 




Percent of Teachers with NBPTS 
Certificate 
 Years of Experience Mean Teacher Experience 






















C.1 RESULTS FROM ALGEBRA1 TIER1 MODEL 
 
 
Table 1. Analysis of tier1 students’ algebra1 achievement with three level hierarchical 
growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point -0.36  0.25 
Classroom Level    
MSP-PD 0.41  0.29 
Strata1 0.20  0.29 
Student Level    
Eligible for free/reduced lunch -0.06  0.12 
Black 0.28  0.29 
White 0.54 ~ 0.30 
Hispanic 0.01  0.53 
Asian 1.52 *** 0.40 
Female 0.04  0.10 
Linear growth rate -0.11  0.07 
Classroom Level    
MSP-PD 0.12  0.08 
Strata1 0.06  0.08 
Student Level    
Eligible for free/reduced lunch -0.08  0.07 
White 0.27  0.17 
Black 0.27  0.17 
Hispanic 0.10  0.32 
Asian 0.63 ** 0.24 













Level 1 (Time)    
Temporal variation 0.41  -- 
Level 2 (Students)    
Final status 0.39 *** 302 
Growth rate 0.03 ** 302 
Level 3 (Classrooms)    
Final status 0.20 *** 8 
Growth rate 0.01 ** 8 






























(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.41 0.41 0.41 
Between students variation 
(Level 2) 
   Final Status 0.46 0.39 0.39 
Growth rate 0.04 0.03 0.03 
Between classrooms variation 
(Level 3) 
   Final Status 0.25 0.23 0.20 
Growth rate 0.01 0.01 0.01 
Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.15 0.00 
Growth rate -- 0.19 0.02 
Between classrooms (Level 3) 
   Final Status -- 0.05 0.15 
Growth rate -- 0.03 0.24 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.35 -- -- 
Growth rate 0.23 -- -- 
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C.2 RESULTS FROM ALGEBRA1 TIER2 MODEL 
 
Table 3. Analysis of tier2 students’ algebra1 achievement with three level hierarchical 
growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point -0.21  0.26 
Classroom Level    
MSP-PD 0.28  0.27 
Strata1 -0.45  0.26 
Student Level    
Eligible for free/reduced lunch 0.03  0.10 
Black 0.19  0.19 
White 0.43 * 0.21 
Hispanic 0.48  0.38 
Asian 0.97  0.36 
Female 0.08  0.08 
Linear growth rate -0.12  0.15 
Classroom Level    
MSP-PD 0.20 ~ 0.11 
Strata1 0.02  0.11 
Student Level    
Eligible for free/reduced lunch 0.12 ~ 0.07 
White -0.01  0.13 
Black -0.01  0.14 
Hispanic 0.67 * 0.27 
Asian 0.43 ~ 0.24 









Level 1 (Time)    
Temporal variation 0.48  -- 
Level 2 (Students)    
Final status 0.22 *** 436 
Growth rate --  -- 
Level 3 (Classrooms)    
Final status 0.21 *** 14 
Growth rate 0.03 *** 14 









(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.48 0.47 0.47 
Between students variation 
(Level 2) 
   Final Status 0.16 0.15 0.15 
Growth rate 0.02 0.01 0.01 
Between classrooms variation 
(Level 3) 
   Final Status 0.29 0.22 0.21 
Growth rate 0.04 0.03 0.03 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.06 0.00 
Growth rate -- 0.37 0.04 
Between classrooms (Level 3) 
   Final Status -- 0.23 0.05 
Growth rate -- 0.21 0.20 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.64 -- -- 
Growth rate 0.70 -- -- 
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Table 5. Analysis of students’ algebra1 achievement across tier1 and tier2 
courses with three level hierarchical growth model (Combined model). 
Fixed Effects Coefficient  se 
Intercept at last time point -0.52 * 0.22 
Classroom Level    
MSP-PD 0.34 ~ 0.18 
Strata1 -0.46 ~ 0.24 
Strata2 0.38  0.25 
Strata3 0.15      0.24 
Student Level    
Eligible for free/reduced lunch -0.06  0.07 
Black 0.28 ~ 0.14 
White 0.54 ** 0.15 
Hispanic 0.01 ~ 0.27 
Asian 1.52 *** 0.23 
Female 0.04  0.05 
Linear growth rate -0.15  0.14 
Classroom Level    
MSP-PD 0.16 * 0.07 
Strata1 -0.01  0.10 
Strata2 0.01  0.10 












Student Level    
Eligible for free/reduced lunch 0.01  0.05 
White 0.10  0.10 
Black 0.10  0.10 
Hispanic 0.37 * 0.19 
Asian 0.39 * 0.15 





Level 1 (Time)    
Temporal variation 0.38  -- 
Level 2 (Students)    
Final status 0.23 *** 743 
Growth rate 0.03 ** 743 
Level 3 (Classrooms)    
Final status 0.20 *** 25 
Growth rate 0.03 *** 25 










(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.38 0.38 0.38 
Between students variation 
(Level 2) 
   Final Status 0.26 0.23 0.23 
Growth rate 0.03 0.03 0.03 
Between classrooms variation 
(Level 3) 
   Final Status 0.35 0.22 0.20 
Growth rate 0.03 0.03 0.03 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.10 0.00 
Growth rate -- 0.06 0.01 
Between classrooms (Level 3) 
   Final Status -- 0.38 0.09 
Growth rate -- 0.04 0.17 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.58 -- -- 
Growth rate 0.53 -- -- 
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D.1 RESULTS FROM GEOMETRY TIER1 MODEL 
 
Table 1. Analysis of tier1 students’ geometry achievement with three level 
hierarchical growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point -0.04  0.21 
Classroom Level    
MSP-PD 0.18  0.23 
Strata1 0.17  0.24 
Student Level    
Eligible for free/reduced lunch -0.14 * 0.07 
Black -0.31 * 0.14 
White 0.12  0.14 
Hispanic -0.18  0.29 
Asian 0.29  0.21 
Female 0.04  0.06 
Linear growth rate 0.00  0.11 
Classroom Level    
MSP-PD 0.01  0.11 
Strata1 0.24 ~ 0.11 
Student Level    
Eligible for free/reduced lunch 0.00  0.04 
White 0.00  0.08 
Black 0.00  0.08 
Hispanic 0.03  0.16 
Asian -0.11  0.12 











Level 1 (Time)    
Temporal variation 0.40  -- 
Level 2 (Students)    
Final status 0.37 *** 795 
Growth rate --  -- 
Level 3 (Classrooms)    
Final status 0.15 *** 11 
Growth rate 0.03 *** 11 











(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.40 0.40 0.40 
Between students variation 
(Level 2) 
   Final Status 0.36 0.31 0.31 
Growth rate 0.00 0.00 0.00 
Between classrooms variation 
(Level 3) 
   Final Status 0.23 0.16 0.15 
Growth rate 0.05 0.03 0.03 
Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.14 0.00 
Growth rate -- 0.00 0.08 
Between classrooms (Level 3) 
   Final Status -- 0.28 0.05 
Growth rate -- 0.30 0.00 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.38 -- -- 
Growth rate 0.95 -- -- 
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D.2 RESULTS FROM GEOMETRY TIER2 MODEL 
 
Table 3. Analysis of tier2 students’ geometry achievement with three level 
hierarchical growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point 0.28  0.34 
Classroom Level    
MSP-PD 0.58  0.28 
Strata1 -0.70 ~ 0.28 
Student Level    
Eligible for free/reduced lunch -0.09  0.15 
Black -0.15  0.27 
White -0.07  0.28 
Hispanic -0.86  0.65 
Asian -0.48  0.61 
Female 0.25 * 0.12 
Linear growth rate -0.14  0.19 
Classroom Level    
MSP-PD 0.27 * 0.09 
Strata1 -0.13  0.10 
Student Level    
Eligible for free/reduced lunch -0.06  0.10 
White -0.03  0.18 
Black 0.04  0.19 
Hispanic -0.57  0.42 
Asian -0.08  0.42 











Level 1 (Time)    
Temporal variation 0.58  -- 
Level 2 (Students)    
Final status 0.20 *** 232 
Growth rate --  -- 
Level 3 (Classrooms)    
Final status 0.11 *** 4 
Growth rate 0.00 *** 4 










(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.59 0.58 0.57 
Between students variation 
(Level 2) 
   Final Status 0.14 0.08 0.14 
Growth rate 0.01 0.02 0.01 
Between classrooms variation 
(Level 3) 
   Final Status 0.31 0.20 0.11 
Growth rate 0.03 0.02 0.00 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.40 0.00 
Growth rate -- 0.00 0.71 
Between classrooms (Level 3) 
   Final Status -- 0.36 0.47 
Growth rate -- 0.11 0.84 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.69 -- -- 
Growth rate 0.84 -- -- 
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D.3 RESULTS FROM GENERAL GEOMETRY MODEL 
 
Table 5. Analysis of students’ geometry achievement across tier1 and tier2 
courses with three level hierarchical growth model (Combined model). 
Fixed Effects Coefficient  se 
Intercept at last time point -0.18  0.25 
Classroom Level    
MSP-PD 0.22  0.17 
Strata1 0.28  0.26 
Strata2 0.50  0.28 
Strata3 -0.60 ~ 0.29 
Student Level    
Eligible for free/reduced lunch -0.13 * 0.06 
Black -0.26 * 0.12 
White 0.09  0.12 
Hispanic -0.29  0.26 
Asian 0.20  0.19 
Female 0.09 ~ 0.05 
Linear growth rate -0.02  0.13 
Classroom Level    
MSP-PD 0.11  0.08 
Strata1 -0.08  0.12 
Strata2 0.14  0.13 
Strata3 -0.11  0.14 
Student Level    
Eligible for free/reduced lunch 0.00  0.03 









Black 0.01  0.07 
Hispanic -0.05  0.15 
Asian -0.09  0.11 





Level 1 (Time)    
Temporal variation 0.39  -- 
Level 2 (Students)    
Final status 0.30 *** 960 
Growth rate --  -- 
Level 3 (Classrooms)    
Final status 0.12 *** 15 
Growth rate 0.03 *** 15 










(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.38 0.38 0.38 
Between students variation 
(Level 2) 
   Final Status 0.27 0.24 0.24 
Growth rate 0.00 0.01 0.00 
Between classrooms variation 
(Level 3) 
   Final Status 0.35 0.13 0.12 
Growth rate 0.04 0.03 0.02 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.14 0.00 
Growth rate -- 0.00 0.18 
Between classrooms (Level 3) 
   Final Status -- 0.62 0.10 
Growth rate -- 0.27 0.13 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.56 -- -- 
Growth rate 0.91 -- -- 
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E.1 RESULTS FROM ALGEBRA2 TIER1 MODEL 
 
Table 1. Analysis of tier1 students’ algebra2 achievement with three level hierarchical 
growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point -0.23 * 0.13 
Classroom Level    
MSP-PD -0.01  0.16 
Strata1 0.41 * 0.16 
Student Level    
Eligible for free/reduced lunch -0.11  0.08 
Black -0.03  0.17 
White 0.38 * 0.17 
Hispanic 0.51  0.32 
Asian 0.74 ** 0.27 
Female 0.09  0.07 
Linear growth rate 0.01  0.04 
Classroom Level    
MSP-PD 0.00  0.06 
Strata1 0.01  0.05 
Student Level    
Eligible for free/reduced lunch -0.10 * 0.04 
White 0.00  0.09 
Black -0.03  0.10 
Hispanic -0.28  0.18 
Asian 0.03  0.15 













Level 1 (Time)    
Temporal variation 0.34  -- 
Level 2 (Students)    
Final status 0.48 *** 641 
Growth rate 0.04 *** 641 
Level 3 (Classrooms)    
Final status 0.08 *** 12 
Growth rate 0.00 * 12 









(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.34 0.34 0.34 
Between students variation 
(Level 2) 
   Final Status 0.53 0.48 0.48 
Growth rate 0.04 0.04 0.04 
Between classrooms variation 
(Level 3) 
   Final Status 0.17 0.08 0.08 
Growth rate 0.01 0.00 0.00 
Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.09 0.00 
Growth rate -- 0.13 0.00 
Between classrooms (Level 3) 
   Final Status -- 0.54 0.00 
Growth rate -- 0.38 0.00 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.24 -- -- 
Growth rate 0.13 -- -- 
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E.2 RESULTS FROM ALGEBRA2 TIER2 MODEL 
 
 
Table 3. Analysis of tier2 students’ algebra2 achievement with three level hierarchical 
growth model. 
Fixed Effects Coefficient  se 
Intercept at last time point -0.09  0.21 
Classroom Level    
MSP-PD -0.17  0.36 
Strata1 0.58  0.35 
Student Level    
Eligible for free/reduced lunch 0.02  0.13 
Black 0.23  0.28 
White 0.21  0.29 
Hispanic -0.04  0.44 
Asian 0.74 * 0.36 
Female 0.10  0.11 
Linear growth rate 0.01  0.12 
Classroom Level    
MSP-PD -0.12  0.21 
Strata1 0.14  0.20 
Student Level    
Eligible for free/reduced lunch -0.02  0.08 
White 0.08  0.17 
Black -0.06  0.18 
Hispanic -0.17  0.28 
Asian -0.05  0.23 











Level 1 (Time)    
Temporal variation 0.75  -- 
Level 2 (Students)    
Final status 0.30 *** 277 
Growth rate --  -- 
Level 3 (Classrooms)    
Final status 0.21 *** 7 
Growth rate 0.07 *** 7 











(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.55 0.55 0.55 
Between students variation 
(Level 2) 
   Final Status 0.26 0.24 0.24 
Growth rate 0.02 0.02 0.02 
Between classrooms variation 
(Level 3) 
   Final Status 0.26 0.21 0.21 
Growth rate 0.07 0.07 0.07 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.06 0.00 
Growth rate -- 0.22 0.02 
Between classrooms (Level 3) 
   Final Status -- 0.18 0.02 
Growth rate -- 0.00 0.05 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.50 -- -- 
Growth rate 0.78 -- -- 
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E.2 RESULTS FROM GENERAL ALGEBRA2 MODEL 
 Table 5. Analysis of students’ algebra2 achievement across tier1 and tier2 
courses with three level hierarchical growth model (Combined model). 
Fixed Effects Coefficient  se 
Intercept at last time point -0.07  0.14 
Classroom Level    
MSP-PD -0.05  0.16 
Strata1 -0.53 * 0.21 
Strata2 0.00  0.24 
Strata3 0.45 * 0.19 
Student Level    
Eligible for free/reduced lunch -0.07  0.06 
Black 0.04  0.14 
White 0.34 * 0.14 
Hispanic 0.29  0.25 
Asian 0.72 ** 0.20 
Female 0.08  0.06 
Linear growth rate 0.04  0.07 
Classroom Level    
MSP-PD -0.04  0.08 
Strata1 -0.13  0.10 
Strata2 -0.01  0.13 
Strata3 0.01  0.10 
Student Level    










White 0.02  0.08 
Black -0.03  0.08 
Hispanic -0.22  0.14 
Asian 0.00  0.12 





Level 1 (Time)    
Temporal variation 0.37  -- 
Level 2 (Students)    
Final status 0.40 *** 888 
Growth rate 0.03 *** 888 
Level 3 (Classrooms)    
Final status 0.12 *** 20 
Growth rate 0.03 *** 20 











(Strata + Student 
Characteristics) 
Final 
Adjusted Model  
(MSP-PD) 
Variance Decomposition    
Temporal variation (Level 1) 0.37 0.37 0.37 
Between students variation 
(Level 2) 
   Final Status 0.43 0.40 0.40 
Growth rate 0.04 0.03 0.03 
Between classrooms variation 
(Level 3) 
   Final Status 0.27 0.12 0.12 
Growth rate 0.03 0.03 0.03 
    Proportion of Variance 
Explained 
   Between students (Level 2) 
   Final Status -- 0.07 0.00 
Growth rate -- 0.12 0.00 
Between classrooms (Level 3) 
   Final Status -- 0.57 0.01 
Growth rate -- 0.10 0.02 
Intraclass Correlation 
Coefficient (ICC) 
   Final Status  0.39 -- -- 
Growth rate 0.44 -- -- 
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