In this paper we address the problem of simultaneous estimation of scene structure and restoration of images from blurred photometric measurements. In photometric stereo, structure of an object is determined by using a particular reflectance model (the image irradiance equation) without considering the blurring effect. What we show in this paper is that, given arbitrarily blurred observations of a static scene captured with a stationary camera under different illuminant directions, we still can obtain the structure represented by the surface gradients and the albedo and also perform a blind image restoration.
I. Introduction
Shape or depth recovery is a classic problem in computer vision. Here the aim is to get the 3D structural information from one or more 2D images. Techniques to recover the shape are called shape-from-X techniques, where X can be shading, stereo, motion, texture, etc. Among these the photometric stereo (PS) and the shape from shading (SFS) methods recover the shape from gradual variation in shading. While the PS employs two or more observations under different illuminations or light source positions, the SFS provides the shape estimation from a single intensity image captured under a single light source position. In many practical applications, PS has been found to yield better shape estimates. It requires that the complete area of the object be illuminated by the use of different light source positions and hence gives better results with more number of images taken under different illuminant positions. PS estimates the slope of the surface by measuring how their intensity varies with the direction from which they are illuminated.
As discussed in the next section researchers traditionally treat the shape from shading problem without considering the blur introduced by the camera. However, when one captures the images with a camera, the degradation in the form of blur and noise is often present in these observed image intensities. Some of the low end commercial cameras fail to set the autofocus properly when the illumination is not bright-typically the case in photometric measurements. Similarly when the illuminant direction is changed for the subsequent shots, the camera tries to re-adjust the focus (although there is no need for it as the object and the camera are both stationary), and focusing error does creep in. It is natural that the variations in image intensity due to camera blur affects the estimates of the surface shape. Thus, the estimated shape differs from the true shape in spite of possibly having the knowledge of the true surface reflectance model. This limits the applicability of these techniques in 3D computer vision problems. It is to be mentioned here that all the existing approaches in the literature assume a pinhole model that inherently assumes that there is no camera blur during observation. However the blur could happen due to a variety of reasons such as improper focus setting as mentioned earlier or camera jitter. This motivates us to restore the image as well, while recovering the structure. The problem can then be stated as follows: given a set of blurred observations of a static scene taken with different light source positions, obtain the true depth map and the albedo of the surface as well as restore the images for different light source directions, i.e., estimate the true structure and also the images. Since the camera blur is not known, in addition, we need to estimate the point spread function (PSF) of the blur which caused the degradation. In this paper we assume a point light source illumination with known source directions and an orthographic projection. The problem can be classified as a joint blind restoration and surface recovery problem. Since such a problem is inherently ill-posed, we need suitable regularization of all the fields to be estimated, i.e., surface gradients as well as albedo.
We show in this paper that the entire problem can be expressed as a simple problem of regularization and hence can be solved iteratively using existing mathematical tools. The details of the method are presented in this paper. This paper is organized as follows. In section II we review some of the previous works in photometric stereo and image restoration. We discuss, how one can model the degraded image formation from photometric observations in section III. The regularization based approach to derive the cost function for the estimation of surface gradients, albedo and the restoration of the image is the subject matter of section IV. Results of the experimentation on real as well as synthetic images are presented in section V to illustrate the capabilities of our approach, and we conclude with summary in section VI.
II. Related Work
Shading is an important cue for human perception of the surface shape. Researchers in computer vision have attempted to use the shading information to recover the 3D shape.
Horn was one of the first researchers to study this problem by casting it as a solution to second order partial differential equations [1] . Shape from shading (SFS) problem is typically solved using four different approaches. These approaches include the regularization approach, the propagation approach, the local approach and the linear approach. Ikeuchi and Horn [2] were the first to use the energy minimization technique using the brightness and the smoothness constraints. The propagation approach is basically the characteristic strip method proposed by Horn [1] . Pentland [3] used the local approach to recover the shape information by using the image intensity and its first and the second derivatives. He used the assumption that the surface is locally spherical at each point. Linear approaches proposed by Pentland [4] , and Tsai and Shah [5] linearize the reflectance map and solve for the shape. It is well known that the SFS problem is ill-posed and hence the solution may not be reliable. Also, most of the traditional SFS algorithms assume that the surface has constant albedo values. This assumption restricts the class of recoverable images. The researchers, thus attempted to solve the problem of shape recovery by using the photometric stereo (PS) by making use of multiple images to provide additional information for robust shape recovery. Even though some of the details of the local surface characteristics may be lost due to the least squares approach in PS, the global accuracy, in most cases, is better than the SFS. The idea of PS was initially formulated by Woodham [6] , [7] and later applied by others [8] , [9] . They used multiple images which were taken using distant light sources with different light source directions. They considered both the Lambertian as well as the non-Lambertian reflectance models of the surface.
Authors in [10] propose two robust shape recovery algorithms using photometric stereo images. They combine the finite triangular surface model and the linearized reflectance image formation model to express the image irradiance. The recovery of albedo values for color images using photometric stereo was considered by Chen et al. [11] . They show that the surfaces rendered using the calculated albedo values are more realistic than surfaces rendered using a constant albedo. The authors in [12] , [13] , [14] used a calibration object of known shape with a constant albedo to obtain the nonlinear mapping between the image irradiance and the surface orientation in the form of a lookup table. A neural network based approach to photometric stereo, for a rotational object with a non uniform reflectance factor is considered in [15] . In [16] shape from photometric stereo with the uncalibrated light sources is discussed. The recovery of the surface normal in a scene using the images produced under a general lighting condition which may be due to a combination of point sources, extended sources and diffused lighting, is considered by Basri and Jacobs [17] . They assume that all the light sources are isotropic and distantly located from the object. In order to improve the performance of the shape recovery, the SFS algorithm is integrated with the PS in [18] . Here the recovered albedo and the depth from photometric stereo are used in SFS to obtain a better depth estimate. A different method for obtaining the absolute depth from multiple images captured with different light source positions is presented in [19] . It involves solving a set of linear equations and is applicable to a wide range of reflectance models. Another approach to PS where the input images are matched through an optical flow is presented in [20] . Recently, several researchers have applied PS to the analysis, description and discrimination of surface textures [21] , [22] , [23] , [24] . It has also been applied to the problems of machine inspection of paper [25] and identification of machined surfaces [26] .
We now discuss, in very brief, a few of the research works carried out on image restoration and blind image deconvolution. The general approaches for image restoration include stochastic and deterministic methods. Stochastic approaches assume that the original image is a realization of a random field, usually a Markov random field (MRF). For a comprehensive survey of various digital image restoration techniques published prior to 1997, the reader is referred to [27] . More details about restoration in presence of unknown defocus blur can be found in [28] , [29] . A plethora of methods have also been proposed to solve the problem of blind image deconvolution [30] , [31] , [32] . A variant of the ML estimation, i.e., Expectation-Maximization (EM) algorithm has been used for blur iden-tification and image restoration in [33] , [34] . Some of the deterministic approaches based on projection onto convex sets (POCS) iterative restoration techniques are discussed in [35] , [36] , [37] , [38] , [39] . Recently, Candela et al. used local spectral inversion of a linearized total variation model for denoising and deblurring [40] . The model here consists of a system of partial differential equations (PDEs) obtained as a local linearization of a variational problem. Reconstruction of degraded images with impulsive noise is considered in [41] . An unsupervised edge-preserving image restoration is discussed by Bedini et al. [42] . They model the image to be restored as a Markov random field (MRF) and use a mixed-annealing algorithm for maximum a posteriori (MAP) restoration which is periodically interrupted to compute the maximum likelihood (ML) estimates of the MRF parameters.
As discussed above, the researchers have treated the shape estimation and restoration problems separately. Also, for shape estimation using the shading cue, the blur introduced by the camera is never considered. We demonstrate in this paper that both the shape estimation and restoration problems can be handled jointly in a unified framework. In other words we extract the depth values considering the effect of observation blur and also restore the image by simultaneously identifying the blur parameter using a suitable regularization approach.
III. Observation Model
Consider a scene illuminated with different light source positions. Figure 1 shows the setup for capturing the scene using the photometric stereo method. Here we consider that both the object and the camera positions are stationary. We capture the images with a large distance between the object and the camera, thus making a reasonable assumption of orthographic projection and neglect the depth related perspective distortions. The light source is assumed to be a distant point light. Under this assumption the incident light rays can be characterized by a unit directional vector. This vector is constant for each light source position. Now given an ensemble of images captured with different light source positions, using the theory of photometric stereo we can express the intensity of the image (image irradiance) at a point using the image irradiance equation as [43] f (x, y) = ρ(x, y)R(p(x, y), q(x, y)) = ρ(x, y)n(x, y).ŝ,
wheren is the unit surface normal at a point on the object surface,ŝ is the unit vector defining the light source direction and ρ is the albedo or the surface reflectance of the surface. The surface gradients (p, q) are used to specify the unit surface normal given bŷ
R is called the reflectance function. We concentrate on the Lambertian model in our study, but the method can be expanded to other reflectance models also with appropriate changes to handle the estimation of surface normals. Herê
s is the unit vector of the light source direction pointing towards the source. The surface gradients (p, q) and the albedo can be recovered using a minimum of three observations provided the three equations due to the measurements are linearly independent. In practice, one often uses more than three observations due to inconsistency of measurement equations and a least squares solution is sought. The solution to equation (1) using the different measurements gives the true surface gradients and the albedo in the least squares sense only when we do not consider the camera blur.
However, due to improper focus setting or camera blur the observations are often blurred.
Thus, considering the effect of blur the observed image can be expressed as
where h(x, y) represents the two-dimensional point spread function (PSF) of the imaging system, and η(x, y) is an additive noise introduced by the system. Considering k light source positions, the observed images can then be expressed as
Here f m (x, y) corresponds to the actual shaded image due to the m th light source position.
From equation (1), f m (x, y) is a function of ρ, p, q. It may be noted that, since there is no relative movement between the camera and the object, the PSF remains the same for all the observations. Note that we assume here that there is no chromatic aberration due to the lens in the observations. If it does exist, it will affect each color channel differently.
If f m is the N 2 × 1 lexicographically ordered vector representing the image irradiance for m th light source position, then using equation (2), the observed images can be modeled as
where H(σ) is a N 2 × N 2 matrix with σ representing the blur parameter. f m is the true focused image for the m th light source position and is of size N 2 × 1. f m is a function of the surface gradients and the albedo as seen from equation (1). In this paper we assume that the blur is due to the camera out-of-focus which can then be modeled by a pillbox blur or by a Gaussian PSF characterized by the variance σ 2 [44] . We assume that the blur is space invariant. This is tantamount to assuming that the variation in depth in the object is very small compared to its distance from the camera. This means that the object size cannot be too big as it has to be far off from both the camera and the light source. Also, since there should be no ambient light for the reflectance map to be valid, the method does not have any application in outdoor scene modeling. Given the above constraint, H becomes a block-Toeplitz matrix representing the linear convolution operator. η m is the N 2 × 1 noise vector which is zero mean i.i.d, and hence the multivariate noise probability density function is given by
where σ 2 η denotes the variance of the noise process. Our problem now is to estimate the blur parameter σ, the albedo ρ, the surface gradients p and q, and also perform blind image restorations given the observations g m , m = 1, · · · , k . This is an ill-posed inverse problem, requiring a suitable regularization. One may employ various kinds of regularization technique including that of total variation, each having its own advantages and disadvantages. We use the MRF prior for regularization in this paper.
IV. Simultaneous Estimation of Structure and Blind Restoration

A. Stochastic Model of Fields
As we are using a regularization based approach for simultaneous estimation of different parameter fields (p, q, and ρ), we need to use suitable priors for the fields to be estimated.
The MRF provides a convenient and consistent way of modeling context dependent entities such as image pixels, depth of the object and other spatially correlated features. This is achieved through characterizing mutual influence among such entities using the MRF modeling. The practical use of MRF models is largely ascribed to the equivalence between MRFs and Gibbs distributions(GRF) established by Hammersley and Clifford [45] . Let Z be a random field over an arbitrary
From the Hammersley-Clifford theorem [46] which proves the equivalence of an MRF and a GRF, we have
where z is a realization of Z, Z p is the partition function given by z exp −U (z) and U (z) is the energy function given by U (z) = c∈C V c (z).
V c (z) denotes the potential function of clique c and C is the set of all cliques.
The lexicographically ordered field z satisfying the Gibbs density function is now written to have the density function P (z) =
In order to employ a simple and fast minimization technique like gradient descent, it is desirable to have a convex energy function. To this end we consider pair wise cliques on a first order neighborhood and impose a quadratic cost which is a function of finite difference approximations of the first order derivative at each pixel location, i.e.,
where µ represents the penalty for departure from the smoothness in z. We use this particular energy function in our studies in order to impose the smoothness constraint on the solution. Any other form of energy function can also be used without changing the solution modality proposed here.
B. Structure and Image Recovery with Known Blur
Once we define appropriate prior models for the different fields p, q, and ρ, and the image formation model equation (1) for example, we need to apply a suitable regularization scheme to obtain an accurate solution. For an easier understanding, we first consider the case where we estimate the albedo, the surface gradients and also restore the image when the blur is known. This will be relaxed in the next subsection.
The proposed method can now be illustrated using the Figure 2 . We obtain k observations of a static scene by varying the direction of the point light source. It is assumed that the directions are known. We also assume that the reflectance model is known. One can now obtain a least square estimate of the surface gradients (p (0) (x, y), q (0) (x, y)) and the albedo ρ (0) (x, y) assuming that the observations are free from blur, which are used as the initial estimates. Expectedly these estimates are quite poor due to blurred observations. We introduce the context dependencies in the estimated fields by modeling them as separate MRFs. Thus the corresponding priors are U (p), U (q), and U (ρ). Using the equation (5), we then use the following energy function U (w) for each of the fields U (p), U (q), and U (ρ).
where w = p, q, or ρ. Here µ w is a penalty term for departure from smoothness. Thus considering the brightness constraint term and the smoothness term for regularizing the solution, the final cost function can be expressed as
This cost function is convex and can be minimized with respect to the fields p, q, and ρ using a gradient descent method. The initial estimates p (0) , q (0) , and ρ (0) are used here to speed up the convergence. Having obtained the estimated fieldsp,q, and the albedoρ one can obtain the restored image for a particular light source direction by using equation (1) . Since the surface gradients p and q are already estimated, it is straight forward to restore the depth d(x, y) of the scene, which is obtained by solving the following iterative equation (see [43] for details)
where p x and q y now represent the derivatives of the estimated surface gradients in x and y directions, respectively. It should be noted here that we are not performing direct image deconvolution which is highly ill-posed and leads to numerical instability.
C. Blur Estimation
We now extend the proposed algorithm to a more realistic situation in which the blur PSF is also unknown. In order to do that we must estimate the amount by which an image is blurred. When the images are captured with a camera, the blur phenomenon could occur due to various reasons even when the camera is stationary. This may be due to improper focusing or camera jitter while imaging. Thus it is required to estimate the blur while restoring the image and estimating the structure. Considering that the unknown blur is due to the effect of improper focusing, it can be modeled by a Gaussian PSF, when we need to estimate the blur parameter σ (standard deviation) that determines the severity of the blur.
We estimate the blur by using a simple approach as suggested by Subbarao [47] . Since the blur is mostly due to camera defocus, the PSF can be easily parameterized by a single parameter σ (see [44] for details). Hence the PSF estimation problem simplifies drastically. Let g(x, y) and f (x, y) be two images with σ being the blur parameter where g(x, y) represents the blurred image while f (x, y) is the true focused image. Then g(x, y)
can be expressed in terms of f (x, y) by a simple convolution operation as
Using the fact that blur PSF h(x, y; σ) is Gaussian, it can be expressed in Fourier domain as H(w x , w y ) = exp
Now taking the Fourier transform on both sides of equation (9), we can easily derive the following equation for the estimated blur as
where G and F are the Fourier transforms of the functions g and f , respectively. Measuring the Fourier transform at a single point (w x , w y ) is, in principle, sufficient to obtain the value of σ 2 , but a more robust estimate can be obtained by taking the average over a small area in the frequency domain i.e.,
where R is a small region in the frequency domain and A is the area of R.
D. Structure Recovery and Blind Image Restoration
The blur estimation technique as discussed in the previous section (IV-C) gives the estimate of blur only when the true focused image f (x, y) and its blurred version g(x, y) are available. But our problem is to estimate the blur given only the blurred observations, since the true focused images for different light source positions are unknown. In this section we describe an approach for simultaneously estimating the blur parameter and the structure, given only the blurred photometric observations. As already mentioned,
for blind image restoration we use a Gaussian blur which can be parameterized by the standard deviation σ.
The proposed iterative approach for joint structure recovery and blind image restoration can be obtained by suitably modifying the block diagram given in Figure 2 . The approach is schematically presented in Figure 3 . Using the photometric stereo we obtain the least squares estimates of the fields p, q and ρ that serve as the initial estimate as before. The optimization (equation 7) is carried out with these initial estimates using an initial value of the blur parameter σ (0) . The cost function in equation (7) is minimized for p, q, ρ keeping σ (0) constant. Having estimated p, q, and ρ, we obtain a revised estimate of σ as follows. The new estimates of fields p (n) , q (n) , ρ (n) are used in image irradiance equation (1) along with the source directions to get the estimates of the focused images for different light source positions. We then obtain the new blur estimate σ (n) by using the equation (12) holding p (n) , q (n) , ρ (n) constant. Here the blurs (σ) are calculated between the observed images g 1 , g 2 , · · · , g k and the image estimatesf
and the average value of the estimated blur parameter σ is used as the updated one. This new value of σ (n) obtained thus is then used again in the optimization (equation 7) to update the fields p, q, ρ. The blur parameter and the structure (along with the images for different light source directions) are then estimated in an alternative way by keeping the blur parameter constant and updating the structure and vice-versa. The estimation of blur parameter and the different fields are carried out until the convergence is obtained in terms of the update for the parameter σ (n) . The blur thus obtained is the final estimated one. The corresponding gradient fields are then used to calculate the depth map. It should be mentioned here that the mask size chosen for the PSF should be sufficiently large compared to the value of σ. Typically we use the size to be larger than 6σ. Since σ is not known, we use the PSF kernel size to be 13 × 13 pixels as the defocus blur during the experimentation is rarely expected to exceed σ = 2 pixels. Further, one may note that there has been no attempt to perform any deconvolution of the observed data after having estimated the blur parameter. Experimentally we found that such an effort always leads to an inferior performance compared to that of the proposed method. The complete procedure is summarized below in terms of the steps involved.
STEP 1:
Obtain initial estimates p (0) , q (0) , ρ (0) using the photometric stereo on blurred data.
STEP 2:
Choose an initial blur parameter σ (0) .
STEP 3:
Set n = 0.
STEP 4:
Update the albedo and the scene structure 
for the i th pair and calculate the average value of blurσ (n+1) for k observations.
STEP 7:
Set n = n + 1 and go to step 4 until the convergence in the estimate of σ is obtained.
STEP 8:
Solve for depth using equation (8)
A comment about the convergence of the proposed technique is now in order. Like many similar optimization algorithms wherein one alternately estimates two sets of parameters by freezing one of the sets and updating the other set of parameters, a global convergence cannot be proved. However, it has been shown in [48] that the computation is quite stable and it converges to a local minima. Since steps 5 and 6 in the above description involve nonlinearities, a good initial estimate may be required for obtaining a quality solution. As per the observation of [48] , even an initial estimate of σ = 0 provide a good starting point.
However, we have carried out extensive experiments under varying initial conditions and different measurement sets and we never experienced any difficulty in convergence. We also experimented on simulated data sets when the observation noise is quite high and the amount of defocus blur is large. Under such taxing circumstances we found the estimate of the blur parameter σ to be a bit underestimated. Barring the above case, the convergence of the proposed method has been very satisfactory.
V. Experimental Results
A. Experiments with Known Blur
In this section, we present some of our experimental results to demonstrate the efficacy of the proposed regularization based approach. First we show the experiments on real images for image restoration, depth recovery and albedo estimation with known (simulated) blur.
For this experiment we considered observations for eight light source positions for the computation of the surface gradients and the albedo. Care was taken to make sure that the aperture was very small (to have a larger depth of field) and images are all sharply in focus.
This constraint will be removed in the subsequent experiments where the observations would involve an unknown PSF. The parameter for the gradient descent algorithm i.e., the step size is chosen as 0.01 for the estimation of all the three fields namely, p, q and the ρ. The same value is used in all experiments in this section. The camera blur was simulated by using a uniform circular blur mask, i.e, the captured images with different light source positions were convolved with the uniform blur mask which are then used as blurred observations. This blur approximates an out-of-focus blur as a pillbox function, and is used in many research simulations [27] . Here the blur is parameterized in terms of the window size and is modeled as a uniform intensity distribution within a circular disc of radius r, values of p and q by using the equation (8) and then scaled between 0 and 255. The brighter it is, nearer it is to the camera. The depth map using the surface gradients obtained from a standard photometric stereo (PS) of the blurred images is shown in Figure   7 (a) and the corresponding surface albedo is shown in Figure 7 (b). This result does not account for the presence of blur in the observations. The estimated depth map using the proposed method from blurred observations, and the recovered albedo are displayed in Figures 8(a) and (b) , respectively.
It can be clearly seen that the estimated depth using the proposed technique is very much similar to the depth map due to focused images shown in Figure 6 (a). The distortion introduced in the depth map shown in Figure 7 (a) is very much removed in Figure 8(a) .
The depth distortion near the chest and the mouth region is clearly visible. We observed an improvement in terms of the MSE (mean squared error) as well. The MSE calculated between the true depth map (Figure 6 (a) that does not have blurring) and the depth map due to blurred Jodu observations (Figure 7(a) ) was 0.0784, while it reduced to just 0.0005 for the depth map obtained using the proposed approach. Thus, there is a substantial improvement in the recovered depth map.
We now look at how well the albedo is recovered using the proposed approach. As can be seen from the Figure 6 In order to test the performance of our algorithm for a higher amount of blur, we now consider a blurring mask size of 9 × 9 with r = 4. We observed that our algorithm works well even for higher amount of blur, as is evident from the results. For this experiment we considered images of size 148 × 128, a region that shows only the face of the doll, and the number of images were kept as eight, same as used in the previous experiment.
Figure 9(b) shows the simulated blurred observation corresponding to the focused (pin-hole approximation) image depicted in Figure 9 (a). The restored image for the same using the proposed approach is shown in Figure 10 (a). We notice again that there is a considerable improvement in the reconstructed images. The high frequency details are clearly restored back as is evident from the protruding nose and eye boundaries of the dog. We show the result of image restoration using direct deconvolution in Figure 10 (b). Comparing this with that obtained using the proposed approach in Figure 10 (a), once again we observe that the reconstruction using the proposed approach is much better.
The estimated depth map ( Figure 12 ) is also comparable to the true depth map shown in Figure 11 (a). The depth map calculated using the standard PS method using the surface gradients recovered from the blurred images looks smooth, lacking the depth variation (see Figure 11(b) ). The recovered albedo map using the proposed technique and the albedo map estimated using the PS on the blurred observations are shown in Figures 13(b, a) . As can be seen from the figures, the recovered albedo estimated from the blurred observations appears too smooth indicating that the albedo is not well estimated when the observations are blurred and are not rectified.
B. Experiments with Unknown Blur
We now present the results for the more general case where the blur is unknown and need to be estimated along with the estimation of scene structure and the image restoration.
Here we consider the experiment using the real images as well as, the synthesized ones.
First, we consider an experiment using synthetic image for validation purposes. For this experiment, we generated a set of images of a spherical surface for different source positions.
We considered a set of eight images generated using different light source positions. The sphere had a checker-board patterned albedo (see Figure 14 ). The obtained images are then blurred by using a Gaussian blur mask of size 7×7 with a standard deviation of σ = 1
and are corrupted by adding a Gaussian noise of zero mean and a standard deviation of 0.01. Figure 14 within the range 0 to 1. The blur is not assumed to be known during the restoration process. We used an initial σ of 0.6 for this experiment and a mask size of 13 × 13. The final estimated σ for this experiment is 1.0352 which is very close to the actual defocus blur. Figure 15 shows the efficacy of our algorithm for the estimation of true, texture from the blurred observation. (see Figures 14(b) ). The restored image is quite comparable to the true image. We see that the boundary curves on each segment in the restored checker-board image is sharper when compared to the blurred observation indicating the restoration of high frequency details.
The estimated depth map (Figure 16(b) ) is also quite correct as the intensity is highest at the center and decreases as we move away from it which definitely reflects the shape of a hemisphere. The shape distortion seen in the depth map of Figure 16 (a) recovered from the blurred observations using the standard PS method clearly indicates the loss of depth details.
Finally we consider the experiments with real data for blind restoration and structure estimation, for which we use the same object Jodu captured with eight different light source positions. However, no attempt was made to bring the object Jodu in focus and hence the observations are slightly blurred. Common in real aperture imaging, the blur due to defocus is modeled by a Gaussian PSF with variance σ 2 . The blurred observations are then used to derive the fields p (0) , q (0) and the ρ (0) which are used as the initial estimates for our algorithm as discussed in section (IV-D). Again an initial value σ = 0.6 and a mask size 13 × 13 (which is the same as used in the previous experiment) were used in order to estimate the different fields and to restore the images iteratively. After every 100 iterations in gradient descent operation to estimate the surface normals, the new value of σ is calculated and is used again to refine the fields and the images. The algorithm is terminated when no further improvement in the estimate of σ is obtained. The final estimated σ for the given example was found to be 1.0577.
The results of the experiment are illustrated with the following figures. A blurred observation is depicted in Figure 17 Although it is difficult to visualize much perceptual improvement in the estimated depth map using the proposed technique from that obtained using a standard PS method on blurred observations due to the use of gray levels to encode the depth map (see Figures   19(b, a) ), there is definite perceptual difference when the depth is viewed as meshplots.
The corresponding plots are displayed in Figure 20 . As can be seen the meshplot shown in Figure 20 (a) corresponding to the standard PS method is smoother when compared to the plot for the proposed approach (see Figure 20(b) ). There was, also, noticeable change in the estimated p and q fields using these two methods. Since it is difficult to visualize the p and q fields for an arbitrary shaped object, we display only the recovered depth maps.
VI. Conclusions
We have described a method for simultaneous estimation of scene structure and blind image restoration from blurred photometric observations. The structural information is embedded within the observations and, through the unified framework we have described,
we were able to recover the restored images as well as the structure. We model the surface gradients and the albedo as separate MRF fields and use a suitable regularization scheme to estimate the different fields and the blur parameter alternately. No problem was faced regarding the convergence of the proposed method during the experimentations. Since we are using an iterative method for alternate estimation of parameters, the method is not suitable for real time application. However, the computational demands are not very pressing and it takes hardly a few tens of seconds on a P-IV machine to restore the image when we use about eight observations. Our approach uses known source positions while capturing images of the object with different light source positions. Our future work involves estimating the source directions simultaneously while obtaining the restored image and the structure. Further, we have assumed the blur to be constant (shift invariant) in this study. In real aperture images, the blur is often shift varying due to depth variation in the scene. We are currently investigating the issue of recovering the shift varying blur kernel.
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