Discovering governing physical laws from noisy data is a grand challenge in many science and engineering research areas. We present a new approach to data-driven discovery of ordinary differential equations (ODEs) and partial differential equations (PDEs), in explicit or implicit form. We demonstrate our approach on a wide range of problems, including shallow water equations and Navier-Stokes equations. The key idea is to select candidate terms for the underlying equations using dimensional analysis, and to approximate the weights of the terms with error bars using our threshold sparse Bayesian regression. This new algorithm employs Bayesian inference to tune the hyperparameters automatically. Our approach is effective, robust and able to quantify uncertainties by providing an error bar for each discovered candidate equation. The effectiveness of our algorithm is demonstrated through a collection of classical ODEs and PDEs. Numerical experiments demonstrate the robustness of our algorithm with respect to noisy data and its ability to discover various candidate equations with error bars that represent the quantified uncertainties. Detailed comparisons with the sequential threshold least-squares algorithm and the lasso algorithm are studied from noisy time-series measurements and indicate that the proposed method provides more robust and accurate results. In addition, the datadriven prediction of dynamics with error bars using discovered governing physical laws is more accurate and robust than classical polynomial regressions.
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Introduction
Almost all physical laws in nature are mathematical symmetries and invariants, suggesting that the search for many natural laws is a search for conservative properties and invariant equations [1] [2] [3] . In areas of science and engineering, the case is often encountered when the amount of experimental data is generous while the physical model is unclear. Discovering the governing physical laws behind noisy data is critical to the understanding of physical phenomena and prediction of future dynamics. Johannes Kepler published his three laws about planetary motion in the seventeenth century, having found them by analysing the astronomical observations of Tycho Brahe [4] . It took many years for Kepler to find the laws about planetary motion in the seventeenth century, but in recent years, the continuous growth of computing power with multiple-core processors makes the fast and automated physical-law discovery processes possible. Our goal is to design an automated physical-law discovery process, such that it can be applied to all kinds of datasets, to discover the physical laws that govern the dataset, where physical laws exist.
Suppose f : R d 1 → R d 2 is the governing function of some physical laws. Given dataset {x i , f (x i )} N i=0 , interpolation or regression methods are available for the purpose of finding or approximating f . However, in some cases especially when f is in complicated or implicit form, interpolation or regression may have very poor results. From another perspective, we suggest a robust data-driven approach to discovering f in two steps. First, discover the differential equations satisfied by f ; second, obtain the solution f , by solving the equations analytically or numerically. Besides having more flexibility to a larger class of functions than interpolation or regression, our approach derives the governing differential equations, which provide insights to the governing physical laws behind the observations.
Consider a dynamical system of the form dy dx = f (x, y).
, where y i = y(x i ) and y i = (dy/dx)(x i ), we try to find the expression of f (x, y). A similar case was proposed in [5] and the related theories were further discussed in [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . The method of data-driven discovery of dynamical systems has a wide range of applications, including biological networks [17] , phenomenological dynamical models [18] , parsimonious phenomenological models of cellular dynamics [19] , predator-prey systems [20] , stochastic dynamical systems [21] and optical fibre communications systems [22] .
The following is a simple example of how this procedure works. First, we pick a set of basis-functions containing all the terms of f (x, y); for instance, {1, x, y, x 2 , y 2 , xy}. The set of basisfunctions can have more terms than f (x, y), and we tend to pick a moderately large set to guarantee that all the terms of f (x, y) are contained. Then, algorithms are applied to search the subset of basisfunctions that are exactly all the terms of f (x, y) and to determine the corresponding weights. Using the given noisy data and the basis-functions, we construct the following system T . Finding the weight-vector w is equivalent to solving the sparse regression problem η = Φw + , ( 1.3) where η, Φ are known, is the model error and w is to be determined sparsely. To solve this problem, one may use sequential threshold least squares [5] , which does least-square regression and eliminates the terms with small weights iteratively, or may use lasso [6, 23] . In this paper, we use threshold sparse Bayesian regression algorithm, which is a modification of RVM (relevance vector machine [24, 25] ). Similar sparse methods are also popular in compressive sensing [26] [27] [28] [29] [30] and dictionary learning [31, 32] . Compared to the other sparse methods, our algorithm takes advantage of Bayesian inference to provide error bars and to quantify uncertainties in the datadriven discovery process. The remainder of this paper is structured as follows. In §2, we introduce a general discovery pattern for discovering governing physical laws. In §3, we propose an algorithm for sparse regression based on RVM. Some numerical examples are presented in §4, followed in §5 by a conclusion.
General discovery pattern
Discovering governing differential equations in a pattern like (1.1) is limited: this algorithm needs some prior knowledge of the equation to discover it. In other words, the term on the left-hand side of the equation must be known before the algorithm tries to discover the equation. For example, if written in the form dy dx = f (x, y), (2.1) then the differential equation must contain the term dy/dx, and other terms are of order less than 1. If written in the form d 2 y dx 2 = f x, y, dy dx , (2.2) then the differential equation must contain the term d 2 y/dx 2 , and other terms are of order less than 2. More complicated physical systems in implicit form, such as Laguerre differential equation Firstly, when higher-order derivatives are present in the governing physical laws, a set of basisfunctions is chosen to contain these higher-order derivatives, such as The set of basis-functions constructed by 'tensor product' has (d+k+2)! d!(k+2)! elements, and grows very fast when d, k are large. Therefore, if additional knowledge about the physical system is available, some basis-functions that are certainly not part of the physical system should be eliminated beforehand. In addition, integers d, k may be increased adaptively to search different sets of basis-functions in sequence starting from lower-order ones. When the error bar is smaller than a preassigned value, the procedure is stopped and the governing physical laws are discovered.
Write the basis-functions into a vector
Now the problem is to find a sparse weight-vector
A non-convex algorithm using alternating directions to find the sparse non-trivial solution w is analysed in [33] , and a similar approach is used for discovering dynamical systems in [17] . They solve the sparse regression problem but without analysis of the uncertainty. Our approach solves the sparse regression problem using Bayesian inference and provides error bars that quantify the uncertainty of the discovered weights. After collecting the data
we have the following sparse regression problem 12) where is the model error. If sparse regression is performed in (2.12), the resulting weights may collapse to all zeros. As a result, we fix one of the weights to be 1 at a time and perform sparse regressions repeatedly for different fixed weights. Specifically, for each j ∈ {1, . . . , M}, fix w j = 1 and solve the other weights in the following regression problem: 13) which is equivalent to
Using the sparse regression method detailed in §3, we get the weights which indicate that the physical system might be (a) Construct basis-functions of the same dimension
Using the basis-functions generating the technique introduced above, we constructed basisfunctions by tensor-products. Owing to the rapid growth of the size of the tensor-products, the set of basis-functions can become very large, which may result in linear correlation within the basis-functions and therefore is bad for the accuracy of the result. What simplifies the case is that real-world data usually have dimensions, so do the basis-functions calculated by the data. Any physically meaningful equation has the same dimensions on every term, which is a property known as dimensional homogeneity [34] . Therefore, when summing up terms in the equations, the addends should be of the same dimension. For example, if we want to discover the relationship between force F and the second-order tensor generated by mass m and acceleration a, namely {1, m, a, m 2 , a 2 , ma}, then the only basis-function in the tensor having the same dimension as F is ma. Thus, we can use the following regression to discover the physical law 18) where w is the weight to be estimated. Following this rule, basis-functions of the same dimension are chosen as a set of basis-functions in the equation discovery process, which reduces the number of basis-functions efficiently and improves the performance of the algorithm significantly. More examples are listed in §4 in the discovery of shallow water equations and Navier-Stokes equations.
Threshold sparse Bayesian regression
To solve the sparse regression problem (2.14), we design an algorithm in this section. Note that all the F ij in (2.14) can be calculated using the data by (2.11). Now, to describe our algorithm in a general setting, given noisy data, let η be a known vector calculated by the data, Φ be a known matrix calculated by the data, w = [w 1 , w 2 , . . . , w M ] T be the weight-vector to be estimated sparsely, and be the model error:
Sparse Bayesian inference assumes that the model errors are modelled as independent and identically distributed zero-mean Gaussian with variance σ 2 , which may be specified beforehand, but in this paper it is fitted by the data. The model gives a multivariate Gaussian likelihood on the vector η: Figure 1 . Graphical structure of the sparse Bayesian model.
The likelihood is coded with a Gaussian prior over the weights
3)
Each α j controls each w j individually, which encourages the sparsity property of this model [24] . To complete the hierarchical model, we define hyperprior distributions over α as well as σ 2 , the variance of the error. As these quantities are instances of the scale parameters [35] , Gamma distributions are suitable: See figure 1 for the graphical structure of this model. The posterior over all unknown parameters given the data can be decomposed as follows:
If assuming uniform scale priors on α and β with a = b = c = d = 0, we may approximate p(α, σ 2 |η) using Dirac delta function at (α ML ,σ 2 ML ):
where
This maximization is known as the type-2 maximum-likelihood [35] and can be calculated using a fast method [36] . posterior over the weights given data: 9) in which the posterior covariance and mean are as follows:
The optimal values of many of the hyperparameters α j in (3.8) are infinite [24] , which from (3.10) and (3.11) leads to a posterior with many weights w j infinitely peaked at zero and results in the sparsity of the model. The posterior for each weight can be deduced by (3.9) the following: 12) with meanμ j and standard deviationΣ 1/2 jj . To encourage accuracy and robustness, we place a threshold δ ≥ 0 on the model to clean up possible disturbances present in the weight-vector and then reestimate the weight-vector using the remaining terms, iteratively until convergence. The entire procedure is summarized in algorithm 1. A discussion about how to choose the threshold is detailed in example f in §4. For components ofμ with absolute value less than the threshold, set them as 0; whileμ = 0 do Delete the columns of Φ whose corresponding weight is 0, getting Φ ; Calculate the posterior distribution p(w |η) in η = Φ w , let the mean beμ ; Update the corresponding components ofμ usingμ ; For components ofμ with absolute value less than the threshold, set them as 0; ifμ is the same as the one on the last loop then break; end end Set the submatrix ofΣ corresponding to non-zero components ofμ as the last estimated posterior variance in the preceding procedure, and set other elements ofΣ as 0. The error bar for the sparse regression (algorithm 1) is constructed as follows:
We divideΣ jj byμ 2 j to normalize the uncertainty on each weight. In this construction, smaller error bars mean higher posterior confidence. Algorithm 1 is designed such thatμ has more 0 components after each loop. Therefore, its convergence is guaranteed given the convergence of calculation of the maximum likelihood in (3.8) .
The method of sequential threshold least squares is summarized in algorithm 2, which is almost the same as 'SINDy' in [5] . The difference is that algorithm 2 does least squares iteratively until convergence while 'SINDy' in [5] caps the maximum number of loops as 10. The sufficient conditions of 'SINDy' for general convergence, rate of convergence and conditions for one-step recovery appear in [16] . In addition, the method of lasso [23] is summarized in algorithm 3. true system used to generate data true system continued approximated by sequential threshold least squares true system used to generate data true system continued approximated by threshold sparse Bayesian regression true system used to generate data true system continued approximated by lasso 
where f is a fixed vector of basis-functions of the form (2.9) whose components are monomials of x 1 and x 2 of up to the fifth degree, and w 1 and w 2 are the weights being solved for. As a comparison, three methods are used individually to discover the dynamical system: sequential threshold least squares (algorithm 2), lasso (algorithm 3) and threshold sparse Bayesian regression (algorithm 1). All the thresholds are set at 0.05. Numerical results are listed in figure 2 .
The initial value of the dynamical system is set as (x 1 , x 2 ) = (2, 0). 
Randomized simulations provide theoretical justification for the discovery of dynamical systems from random data, which was proved for lasso problems in [8, 9, 11] . In this example, each regression uses 200 data points. At each level of noise, all regression methods use the same noisy data. As the noise added to the regression methods was random, different solutions are obtained in different runs and yield different curves. Note that discovering a system of equations is equivalent to discovering each equation in the system individually, as long as the data required to calculate the basis-functions are given. As shown in figure 2, threshold sparse Bayesian regression generates better approximated curves to the real solution than sequential threshold least squares and lasso. Furthermore, our method is very robust even for very large noise (∼ N (0, 1.0 2 )).
(b) General automatic discovery and prediction
Consider the Laguerre differential equation:
which is (2.3) in §2. We use threshold sparse Bayesian regression with error bar (3.13) to discover this differential equation, and the sets of basis-functions are attempted in sequence starting from ones of lower order. Then we compare the error bars for each result to select a solution. As long as our algorithm gives an error bar that is less than the user-preset value δ = 10 −4 , we stop attempting more sets of basis-functions. 
Result 3 has the smallest error bar among all of the results and its numerical solution fits and predicts the true solution well. Result 2 fits the true solution and predicts the tendency correctly, though it has a larger error bar and it is a first-order differential equation, while the true system is of second order. See figure 3 for more details. This example indicates that even if the true system were not discovered, such as in the case where some terms of the true system are not contained in the set of basis-functions, our algorithm could generate an approximated system and provide an accurate regression and prediction of the system's tendency.
(c) Data-driven discovery of shallow water equations using dimensional analysis and threshold sparse Bayesian regression
Consider the conservative form of shallow water equations:
and where h is the total fluid column height, (u, v) is the fluid's horizontal flow velocity averaged across the vertical column and g is the gravitational acceleration. The first equation can be derived from mass conservation, the last two from momentum conservation. Here, we have made the assumption that the fluid density is a constant. In this system of partial differential equations, variables h, u, v, ∂h/∂t, ∂u/∂t, ∂v/∂t, ∂h/∂x, ∂u/∂x, ∂v/∂x, ∂h/∂y, ∂u/∂y, ∂v/∂y and constant g (= 9.8 m s −2 ) are involved. See table 3 for the corresponding dimensions of these variables. The data h, u and v are collected from a numerically generated example, where a water drop falls into a pool with grid size 30 × 30 (figure 4), and then partial derivatives are calculated by central difference formula. As the step size of the numerical differentiation is 1, some errors are introduced to the data. Data means and standard deviations are also provided in table 3 to show the magnitudes of the data. In this example, 1010 data points are used. Now, we use threshold sparse Bayesian regression with threshold 0.1 and the numerically generated data to discover shallow water equations. As the goal is to find the dynamics, regressions for ∂h/∂t, ∂u/∂t and ∂v/∂t are implemented. As ∂h/∂t has the dimension of speed (m s −1 ), we assume that it is a linear combination of variables of the same dimension. These which is equivalent to the system of equations (4.6)- (4.8). This example indicates that our algorithm may discover an equivalent form of the true system.
variables can be constructed as products of h, u, v, their first-order derivatives, and the constant g; namely, h(∂u/∂x), h(∂v/∂x), h(∂u/∂y), h(∂v/∂y), u, u(∂h/∂x), u(∂h/∂y), v, v(∂h/∂x), v(∂h/∂y),

(d) Data-driven discovery of Navier-Stokes equations using dimensional analysis and threshold sparse Bayesian regression
Consider the following two-dimensional incompressible Navier-Stokes equations:
where u is the flow velocity, ν is the kinematic viscosity, p is the pressure and ρ is the density. Letting u = (u 1 , u 2 ), where u 1 is the flow velocity in x direction and u 2 is the flow velocity in y direction, we have:
and See table 4 for the corresponding (u 1 , u 2 ) dimensions of these variables. We set ρ, ν as constants and collect data u 1 , u 2 , p from a numerically generated example (figure 5) and then compute partial derivatives using the central-difference formula.
Now we use threshold sparse Bayesian regression with threshold 0.1 and the numerically generated data to discover Navier-Stokes equations. As ∂u 1 /∂t and ∂u 2 /∂t have the dimension of acceleration (m s −2 ), we assume that they are linear combinations of variables of the same dimension. Similar to the example for shallow water equations discussed above, the basisfunctions can be constructed as u 1 
(e) Threshold sparse Bayesian regression for prediction
Consider the function from R to R: prediction using data with 1% noise prediction using data with 2% noise prediction using data with 4% noise prediction using data with 10% noise . Polynomial regressions use all of the 31 data points, but for discovering differential equations, we calculate the derivatives of the middle 27 data points using central difference formula. Then the other four data points are discarded and only 27 data points are used in our algorithm. The prediction by discovering differential equations at each x reads as 'mean (±s.d.)' . Although the method of discovering differential equations uses less data points and introduces more error when calculating numerical derivatives, it has much better performance in prediction than polynomial regressions. (Online version in colour.)
Given its values on the interval [0, 3], we try to predict its values on [3, 6] . We will compare polynomial regressions with the method of discovering differential equations. Different levels of noise are analysed. Although the method of discovering differential equations uses less data and introduces more error when calculating numerical derivatives, it has much better performance in prediction than polynomial regressions (figure 6). Root mean square prediction error by polynomial regression and the method of discovering differential equations, as well as the discovered differential equation are listed in table 6, with no noise, 1% noise, 2% noise, 4% noise, and 10% noise, respectively. At all levels of noise, the method of discovering differential equations performs better than polynomial regressions.
In the discovered differential equations of our algorithm, the weight of each term is of normal distribution, and the numbers in front of each term read as 'mean (± s.d.)' of the corresponding weights (table 6) . In total, 10 000 Monte Carlo samples of the weights are performed to produce 10 000 curves of numerical solutions, or 10 000 predictive values at each x. Then the means and standard deviations are calculated for each x to quantify the uncertainty (figure 6). Now consider a second example, the function from R to R: With all settings the same as the first example, we have our results in figure 7 and table 7. Again, the method of discovering differential equations has much better performance in prediction than polynomial regressions. These two examples show how our algorithm exploits the characteristics of the models in terms of differential equations and that our algorithm is applicable to models where polynomial regressions fail. We try to discover the first differential equation in the system (4.24) using our algorithm, at different levels of threshold. The initial value of the dynamical system is set as (x 1 , x 2 ) = (2, 0). One hundred simulations at each level of threshold per level of white noise added on dx 1 /dt are performed. Each simulation uses 200 data points. As the noise is random, different solutions are obtained in different simulations and yield different results. For each result, we calculate the L 1 error between the discovered weight-vector and the true weight-vector. Then, the L 1 errors are averaged among the same level of threshold. See figure 8 for the weight L 1 error by threshold.
As shown in figure 8 , weight L 1 error is large when the threshold approaches 0 or 0. 5 . Weight L 1 error is large at 0 because the algorithm is unable to clean up possible disturbances present in the weight-vector. Note that one of the true weights in the first differential equation in the system (4.24) is −0.5. When the threshold is around 0.5, this term may be falsely eliminated, which causes a huge error jump. When the threshold is between 0.15 and 0.4, our algorithm generates the best results. This example indicates that the best choices of threshold should be moderately greater than 0 but not too large.
Conclusion
We have introduced a new data-driven approach, the threshold sparse Bayesian regression algorithm, to find physical laws by discovering differential equations from noisy data. The proposed method is a different approach than the regression-like method called symbolic regression in [1] . Symbolic regression distills physical laws from data directly, without involving differential equations. Similar approaches as the proposed method were studied in [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] 37] . In this work, a hierarchical Bayesian framework has been constructed to provide error bars that quantify the uncertainties of the discovered physical laws. The key idea is to select candidate terms for the underlying equations using dimensional analysis, and to approximate the weights of the terms with error bars using our new algorithm, the threshold sparse Bayesian regression algorithm, which employs Bayesian inference to tune the hyperparameters automatically.
Our approach is effective, robust and able to quantify uncertainties by providing an error bar for each discovered candidate equation. The effectiveness of our algorithm is demonstrated through a collection of classical ordinary differential equations and partial differential equations. Within this framework, we have provided six numerical examples in §4 to examine the performance of the proposed method. Example 4a has compared the proposed method with other sparse regression methods, the sequential threshold least-squares algorithm and the lasso algorithm. It demonstrates that the proposed method has better performance and robustness than the other methods. Example 4b has applied the general discovery pattern introduced earlier in this paper and tested the constructed error bars. The numerical results demonstrate that the proposed pattern is practical. Examples 4c,d have combined dimensional analysis with the proposed method to discover shallow water equations and Navier-Stokes equations, and have demonstrated the practical usage of the proposed algorithm. Example 4e has illustrated more accurate and robust predictions of the dynamics using the proposed algorithm, as compared to the predictions of polynomial regressions. Example 4f has discussed how to choose the threshold in the proposed algorithm.
