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Artificial neural networks achieve state-of-the-art performance when trained
on a vast number of labelled examples. Still, they can easily overfit training
examples when few labelled examples are available. The requirement to have
labels for all training examples is a strong limitation of standard supervised
machine learning. This can be addressed by applying semi-supervised learn-
ing methods that extend supervised learning and use unlabelled examples.
Self-training is the most basic and generic semi-supervised approach. In self-
training, a model is trained iteratively on both labelled and pseudo-labelled
examples obtained from previous iterations. This thesis focuses on the task
of investigating different variants of self-training by applying metric learning,
transfer learning, and self-supervised learning.
The first part of this thesis investigates how metric learning can be applied
to self-training. This is achieved by applying several metric learning losses for
the training of feedforward neural networks. Experimental results show that
triplet loss – a metric learning loss – can achieve better results than cross-
entropy loss with simple neural networks.
For improving the performance of self-training, the second part of the thesis
investigates applying large neural networks and pretraining on various image
sizes of ImageNet with different loss functions. Experimental results show
that pretraining always improves the predictive performance of the model.
Pretraining on smaller image sizes with cross-entropy loss provides the highest
performance.
In the third part of this thesis, several self-training methods are developed
using self-supervised learning. Geometric transformation-based self-supervised
learning is applied to unlabelled examples. The experimental results indicate
that applying self-supervised learning for only the first iteration achieves better
performance than using it in all iterations of self-training.
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Chapter 1
Introduction
Data is of ever-increasing abundance in the modern world. Such a vast amount
of data provides opportunities to exploit. However, much of this data is com-
plex, noisy, and lacks obvious structure. Therefore, explicit modelling of, for
example, its distribution is too challenging for a human agent. On the other
hand, a human can specify an explicit procedure, i.e., an algorithm, for con-
structing a suitable model. Machine learning (ML) is concerned with algo-
rithms that enable computers to learn from the data. The majority of the
algorithms that have been developed in this area of research perform what
is known as supervised learning. These algorithms take a set of training ex-
amples and produce a predictive model as output. Typically, each training
example is a vector of feature values and an associated label provided by some
labelling mechanism—the ”supervisor”. The learning algorithm aims to find a
model that will generalise to examples that are not available during the train-
ing process, so-called test examples, and correctly assign labels to these new
examples. The requirement to have labels for all training examples is a strong
limitation of standard supervised machine learning. There is another related
class of algorithms that perform unsupervised learning, and these algorithms
do not require label information for the training of the model. Unsupervised
learning algorithms search for structures and patterns in data. They are useful
for knowledge discovery from data but not necessarily immediately suitable for
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predictive modelling. Given the scarcity of labelled data in many applications,
an important question in machine learning research is whether unlabelled data
can be used in conjunction with labelled data to improve the accuracy of pre-
dictive models. Semi-supervised learning (SSL) lies somewhere between super-
vised and unsupervised learning and can use labelled and unlabelled examples.
SSL methods are designed to work with labelled and unlabeled examples.
In the last decade, much of the boom in machine learning has been seen
around deep learning – techniques for training large artificial neural networks.
Due to these techniques, we now can construct systems that can recognise
thousands of everyday objects in photos (Russakovsky et al., 2015). Previous
attempts to solve these tasks relied on hand-designed features such as bag of
visual words (Perronnin et al., 2010) or Fisher vectors (Sánchez et al., 2013).
Artificial neural networks apply end-to-end learning from data designed to
extract features from the raw signal available in the data. They do not rely
on predefined human feature engineering techniques.
Modern artificial neural networks are also known as deep neural networks,
where the qualification ”deep” relates to the large number of layers involved
in these models. Particular types of layers may be suitable for certain appli-
cations. For example, convolutional layers introduced in (LeCun et al., 1989)
are core building blocks of neural networks for image data. Deep models have
a large number of parameters that need to be estimated from the training
data, and suitable initial parameter values can substantially influence the out-
come of learning. For example, the parameters of neural networks can be
initialised randomly or transferred pretrained from other related tasks—this
is a form of transfer learning. Generally, some form of the stochastic gradient-
based optimisation algorithm is used to fit the parameters of the network by
minimising a function that measures the predictive error of the model on the
training data—the so-called ”loss function”. For supervised training of neu-
ral networks, the cross-entropy loss function is widely used for optimising the
parameters. Cross-entropy loss is estimated by comparing the labels in the
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training data and the model’s predictions.
Neural networks of sufficient size are universal function approximators (Hornik
et al., 1989) and can even perfectly fit a dataset with randomised labels (Zhang
et al., 2021). However, for the training of a complex neural network, a large
number of labelled examples may be required, and these networks can easily
overfit when trained on a small number of labelled examples: prediction on
training data may be much more accurate than predictions on test examples
not seen during the training process.
In many real-world scenarios, substantially fewer labelled examples are
available than unlabelled examples. Manual annotation of data is costly and
time-consuming, and for applications in areas such as medicine, it may not be
feasible to collect more labelled examples. In these situations, SSL approaches
may be useful: the idea is that training can be improved by using a limited
number of labelled examples along with a large number of unlabelled exam-
ples. In the simplest case, SSL methods can be trained iteratively on labelled
examples and unlabelled examples with predictions from previous iterations
of model training used to label the unlabeled examples. This is known as
self-training. This widely-used yet straightforward SSL strategy is the focus of
this thesis. We will investigate the effect of metric learning, transfer learning,
and self-supervised learning on the performance of SSL using self-training.
Considering metric learning, we will specifically focus on using so-called
Siamese networks for this task. For a small number of labelled examples,
Siamese networks (Bromley et al., 1993) are considered very efficient, especially
when few labelled examples are available per class (Koch et al., 2015). Hence,
they can be very useful when labelled examples are scarce. The training of
Siamese networks is performed using a loss function designed to enable the
networks to learn a distance function—a metric— over training examples using
label information.
Just as metric learning, transfer learning is an appealing method to reduce
the amount of labelled data required for successful learning and a promising
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tool to investigate in the context of semi-supervised learning using self-training.
Transfer learning is commonly performed by taking pretrained parameters ob-
tained from a related domain of data for which a large amount of labelled data
is available.
If transfer learning cannot be used, or the transferred parameters are not
well-suited to the target domain, then a promising alternative approach can be
employed to create an artificial classification problem based on unlabeled data
from the target domain and obtaining parameters by training on this auxiliary
training task—for example, detecting whether an image has been rotated or
not. This is known as self-supervised learning and a fairly recent development
in the literature on deep learning.
This thesis investigates ways in which metric learning and self-supervised
learning can be applied to self-training employing transfer learning. Three
avenues of research are followed:
• Applying metric learning for self-training to learn a similarity function
motivated by the hypothesis that this will yield better generalisation
performance than self-training using cross-entropy.
• Exploring the effect of transferring pretrained parameters for the initial-
isation of deep neural networks in self-training, based on the observation
that transfer of knowledge is particularly useful when small amounts of
labelled data are available for training.
• Adapting self-supervised learning for self-training to exploit unlabelled
examples in a manner that goes beyond what self-training does by la-
belling unlabeled examples, thus improving the predictive performance
of the model.
These three research directions are motivated by the goal of designing learn-
ing algorithms that can efficiently employ labelled and unlabelled examples to
improve the model’s predictive performance. The first point is based on us-
ing metric learning on labelled examples and propagating label information to
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unlabelled examples based on the metric that has been learned. The second
point investigates the effect of applying transfer learning from related tasks
with various sizes of inputs. The third line of enquiry takes the alternative
approach of exploiting unlabelled examples by creating auxiliary tasks from
this data, rather than resorting to pre-trained parameters obtained from some
other classification task performed on a similar but different domain.
The rest of this chapter briefly discusses the main concepts introduced
above and summarises the contributions and structure of the remainder of the
thesis.
1.1 Semi-supervised Learning
Many tasks in image classification require learning from a small number of la-
belled examples. Semi-supervised learning and transfer learning aim to achieve
fast generalisation from a small number of labelled examples by leveraging un-
labelled data or labelled data from other domains, respectively. SSL methods
are designed to work with labelled instances L = {(x1, y1), (x2, y2), ..., (x|L|, y|L|)}




|U |}, where X and Y relate to an
input space and output space, xi, x
′
j ∈ X(i = 1, 2, ..., |L|, j = 1, 2, ..., |U |) are
feature vectors with d dimensions (e.g., the RGB pixel values of an image) and
yi ∈ Y are labels of xi. Usually, these methods assume a much smaller num-
ber of labelled than unlabelled instances, i.e., |L|  |U |, because unlabelled
instances are often easy to acquire. SSL has proven to be useful, especially
when we are dealing with anti-causal or confounding problems (Peters et al.,
2017).
A generic technique for semi-supervised learning is self-training. In the
simplest instantiation of this technique, a predictive model is first trained on
the labelled data, and, once this has been done, this trained model is used to
predict labels for the unlabelled data—these labels are called ”pseudo labels”
because they are not actual labels available in the original data. The unlabelled
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data with its pseudo labels is then merged with the original labelled data, and
the model is retrained on this mixture of data. The whole process can be
iterated by modifying the pseudo labels using predictions of the latest model
trained until a satisfactory model has been obtained.
Figure 1.1: Binary classification problem depiction using labelled and unla-
belled instances of toy dataset.
Figure 1.1 shows a binary class toy dataset. Labelled instances are shown
in colour, while unlabelled are in grey. A reasonable decision boundary ob-
tained using purely supervised learning is shown as a vertical line; the optimal
decision boundary is shown in the dashed curved line, which could potentially
be approximated by a semi-supervised learning algorithm that can make use
of the unlabeled data to inform the location and shape of the decision bound-
ary. This figure shows the potential of using unlabelled instances by applying
semi-supervised learning.
Semi-Supervised Learning: Assumptions
Without making any assumptions on how the inputs and outputs are related,
it is impossible to justify semi-supervised learning as a principled approach.
One common set of assumptions for SSL was proposed by (Chapelle et al.,
2006). These assumptions are:
1. Smoothness assumption: If two points x1, x2 are close in a high-
density region, then their corresponding outputs y1, y2 should also be
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close.
2. Cluster assumption: If points are in the same cluster, they are likely
to be of the same class.
3. Low-density separation: The decision boundary between classes should
lie in a low-density region of input space.
4. Manifold assumption: The high-dimensional data lie on a low-dimensional
manifold.
For the SSL paradigm, the smoothness assumption helps us link unlabelled
data to labelled data. The smoothness assumption also holds for supervised
learning. The cluster assumption does not suggest that the number of clusters
will be equal to the number of classes. There can be multiple smaller clus-
ters for a particular class. The low-density separation assumption follows the
cluster assumption. For example, if we cut through a high-density region of a
cluster belonging to a particular class, we might assign points of a single class
to two classes. From the manifold assumption, it can be inferred that there
must exist a way for projecting data onto the manifold.
1.2 Metric Learning
Metric learning aims to find a distance function that can establish the similarity
and dissimilarity between data points. It operates on the relationships between
the data points and tries to find a metric that groups data with the same
label and pulls data with different labels apart. Once an accurate metric has
been learned, it can be used to obtain predictions using a simple similarity-
based strategy, e.g., the classic nearest neighbour classifier. When applied to
neural networks, metric learning implicitly learns discriminative features of
the data. In situations where the usual classification loss, i.e., cross-entropy, is
not feasible, metric learning can be applied. For instance, in similarity search
retrieval, where there is only one ”example” of each class in the data: face
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verification (Schroff et al., 2015) and person re-identification (Hermans et al.,
2017). Metric learning is normally based on special-purpose loss functions such
as triplet loss or contrastive loss instead of cross-entropy loss. These will be
discussed in more detail in Chapter 2.
1.3 Transfer Learning
In ML, transfer learning is concerned with techniques for applying the knowl-
edge gained from one task to another task. Intuitively and in practice, this
is most useful when insufficient data is available to train an accurate model
for the target task. The simplest way of performing transfer learning for deep
learning is to reuse the neural network parameters trained on a related task
with abundant data to apply them as a starting point for the target task. For
instance, in deep image classification, the neural network parameters fitted
on ImageNet (Russakovsky et al., 2015) are widely used in object detection
problems (Girshick et al., 2014). The motivation behind using pretrained pa-
rameters of neural networks is to obtain better generalisation performance than
using randomly initialised parameters by providing a better starting point for
parameter optimisation using gradient descent-based methods, especially when
few labelled examples from the target task are available for training.
1.4 Self-supervised Learning
Self-supervised learning is a type of unsupervised learning in the sense that
it can be applied to suitable forms of data, such as image data, when no
labels are available for the target task. It is based on the ingenious idea
of creating a pretext learning task from the unlabelled data. The hope is
that features learned in this task will be relevant for the target task that
needs to be addressed. For example, a possible way to create a pretext task
for images is to rotate them and use ML to learn to identify the angle of
rotation. In this way, self-supervised learning applies supervised training on
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unlabelled examples for learning features that form a useful representation
of the data. Thus, it is a form of representation learning in which a human
labeller does not provide labels; they come from the data itself by applying
algorithmic transformations. The assumption motivating the application of
this type of technique is that representations learned by self-supervised training
carry semantic and structural meaning and can be helpful for a variety of
tasks. Indeed, self-supervised learning has been successfully applied to image
classification tasks (Gidaris et al., 2018) for improving predictive performance.
1.5 Contributions and Thesis Outline
The main thesis hypothesis is that the judicious use of metric learning, trans-
fer learning, and self-supervised learning improves the accuracy of deep neural
networks for image classification learned using self-training. Based on the hy-
pothesis, the three primary lines of investigation are applying (a) metric learn-
ing, (b) transfer learning, and (c) self-supervised learning with self-training.
The main contributions of this thesis are as follows:
• Application of metric learning losses for self-training and development of
two confidence measures for selection of confidently labelled unlabelled
examples for self-training. Metric learning using triplet loss is exper-
imentally shown to produce similar or higher predictive performance
than using cross-entropy loss.
• Evaluation of pretrained deep neural networks on various sizes of Ima-
geNet and using different losses, and experiments showing that transfer
learning with pretraining on smaller image sizes produces high predictive
performance.
• An investigation of self-supervised learning with self-training and empir-
ical results showing that self-supervised learning is more beneficial when
applied only in the first iteration of self-training.
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The structure of the thesis is as follows:
Chapter 2 introduces the basic building blocks of neural networks, loss
functions for the training of neural networks, optimisation methods used
for updating parameters of neural networks, and the datasets used in
this thesis for evaluation of the proposed methods.
Chapter 3 presents a taxonomy of semi-supervised learning approaches and
reviews the related literature.
Chapter 4 presents a self-training approach based on metric learning and
various confidence measures for pseudo-label selection in self-training.
The proposed approaches are evaluated empirically using a variety of
datasets.
Chapter 5 investigates the use of transfer learning in the self-training paradigm.
As part of the experiments, a set of three new deep neural networks is
pretrained on ImageNet from scratch on three different sizes of images:
224 by 224, 64 by 64, and 32 by 32, and the performance of the self-
training algorithm using these special networks is compared to that ob-
tained using a publicly available pretrained network for images of size
224 by 244.
Chapter 6 introduces the use of self-supervised learning to self-training in
three different ways. The proposed approaches are evaluated empiri-
cally using randomly initialised and pretrained parameters of the neural
networks on various datasets.
Chapter 7 provides a summary of the contributions of this thesis and spec-
ulates about future research directions that could result from the work
that has been undertaken.
A substantial amount of the work presented in this thesis has been pub-
lished already, but additional experimental results have been included. The
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self-training approach described in Chapter 4 is based on a paper that was pre-
sented at the 2019 edition of the Australasian Joint AI Conference in Adelaide,
Australia. For the thesis, two additional losses and one extra dataset have been
added to evaluate the algorithm. The content of Chapter 5 was first presented
at the 2020 Australasian Joint AI Conference in Canberra, Australia. For the
thesis, three additional deep neural networks are pretrained from scratch on
ImageNet. Moreover, smaller image sizes are also considered to evaluate pro-
posed approaches for one of the datasets considered. A manuscript relating to
the content of Chapter 6 is accepted at the 2021 Australasian Joint Confer-
ence on Artificial Intelligence in Sydney, Australia and under printing process
at the time of writing this thesis.
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This chapter begins by reviewing common basic building blocks of deep neural
networks to provide background for the techniques introduced in this thesis.
This is followed by a description of the different loss functions used to train
networks. The chapter concludes with a high-level overview of optimisation
methods and a description of the datasets used in the experiments.
2.1 Neural Network Architectures
The simplest class of artificial neural networks consists of the so-called feedfor-
ward neural networks. When applying supervised learning or semi-supervised
learning, these networks are trained to approximate some function f . For
instance, a classifier maps an input x to a category y. The function being
learned is parameterised by a large set of parameters that can be adjusted
based on the training data. The aim is to find values for the parameters that
minimise the value of the loss function on the training data. A feedforward
network defines a mapping y = f(x; θ) and learns the values of the parameters
θ by backpropagating gradients with respect to loss function at the current
point in parameter space and adjusting θ based on the information in the
gradient (and, potentially, previous gradients from other points in parameter
space). Feedforward networks are called networks because they are typically
represented by composing many different functions together in the form of a
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network of functions. For example, the three functions f (1), f (2), and f (3) can
be connected in a chain to form f(x) = f (3)(f (2)(f (1)(x))). In this case, f (1)
is called the first layer of the network, f (2) is called the second layer of the
network, and so on. The final layer of the network is called the output layer,
and intermediate layers are known as hidden layers.
2.1.1 Fully-connected Layers
Feedforward networks can contain a simple fully-connected layer with param-
eters θ given by W, b. A fully-connected layer can be expressed as
f(x;W, b) = xTW + b (2.1)
Usually, W is known as the weight matrix and b as the bias vector. The
size of W is dependent on the input dimensions and output dimensions of the
layer specified by the user. The weight matrix W can be initialised using differ-
ent approaches; for random initialisation, the initialisation approach proposed
in (Glorot and Bengio, 2010) is widely used.
The fully-connected layer can also contain an activation function. These
activation functions introduce nonlinearities. The most frequently used ac-
tivation function in hidden fully-connected layers is the rectified linear unit
(ReLU). The motivation for using the ReLU as an activation function is that
it does not saturate as the weights in the network become larger. It can be
stated as
φrelu(x) = max(0, x) (2.2)
where the max function is applied elementwise. The activation function
used for the output layer of a network is determined by the task for which
the network is being used. For instance, classification tasks will typically use
a softmax activation function in the output layer, where the k-th output is
given by:
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and C is the total number of classes. This gives the estimated class probabil-
ities, and a label is normally assigned to a test example by picking the class
with maximum probability.
2.1.2 Convolutional Layers
Convolutional layers are another layer used in feedforward networks that are
particularly useful for models that operate on image data. As images have
a two-dimensional local structure that is spatially correlated, it is helpful to
exploit this by enabling functions to operate locally in each neighbourhood.
The functions can be viewed as filters in this scenario. In this way, a two-
dimensional filter can extract local features instead of using fully-connected
layers. With the local receptive fields, filters can extract elementary visual
features such as edges, endpoints, and corners. An input is organised in planes
within which all units share the same filter parameters. The application of
a filter on a plane produces a feature map. For a feature map, the same
operation is performed on different parts of the image. Figure 2.1 shows a
single convolutional layer applied to an image and producing a feature map.
A pooling layer for downsampling usually follows convolutional layers.
These layers reduce the output dimensions at a certain location with a sum-
mary statistic of the nearby outputs. For example, a) the max pooling opera-
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tion reports the maximum output within a rectangular neighbourhood, b) the
average pooling produces the mean within a rectangular neighbourhood.
For accelerating the training of the neural network, Ioffe and Szegedy
(2015) proposed batch normalisation, which can be implemented in the form of
additional batch normalisation layers. Batch normalisation is simple and easy
to implement. It works by normalising the layer activations on each minibatch
of data that is used for gradient descent (this will be discussed in more detail
in Section 2.3). For d-dimensional input consisting of the activations of a layer,




x = γx̂(k) + β
(2.4)
where k ∈ [1, d], and µ(k), σ(k)2 are the per-dimension batch mean and
variance respectively while the scaling γ and the shifting parameters β are
learned during neural network training. A small value ε is used for numerical
stability. Batch normalisation enables the use of higher learning rates, less
careful parameter initialisation, and saturating nonlinearities.
These different types of layers can be combined to construct a fully func-
tional neural network. Initially, neural networks were based on fully-connected
layers. LeCun et al. (1989) introduced the use of convolutional layers for
handwritten digit recognition. Furthermore, LeCun et al. (1998) proposed the
LeNet family of neural networks. These networks consist of a series of blocks
based on convolutional layers with a sigmoid activation function and pooling
layers followed by several fully-connected layers. These models’ success is due
to the reduced number of parameters and the (limited) translation invariance
of the activations of pooled outputs of convolutional layers.
The ImageNet Large Scale Visual Recognition Challenges has played a
major role in advancing neural network architecture search. Krizhevsky et al.
(2012) successfully applied a deep neural network on the ImageNet dataset,
known as AlexNet. This network used convolutional layers with larger feature
maps than the LeNet, and ReLU as an activation function.
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2.1.3 VGG16 Architecture
Simonyan and Zisserman (2015) introduced the VGG family of networks based
on smaller filters in convolutional layers, with a resolution of only 3×3, which
results in better generalisation. They show that one can construct deeper
networks using several convolutional layers between pooling layers for better
predictive performance. The architectural diagram of VGG-16 is shown in
Figure 2.2. Blocks of convolutional layers (CONV), with varying sizes of filters,
e.g., 64, 128, 256, and 512, are followed by pooling layers. Fully-connected
layers (FC) produce the final output of the network. ReLU is used as an
activation function in all layers except the output layer. The total number of
trainable parameters is 138,357,544. VGG networks can be used for feature
extraction by removing fully-connected layers, which reduces the total number
of parameters to 14,846,016.
2.1.4 Residual Networks
The residual networks proposed by He et al. (2016) improved performance on
the ImageNet dataset while reducing the parameter count compared to VGG
networks by having fewer feature maps in each layer and increasing the network
depth. However, the main contribution was introducing residual connections,
which enable the construction of residual blocks that use skip connections.
The output from the previous layer is added to the output of the next residual
block. These skip connections help remedy shrinking gradients and enable the
training of much deeper neural networks. In a further twist, Zagoruyko and
Komodakis (2016) have shown that wide residual networks with depths similar
to VGG networks perform as well as the much deeper residual networks trained
by (He et al., 2016), with the bonus of being more computationally efficient.
The architectural diagram of a Wide Residual Network (WRN) with depth 28
and widening factor 2 is shown in Figure 2.2. The depth determines the number
of convolutional layers, while the widening factor determines the convolutional
















































Figure 2.2: VGG16 and Wide Residual Network-28-2 architectural diagram.
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followed by ReLU as an activation function. This network contains four blocks
of convolutional layers. The first block contains a single convolutional layer
with 16 filters. The remaining three blocks share the same block structure
with varying sizes of filters, i.e., 32, 64, and 128. The block structure shown
on the right side of Figure 2.2 consists of convolutional layers and residual
connections. Finally, a fully-connected layer follows the global average pooling.
The total number of trainable parameters is 1,474,576, which is very much
smaller than VGG-16.
2.2 Loss Functions
This section discusses the most widely used classification loss function, softmax
cross-entropy, and the three metric learning loss functions used in this thesis.
2.2.1 Softmax Cross-entropy Loss
The most frequently used classification loss function is softmax cross-entropy
loss, which is a measure of the difference between the desired probability dis-
tribution and the predicted probability distribution. Softmax cross-entropy





where zi is the output of the softmax activation function for the ith sample,
yi the corresponding ground truth, and C is the number of classes.
2.2.2 Contrastive Loss
The contrastive loss (Hadsell et al., 2006) is a pair-based loss that attempts
to bring similar examples closer to each other and push dissimilar examples
farther away with respect to a minimum margin m. Examples of the same
class are considered similar. Contrastive loss for embedded pairs of examples
(x1, x2) can be calculated using the Euclidean distance d(., .) as:
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L = yd(x1, x2) + (1− y)max(0,m− d(x1, x2)) (2.6)
where y = 1 if x1 and x2 are from the same class, and y = 0 otherwise.
The contrastive loss aims to bring embeddings from similar examples closer
and push embeddings farther away from dissimilar examples according to the
user-specified hyperparameter specifying the margin m.
2.2.3 Triplet Loss
The triplet loss (Weinberger and Saul, 2009) has been used for face recogni-
tion (Schroff et al., 2015). A triplet contains an anchor example a, positive
example p, and a negative example n, where a, and p are from the same class
and n must be from a different class. The triplet is provided to the network
as a training example for learning suitable embeddings. During the optimi-
sation of the network parameters, valid triplets (i, j, k) are selected where
label[i] = label[j], i 6= j and label[i] 6= label[k] for calculation of the loss.
The loss is calculated according to the following equation using the Euclidean
distance d(., .) between the embeddings of triplets:
L = max(d(a, p)− d(a, n) +m, 0) (2.7)
where m is the so-called ”margin” and constitutes a hyperparameter.
The triplet loss attempts to push away the embedded negative example
n from the embedded anchor example a based on a given margin m and the
given positive example p. As illustrated in Figure 2.3, depending on the neg-
ative example’s location relative to the anchor and the positive example, it
is possible to distinguish between hard negative examples, semi-hard nega-
tive examples, and easy negative examples. The latter are effectively ignored
during optimisation because they yield the value zero for the loss.













Figure 2.3: The three corresponding regions of the embeddings space for the
negatives in Triplet loss.
• Hard triplets: the negative n is closer to the anchor a than the positive
p.
• Semi-hard triplets: the negative n is not closer to the anchor a than
the positive p, but n is within the margin, thus still returning a positive
loss.
In this thesis, only semi-hard triplets are employed to evaluate triplet loss
during neural network training as per suggestion from Schroff et al. (2015).
2.2.4 ArcFace Loss
ArcFace loss (Deng et al., 2019) is a modified cross-entropy loss with angular
margins in the softmax expression, which is claimed to result in improved
discriminative capacity for metric learning.
The ArcFace transforms the logits so that W Tj xi = ||Wj|| ||xi|| cosφj, where
φj is the angle between features xi and weight Wj. The weight is l2-normalized,
giving ||Wj|| = 1. The feature xi is also l2-normalized and rescaled to s. The
normalisation on weights and features makes predictions dependent only on the
angle between weights and features. The learned embeddings are distributed
on a hypersphere with radius s. An additive angular margin penalty m is
added to the angle φyi for a given label yi. ArcFace loss can be calculated as:
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where N is the training sample size and C is the number of classes.
2.3 Optimisation Methods
The training of neural networks proceeds by backpropagating (Rumelhart
et al., 1986) gradient information consisting of partial derivatives of the loss
function with respect to network parameters and then using an optimisation
algorithm to update the parameters to optimise the objective. The optimi-
sation method determines how the weights of the network are modified. The
majority of the optimisation methods are based on only first-order gradient in-
formation. Ideally, we want to minimise the loss function, which represents the
objective. Supervised learning based on a loss L of a function f parametrised







[L(f(xi; θ), yi)] (2.9)
N is the number of training instances, xi is the feature vector of ith training
instance, and yi is the corresponding label.
A simple update rule based on gradient descent for modifying the network
parameters θt+1 at iteration t can be described as:
θt+1 = θt − α∇L(f(x; θt), y) (2.10)
where α is the user-defined learning rate (also referred to as step size) for
updating the parameters, and ∇L(f(x; θt), y) is the gradient consisting of the
vector of partial derivatives of the loss function with respect to the network
parameters. In vanilla (or ”batch”) gradient descent, all training samples’
gradients are needed; this becomes computationally infeasible when the train-
ing set is very large. In practice, stochastic optimisation methods are used
for updating network parameters. Generally, it is common to sample a small
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number of instances from a dataset known as a minibatch. The gradient is
then calculated based on the data in the minibatch only, and the gradient
descent update rule is applied after each minibatch to adapt the parameters.
This is known as Stochastic Gradient Descent (SGD). This method converges
at a sublinear rate (Sun et al., 2019). This rate can be improved by introduc-
ing momentum. Nesterov (1983) proposed the Nesterov accelerated gradient
descent (NAG) method based on momentum. NAG works by accumulating
the previous gradient as momentum and updates the network parameters by
employing momentum. The update rule can be formulated as:
vt = γvt−1 + α∇L(f(x; θt − γvt−1), y)
θt+1 = θt − vt
(2.11)
The momentum term γ is often a large value such as 0.9.
Manually setting a suitable global learning rate for optimisation algorithms
can be difficult. In these situations, adaptive learning rate optimisation meth-
ods can be helpful. AdaGrad (Duchi et al., 2011) adaptively adjusts the learn-
ing rate according to the sum of the squares of all historical gradients. The




∇L(f(x; θt), y)2 + ε




where Vt is the accumulated historical gradient of the parameters at iter-
ation t and ε is a smoothing term that avoids division by zero (usually set to
10−8).
As the training progresses, the accumulated gradients will become larger,
making the denominator larger, resulting in ineffective parameter updates. To
overcome smaller updates at the late stage of training, AdaDelta (Zeiler, 2012)
and RMSProp1 introduced an exponential moving average for the accumula-
1http://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
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tion of gradients Vt.
Vt =
√√√√βVt−1 + (1− β) t∑
i=1
∇L(f(x; θt), y)2 (2.13)
where β is an exponential decay parameter.
Adam (Kingma and Ba, 2015) combines the adaptive and momentum-based
methods. Adam employs an exponentially decaying average of past squared
gradients Vt like AdaDelta and RMSProp, as well as an exponentially decaying
average of past gradients mt.





√√√√β2vt−1 + (1− β2) t∑
i=1
∇L(f(x; θt), y)2







where β1 and β2 are exponential decay rates. In this thesis, the values of
β1, β2 and ε are set as 0,9, 0.999, and 1e-7 as per default in the deep learning
library Tensorflow (Abadi et al., 2016).
2.4 Datasets
Five different image classification datasets are used to evaluate the perfor-
mance and robustness of the proposed methods in this thesis. For introducing
diversity, datasets containing greyscale images and three colour channel images
are used, with the number of classes ranging from 10 to 38 and the resolution
ranging from 28 by 28 to 96 by 96. Summary information on the datasets is
shown in Table 2.1.
2.4.1 MNIST
The classic MNIST (LeCun et al., 1999) dataset consists of greyscale 28 by 28
images of handwritten digits from 0 to 9. The dataset contains 60,000 training
24
Figure 2.4: A sample image from each class of the MNIST dataset.
Figure 2.5: A sample image from each class of the Fashion-MNIST dataset.
instances and 10,000 test instances. A sample image from each class is shown
in Figure 2.4. All classes have the same number of images in the data.
2.4.2 Fashion-MNIST
The Fashion-MNIST dataset (Xiao et al., 2017) consists of 28 by 28 greyscale
images of ten different fashion items. These items are T-shirt/top, Trouser,
Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, and Ankle Boot. The
dataset contains 60,000 training images and 10,000 test images. Figure 2.5
shows an image from each class of the dataset. As in MNIST, the classes are
equally distributed.
2.4.3 SVHN
SVHN comprises 32 by 32 RGB images of house numbers taken from the
Street View House Numbers dataset (Netzer et al., 2011). A single image can
contain multiple digits, but only the digit in the centre determines the label.
The dataset contains 73,752 training images and 26,302 test images. Figure 2.6
depicts a single image from each class.
SVHN has an imbalanced number of examples per class for training and
test images. Figure 2.7 shows the frequency of all ten classes in descending
order. The class of digits is shown along the x-axis. The count of training
images is shown at the bottom in blue coloured bars, while the count of test
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Figure 2.6: A sample image from each class of SVHN dataset.















Figure 2.7: Class distribution of SVHN dataset.
images is stacked above the count of training images in orange coloured bars.
Digit one is the most frequent, while digit nine is rarely occurring.
2.4.4 CIFAR-10
The CIFAR-10 (Krizhevsky and Hinton, 2010) dataset contains 32 by 32 natu-
ral colour images of ten different classes. The classes are aeroplane, automobile,
bird, cat, deer, dog, frog, horse, ship, and truck. The dataset contains 50,000
training and 10,000 test images. Figure 2.8 depicts a single image from each
class. All classes have the same number of images in the data.
Figure 2.8: A sample image from each class of the CIFAR-10 dataset.
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Figure 2.9: A sample image from each class of the PlantVillage dataset.
2.4.5 PlantVillage
The PlantVillage (Hughes and Salathé, 2015) dataset consists of healthy and
infected plant leaves of 14 different species. There are 38 classes, of which 12
correspond to healthy plants and 26 to infected plants. For some of the plant
species, the dataset does not contain healthy leaves, while for some of the
species, only infectious leaves are available. For more details, see (Hughes and
Salathé, 2015). The dataset2 contains 43,456 training and 10,849 test RGB
images with a resolution of 256 by 256. The higher image size requires bigger
convolutional neural networks for better predictive performance. In practice,
very big neural networks are used for the PlantVillage dataset (Atila et al.,
2021), which are computationally expensive. To overcome this, the images are
resized to 96 by 96, 64 by 64, and 32 by 32. A sample image for each class is
shown in Figure 2.9.
The PlantVillage dataset has an imbalanced number of images per class.
2Dataset is available at https://github.com/attaullah/
downsampled-plant-disease-dataset
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Figure 2.10: Class distribution of PlantVillage dataset.
Figure 2.10 shows the class distribution for all 38 classes sorted according to
the frequency in descending order. The class index is shown along the x-axis.
The count of training images is shown at the bottom in blue coloured bars,
while the count of test images is stacked above the count of training images
in orange coloured bars. There is a lot of variation in the total number of
training images per class, ranging from a few thousand to a few hundred.
28
Table 2.1: Summary information of all five datasets.
Name Training images Test images Size Total classes
MNIST 60000 10000 (28,28,1) 10
Fashion MNIST 60000 10000 (28,28,1) 10
SVHN 73752 26032 (32,32,3) 10
CIFAR-10 50000 10000 (32,32,3) 10
PlantVillage32 43456 10,849 (32,32,3) 38
PlantVillage64 43456 10,849 (64,64,3) 38




Semi-supervised learning involves training on labelled as well as unlabeled
data. Different approaches have been proposed in the literature based on
the underlying assumptions about data to efficiently use unlabelled data to
improve the model’s predictive performance.
This chapter discusses a taxonomy of semi-supervised learning algorithms.
This is followed by a description of the different types of methods and a dis-
cussion of previous attempts at applying them.
3.1 Taxonomy
Semi-supervised learning has been under study since the 1970s (McLachlan,
1975). Since then, a variety of methods have been proposed. These methods
differ in exploiting semi-supervised learning assumptions and how they use
unlabelled data. SSL methods can be divided into two main categories based
on learning paradigms as proposed in (Van Engelen and Hoos, 2020), namely
transductive learning and inductive learning. Transductive learning only pre-
dicts the label for available test examples at the training phase and does not
generalise to unobserved examples. Inductive learning aims to learn a decision








Figure 3.1: Taxonomy of Semi-supervised Learning methods (simplified) as
proposed by Van Engelen and Hoos (2020).
3.2 Transductive Learning
The predictive capability of the transductive method is limited to the exam-
ples encountered during the training phase. There are no separate training
and testing phases. This phenomenon intuitively gives rise to graph-based
approaches. These approaches rely on the manifold assumption as well as the
smoothness assumption. Transductive learning involves three steps: a) graph
construction, b) graph weighting, and c) inference (Jebara et al., 2009). Each
instance is represented as a node for graph construction, and an edge connects
similar pairwise instances. Weighted edges represent the similarity between
instances. Finally, the graph is used to infer labels of the unlabelled instances.
The labels are transitively propagated to unlabeled instances from labelled
ones. A well-known graph-based semi-supervised learning method is Local
Learning with Global Consistency (LLGC) (Zhou et al., 2004); it is designed
to promote the global consistency of labels on manifolds and local consistency
in the input space. LLGC is described in detail in Section 4.2.
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3.3 Inductive Learning
In contrast to transductive methods, inductive learning algorithms are de-
signed to learn a predictive model that can generate predictions for any in-
stance in the input space. The majority of the algorithms used in this thesis
are based on inductive learning. Based on the usage of unlabeled examples,
inductive learning methods can be further divided into different categories.
3.3.1 Wrapper Methods
The most widely used and oldest semi-supervised learning algorithms are based
on wrapper methods (Zhu, 2005). They employ one or more base learners and
iteratively use their confident predictions for retraining. In practice, the base
learner is first trained on the small set of available labelled data and employed
to predict labels for unlabelled data–commonly referred to as pseudo-labels.
One can use single or multiple base learners on the same or different subset
of the features. Self-training (also known as self-learning) is the most basic
approach based on the wrapper idea. A single classifier is trained iteratively
on initially labelled instances and employed to predict labels for unlabelled
instances. Self-training has been successfully applied to object detection prob-
lems in the era preceding deep learning (Rosenberg et al., 2005) and achieved
state-of-the-art. Considering deep learning, Pseudo-Label (Lee, 2013) is a sim-
ple self-training approach based on neural networks. A classifier is trained on
the initially labelled and pseudo-labelled data, starting with a small weight
of pseudo-labelled data. Pseudo-labels are less reliable at the start of train-
ing; therefore, the weights of examples with pseudo-labels are increased as the
training progresses.
There are different design decisions offered by self-training. This includes
the selection of pseudo-labels, reusing pseudo-labels for later iterations, and
stopping criteria (Rosenberg et al., 2005; Triguero et al., 2015). The selec-
tion of pseudo-labelled data has a significant impact on the performance of
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the model. Typically, prediction confidence is used as a selection criterion
for the self-training paradigm. When the base learner classifier can pro-
duce probabilistic predictions, the respective probabilities can be employed
as selection criteria for pseudo-labelled data. This is similar to Expectation-
Maximization (EM) (Dempster et al., 1977), which has also been considered
for semi-supervised learning (Nigam et al., 2006).
The introduction of multiple base learners in self-training gives rise to co-
training. In co-training, two or more base learners are trained on available
labelled data, and confident predictions from one base learner are used as la-
belled data for the other model. Co-training can be applied either using the
same set of features across all base learners or a different subset of features (
also known as multi-views) for each base learner. Blum and Mitchell (1998)
proposed Multi-view Co-training, where two models are trained on two sepa-
rate subsets of the data features. Confident predictions from one model are
then used as labelled data for the other model. Co-EM (Brefeld and Scheffer,
2004) combined co-training with EM and achieved better results than either
of them.
3.3.2 Unsupervised Preprocessing
Performing semi-supervised learning using unsupervised preprocessing em-
ploys labelled and unlabelled instances in two separate stages. In this type
of method, unlabeled instances extract features and learn the underlying dis-
tribution of data, which helps achieve improved supervised performance when
fine-tuned on labelled data.
Autoencoders can be used for this approach. An autoencoder is a neural
network that is trained to reconstruct its input. Usually, the first part of the
network is required to learn a compressed latent representation of the input,
referred to as the encoder. The second part of the network tries to reconstruct
the original input from the latent representation and is known as the decoder.
In autoencoders, learning of a latent representation is closely related to the
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notion of the input space containing low-dimensional manifolds. Sometimes,
in autoencoders, noise is added to corrupt the input, and the reconstruction
of non-corrupted input is used as an objective function known as denoising
autoencoder (Vincent et al., 2008).
Erhan et al. (2010) suggested that unsupervised pretraining helps neural
networks achieve better generalisation than those without pretraining. After
unsupervised training on unlabelled data, the encoder is extracted and used to
initialise the feature extraction layers of a model that is fine-tuned on labelled
data.
3.3.3 Intrinsically Semi-supervised Methods
Unlike unsupervised preprocessing methods, intrinsically semi-supervised meth-
ods for deep learning simultaneously employ labelled and unlabelled data to
optimise the network parameters.
Ladder networks (Rasmus et al., 2015) are based on denoising autoen-
coders. The encoder is employed as a classifier for the evaluation of the loss
for labelled data. Layer-wise reconstruction is used for the loss of unlabelled
data. The network parameters are optimised using the sum of both the losses.
An empirical study (Pezeshki et al., 2016) of ladder networks reveals that the
introduction of noise and reconstruction of the first layer has a substantial
impact on the overall performance of the ladder networks.
One type of intrinsically semi-supervised method is based on introduc-
ing small perturbations either on the input sample or the classifier itself.
Perturbation-based methods rely on the smoothness assumption of semi-supervised
learning. Consequently, small perturbations should not change the model’s
prediction on the original and perturbed input. This enforces the consistency
of the predictions.
Laine and Aila (2017) introduced perturbation in neural networks directly.
The dropout (Srivastava et al., 2014) method is used as a perturbation method.
Additionally, Gaussian noise and augmentations are also applied to inputs.
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Training examples are passed to the neural networks twice, resulting in two
outputs. The squared difference between the activations of the final layer of
both outputs is used as a loss for unlabelled data. The weight of the unla-
belled loss starts at zero and gradually increases as training progresses. This
model is named the Π-model. To overcome the problem of performing network
evaluation twice and the issue of noisy labels, Laine and Aila (2017) propose
Temporal ensembling as an improvement to the Π-model. Temporal ensem-
bling maintains an exponential moving average (EMA) of the predictions of
unlabelled examples and updates once after each epoch. The mean square
difference between these EMA predictions and the current model’s predictions
of unlabelled examples is used as an unsupervised loss. As each EMA predic-
tion is updated only once per epoch, the learned information is incorporated
into the training process at a slow pace. The larger the dataset, the longer the
span of the updates. To overcome the limitation of temporal ensembling, mean
teacher (Tarvainen and Valpola, 2017) uses averaging of the model weights in-
stead of averaging the predictions. The teacher model uses EMA weights of
the student model and provides predictions for unlabelled data for the stu-
dent. The student model uses the usual softmax cross-entropy loss for labelled
data and mean squared error between the current model’s predictions and
predictions provided by the teacher model.
All methods described above are discriminative in nature. There are other
types of methods that can learn to generate data. They can be used for clas-
sification purposes when conditioned on a given label. Generative adversarial
networks (GANs) (Goodfellow et al., 2014) are unsupervised neural networks
trained to generate new samples based on a distribution learned from training
examples. Training of GANs is based on an adversarial game, where param-
eters of two networks, the generator and the discriminator, are updated in a
turn-wise fashion. The generator is responsible for generating new samples.
On the other hand, the discriminator tries to distinguish between the true sam-
ples and the generator’s synthetic samples. The generator’s learning objective
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is to generate nearly realistic images to fool the discriminator. The discrimina-
tor’s objective is to reflect the probability that the sample comes from the true
data distribution. GANs can be used for learning features from unlabeled data
in the SSL scenario. One can reuse parameters learned from the discriminator
for a classifier. A possible method to build a semi-supervised GANs (Sali-
mans et al., 2016) is to employ a discriminator objective function based (c+1)
classes instead of binary classification as in standard GAN, where true samples
are classified into c real classes, and generated samples are classified into the
(c+ 1)-th class.
Fixmatch (Sohn et al., 2020) is a combination of consistency regularisation
and pseudo-labelling. The loss in this method is the weighted sum of super-
vised and unsupervised loss computed using cross-entropy loss. For supervised
loss, provided labels are used for the loss calculation. For unsupervised loss,
pseudo-labels are predicted using weak augmentations of the unlabeled exam-
ples if the highest probability is greater than a threshold. Then, the loss is
computed on K strongly augmented examples using predicted pseudo-labels.
The weak augmentations consist of flip-and-shift. RandAugment (Cubuk et al.,
2020) and CTAugment (Berthelot et al., 2019) are used for the strong augmen-
tations where a given transformation (e.g., translation, rotation, colour inver-
sion, colour adjustment, etc.) is randomly selected. The magnitude of the
transformation is a hyperparameter that is optimised during training. Other
important factors in FixMatch are the weight decay regularisation and the
learning rate decay schedule.
Chapter 4
Self-training using Deep Metric
Learning
Self-training methods are the most basic approach for exploiting unlabelled
examples in semi-supervised settings based on wrapper methods (for more,
see Section 3.3.1). They consist of a single supervised classifier that is it-
eratively retrained on both labelled examples and pseudo-labelled examples
obtained from previous iterations of the classifier. Self-training is also known
as self-learning. It was first proposed by Yarowsky (1995) for word sense disam-
biguation in text documents. Since then, various applications of self-training
have been proposed in the literature. For instance, (Rosenberg et al., 2005;
Lee, 2013) developed a self-training approach for image-based object detection
problems.
Self-training offers various design choices.
• Selection of pseudo-labels: Typically, the prediction score is used as a
confidence measure for the selection of unlabelled examples and selected
unlabelled examples are called pseudo-labelled examples. The selection
of pseudo-labels has a significant effect on the overall performance of the
method.
• Usage of pseudo-labels: The pseudo-labelled examples can be reused as
hard labels along with labelled examples, or a weighted sum of the loss
37
of pseudo-labels can be utilised for training of the model for subsequent
iterations.
• Stopping criteria: Self-training can be stopped either if all unlabelled
examples are labelled or if adding more pseudo-labels does not provide
any performance improvement. The latter approach presupposes the
availability of a separate set of labelled data as a validation set that can
be used to monitor performance.
This chapter derives a new training method for deep neural networks in
the self-training paradigm. Instead of applying the usual approach of learning
a direct classification model based on cross-entropy loss, a similarity function
using labelled examples is learned. Examples of the same class are considered
similar, and those belonging to different classes are considered dissimilar. A
loss function designed for metric learning is used for this. The deep features
produced by the neural network are called embeddings. The similarity is cal-
culated by applying a standard distance metric such as Euclidean distance on
the embedded data. The similarity function parameterised by a neural network
attempts to make groups of embeddings in Euclidean space according to the
class labels. Consequently, a classifier is used on these learned embeddings to
assign class labels to unlabelled examples. After that, confident predictions for
unlabelled examples (pseudo-labels) are added to the labelled examples to re-
train the neural network iteratively. The motivation for merging pseudo-labels
with labelled data is to improve the performance of the model.
The learning of the similarity function can be tackled using metric learn-
ing. The task of metric learning is to learn a distance function over data points
where similar data points are closer and dissimilar points are far apart. Metric
learning produces embeddings and is not capable of producing a predictive
score for given examples. Therefore, for selecting pseudo-labels, the distance
to the first-nearest neighbour (1-NN) found amongst the labelled example is
considered as a confidence score. However, in addition to this simple nearest-
neighbour-based approach, another graph-based transductive semi-supervised
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method, local learning with global consistency (Zhou et al., 2004) is also con-
sidered for estimating the confidence score for the selection of pseudo-labels.
The main objective of this chapter is to experimentally evaluate the train-
ing of neural networks using metric learning losses—triplet loss, contrastive
loss, ArcFace loss—in self-training settings. Although there have been some
attempts at learning semi-supervised metric embeddings (Weston et al., 2012;
Hoffer and Ailon, 2017) this is the first attempt to combine metric learning
with self-training to our knowledge.
4.1 Siamese Networks
Siamese networks (Bromley et al., 1993) were introduced for signature veri-
fication as an image matching problem. Two images are fed to the network
for checking similarity. These networks are particularly efficient when a large
number of classes with a few labelled instances per class are available (Koch
et al., 2015). Siamese networks can be thought of as multiple networks with
identical copies of the same function with the same weights. They are em-
ployed for training a similarity function given a pair of labelled examples in
the simplest case or triplets for advanced cases. A pair can have both exam-
ples either from the same class or from different classes. Two input examples
are fed to the network for computing the embeddings. The objective of the
training is to bring the embeddings of similar examples closer and push em-
beddings of dissimilar examples farther away. Figure 4.1 depicts1 an example
of Siamese nets where two examples are passed to the network for embeddings
which can be employed for loss evaluation.
Different losses are used for training Siamese networks, such as contrastive
loss, triplet loss, and ArcFace loss (for details, see Section 2.2). The network
parameters are updated according to the loss calculated on embeddings.
1https://github.com/HarisIqbal88/PlotNeuralNet Library used for generation of
figure.
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Shared weights Calculate loss
Figure 4.1: Schematic depiction of Siamese networks.
4.1.1 Self-training using Siamese Networks
The approach evaluated in this chapter builds on self-training, where the model
is iteratively trained on labelled and pseudo-labelled examples from previous
iterations of the model. Algorithm 1 provides an overview of the proposed
approach. In the first iteration, to label some of the unlabelled examples,
the Siamese network is trained on labelled examples only, using one of the
three metric learning loss functions. Then a simple classifier, e.g., 1-nearest-
neighbour classifier, is used to predict the labels for the unlabelled examples
because learned embeddings are not capable of providing predictions. Follow-
ing that, a fixed proportion of the top p% most confidently labelled exam-
ples from unlabelled examples are chosen based on a confidence measure and
merged into the set of labelled examples for the next iteration. The simplest
confidence measure for the selection of pseudo-labelled examples can be based
on the distance of unlabelled example’s embeddings from labelled examples’
embeddings.
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Algorithm 1 Proposed approach based on Siamese self-training
1: Input: Labeled examples (xL, yL), unlabelled examples xU , number of
meta-iterations i and selection percentage p
2: for 1 to i do
3: train_siamesenetwork(xL, yL)
4: embedU = siamesenetwork(xU)
5: embedL = siamesenetwork(xL)
6: labelsU , distU = KNN(embedU , embedL, yL)
7: sorted_distU , sorted_labelsU = sort(distU , labelsU)
8: xnew, ynew = select_top(sorted_distU , sorted_labelsU , p)
9: xL, yL = concat((xL, yL), (xnew, ynew))
10: xU = delete_from(xU , xnew)
11: end for
4.2 Local Learning with Global Consistency
An additional confidence measure for the use in the selection of pseudo-labelled
examples that we consider in this chapter is based on the graph-based SSL
algorithm local learning with global consistency (LLGC) (Zhou et al., 2004).
LLGC is a transductive semi-supervised approach (for more, see Section 3.3),
which works by propagating label information to the neighbours of an example.
The goal of LLGC is to predict labels for unlabelled instances. The algorithm
initialises a matrix Yn×C to represent label information of size n having C
number of classes, where Yij = 1 if example i is labelled as j, and otherwise
Yij = 0. We introduce a little variation for the unlabelled examples: instead of
using Yij = 0 for all j when i is unlabeled, the predicted labels obtained with
the nearest-neighbour classifier after training the Siamese network are used.
LLGC is based on calculating an adjacency matrix. This adjacency ma-
trix is then used to establish a matrix S that is applied to update the label
probabilities for the unlabelled examples. The adjacency matrix is calculated
using Equation 4.1 by employing the embeddings f(xi; θ) and f(xj; θ) for each
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pair of two examples xi and xj, obtained from the Siamese network having





, if i 6= j
0 if i = j.
(4.1)
The matrix S is computed as:
S = D−1/2 ×W ×D−1/2 (4.2)
where D is a diagonal matrix: Di =
∑n
j=1Wij. The initial matrix of label
probabilities is set to F (0) = Y , and the probabilities are updated by:
F (t+ 1) = SF (t)× α + (1− α)× Y (4.3)
where α ∈ [0, 1) is a hyperparameter for controlling the propagation of
label information. The above operation is repeated until convergence. Finally,




Algorithm 2 provides an overview of the self-training approach based on
LLGC. In the first iteration, the Siamese network is trained on labelled ex-
amples using triplet loss. Then a simple classifier, e.g., k-nearest-neighbour
classifier, is used to predict labels for unlabelled examples because the em-
beddings provided by the neural network cannot provide predictions. Then,
following that, labelled and unlabelled embeddings along with labels are passed
to LLGC. After a certain number of iterations of LLGC, a fixed top p% of un-
labelled examples are chosen based on their LLGC score and added to the
labelled examples for the next iteration.
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Algorithm 2 Proposed approach based on LLGC self-training
1: Input: Labelled examples (xL, yL), unlabelled examples xU , number of
meta-iterations i, selection percentage p, α and σ parameters for LLGC.
2: for 1 to i do
3: train_siamesenetwork(xL, yL)
4: embedU = siamesenetwork(xU)
5: embedL = siamesenetwork(xL)
6: labelsU = KNN(embedU , embedL, yL)
7: labels, score = LLGC(embedL, embedU , [yL, labelsU ], σ, α)
8: xnew, ynew = select_top(score, p, xU , labels)
9: xL, yL = concat((xL, yL), (xnew, ynew))
10: xU = delete_from(xU , xnew)
11: end for
4.3 Experiments
For the evaluation of the proposed approach, the five standard image classi-
fication datasets discussed in Section 2.4 are considered. A small subset of
labelled examples is chosen for all experiments according to standard semi-
supervised learning practice, with a balanced number of examples from each
class, and the rest are considered unlabelled. Final accuracy is calculated on
the predefined test set for each dataset. No data augmentation is applied
to either MNIST or Fashion-MNIST. In contrast, small vertical and horizon-
tal translations are applied to SVHN, CIFAR-10, and PlantVillage, and the
image intensities are rescaled to fall into the [0, 1] range. The CIFAR-10
and PlantVillage datasets also utilise horizontal flips for data augmentation.
Siamese networks are trained using the three metric learning loss functions
discussed in Section 2.2 for all five datasets. For a comparison with super-
vised settings, results based on cross-entropy loss for all five datasets are also
reported. The results shown are averaged over three random runs, using a



























Figure 4.2: Simple custom and SSDL networks architectural diagram.
and a random selection of initially labelled examples. A baseline is provided
by (a) training the network with a small number of labelled examples and (b)
using all labelled examples. These two baselines should provide good empirical
lower and upper bounds for semi-supervised accuracy.
A simple convolutional network architecture is used for each dataset to
ensure the performance achieved is due to the proposed method and not the
network architecture. For more details about the network architectures, see
Figure 4.2. The simple custom model shown in Figure 4.2 is used for MNIST,
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Fashion-MNIST, and SVHN and produces 16-dimensional embeddings. In con-
trast, the SSDL (Hoffer and Ailon, 2017) model is employed for the CIFAR-10
and PlantVillage dataset, which produces 64-dimensional embeddings. The to-
tal number of parameters is 163,908 and 693,792 for the custom and the SSDL
model, respectively. For the estimation of triplet loss, only semi-hard triplets
are considered. The triplet loss and contrastive loss employ l2-normalised em-
beddings for estimation of the loss, and the margin m is set 1.0. The ArcFace
loss utilises a margin penalty m = 0.5 as per suggestion from (Deng et al.,
2019). For the radius of the hypersphere s, we tried different values and found
that s = 30 produced better results for all datasets. The networks were initially
trained using mini-batch sizes 50, 100, and 200, and it was found that batch
size 50 was insufficient, and 200 did not yield significant improvements com-
pared to batch size 100. Hence, the batch size of 100 is used for all experiments,
with Adam (Kingma and Ba, 2015) (for more information, see 2.3) as the op-
timiser for updating network parameters in most cases, while RMSProp is
used for contrastive loss. Adam optimiser did not provide better test accuracy
compared to RMSProp. The learning rate is set to 10−4 except for ArcFace
loss which uses 10−3. For calculation of test accuracy on all-labelled examples
(the full set of labelled examples available for each problem, which provides an
upper bound of performance possible using semi-supervised learning), the net-
work is trained for 200 epochs. The proposed approaches, Siamese self-training
(Algorithm 1) and LLGC self-training (Algorithm 2), respectively, are run for
25 meta-iterations. For each meta-iteration, the network is trained for 200
epochs. For LLGC, α = 0.99 is used in all experiments, while σ is optimised
for each dataset, and the network is trained using triplet loss. The summary
of hyperparameters is presented in Tables A.1 and A.2. When using LLGC,
the confidence score for the selection of pseudo-labels is provided by LLGC.
The triplet loss, contrastive loss, and ArcFace loss utilise 1-nearest-neighbour
distance as a measure of confidence for the selection of pseudo-labels. At the
same time, cross-entropy-based experiments employ the softmax probability
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score. The final test accuracy is computed also using a k-NN classifier with
k = 1 for simplicity2.
4.3.1 MNIST
For training the network with semi-supervised learning on the MNIST data,
only 100 labelled examples (10 from each class) are initially selected. Then
the proposed approaches are applied with a selection percentage p = 10%.
The LLGC-based method is applied with σ = 2.0. The results are given in
Table 4.1 for test accuracy of the simple custom model trained with cross-
entropy, triplet, contrastive, and ArcFace loss as well as LLGC on MNIST af-
ter 100-label training, after 25-meta-iterations of self-training, and all-labelled
examples. The values in bold represent the highest test accuracy after train-
ing on 100-labelled, self-training, and all labelled examples among all losses.
Self-training yields noticeable improvements for all losses when compared to
labelled training with the same number of labelled examples. The LLGC-baed
self-training approach obtains the highest accuracy among all loss functions
for the self-training scenario.
Figure 4.3 presents test accuracy after each iteration of self-training based
on three different runs of all three metric loss functions on MNIST using 1-NN
as a confidence measure and triplet loss with LLGC as a confidence measure
for selection of pseudo-labels. The accuracy curves for all losses show a definite
improvement in the course of the 25 iterations of self-training.
4.3.2 Fashion-MNIST
Likewise, for Fashion-MNIST, 100 labelled instances are considered for the
training of the neural network. Again, the selection percentage p = 10% and
σ = 3.2 is used. Table 4.2 depicts the test accuracy of the simple model trained
with cross-entropy, triplet, contrastive, and ArcFace loss on Fashion-MNIST
2Source code is available at https://github.com/attaullah/Self-training/blob/
master/Metric_learning.md
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Table 4.1: Test accuracy % of the simple custom model trained with Cross-
entropy, Triplet, Contrastive, and ArcFace loss on MNIST after 100-label train-
ing, 25-meta iterations of self-training, and all-labelled examples.
Method 100-Labelled Self-training All-Labelled
Cross-entropy 82.75± 1.11 90.19± 0.30 98.44± 0.22
Triplet (1-NN) 86.96± 1.41 94.94± 0.63 99.40± 0.03
Triplet (LLGC) 86.96± 1.41 96.87 ± 0.58 99.40± 0.03
Contrastive 87.16 ± 1.30 94.55± 0.76 98.90± 0.24
ArcFace 82.05± 2.43 91.21± 1.13 99.41 ± 0.02
























































































Figure 4.3: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on MNIST.
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Table 4.2: Test accuracy % of the simple custom model trained with Cross-
entropy, Triplet, Contrastive, and ArcFace loss on Fashion-MNIST after 100-
label training, 25-meta iterations of self-training, and all-labelled examples.
Method 100-Labelled Self-training All-Labelled
Cross-entropy 69.56± 1.64 73.09± 0.89 91.54 ± 0.38
Triplet (1-NN) 71.97 ± 1.60 74.67 ± 1.47 89.84± 0.21
Triplet (LLGC) 71.97 ± 1.60 72.58± 1.85 89.84± 0.21
Contrastive 71.81± 0.55 72.96± 0.44 89.63± 0.71
ArcFace 69.44± 1.10 71.11± 1.06 90.97± 0.31
after 100-label training, 25 meta-iterations of self-training, and all-labelled
examples. Self-training achieved a small improvement for all losses compared
to labelled training with the same number of labelled examples. Triplet loss
based self-training achieved the highest test accuracy among all loss functions.
Figure 4.4 exhibits details about the test accuracy after each iteration
of self-training across three different runs of all three metric loss functions
on Fashion-MNIST using triplet, contrastive, and arcFace loss with 1-NN as
a confidence measure and triplet loss with LLGC as a confidence measure
for selection of pseudo-labels. At the start, accuracy curves show a slight
improvement, and after that, the test accuracy is not improving.
4.3.3 SVHN
For SVHN, 1000 instances are considered as labelled initially. The selection
percentage p is set to 5%, and σ to 2.4. Table 4.3 shows test accuracy of
the simple custom model trained with cross-entropy, triplet, contrastive, and
ArcFace loss on SVHN after 1000-label training, 25 meta-iterations of self-
training, and all-labelled examples. It can be seen that self-training achieves
significant improvement over the 1000-labelled examples training for all loss
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Figure 4.4: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on Fashion-MNIST.
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Table 4.3: Test accuracy % of the simple custom model trained with Cross-
entropy, Triplet, Contrastive, and ArcFace loss on SVHN after 1000-label train-
ing, 25-meta iterations of self-training, and all-labelled examples.
Method 1000-Labelled Self-training All-Labelled
Cross-entropy 74.66± 2.13 85.60 ± 2.58 92.15± 1.25
Triplet (1-NN) 77.18 ± 2.58 84.11± 0.15 90.95± 0.76
Triplet (LLGC) 77.18 ± 2.58 82.79± 0.51 90.95± 0.76
Contrastive 72.27± 2.52 72.35± 1.96 93.09 ± 0.54
ArcFace 64.39± 1.96 61.76± 1.88 90.59± 0.03
functions. The self-training approach based on cross-entropy loss achieves
the highest test accuracy. Among metric loss functions, self-training utilising
triplet loss achieves the highest test accuracy. The contrastive loss achieves
minor improvement while ArcFace yields performance degradation.
After each iteration of self-training, the test accuracy across three different
runs of all three metric loss functions are shown in Figure 4.5. It is evident that
the test accuracy curves show significant improvement over the iterations for
triplet loss and LLGC, while contrastive loss achieves negligible improvement
and ArcFace shows performance degradation.
4.3.4 CIFAR-10
The proposed semi-supervised approaches are evaluated using 4000 labelled
instances initially, with a selection percentage p = 5%, and σ = 2.4. Table 4.4
shows test accuracy of the SSDL model trained with cross-entropy, triplet,
contrastive, and ArcFace loss on CIFAR-10 after 4000-label training, 25 meta-
iterations of self-training, and all-labelled examples. It is evident that self-
training achieves significant improvement regardless of loss functions, while
triplet loss achieves the highest test accuracy.
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Figure 4.5: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on SVHN.
Table 4.4: Test accuracy % of SSDL model trained with Cross-entropy, Triplet,
Contrastive, and ArcFace loss on CIFAR-10 after 4000-label training, 25-meta
iterations of self-training, and all-labelled examples.
Method 4000-Labelled Self-training All-Labelled
Cross-entropy 65.94± 1.89 76.02± 1.82 85.64± 2.79
Triplet (1-NN) 67.14 ± 1.49 77.70 ± 0.93 87.39 ± 0.59
Triplet (LLGC) 67.14 ± 1.49 75.55± 0.28 87.39 ± 0.59
Contrastive 65.21± 0.64 71.94± 0.63 86.82± 0.41
ArcFace 58.69± 0.74 67.96± 0.40 83.66± 0.12
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Figure 4.6: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on CIFAR-10.
Figure 4.6 shows a test accuracy after each iteration of self-training across
three different runs for all three metric loss functions on CIFAR-10. The test
accuracy curves show consistent improvement for a few initial iterations and
remain unchanged for the rest of the iterations.
4.3.5 PlantVillage
For PlantVillage, all three image sizes, i.e., 32 by 32, 64 by 64, and 96 by 96, are
considered for evaluation purpose. Initially, 380 images (10 images per class)
are considered as labelled instances, with a selection percentage p = 2%, and
σ = 2.4. Tables 4.5, 4.6, and 4.7 show test accuracy of the SSDL model trained
with cross-entropy, triplet, contrastive, and ArcFace loss on PlantVillage after
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Table 4.5: Test accuracy % of SSDL model trained with Cross-entropy, Triplet,
Contrastive, and ArcFace loss on PlantVillage32 after 380-label training, 25-
meta iterations of self-training, and all-labelled examples.
Method 380-Labelled Self-training All-Labelled
Cross-entropy 60.98 ± 1.43 58.12± 1.40 97.46± 1.66
Triplet (1-NN) 55.45± 1.47 60.87 ± 0.59 98.80 ± 0.02
Triplet (LLGC) 55.45± 1.44 54.85± 0.85 98.80 ± 0.02
Contrastive 56.29± 0.88 56.12± 1.56 98.02± 0.06
ArcFace 53.23± 1.05 54.47± 0.83 98.46± 0.12
380-label training, 25 meta-iterations of self-training, and all labelled examples
with sizes 32 by 32, 64 by 64 and 96 by 96, respectively. Interestingly, self-
training based on cross-entropy loss suffers performance degradation on all
image size variations, i.e., 32, 64, and 96. The PlantVillage dataset has 38
classes, and the class distribution is skewed (for details, see Section 2.10),
which makes it hard to achieve better test accuracy than the baseline with
380 labeled examples. Also, the network is probably overfitting to training
examples as only a small number of labelled examples are available initially. All
metric learning losses generally achieve a small improvement for self-training
over the 380-labelled baseline. The self-training achieves the highest accuracy
using triplet loss for PlantVillage 32 by 32 and 96 by 96, while contrastive loss
achieves the highest accuracy on 64 by 64.
Figures 4.7, 4.8, and 4.9 shows the test accuracy after each iteration of
self-training across three different runs of all loss functions on PlantVillage 32,
64, and 96, respectively. The accuracy curves show a small improvement on
all metric loss functions.
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Figure 4.7: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on PlantVillage32.
Table 4.6: Test accuracy % of SSDL model trained with Cross-entropy, Triplet,
Contrastive, and ArcFace loss on PlantVillage64 after 380-label training, 25-
meta iterations of self-training, and all-labelled examples.
Method 380-Labelled Self-training All-Labelled
Cross-entropy 67.34 ± 2.44 63.47± 0.55 99.36 ± 0.12
Triplet (1-NN) 63.78± 2.03 67.99± 0.54 99.28± 0.01
Triplet (LLGC) 63.78± 2.03 67.96± 1.15 99.28± 0.01
Contrastive 62.23± 1.79 68.38 ± 1.21 98.56± 0.02
ArcFace 54.34± 3.19 57.66± 1.69 99.02± 0.37
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Figure 4.8: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on PlantVillage64.
Table 4.7: Test accuracy % of SSDL model trained with Cross-entropy, Triplet,
Contrastive, and ArcFace loss on PlantVillage96 after 380-label training, 25
meta-iterations of self-training, and all-labelled examples.
Method 380-Labelled Self-training All-Labelled
Cross-entropy 67.66 ± 1.34 64.34± 1.65 98.02± 0.57
Triplet (1-NN) 64.93± 2.51 73.80 ± 0.24 99.46± 0.14
Triplet (LLGC) 64.93± 2.51 72.86± 1.22 99.46± 0.14
Contrastive 67.05± 0.95 70.10± 0.86 98.44± 0.02
ArcFace 60.73± 5.49 70.37± 1.11 99.60 ± 0.04
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Figure 4.9: Comparison of self-training using Triplet, Triplet with LLGC,
Contrastive, and ArcFace loss on PlantVillage96.
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Figure 4.10: Comparison of accuracy of selected pseudo-labelled examples
based on softmax score, 1-NN, and LLGC on CIFAR-10.
4.3.6 Comparison of Confidence Measures
To compare confidence measures’ performance on the selection of pseudo-
labelled examples, self-training is applied to CIFAR-10 using the SSDL net-
work. Initially, 4000 examples are considered labelled and 46000 unlabelled.
After each iteration of self-training, p = 5% pseudo-labelled examples are se-
lected from the unlabelled set and merged into the labelled set for retraining.
For cross-entropy loss, the softmax score is considered as a confidence mea-
sure. For triplet loss, the distance from the unlabelled examples to the nearest
labelled example (1-NN) and the LLGC prediction score are considered as con-
fidence measures. Figure 4.10 compares the accuracy of pseudo-labelled exam-
ples across 25 iterations of self-training and the number of pseudo-labels. The
selection accuracy of pseudo-labels decreases over iterations of self-training as
easy pseudo-labelled examples are added and remaining unlabelled examples
become hard. Softmax and 1-NN consistently and gradually decrease accuracy,
while the LLGC-based confidence measure shows a rapid decrease in accuracy
of pseudo-labels after ten iterations, which is also reflected in test accuracy
(see Table 4.4).
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Table 4.8: Test accuracy after self-training using various loss functions.
Cross-entropy Triplet(1-NN) Triplet(LLGC) Contrastive ArcFace
MNIST 90.19± 0.30 94.94± 0.63 96.87 ± 0.58 94.55± 0.76 91.21± 1.13
Fashion-MNIST 73.09± 0.89 74.67 ± 1.47 72.58± 1.85 72.96± 0.44 71.11± 1.06
SVHN 85.60 ± 2.58 84.11± 0.15 82.79± 0.51 72.35± 1.96 61.76± 1.88
CIFAR-10 76.02± 1.82 77.70 ± 0.93 75.55± 0.28 71.94± 0.63 67.96± 0.40
PLANT32 58.12± 1.40 60.87 ± 0.59 54.85± 0.85 56.12± 1.56 54.47± 0.83
PLANT64 63.47± 0.55 67.99± 0.54 67.96± 1.15 68.38 ± 1.21 57.66± 1.69
PLANT96 64.34± 1.65 73.80 ± 0.24 72.86± 1.22 70.10± 0.86 70.37± 1.11
4.3.7 Comparison of Loss Functions
Table 4.8 summarises the test accuracy of proposed self-training approaches
for all datasets using various loss functions. In the majority of cases, metric
learning using triplet loss, applied with the 1-NN classifier, performs substan-
tially better than cross-entropy loss with soft-max. Among metric learning
losses, triplet loss using 1-NN as a confidence measure emerges as the winner.
4.3.8 Visualisations of Embeddings
We can also attempt to visualise the quality of embeddings learned after train-
ing the network. For dimension reduction, UMAP (Uniform Manifold Ap-
proximation and Projection) (McInnes et al., 2018) is employed. UMAP is a
dimension reduction technique that can be used for visualisation and general
non-linear dimension reduction. For visualisation, the simple custom model 4.2
is trained on MNIST and produces 16-dimensional embeddings. Then UMAP
is applied in an unsupervised fashion on the 16-dimensional embeddings to
produce 2-dimensional output. Figure 4.11 depicts the UMAP output for test
instances marked in colour according to their true class after 100-label training
the network on the left; the right side depicts the UMAP output for test in-
stances after self-training with cross-entropy, triplet, contrastive, and ArcFace
loss. It can be seen that the 10000 test instances’ embeddings are scattered
mainly randomly throughout the 2D space before the network is trained. In
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contrast, after training of the network, the test instances’ embeddings form
clusters in Euclidean space according to the class labels.
4.4 Discussion
This chapter shows that neural networks can be trained in a self-training set-
ting using a small number of labelled examples by replacing the classification
objective with a loss function designed for metric learning. This metric learn-
ing based training objective is compatible with standard techniques of training
the deep neural network and requires no modification of the network model.
The proposed approach is conceptually simple and easy to implement. It
achieves significant improvement compared to training on a small subset of
labelled examples on five different datasets using several metric learning loss
functions. For self-training, triplet loss with 1-NN outperforms the widely used
cross-entropy loss on four out of seven datasets. Among metric learning losses,
triplet loss emerges as the winner. For the selection of pseudo-labelled exam-
ples, we considered 1-nearest-neighbour distance and LLGC score as a con-
fidence measure. In most cases, using 1-nearest-neighbour distance achieved
slightly higher accuracy than the LLGC score when used as a confidence mea-
sure. For improving the results further, the next chapter will explore the effect
of using bigger network models with pretrained weights.
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(a) CE: after 100-label training (b) CE: after self-training
(c) Triplet: after 100-label training (d) Triplet: after self-training
(e) Contrastive: after 100-label training (f) Contrastive: after self-training
(g) ArcFace: after 100-label training (h) ArcFace: after self-training
0 1 2 3 4 5 6 7 8 9
Figure 4.11: UMAP visualisation of MNIST test set embeddings for all losses




In the previous chapter, the primary motivation was to investigate the perfor-
mance of metric learning in a self-training setting using simple convolutional
neural networks. This chapter considers more sophisticated and deeper con-
volutional models with pretrained weights from ImageNet.
Deep neural networks require many labelled examples for training com-
pared to traditional machine learning methods. The collection of labelled
examples can be costly and extremely difficult to obtain in some cases, e.g.,
clinical trials, etc. In these scenarios, transfer learning can be very beneficial.
It aims to transfer the knowledge from the source domain to the target do-
main. The survey in (Tan et al., 2018) divides the transfer learning methods
into four categories.
1. Instances-based methods: some instances from the source domain are
utilised for training in the target domain with appropriate weights.
2. Mapping-based methods: source and target domains are mapped into a
new data space. The resulting data spaces are learned by minimising
the distance between data distributions of source and target domains.
3. Network-based methods: aims to reuse some layers of the network pre-
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trained in the source domain, including its network structure and pa-
rameters.
4. Adversarial-based methods: an adversarial layer tries to discriminate
between features of the source and the target domain—this layer serves
as a domain adaptation regularisation term in the loss function.
This chapter explores the network-based transfer learning method, which
has been applied successfully in many practical applications of standard su-
pervised learning of deep neural networks.
Since the successful ImageNet challenge (Russakovsky et al., 2015), the
network-based transfer learning method has been used widely in visual recogni-
tion tasks such as object detection (Girshick et al., 2014). Commonly, network-
based transfer learning uses the network weights learned by training on the
large and labelled ImageNet dataset and fine-tunes the weights for the respec-
tive target domain. The common practice is to reuse the network front layers
before the fully-connected layers. This layer is called the bottleneck layer,
which contains few nodes compared to the previous layers. The bottleneck
layer features retain more generality compared to the final layer. When the
target domain is sufficiently closely related to the source domain of ImageNet,
then transfer learning generalises much better than training from scratch on
the smaller target domain alone(see, for example, (Oquab et al., 2014)).
Typically, one or more fully-connected layers are added after the bottleneck
layer. One can use pretrained features as fixed and update parameters of the
network for newly added layers only or fine-tune the whole network for the
target domain. It has been found that fine-tuning usually provides higher gains
than fixed ImageNet features (Kornblith et al., 2019). For transfer learning,
all the results reported in this chapter are based on fine-tuning.
The main contribution of this chapter is that it provides an extensive em-
pirical investigation of transfer learning in the context of self-training. By
studying different combinations of similarity metric learning losses (e.g., triplet
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loss, contrastive loss, and ArcFace loss), we find that transfer learning always
substantially improves the classification accuracy of the model when few la-
belled examples are available, regardless of which loss function is used for
training the neural network. More specifically, for semi-supervised learning
using self-training on the SVHN, CIFAR-10, and PlantVillage image classifi-
cation datasets, we obtain a substantial improvement using pretrained weights
when few labelled examples are available for training. Thus, our results in-
dicate that the well-established method of performing transfer learning by
reusing pretrained weights—commonly applied when performing a purely su-
pervised training of a neural network—is particularly useful in the context of
semi-supervised learning. We also pretrain a network from scratch on different
image sizes of ImageNet using the usual cross-entropy loss and triplet loss and
investigate the effect on accuracy for various datasets after transfer learning.
5.1 Self-training using Transfer Learning
Self-training using transfer learning builds on the technique introduced in the
previous chapter, where the model is initially trained on limited data. However,
in this chapter, instead of applying random initialisation of network parameters
when training starts, we investigate using pretrained weights from another
domain. We show that this provides a much better generalisation ability.
Using pretrained model weights is a standard approach for transfer learning
in supervised settings. Still, it appears to have received little attention in the
context of semi-supervised learning, particularly when applying self-training
to metric learning.
A schematic overview of the proposed approach is shown in Figure 5.1.
We use a pretrained neural network model trained on ImageNet. Fine-tuning
on data from the target domain is performed on the very small initial set
of labelled examples. Following that, confident predictions for unlabelled ex-
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Figure 5.1: An overview of the proposed Transfer Learning approach.
network—this is the standard self-training method for semi-supervised learn-
ing. It enables us to obtain more training data, and the assumption is that
this eventually helps achieve significant performance improvements.
5.2 Experiments
For evaluating the effect of transfer learning, we follow the same protocol as
in the previous chapter. A small subset of labelled examples is chosen for
all datasets according to standard semi-supervised learning practice, with a
balanced number of examples from each class. All remaining examples are
used as unlabelled training examples.
For transfer learning, we consider the VGG16 network with the publicly
available checkpoint (Abadi et al., 2016) having top-1 ImageNet (image size
224) validation accuracy of 71.30%. We use VGG16 without fully-connected
layers (for details, see Section 2.1.3), which is a common approach when using
a pre-trained network as a feature extractor. We always include two network
versions in the comparison: one using randomly initialised weights and using
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pretrained weights from ImageNet.
A fully connected layer is added at the end of the VGG16 model for gener-
ating a 64-dimensional embedding space for fine-tuning the network. A mini-
batch size of 100 is used for all experiments. Adam is used as the optimiser
for updating the network parameters, except for the contrastive loss, which
uses RMSProp. For the triplet, contrastive and ArcFace loss, the 1-nearest
neighbour is used for label prediction. In self-training, for triplet, contrastive,
and ArcFace loss, the distance to the nearest labelled example is used as the
confidence measure when selecting unlabelled examples for labelling. For soft-
max cross-entropy loss, the softmax probability score is used as the confidence
score. The self-training approach is run for 25 meta-iterations, and results
were averaged over three runs with a random selection of initially labelled
examples.
As in the previous chapter, models are evaluated on the predefined test split
for each dataset in three different ways: after training only on the initially la-
belled examples, after training for several meta-iterations of the proposed self-
training approach, and after training on all labelled training examples1. The
two sets of extreme results computed from a) only the initial labelled training
examples and b) all labelled training examples act as a form of empirical lower
and upper bounds for the semi-supervised approach.
5.2.1 SVHN
On SVHN, the proposed approach is evaluated using 1000 labelled instances
initially with a selection percentage of p = 5% (i.e., in each meta-iteration
of self-training, 5% of the remaining unlabelled examples are selected for la-
belling). Table 5.1 shows test accuracy for SVHN using all four losses after
training on 1000-labelled, self-training, and all-labelled examples with random
and pretrained weights for the network. As we can see from the results for
1Source code is available at https://github.com/attaullah/Self-training/blob/
master/Transfer_learning.md
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Table 5.1: Test accuracy % of VGG16 network trained on SVHN using random
and ImageNet pretrained weights.
Loss Weights 1000-Labelled Self-training All-Labelled
Cross-entropy
Random 72.70± 2.74 88.71± 0.47 95.70± 0.14
ImageNet 83.96 ± 2.68 92.75 ± 1.33 95.80 ± 0.18
Triplet
Random 74.14± 6.15 85.63± 0.43 95.28± 0.03
ImageNet 81.52± 0.91 88.39± 0.07 95.62± 0.02
Contrastive
Random 62.16± 1.45 72.73± 2.66 92.69± 0.25
ImageNet 82.88± 0.82 79.31± 1.19 94.69± 0.86
ArcFace
Random 71.23± 0.80 71.61± 0.40 93.77± 0.03
ImageNet 80.57± 0.31 79.71± 1.49 95.75± 0.04
all four losses, using pretrained weights from ImageNet generally results in
substantial improvements over the random initialisation of the weights. When
comparing all four loss functions, cross-entropy emerges as the clear winner.
For the All-labelled examples setting, using pretrained weights only provides
for small increases in test accuracy over fully training from scratch.
Figure 5.2 shows details about the test accuracy after each iteration of
self-training across three different runs of cross-entropy loss using a) randomly
initialised weights b) ImageNet pretrained weights on VGG16 for SVHN. Ini-
tially, 1000 labelled examples are selected randomly for self-training. The
accuracy curves show improvements for both scenarios, with the pretrained
version starting from a higher initial accuracy level and retaining this advan-
tage over the 25 meta-iterations of self-training.
5.2.2 CIFAR-10
On CIFAR-10, the proposed self-training approach is evaluated using 4000 la-
belled instances initially, with a selection percentage of 5%. Table 5.2 shows
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(b) ImageNet pretrained weights
Figure 5.2: Comparison of self-training for SVHN using cross-entropy loss with
random and pretrained ImageNet weights of VGG16.
accuracy on the test set for all losses after training on 4000-labelled examples,
self-training, and all labelled examples employing random initialisation of the
weights of the neural network as well as pretrained weights from ImageNet.
Training using pretrained weights from ImageNet always results in substantial
improvements over the random initialisation of the network weights. Again,
cross-entropy achieves the highest test accuracy after training on a few labelled
examples, self-training, and all labelled examples using random as well as pre-
trained weights. For pretrained weights, the triplet loss seems competitive with
cross-entropy for all three cases, i.e., after training on 4000-labelled examples,
self-training, and all labelled examples. On the other hand, contrastive and
ArcFace loss suffer from performance degradation on self-training compared
to the baseline.
Figure 5.3 shows details about the test accuracy after each iteration of
self-training across three different runs of cross-entropy loss using a) randomly
initialised weights b) ImageNet pretrained weights on VGG16 for CIFAR-10.
Initially, 4000 labelled examples are chosen randomly for each run of self-
training. The accuracy curves show improvements for both scenarios, with the
pretrained version starting from a higher initial accuracy level and retaining
this advantage over the 25 meta-iterations of self-training.
67
Table 5.2: Test accuracy % of VGG16 network trained on CIFAR-10 using
random and ImageNet pretrained weights.
Loss Weights 4000-Labelled Self-training All-Labelled
Cross-entropy
Random 64.00± 0.93 77.18± 0.48 87.89± 0.18
ImageNet 76.22 ± 0.69 83.30 ± 0.27 89.30 ± 0.25
Triplet
Random 59.87± 0.84 68.31± 0.43 85.75± 0.32
ImageNet 75.77± 0.90 82.59± 0.49 88.87± 0.26
Contrastive
Random 60.43± 1.03 57.49± 2.59 82.12± 0.89
ImageNet 75.54± 0.40 74.34± 1.43 88.01± 0.23
Arcface
Random 55.38± 1.24 54.99± 1.16 75.50± 0.96
ImageNet 73.90± 1.20 75.77± 0.61 85.73± 0.01











































(b) Pretrained ImageNet weights
Figure 5.3: Comparison of self-training for CIFAR-10 using cross-entropy loss
with random and pretrained ImageNet weights of VGG16.
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5.2.3 PlantVillage
For PlantVillage, all three image sizes, i.e., 32 by 32, 64 by 64, and 96
by 96, are considered for evaluation. Initially, 380 images (10 images per
class) are considered labelled instances, with a selection of p = 2% for self-
training. Tables 5.3, 5.4 and 5.5 show test accuracy for all four losses using
380-labelled, self-training, and all-labelled examples with randomly initialised
network weights and pretrained weights from ImageNet on PlantVillage 32,
64, and 96, respectively. Transfer learning usually provides improvement from
the random initialisation of network weights. Again, for self-training, cross-
entropy achieves the highest accuracy for all image size variations using ran-
dom and pretrained weights of the network. For a small number of labelled
examples, the triplet loss achieves the highest accuracy using random weights
of the network, while the contrastive loss achieves the highest accuracy using
ImageNet pretrained weights. On the other hand, all metric loss functions
exhibit a significant reduction in accuracy for self-training compared to the
cross-entropy baseline for random as well pretrained weights of the network
for all image size variations. The reduction in test accuracy is likely due to a
large number of classes and the skewed class distribution (for more informa-
tion, see Section 2.10) of the PlantVillage dataset.
Figure 5.4 shows details about the test accuracy after each iteration of self-
training across three different runs of cross-entropy loss using a) randomly ini-
tialised weights, and b) ImageNet pretrained weights on VGG16 for PlantVil-
lage32. For PlantVillage32, initially, 380 labelled examples were chosen ran-
domly for each run of self-training. The accuracy curves show improvements
for both scenarios, with the pretrained version starting from a higher initial
accuracy level and retaining this advantage over the 25 meta-iterations of self-
training.
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Table 5.3: Test accuracy % of VGG16 network trained on PlantVillage32 using
random and ImageNet pretrained weights.
Loss Weights 380-Labelled Self-training All-Labelled
Cross-entropy
Random 42.81± 1.51 57.78± 2.74 97.39± 0.67
ImageNet 62.23± 1.11 73.72 ± 0.58 98.14 ± 0.27
Triplet
Random 55.24± 1.28 55.90± 0.48 97.18± 0.41
ImageNet 62.80± 2.40 59.96± 1.88 97.96± 0.10
Contrastive
Random 49.53± 1.46 48.24± 2.14 93.27± 0.95
ImageNet 64.67 ± 0.36 55.66± 0.54 97.34± 0.07
ArcFace
Random 49.60± 0.98 40.70± 0.02 94.92± 0.42
ImageNet 50.66± 1.22 52.85± 0.49 96.94± 0.07
Table 5.4: Test accuracy % of VGG16 network trained on PlantVillage64 using
random and ImageNet pretrained weights.
Loss Weights 380-Labelled Self-training All-Labelled
Cross-entropy
Random 48.65± 0.34 65.57± 3.88 97.88± 1.24
ImageNet 70.17± 1.80 79.87 ± 3.94 99.16 ± 0.16
Triplet
Random 59.81± 1.69 54.93± 1.73 97.68± 0.20
ImageNet 72.97± 0.56 66.96± 2.04 98.42± 0.52
Contrastive
Random 56.59± 5.83 53.51± 0.79 98.35± 0.08
ImageNet 77.09 ± 1.45 54.63± 1.69 99.13± 0.18
ArcFace
Random 45.44± 0.92 37.75± 5.13 96.98± 0.14
ImageNet 54.63± 0.79 63.90± 1.59 98.72± 0.27
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Table 5.5: Test accuracy % of VGG16 network trained on PlantVillage96 using
random and ImageNet pretrained weights.
Loss Weights 380-Labelled Self-training All-Labelled
Cross-entropy
Random 42.15± 2.16 48.37± 3.32 98.68± 0.25
ImageNet 73.03± 0.77 78.72 ± 0.08 99.34 ± 0.16
Triplet
Random 62.36± 1.50 61.97± 1.88 98.80± 0.20
ImageNet 78.42± 1.25 77.10± 1.79 99.18± 0.33
Contrastive
Random 61.73± 1.94 52.04± 1.32 98.28± 0.77
ImageNet 79.67 ± 2.27 62.50± 1.99 99.02± 0.23
ArcFace
Random 52.48± 0.17 47.75± 0.96 97.98± 0.19
ImageNet 62.27± 3.92 68.70± 1.25 99.12± 0.08






































(b) Pretrained ImageNet weights
Figure 5.4: Comparison of self-training for PlantVillage32 using cross-entropy
loss with random and pretrained ImageNet weights of VGG16.
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5.2.4 Impact of Embedding Size and Shallow Classifiers
For investigating the effect of embeddings size and shallow classifiers on test
accuracy, various sizes of embeddings and different types of shallow classi-
fiers are compared. The pretrained VGG16 network is employed for training
on CIFAR-10 with triplet loss, producing embeddings of sizes 64, 128, and
256. The impact of different embeddings sizes on test accuracy is evaluated
by using a k-nearest-neighbour classifier, Linear Discriminant Analysis (LDA),
Random Forest (RF), and logistic regression (LR). Logistic regression applies
liblinear (Fan et al., 2008) and LBFGS optimisation (Zhu et al., 1997) method.
All the classifiers use the sci-kit (Pedregosa et al., 2011) library implementa-
tion with default parameters. The k-NN uses k = 1 neighbour and Euclidean
distance as a metric. Random Forest uses 100 as the default number of trees.
LDA uses singular value decomposition (SVD) as a solver. Table 5.6 presents
test accuracy and time (millisecond ms, second s) for various embeddings sizes
after training on 4000-labelled examples and after training on all labelled ex-
amples. LDA is the fastest, and Random Forest is the slowest in terms of
running time. All shallow classifiers produced higher accuracy on a small
embeddings size, i.e., 64, when trained on only a small number of labelled
examples. However, when trained on the fully labelled datasets, most shallow
classifiers achieve their highest accuracy for the largest embeddings size of 256.
In self-training using metric losses, shallow classifiers are used for calcula-
tion of test accuracy, labelling the unlabelled examples, and prediction score
or probability is used as a confidence measure for selecting pseudo-labelled ex-
amples from unlabelled examples. All shallow classifiers achieved a similar ac-
curacy for 64 embeddings size when trained on 4000-labelled examples. These
shallow classifiers yield high prediction scores for unlabelled examples. The
high scores do not provide a good measure for the selection of pseudo-labels.
Therefore, we devised a confidence measure based on the 1-nearest-neighbour
using the distance from the unlabelled example to the nearest labelled example.
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Table 5.6: Test accuracy and time spent on different shallow classifiers for




Classifier Accuracy Time (ms) Accuracy Time (s)
KNN
64 75.80± 0.36 469± 4.91 85.24± 0.46 4.40± 0.01
128 74.66± 0.81 488± 1.67 85.50± 0.49 4.71± 0.01
256 74.54± 0.40 543± 2.76 85.13± 0.42 5.93± 0.01
LDA
64 76.16± 0.37 23± 0.01 87.29± 0.45 0.30± 0.01
128 75.26± 0.65 48± 0.01 87.52± 0.40 0.63± 0.01
256 74.91± 0.45 102± 0.01 87.66± 0.26 1.39± 0.04
RF
64 76.13± 0.36 1190± 1.84 87.28± 0.25 40.60± 0.02
128 75.26± 0.58 1970± 1.53 87.52± 0.42 58.90± 0.04
256 75.02± 0.36 2530± 7.06 87.61± 0.32 86.00± 0.09
LR (LIBLINEAR)
64 76.32 ± 0.25 304± 0.13 87.47± 0.47 14.40± 0.01
128 75.34± 0.54 945± 6.46 87.61± 0.31 31.30± 0.03
256 75.19± 0.31 2460± 1.99 87.62± 0.07 56.90± 0.02
LR (LBFGS)
64 76.31± 0.18 203± 0.39 87.51± 0.49 3.91± 0.02
128 75.25± 0.46 342± 4.19 87.58± 0.28 4.38± 0.02
256 75.01± 0.23 528± 5.18 87.65 ± 0.13 5.57± 0.08
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5.2.5 Visualisations of Embeddings
To investigate the effect of self-training on the embeddings, we visualise the
embeddings learned using all four loss functions. Figure 5.5 shows the output
of UMAP (McInnes et al., 2018) on embeddings of CIFAR-10 test examples
obtained after training on 4000 labelled examples and after 25 meta-iterations
of self-training using all four losses using pretrained VGG16. Self-training
improves class separation, with cross-entropy (CE) loss showing the most sig-
nificant improvement, consistent with its high final accuracy (see Table 5.2).
All the visualisations are generated using the default parameters of UMAP
for a fair comparison, the stringy structures in UMAP output are due to the
interaction of different parameters of the UMAP algorithm itself.
5.3 Pretraining Wide Residual Network on Im-
ageNet
The VGG16 network used in the previous Section 5.2 is trained on ImageNet
with size 224 by 224 images using softmax cross-entropy loss having 14 Million
parameters (excluding fully-connected layers). Here, we explore pretraining a
relatively smaller network, Wide Residual Network (WRN-28-2), with approx-
imately 1.5 Million parameters (see Section 2.1.4). The smaller size of the
WRN-28-2 network makes it easy to pretrain on various downsampled smaller
sizes of ImageNet. Therefore, various smaller sizes of ImageNet are used for
pretraining WRN-28-2 for investigating the effect on accuracy. Moreover, it
has been observed that cross-entropy loss usually benefits more from VGG16
pretrained network weights with cross-entropy (see Section 5.2) loss winning
for most of the different datasets. It is thus worthwhile to investigate pretrain-
ing using different loss functions.
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(a) CE: training on 4K-labelled (b) CE: after 25 meta-iterations
(c) Triplet: training on 4K-labelled (d) Triplet: after 25 meta-iterations
(e) Contrastive: training on 4K-labelled (f) Contrastive: after 25 meta-iterations
(g) ArcFace: training on 4K-labelled (h) ArcFace: after 25 meta-iterations
Aeroplane Bird Car Cat Deer Dog Frog Horse Ship Truck
Figure 5.5: UMAP visualisation of CIFAR10 test set embeddings after training
on 4000-labelled examples and after 25-meta iterations of self-training using
various losses with ImageNet pretrained network weights.
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5.3.1 Pretraining using Different Image sizes
The datasets considered in the thesis for evaluation have image sizes 32, 64,
and 96. For investigating the effect of ImageNet networks pretrained on smaller
image size, the WRN-28-2 network is pretrained on downsampled (Chrabaszcz
et al., 2017) ImageNet with sizes 32, 64, and 224. For pretraining, WRN-28-2,
the cross-entropy loss is used on these various image sizes.
• pretrained32: The network is trained on downsampled 32x32 ImageNet
for 100 epochs and achieves 40.96% top-1 validation accuracy.
• pretrained64: The network is trained on downsampled 64x64 ImageNet
for 100 epochs and achieves 41.72% top-1 validation accuracy.
• pretrained224: The network is trained on the widely used 224x224 image
size of ImageNet for 100 epochs and achieves 50.09% top-1 validation
accuracy.
Validation accuracy is measured on the official validation set of ImageNet2.
For detection of duplicate images between CIFAR-10 and ImageNet32, we
used WRN-28-2 pretrained32. There are approximately 144 matching images
present in the ImageNet32 (Chrabaszcz et al., 2017) training set and CIFAR-
10 test set (for more, see Appendix B). It is standard practice to fine-tune
an ImageNet pretrained network without taking any special consideration of
duplicate matching images. So, for CIFAR-10, we calculate test accuracy on
all test examples.
Table 5.7 shows the test accuracy for CIFAR-10, SVHN, and PlantVil-
lage32, 64, 96 using randomly initialised, pretrained32, pretrained64, and pre-
trained224 weights for WRN-28-2 network employing cross-entropy and triplet
loss. The reported test accuracies are obtained after training with a small
number of labelled examples (1000 for SVHN, 4000 for CIFAR-10, and 380 for
2Pretrained weights are available at https://github.com/attaullah/
Pretraining-WideResNet
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PlantVillage), after self-training, and all labelled examples. The test accuracy
for contrastive and ArcFace loss is omitted as previous results show that these
losses do not perform better in accuracy than cross-entropy and triplet loss for
VGG16 random and pretrained.
For SVHN, pretrained32 yields higher test accuracy than randomly ini-
tialised, pretrained64, or pretrained224 when few labelled examples are avail-
able for training. At the same time, random initialisation of the network
achieves the highest accuracy for self-training and all-labelled examples. The
impact of pretrained weights on SVHN for all-labelled and self-training is neg-
ligible due to the fact that SVHN is rather different from the source domain
of pretraining, i.e., ImageNet. For CIFAR-10, pretrained32 outperforms ran-
domly initialised, pretrained64, and pretrained224 for both loss functions on
all configurations, with pretrained64 being the second best. For all PlantVil-
lage sizes, pretrained32 achieves the highest accuracy compared to random,
pretrained64 and pretrained224. Among pretrained weights, pretrained32
achieves the highest accuracy most of the time for all datasets. Therefore,
for WRN-28-2 pretrained weights, pretrained32 weights are used for the re-
mainder of the thesis.
5.3.2 Pretraining using Triplet Loss
As it has been observed that VGG16 pretrained network weights provided more
performance improvement on cross-entropy loss compared to metric learning
losses, e.g., triplet, contrastive and ArcFace loss, we now compare to WRN-
28-2 using triplet loss for pretraining on ImageNet32 (Chrabaszcz et al., 2017).
The network is trained for 500 epochs and achieves 13.00% validation accu-
racy using Linear Discriminant Analysis (LDA). All five datasets’ test accu-
racy using a small number of labelled examples, and all labelled examples
employing cross-entropy and triplet loss is evaluated on WRN-28-2. Table 5.8
compares the test accuracy using random weights, pretrained32 weights us-
ing cross-entropy loss (CE-pretrained) and pretrained32 weights using triplet
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Table 5.7: Test accuracy on WRN-28-2 using random, pretrained32, pre-
trained64, and pretrained224 weights employing cross-entropy and triplet loss.
N-Labelled Self-training All-Labelled
Weights Cross-entropy Triplet Cross-entropy Triplet Cross-entropy Triplet
SVHN
Random 87.04± 1.07 77.53± 2.29 94.28 ± 0.45 86.02 ± 1.60 96.28 ± 0.13 96.01± 0.05
pretrained32 88.94 ± 0.35 84.53 ± 1.24 90.84± 0.48 85.03± 1.05 95.92± 0.40 96.06 ± 0.20
pretrained64 79.29± 2.55 83.01± 2.09 88.37± 2.59 85.06± 1.18 95.63± 0.25 96.14± 0.05
pretrained224 78.60± 1.34 81.84± 2.40 91.23± 0.11 83.62± 0.70 95.97± 0.15 95.66± 0.06
CIFAR-10
Random 75.33± 0.82 74.75± 1.60 83.05± 0.99 82.83± 0.78 90.95± 0.70 88.80± 0.41
pretrained32 87.90 ± 0.94 89.01 ± 1.29 91.62 ± 0.58 91.41 ± 0.23 94.21 ± 0.55 94.32 ± 0.05
pretrained64 86.88± 0.97 86.64± 0.63 90.67± 0.16 89.70± 0.13 92.98± 0.27 93.18± 0.31
pretrained224 80.78± 0.55 80.99± 0.53 85.12± 0.08 86.04± 0.02 91.96± 0.03 91.88± 0.09
PLANT32
Random 56.59± 3.25 63.71± 0.06 68.24± 2.44 67.62± 1.29 98.02± 1.15 98.53± 0.18
pretrained32 77.34 ± 0.97 83.28 ± 0.58 87.48± 0.84 81.31 ± 0.58 99.03 ± 0.03 99.30 ± 0.06
pretrained64 74.70± 0.78 77.35± 2.67 88.70 ± 0.89 74.86± 3.67 98.25± 0.12 99.04± 0.12
pretrained224 65.22± 2.94 63.14± 7.40 79.32± 1.84 66.84± 0.33 98.50± 0.02 98.44± 0.35
PLANT64
Random 68.65± 1.89 62.54± 3.33 69.36± 1.80 71.03± 1.72 98.92± 0.31 99.57± 0.02
pretrained32 79.83 ± 0.55 84.36 ± 1.41 92.60 ± 1.03 82.20 ± 1.23 99.47 ± 0.19 99.76 ± 0.02
pretrained64 78.84± 2.21 81.82± 1.35 88.63± 0.47 78.31± 2.30 98.28± 0.68 99.61± 0.08
pretrained224 72.54± 2.08 75.08± 2.74 81.31± 2.77 74.98± 0.54 98.73± 0.05 99.46± 0.03
PLANT96
Random 71.13± 4.31 66.55± 1.80 76.09± 2.35 74.87± 0.60 99.00± 0.26 99.43± 0.13
pretrained32 82.25± 0.98 84.72 ± 0.44 89.65 ± 0.88 82.52 ± 1.85 99.28 ± 0.05 99.70 ± 0.03
pretrained64 82.88 ± 1.60 83.29± 1.00 85.30± 0.86 78.30± 0.29 97.90± 0.29 99.55± 0.10
pretrained224 76.28± 0.49 78.58± 3.09 88.19± 0.33 79.18± 0.22 98.73± 0.02 99.25± 0.17
Note: For each dataset, bold highlights the highest accuracy from each loss
across random, pretrained32, pretrained64, and pretrained224 weights for N-
labelled, self-training, and all-labelled.
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Table 5.8: Test accuracy of WRN-28-2 using Random weights, CE-weights,
and Triplet-weights.
N-Labelled All-Labelled
Weights Cross-entropy Triplet Cross-entropy Triplet
SVHN
Random 87.04± 1.07 77.53± 2.29 96.28 ± 0.13 96.01± 0.05
CE-pretrained 88.94 ± 0.35 84.53 ± 1.24 95.92± 0.40 96.06 ± 0.20
Triplet-pretrained 77.65± 2.25 76.54± 0.85 95.38± 0.39 95.55± 0.47
CIFAR-10
Random 75.33± 0.82 74.75± 1.60 90.95± 0.70 88.80± 0.41
CE-pretrained 87.90 ± 0.94 89.01 ± 1.29 94.21 ± 0.55 94.32 ± 0.05
Triplet-pretrained 81.40± 3.72 84.24± 0.44 91.71± 0.19 91.43± 0.13
Plant32
Random 56.59± 3.25 63.71± 0.06 98.02± 1.15 98.53± 0.18
CE-pretrained 77.34 ± 0.97 83.28 ± 0.58 99.03 ± 0.03 99.30 ± 0.06
Triplet-pretrained 69.10± 0.79 72.08± 0.09 97.88± 0.82 99.01± 0.03
Plant64
Random 68.65± 1.89 62.54± 3.33 98.92± 0.31 99.57± 0.02
CE-pretrained 79.83 ± 0.55 84.36 ± 1.41 99.47 ± 0.19 99.76 ± 0.02
Triplet-pretrained 73.30± 0.91 76.89± 0.82 98.92± 0.10 99.25± 0.25
Plant96
Random 71.13± 4.31 66.55± 1.80 99.00± 0.26 99.43± 0.13
CE-pretrained 82.25 ± 0.98 84.72 ± 0.44 99.28 ± 0.05 99.70 ± 0.03
Triplet-pretrained 74.76± 0.84 78.05± 0.05 98.30± 0.64 99.54± 0.05
Note: For each dataset, bold highlights the highest accuracy from each loss
across random, CE-pretrained, and Triplet-pretrained weights for N-labelled
and all-labelled.
loss (Triplet-pretrained). It is evident that CE-pretrained weights outperform
random and triplet-pretrained regardless of the number of labelled examples
and loss functions used. Since training on a few labelled and all-labelled ex-
amples using triplet-pretrained weights does not yield any improvement over
CE-pretrained, self-training results are not computed.
79
5.3.3 Fixed K Training
In self-training, after each iteration, the model predicts labels for unlabelled
examples and merges pseudo-labelled examples with confident predictions into
the set of labelled examples for the training of subsequent iterations. In this
way, noisy labels can be introduced by adding incorrect labels into labelled
examples. To overcome this, instead of using completely random sampling, a
fixed k initially labelled examples are added into each mini-batch (Arazo et al.,
2020) during training of the model. We set the value of k the same as the
number of classes, i.e., 10 for CIFAR-10 and SVHN and 38 for PlantVillage.
Table 5.9 shows the test accuracy after 25 iterations of self-training for all
datasets using cross-entropy and triplet loss on WRN-28-2 with random and
ImageNet32 pretrained weights for randomly sampled mini-batches and k-fixed
initially labelled examples in each mini-batch. It is evident that the randomly
sampled mini-batches perform better than k-fixed mini-batch construction for
all datasets on both losses with random and pretrained weights.
5.3.4 Visualisations of Embeddings
Figure 5.6 shows the output of 2-dimensional UMAP (McInnes et al., 2018)
obtained after 64-dimensional embedding of WRN-28-2 using random and pre-
trained weights. The embeddings are obtained at the start of training, after
training with 4000 labelled examples, and after 25 meta-iterations of self-
training on CIFAR-10. It can be seen that pretrained weights result in better
separation at all three stages: after init, after the first 4k examples, and finally
after all 25 meta-iterations.
5.4 Comparison of Networks
Table 5.10 summarises the test accuracy for the proposed self-training ap-
proach on VGG16 and WRN-28-2 for all datasets with cross-entropy loss.
Results are shown with randomly initialised weights and ImageNet pretrained
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Table 5.9: Test accuracy after self-training on WRN-28-2 using random and
ImageNet pretrained weights for randomly sampled and k-fixed initially la-
belled examples in each mini-batch.
Cross-entropy Triplet
Weights Random k-fixed Random k-fixed
SVHN
Random 94.28 ± 0.45 90.02± 0.77 86.02± 1.60 85.36± 0.91
ImageNet 90.84± 0.48 91.76 ± 0.44 85.03± 1.05 88.08± 0.02
CIFAR-10
Random 83.05 ± 0.99 81.72± 0.12 82.83± 0.78 79.66± 0.71
ImageNet 91.62 ± 0.58 90.30± 0.43 91.41± 0.23 89.26± 0.63
PLANT32
Random 68.24 ± 2.44 63.00± 2.81 67.62± 1.29 62.28± 2.66
ImageNet 87.48 ± 0.84 82.55± 0.16 81.31± 0.58 81.63± 0.18
PLANT64
Random 69.36± 1.80 69.42± 0.77 71.03± 1.72 71.09 ± 2.99
ImageNet 92.60 ± 1.03 84.18± 0.68 82.20± 1.23 83.66± 0.82
PLANT96
Random 76.09 ± 2.35 67.19± 4.53 74.87± 0.60 74.991± 0.82
ImageNet 89.65 ± 0.88 83.11± 1.08 82.52± 1.85 81.50± 0.81
Note: For each dataset, bold highlights the highest accuracy for both losses
with randomly sampled and k-fixed initially labelled examples in each mini-
batch using random and ImageNet pretrained weights for self-training.
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(a) init random (b) init pretrained
(c) After 4K random (d) After 4K pretrained
(e) After meta random (f) After meta pretrained
Aeroplane Bird Car Cat Deer Dog Frog Horse Ship Truck
Figure 5.6: UMAP visualisation of CIFAR-10 test set embeddings using triplet
loss with random and ImageNet pretrained network weights on WRN-28-2.
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Table 5.10: Test accuracy after self-training on VGG16 and WRN-28-2 using
random and ImageNet pretrained weights.
SVHN CIFAR-10 PLANT32 PLANT64 PLANT96
Random weights
VGG16 88.71± 0.47 77.18± 0.48 57.78± 2.74 65.57± 3.88 48.37± 3.32
WRN-28-2 94.28 ± 0.45 83.05 ± 0.99 68.24 ± 2.44 69.36 ± 1.80 76.09 ± 2.35
ImageNet pretrained weights
VGG16 92.75 ± 1.33 83.30± 0.27 73.72± 0.58 79.87± 3.94 78.72± 0.08
WRN-28-2/224 91.23± 0.11 85.12± 0.08 79.32± 1.84 81.31± 2.77 88.19± 0.33
WRN-28-2/64 88.37± 2.59 90.67± 0.16 88.70 ± 0.89 88.63± 0.47 85.30± 0.86
WRN-28-2/32 90.84± 0.48 91.62 ± 0.58 87.48± 0.84 92.60 ± 1.03 89.65 ± 0.88
weights of the network. For VGG16, publically available ImageNet 224 by 224
pretrained weights are used, and for WRN-28-2, the network was trained on
ImageNet 224 by 224, 64 by 64, and 32 by 32 (see Section 5.3.1). For randomly
initialised weights, WRN-28-2 outperforms VGG16. For ImageNet pretrained
weights, WRN-28-2 pretrained on ImageNet 32 by 32 achieves the highest test
accuracy for the majority of the datasets.
5.5 Discussion
In this chapter, we have shown that transfer learning can be highly beneficial
for image classification. More specifically, when there are a few labelled exam-
ples available for training, transfer learning also improves the performance of
self-training, even using different types of losses for the training of neural net-
works. We also pretrained the WRN-28-2 network on various smaller sizes of
ImageNet using cross-entropy and triplet loss and found that cross-entropy loss
on ImageNet32 provides higher accuracy on all datasets. Moreover, WRN-28-2
outperforms VGG16 on all datasets using random as well as pretrained weights
on ImageNet32. In terms of loss functions, overall, cross-entropy outperforms
more specialised losses like triplet loss, contrastive loss, or ArcFace loss. Still,
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for a small number of labels, triplet loss is very competitive. SVHN seems to
get little or no improvement from transfer learning for a few settings of loss
functions and networks. One of the possible explanations is that SVHN is
not much related to the source domain of ImageNet. For PlantVillage, metric
learning losses suffer from performance reduction for self-training with random
and pretrained weights on VGG16.
Self-training utilises the unlabelled examples after each iteration by la-
belling them and selecting them based on the confidence score in subsequent
iterations. In the next chapter, we explore the avenues for exploiting the un-




In self-training, a single supervised classifier is trained on initially labelled
examples and then employed to predict labels for unlabelled examples. Af-
terwards, the model is trained iteratively on initially labelled examples and
confident predictions of unlabelled examples. As we can see, self-training uses
unlabelled examples only after they have been labelled and selected for training
based on confidence. This chapter explores how to exploit unlabelled examples
from the beginning of the model training in an unsupervised way.
More specifically, we consider self-supervised learning for unlabelled ex-
amples to improve the prediction performance of the model. Self-supervised
learning (Jing and Tian, 2020) is unsupervised learning, where the model is
trained using a standard supervised loss, but the labels come from a pretext
task. Pretext tasks, also called self-supervised tasks, provide labels based on
context and other properties of images from the data. No human labelling
is needed; therefore, self-supervised learning is considered unsupervised learn-
ing. The motivation of training is not to maximise performance on a pretext
task but to learn features that will eventually help achieve high predictive
performance on the target task.
Self-supervised learning can be used as:
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1. Pretraining on unlabelled examples followed by fine-tuning on labelled
examples as demonstrated in (Chen et al., 2020a,b)
2. Simultaneously training with supervised training on labelled examples
and self-supervised training on unlabelled examples as demonstrated in
(Zhai et al., 2019; Tran, 2019).
This chapter introduces self-supervised pretraining followed by fine-tuning
and joint self-supervised and supervised training in the context of self-training.
In joint self-supervised and supervised training, we also introduce triplet loss
instead of the commonly used cross-entropy loss for supervised training. More-
over, the effect of replacing cross-entropy loss with triplet loss in self-supervised
training is investigated. We also explore the effect of using randomly initialised
weights and ImageNet pretrained weights for the neural network in self-training
scenarios.
6.1 Self-supervised Pretext Tasks
There are a variety of pretext tasks proposed for self-supervised training. Here
we briefly describe some pretext tasks for computer vision tasks.
• ExemplarCNN (Dosovitskiy et al., 2015): N different classes are gen-
erated by applying transformations on random image patches, and the
network is trained to predict the correct class of the given patch.
• RotNet (Gidaris et al., 2018): Geometric transformations such as rota-
tions by 0, 90, 180, and 270 degrees are applied to an image, and the
neural network is trained to predict the rotations applied to the image.
• Jigsaw Puzzles (Noroozi and Favaro, 2016): For a given image, nine
patches are generated, and the network is trained to predict the correct
permutation order of the patches for that image.
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• Contrastive learning: The network is trained to differentiate between
positive and negative samples; the image and its augmented version are
considered positives. The rest of the images are considered negative for
a given batch of images. An example of such a technique is presented
in (Chen et al., 2020a,b).
6.2 Self-training using Self-supervised Learn-
ing
For self-supervised learning, we consider a pretext task based on rotations as
introduced in (Gidaris et al., 2018) and also horizontal (left-right) and vertical
(up-down) flips introduced in (Tran, 2019). These geometric transformations
give rise to six auxiliary classes based on rotations by 0, 90, 180, and 270
degrees, horizontal left-right flip, and vertical up-down flip. For a given image,
six transformed versions are used for self-supervised training, and the objective
is to predict the true transformation applied to the image. Here we discuss
three different settings of applying self-supervised learning.
6.2.1 Combined Training
In combined training (CT), we jointly train the model using self-supervised loss
on unlabelled examples and supervised loss on labelled examples. CT is an in-
trinsically semi-supervised approach (for more, see Section 3.3.3) based on self-
training. Figure 6.1 shows the semi-supervised loss calculation using unlabelled
examples and labelled examples. The supervised and self-supervised branches
of the model share the backbone convolutional neural network (CNN), while
only the final layer is different. Only the supervised branch of the model is
used for the inference purpose, and the self-supervised branch is discarded. As















Figure 6.1: Semi-supervised loss calculation using self-supervised and super-
vised loss.
L = LSUPER(xL, yL) + λuLSELF (xU , yU) (6.1)
Supervised loss is calculated on labelled examples xL having ground truth
labels yL, while self-supervised loss is calculated on unlabelled examples xU
where labels yU are provided by a pretext task, i.e., geometric transformations.
λu is a hyper-parameter for controlling the impact of self-supervised loss. For
our experiments, we set λu = 1 to avoid having to tune it separately for every
single dataset.
Algorithm 3 shows the training procedure for a mini-batch of supervised
and self-supervised losses. For each training step, we sample two mini-batches
having the same number of labelled and unlabelled examples. Small vertical
and horizontal translations are applied to the mini-batches as an augmentation.
All six geometric transformations (four rotations and two flips) are applied to
each image in a mini-batch of unlabelled examples resulting in images six
times the batch size. Then, both labelled and transformed unlabelled mini-
batches are passed to the network fθ having parameters θ, and the losses
are computed using original ground truth labels for the labelled mini-batch,
while for unlabelled mini-batch, the labels are provided by the pretext task.
The gradients are back-propagated to update the network parameters θ. For
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estimation of self-supervised loss, all training examples, i.e., unlabelled and
labelled examples, are considered for training.
Algorithm 3 Mini-batch training using supervised and self-supervised loss.
1: Input: Labelled examples (xL, yL), unlabelled examples xU , Neural net-
work fθ with parameters θ and λu = 1.
2: for each mini-batch do
3: bL = sample(xL, yL)
4: bU = sample(xU ∪ xL)
5: bU = Geometric-transform(bU)
6: zL = fθ(bL)
7: zU = fθ(bU)
8: L = LSUPER(zL) + λuLSELF (zU)
9: θ = θ −∇θL
10: end for
Figure 6.2 shows the overall training procedure for self-training using joint
training of self-supervised and supervised training based on three steps.
• Step-1:The network model is jointly trained using self-supervised and
supervised loss. Self-supervised loss is evaluated on unlabelled exam-
ples with geometric transformation prediction, while supervised loss is
calculated on initially available labelled examples.
• Step-2: The model is employed to predict labels for unlabelled examples,
and top p% confident predictions are merged with labelled examples.
• Step-3: The model is jointly trained using unlabelled data for self-
supervised loss and merged data for supervised loss. Step 2 and step
3 are repeated for several iterations.
In step three, joint training of supervised and self-supervised training, all
unlabelled examples are used for self-supervised in each meta-iteration, which
makes CT computationally expensive. For supervised training, we also inves-
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Figure 6.2: An overview of Combined Training.
6.2.2 Self-supervised Pretraining
In unsupervised pretraining, the model is trained on an auxiliary task with-
out human-provided labels before fine-tuning the target task. The motivation
for unsupervised pretraining is that the model will learn useful features about
the data distribution. This may be particularly suitable, especially in semi-
supervised learning, where we have a few labelled and a lot of unlabelled
examples available (for more, see Section 3.3.2 ). Self-supervised pretraining
aims to learn the features of the data without using human-annotated labels.
Typically, self-supervised pretraining is applied on unlabelled examples fol-
lowed by fine-tuning on labelled examples (Gidaris et al., 2018). Figure 6.3
shows a schematic overview of the proposed self-training technique using self-
supervised pretraining (SS-Pretrain) based on four steps.
• Step-1: Self-supervised pretraining is performed using six geometric trans-
formations based on four rotations and two flips as a pretext task.















and step 4 Step-4: Supervised trainingon merged data
Figure 6.3: Schematic diagram of SS-Pretrain
• Step-3: The model is employed to predict the labels for unlabelled ex-
amples, and top p% most confidently labelled unlabeled examples are
merged with labelled examples.
• Step-4: Then, the model is retrained on the merged data using supervised
loss only. Step 3 and step 4 are repeated for several iterations.
For self-supervised pretraining, the prediction of six transformations is used
as a pretext task.
6.2.3 Self-training using Single-Step Combined Training
In combined training (see Section 6.2.1), self-supervised training is applied to
unlabelled examples in each iteration of self-training along with supervised
training. Since self-supervised training is computationally expensive and un-
labelled examples do not change during training, we develop an alternative to
full combined training. More specifically, combined training of self-supervised
and supervised training is applied for one iteration of self-training, and subse-
quent iterations only apply supervised training on initially labelled and pseudo-
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labelled examples. Figure 6.4 shows the overall training procedure for self-
training using a single joint self-supervised and supervised training iteration
followed by supervised training in subsequent iterations based on three steps.
• Step-1: The network model is jointly trained using self-supervised and
supervised loss. Self-supervised loss is evaluated on unlabelled exam-
ples with geometric transformation prediction, while supervised loss is
calculated on initially available labelled examples.
• Step-2: The model is employed to predict labels for unlabelled examples,
and top p% most confidently labelled unlabelled examples are merged
with labelled examples.
• Step-3: The model is trained on merged data using supervised loss only.
Step 2 and step 3 are repeated for several iterations.
For brevity, we call this technique STSSC. For self-supervised training,
we apply cross-entropy loss. STSSC represents self-training using a single
iteration of combined training using cross-entropy loss for self-supervision. For
supervised training, we also investigate the effect of applying the triplet loss
along with cross-entropy loss.
6.3 Experiments
For evaluating the effect of self-supervised learning, we follow the same protocol
as in the previous chapters. A small subset of labelled examples is chosen ran-
domly for all five datasets, i.e., SVHN, CIFAR-10, PlantVillage32, PlantVil-
lage64, and PlantVillage96 according to standard semi-supervised learning
practice, with a balanced number of examples from each class. All remaining
examples are used as unlabelled training examples. Initially labelled examples
for SVHN are 1000, 4000 for CIFAR-10 and 380 for PlantVillage32, 64, and
96. We always report three results for test accuracy: (a) After training on















and step 3 
Figure 6.4: A schematic overview of STSSC.
after training on all training examples. All the results are averaged over three
runs with a random selection of initially labelled examples.
For self-supervised training, the pretext task based on six geometric trans-
formations is used. WRN-28-2 is used as a shared CNN backbone for self-
supervised and supervised training, having: a) randomly initialised weights
and b) ImageNet pretrained weights. A fully connected layer is added at
the end of the WRN-28-2 model producing 64-dimensional embeddings. A
mini-batch size of 100 is used for all experiments for SVHN, CIFAR-10, while
Plant32, 64, and 96 use a batch size of 64. Adam is used as an optimiser for
updating the network parameters with a learning rate of 10−3 for randomly
initialised weights and 10−4 for ImageNet pretrained weights. After the first
iteration of self-training, the learning rate is further reduced by a factor of
0.1. For the triplet loss, l2-normalised embeddings are used with the margin
m set to 1 to estimate the loss and a 1-nearest-neighbour classifier is employed
to evaluate test accuracy with k = 1. In self-training, the distance to the
nearest labelled example is used as the confidence measure for selecting the
pseudo-labelled examples for triplet loss and the softmax probability score for
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cross-entropy loss. Self-training is applied for 25 meta-iterations1.
6.3.1 Combined Training
Table 6.1 shows test accuracy for CIFAR-10, SVHN, and PlantVillage32, 64,
96 on WRN-28-2 using random and pretrained weights based on combined
training (see Section 6.2.1). The cross-entropy loss is used for self-supervised
training, while supervised training uses cross-entropy loss and triplet loss. The
values in bold highlight the best test accuracy after training on few labelled ex-
amples, after applying self-training, and after training on all training examples
using random and ImageNet pretrained weights, employing cross-entropy and
triplet loss for supervised training for each dataset. Self-training consistently
achieves significant performance improvement compared to N -labelled training
for all datasets when the cross-entropy loss is applied for supervised training.
Conversely, when triplet loss is applied for supervised training, self-training
always exhibits performance degradation compared to N -labelled training for
all datasets. Most of the time, the network initialised with ImageNet pre-
trained weights performs better than the randomly initialised weights. In
terms of comparison of loss functions, cross-entropy outperforms triplet loss
for N -labelled, self-training, and all-labelled training.
Figure 6.5 shows details about the test accuracy after each iteration of
self-training using combined training (CT) across three different runs using
a) random weights and b) ImageNet pretrained weights for CIFAR-10 using
4000 initially labelled examples. For supervised training, cross-entropy loss is
used. The accuracy curves show improvements for both scenarios, with the
pretrained version starting from a higher initial accuracy level and retaining
this advantage over the 25 meta-iterations of self-training
1Source code is available at https://github.com/attaullah/Self-training/blob/
master/Self_supervised.md
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Table 6.1: Test Accuracy on WRN-28-2 using random and ImageNet pre-
trained weights for Combined Training (CT).
N-Labelled Self-training All-Labelled
Weights Cross-entropy Triplet Cross-entropy Triplet Cross-entropy Triplet
SVHN
Random 86.37± 3.57 89.38± 1.69 88.10± 3.02 79.47± 0.82 95.74 ± 0.02 95.07± 0.15
ImageNet 89.62 ± 1.22 88.98± 2.14 90.83 ± 1.67 81.96± 3.24 95.16± 0.16 94.65± 0.35
CIFAR-10
Random 80.67± 2.95 81.25± 1.77 86.04± 0.60 81.51± 0.73 91.38± 0.39 86.97± 3.47
ImageNet 87.00± 1.97 90.04 ± 1.22 89.19 ± 0.65 89.11± 2.33 93.47± 0.08 93.92 ± 0.09
PLANT32
Random 67.46± 3.39 55.27± 3.77 72.91± 3.68 50.99± 1.21 97.97± 0.64 91.23± 0.86
ImageNet 77.96 ± 0.58 73.38± 1.28 78.18 ± 0.09 66.67± 0.60 98.38 ± 0.08 96.58± 0.48
PLANT64
Random 72.52± 3.86 63.86± 0.94 83.52± 1.84 59.84± 0.38 98.52± 0.34 91.99± 0.30
ImageNet 78.39 ± 0.87 76.65± 1.06 84.98 ± 0.68 69.26± 6.11 99.08 ± 0.10 94.67± 0.52
PLANT96
Random 75.12± 3.91 65.94± 1.43 79.94± 1.75 44.55± 1.70 98.08± 0.65 89.47± 0.99
ImageNet 79.07 ± 0.68 79.04± 0.67 84.48 ± 1.30 76.26± 1.40 99.15 ± 0.12 95.60± 1.27
Note: For each dataset, bold highlights the highest accuracy for both losses
using random and ImageNet pretrained weights for N-labelled, self-training,
and all-labelled.





















(a) Randomly initialised weights





















(b) Pretrained ImageNet weights




Table 6.2 shows test accuracy for CIFAR-10, SVHN, and PlantVillage32, 64, 96
on WRN-28-2 using random and pretrained weights after applying SS-Pretrain
(see Section 6.2.2). For self-supervised pretraining, the cross-entropy loss is
applied for 120 epochs on all training examples, followed by fine-tuning on
labelled examples for 200 epochs. After that, self-training is applied for 25
meta-iterations using supervised loss. For supervised loss, cross-entropy and
triplet loss are used. The values in bold highlight the best test accuracy after
training on few labelled examples, after self-training, and after training on all
training examples using random and ImageNet pretrained weights employing
cross-entropy and triplet loss for each dataset. Triplet loss achieves better
accuracy than cross-entropy loss when few labelled examples are available for
training, while cross-entropy achieves higher test accuracy than triplet loss for
self-training and when a large number of labelled examples are available for
training. For self-training, cross-entropy achieves performance improvement
most of the time, while triplet loss shows performance degradation most of
the time. The network initialised with ImageNet pretrained weights always
performs better than the randomly initialised weights for all settings.
Figure 6.6 shows details about the test accuracy after each iteration of self-
training using SS-Pretrain across three different runs using a) random weights
and b) pretrained ImageNet weights with CIFAR-10 using 4000 initially la-
belled examples. Cross-entropy loss is employed for self-supervised pretrain-
ing and supervised training. Again, the accuracy curves show improvements
for both scenarios, with the pretrained version starting from a higher initial
accuracy level and retaining this advantage over the 25 meta-iterations of self-
training
6.3.3 Self-training using Single Step Combined Training
Table 6.3 shows test accuracy of self-training for CIFAR-10, SVHN, and PlantVil-
lage32, 64, 96 on WRN-28-2 using random and ImageNet pretrained weights
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Table 6.2: Test accuracy on WRN-28-2 using random and ImageNet pretrained
weights for SS-Pretrain.
N-Labelled Self-training All-Labelled
Weights Cross-entropy Triplet Cross-entropy Triplet Cross-entropy Triplet
SVHN
Random 89.51± 0.74 86.48± 2.00 89.72 ± 0.57 83.73± 2.46 95.63± 0.46 95.05± 0.06
ImageNet 89.90± 0.40 90.08 ± 0.60 89.67± 0.10 86.05± 0.44 95.90 ± 0.05 95.30± 0.16
CIFAR-10
Random 72.02± 0.50 75.76± 2.11 85.50± 0.41 75.51± 1.88 90.32± 0.94 89.11± 0.68
ImageNet 84.83± 1.99 86.98 ± 0.84 91.06 ± 0.47 90.18± 0.87 93.48 ± 0.09 92.64± 0.70
PLANT32
Random 69.80± 1.07 72.03± 1.51 68.72± 0.30 65.04± 1.19 97.14± 0.68 96.64± 0.07
ImageNet 72.38± 1.22 72.46 ± 1.07 75.21 ± 1.34 69.96± 0.05 99.24 ± 0.12 97.77± 0.77
PLANT64
Random 73.35± 1.76 71.10± 1.16 73.45± 3.32 67.06± 1.42 97.94± 0.48 87.76± 0.96
ImageNet 75.64± 0.54 77.51 ± 1.05 75.50 ± 0.93 68.37± 1.43 99.06 ± 0.27 89.48± 0.56
PLANT96
Random 73.29± 0.72 70.61± 0.83 75.19± 0.88 67.18± 1.81 98.43± 0.05 90.54± 1.18
ImageNet 78.37± 1.19 78.74 ± 0.22 79.11 ± 1.24 74.97± 0.57 99.47 ± 0.12 93.32± 1.35
Note: For each dataset, bold highlights the highest accuracy for both losses
using random and ImageNet pretrained weights for N-labelled, self-training,
and all-labelled.







































(b) Pretrained ImageNet weights
Figure 6.6: Comparison of self-training on WRN-28-2 using SS-Pretrain for
CIFAR-10 using cross-entropy loss.
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Table 6.3: Self-training test accuracy on WRN-28-2 using random and Ima-
geNet pretrained weights for STSSC.
Weights Cross-entropy Triplet
SVHN
Random 95.27 ± 0.20 83.62± 0.03
ImageNet 95.12± 0.32 83.47± 0.98
CIFAR-10
Random 87.24± 0.67 79.36± 1.02
ImageNet 91.64 ± 0.38 90.75± 1.48
PLANT32
Random 77.39± 1.32 54.44± 3.72
ImageNet 86.72 ± 1.10 65.14± 1.85
PLANT64
Random 86.13± 0.46 56.23± 2.01
ImageNet 89.48 ± 0.37 74.29± 1.27
PLANT96
Random 84.71± 1.89 58.14± 0.82
ImageNet 89.95 ± 0.37 74.41± 3.75
Note: For each dataset, bold highlights the highest accuracy for both losses
using random and ImageNet pretrained weights.
for STSSC (see Section 6.2.3). The reported results are obtained after 25
iterations of self-training using cross-entropy and triplet loss for supervised
training. The values in bold highlight the best test accuracy for a dataset
using randomly initialised and Imagenet pretrained weights for cross-entropy
and triplet loss. Self-training using cross-entropy loss outperforms the triplet
loss for all five datasets for both randomly initialised and ImageNet pretrained
weights. In the majority of the cases, cross-entropy loss with ImageNet pre-
trained weights achieves the high test accuracy for STSSC.
Figure 6.7 shows details about the test accuracy after each iteration of
STSSC across three different runs using a) randomly initialised weights and b)
ImageNet pretrained weights on CIFAR-10 using 4000-labelled examples ini-
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(b) Pretrained ImageNet weights
Figure 6.7: Comparison of self-training using STSSC on WRN-28-2 for CIFAR-
10 using cross-entropy loss.
tially. Cross-entropy loss is used for supervised training. Again, the accuracy
curves show definite improvements for both scenarios. The pretrained version
starts from a higher initial accuracy level and retains this advantage over the
25 meta-iterations of self-training.
6.3.4 Comparison of Self-training Approaches with Self-
supervision
Table 6.4 summarises the test accuracy after applying the proposed self-training
approaches, i.e., combined training (CT), self-supervised pretraining (SS-Pretrain),
and single-step self-supervised combined (STSSC) training with WRN-28-2 us-
ing randomly initialised and ImageNet pretrained weights for all five datasets,
i.e., SVHN, CIFAR-10, PLANT32, PLANT64, and PLANT96. Cross-entropy
loss is used for both supervised and self-supervised loss estimation. The re-
sults show that STSSC emerges as the winner using random as well pretrained
ImageNet weights.
STSSC applies combined self-supervised training on unlabelled examples
and supervised training on labelled examples in the first iteration, while the
rest of the iterations apply only supervised training on initially labelled and
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Table 6.4: Test accuracy after self-training on WRN-28-2 using various self-
supervised settings.
SVHN CIFAR-10 PLANT32 PLANT64 PLANT96
Random weights
CT 88.10± 3.02 86.04± 0.60 72.91± 3.68 83.52± 1.84 79.24± 1.45
SS-Pretrain 89.72± 0.57 85.50± 0.41 68.72± 0.30 73.45± 3.32 75.19± 0.88
STSSC 95.27 ± 0.20 87.08 ± 0.66 77.39 ± 1.32 86.13 ± 0.46 84.71 ± 1.89
ImageNet weights
CT 90.83± 1.67 89.19± 0.65 78.18± 0.09 84.60± 0.77 84.48± 1.30
SS-Pretrain 89.67± 0.10 91.06± 0.47 75.21± 1.34 75.50± 0.93 79.11± 1.24
STSSC 95.12 ± 0.32 91.65 ± 0.43 86.72 ± 1.10 89.48 ± 0.37 89.95 ± 0.37
pseudo-labelled examples. A possible explanation for the result is that un-
labelled training examples do not change during the training process, and
because self-supervised loss approaches zero in the first iteration, STSSC per-
forms better than CT and SS-Pretrain.
To compare the time spent by the proposed self-supervised based self-
training approaches, i.e., combined training (CT), self-supervised pretraining
(SS-Pretrain), and single-step self-supervised combined (STSSC), WRN-28-
2 network model is trained on CIFAR-10 dataset using cross-entropy loss.
Figure 6.8 shows time (seconds) spent by each epoch over 25 meta-iterations
for all three approaches. For each epoch, CT performs self-supervised training
on all training examples; therefore the time required is constant and higher
than SS-Pretrain and STSSC. After the pretraining step of SS-Pretrain and
the first combined iteration of STSSC, both approaches require a similar time
for an epoch for the remaining meta-iterations.
6.3.5 Visualisations of Embeddings
We visualise the quality of embeddings learned after training WRN-28-2 af-
ter applying STSSC. For self-supervised and supervised training, cross-entropy
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Figure 6.8: Time spent on each epoch over meta-iterations of self-training
approaches using self-supervised learning.
loss is employed. Figure 6.9 shows the 2-dimensional output of UMAP (McInnes
et al., 2018) obtained from embeddings of CIFAR-10 test examples: (i) at the
start of training, (ii) after applying the combined training of self-supervision on
all training examples and supervised training on 4000-labelled examples, and
(iii) after 25 meta-iterations of self-training using supervised loss on initially
labelled and pseudo-labelled examples. For all these three settings, visualisa-
tions are shown using WRN-28-2 with randomly initialised weights on the left
(a),(c),(e), and for ImageNet pretrained weights of the network on the right
(b),(d),(f). The colour indicates the actual class of examples. Self-training im-
proves the separation of embeddings compared to the single iteration of CT.
Network with ImageNet pretrained weights separates the embeddings better
than with randomly initialised weights, which is also reflected in higher test
accuracy (see Table 6.4).
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(a) Randomly initialised weights (b) ImageNet pretrained weights
(c) After one iteration of CT (d) After one iteration of CT
(e) After Self-training (f) After Self-training
Aeroplane Bird Car Cat Deer Dog Frog Horse Ship Truck
Figure 6.9: UMAP visualisation of CIFAR10 test set embeddings obtained
from WRN-28-2 using random weights [left: (a),(c),(e)] and ImageNet pre-
trained weights [right: (b),(d),(f)] by applying STSSC training.
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6.4 Discussion
This chapter introduced methods for exploiting unlabelled examples at the
beginning of self-training and in each self-training iteration by applying self-
supervised learning. For self-training, self-supervised learning can be applied
as pretraining (SS-Pretrain), combined training (CT), and single-step com-
bined training (STSSC). CT is computationally expensive to run compared
to SS-Pretrain and STSSC. Among these three proposed approaches, STSSC
with cross-entropy loss for supervised training achieves the highest test ac-
curacy for all five datasets using the network with randomly initialised and
ImageNet pretrained weights. It is evident that self-supervision is only ben-
eficial when applied at the first iteration of self-training. For self-supervised
training, a pretext task based on the prediction of six transformations is used
with cross-entropy loss. Triplet loss for self-supervision does not provide any
performance benefits compared to cross-entropy loss. In terms of loss func-
tions for supervised training, overall, cross-entropy loss outperforms triplet
loss. Networks with ImageNet pretrained weights consistently achieve higher
accuracy than networks with randomly initialised weights, regardless of the
loss function used for self-supervised and supervised training.
Chapter 7
Conclusions
This thesis began by presenting an argument for exploring metric learning
in self-training, in particular, the investigation of three contrasting lines of
research with similar goals:
• Applying metric learning for self-training to learn a similarity function
motivated by the hypothesis that this will yield better generalisation
performance than self-training using cross-entropy.
• Exploring the effect of transferring pretrained parameters for the initial-
isation of deep neural networks in self-training, based on the observation
that transfer of knowledge is particularly useful when small amounts of
labelled data are available for training.
• Adapting self-supervised learning for self-training to exploit unlabelled
examples in a manner that goes beyond what self-training does by la-
belling unlabeled examples, thus improving the predictive performance
of the model.
Regarding the first point, Chapter 4 has presented a self-training based ap-
proach by applying metric learning losses, i.e., contrastive, triplet, and arcFace
loss. The proposed approach is very general, suggesting that a spectrum of loss
functions can work well in this framework. We also used the most widely used
classification loss, i.e., cross-entropy, to compare with metric learning losses.
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In self-training iterations, we proposed two confidence measures for selecting
pseudo-labels from unlabelled examples: (1) 1-nearest-neighbour distance to
the nearest labelled example, (2) LLGC-based prediction score.
The second line of enquiry has been addressed by the method presented
in Chapter 5. For exploring the effect of transfer learning on self-training,
a publically available VGG16 network pretrained on ImageNet 224 by 224 is
compared with a much smaller WRN-28-2 network. WRN-28-2 is pretrained
on ImageNet 224 by 224, 64 by 64, and 32 by 32 using cross-entropy and triplet
loss.
Chapter 6 addresses the third line of research. Three self-training ap-
proaches are introduced in Chapter 6 for applying self-supervised learning.
(1) Combined training (CT): a combination of self-supervised training on unla-
belled examples and supervised training on labelled and pseudo-labelled exam-
ples are applied. (2) Self-supervised pretraining (SS-Pretrain): self-supervised
pretraining is applied on all training examples, followed by fine-tuning on
labelled examples and then usual self-training. (3) Self-training using Single-
Step Combined training (STSSC): CT is applied in the first iteration of self-
training followed by usual self-training. CT is computationally expensive be-
cause self-supervision is applied to all training examples in each iteration of
self-training.
7.1 Summary of Results
Table 7.1 compares the test accuracy of all datasets using the self-training
approach introduced in Chapter 4 and self-supervised based self-training ap-
proaches introduced in Chapter 6, i.e., Combined Training (CT), Self-supervised
pretraining (SS-Pretrain), and Single-Step Combined Training (STSSC) on
WRN-28-2 using randomly initialised weights and ImageNet pretrained weights
of WRN-28-2 from Chapter 5, against Pseudo-Label Lee (2013); Oliver et al.
(2018) (see the discussion of this method in Section 3.3.1). For all config-
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Table 7.1: Self-training test accuracy for all datasets on WRN-28-2 using cross-
entropy (CE) and triplet loss.
SVHN CIFAR-10 PLANT32 PLANT64 PLANT96
Random weights
Pseudo-Label 93.14± 0.49 84.62± 0.36 76.56± 1.48 81.25± 1.05 86.56 ± 0.06
Self-training CE 94.28± 0.45 83.05± 0.99 68.24± 2.44 69.36± 1.80 76.09± 2.35
Self-training Triplet 86.02± 1.60 82.83± 0.78 67.62± 1.29 71.03± 1.72 74.87± 0.60
CT CE 88.10± 3.02 86.04± 0.60 72.91± 3.68 83.52± 1.84 79.24± 1.45
CT Triplet 79.47± 0.82 81.51± 0.73 50.99± 1.21 59.84± 0.38 44.55± 1.70
SS-Pretrain CE 89.72± 0.57 85.50± 0.41 68.72± 0.30 73.45± 3.32 75.19± 0.88
SS-Pretrain Triplet 83.73± 2.46 75.51± 1.88 65.04± 1.19 67.06± 1.42 67.18± 1.81
STSSC CE 95.27 ± 0.20 87.08 ± 0.66 77.39 ± 1.32 86.13 ± 0.46 84.71± 1.89
STSSC Triplet 83.62± 0.03 79.36± 1.02 54.44± 3.72 56.23± 2.01 58.14± 0.82
ImageNet pretrained weights
Pseudo-Label 92.94± 0.04 90.85± 0.14 91.15 ± 1.24 94.84 ± 0.04 92.38 ± 1.38
Self-training CE 90.84± 0.48 91.62± 0.58 87.48± 0.84 92.60± 1.03 89.65± 0.88
Self-training Triplet 85.03± 1.05 91.41± 0.23 81.31± 0.58 82.20± 1.23 82.52± 1.85
CT CE 90.83± 1.67 89.19± 0.65 78.18± 0.09 84.60± 0.77 84.48± 1.30
CT Triplet 81.96± 3.24 89.11± 2.33 66.67± 0.60 69.26± 6.11 76.26± 1.40
SS-Pretrain CE 89.67± 0.10 91.06± 0.47 75.21± 1.34 75.50± 0.93 79.11± 1.24
SS-Pretrain Triplet 86.05± 0.44 90.18± 0.87 69.96± 0.05 68.37± 1.43 74.97± 0.57
STSSC CE 95.12 ± 0.32 91.65 ± 0.43 86.72± 1.10 89.48± 0.37 89.95± 0.37
STSSC Triplet 83.47± 0.98 90.75± 1.48 65.14± 1.85 74.29± 1.27 74.41± 3.75
urations, results are compared for cross-entropy (CE) and triplet loss. Our
proposed approach STSSC with cross-entropy loss achieves higher accuracy
than Pseudo-Label for four out of five datasets for randomly initialised net-
work weights. For pretrained network weights, STSSC achieves the highest
accuracy on SVHN and CIFAR-10, while Pseudo-Label achieves the highest
accuracy on all three plant datasets.
The main results of this thesis can be stated as follows:
• The proposed self-training using the metric learning approach introduced
in Chapter 4 always obtained higher accuracy than using the same num-
ber of labelled examples for supervised training. On the majority of the
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datasets, with the small networks considered in this chapter, triplet loss
loss achieves the highest test accuracy.
• The 1-nearest-neighbour confidence measure for selecting pseudo-labels
performs slightly better than the LLGC-based score (Chapter 4).
• The self-training approach based on transfer learning proposed in Chap-
ter 5 consistently achieves higher accuracy than using randomly ini-
tialised weights and different neural network architectures for all datasets
but SVHN. Transfer learning provides high benefits when a few labelled
examples are available for training.
• Pretrained network weights on similar or smaller image sizes yield higher
test accuracy than pretrained weights from greater image sizes. Pre-
trained network weights obtained using cross-entropy loss obtain higher
accuracy on cross-entropy and metric learning losses applied to the target
task than a pretraining network using triplet loss (Chapter 5).
• Applying different shallow classifiers on embeddings produced by metric
learning losses does not significantly improve accuracy. However, LDA
is a very fast method to apply (Chapter 5).
• For the majority of the datasets, with the larger networks considered in
this chapter, cross-entropy loss achieves higher test accuracy than triplet
loss for self-training using randomly initialised and ImageNet pretrained
weights (Chapter 5).
• After each iteration of self-training, pseudo-labels are merged into la-
belled examples for retraining. Incorrect labels are likely to be selected
as pseudo-labels and used for training. This gives rise to confirmation
bias (Arazo et al., 2020). To overcome this, we experimented with a
fixed minimum number of initially labelled examples per minibatch dur-
ing training, but this does not provide any performance improvement
(Chapter 5).
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• Chapter 6 presented three approaches using self-supervised training,
namely CT, SS-Pretrain, and STSSC. CT and STSSC achieve higher
accuracy than the transfer learning approach introduced in Chapter 5
on ImageNet pretrained weights on the majority of the datasets. How-
ever, when using ImageNet pretrained weights, SS-Pretrain exhibited a
slight decrease in performance compared to self-training using the trans-
fer learning approach introduced in Chapter 5.
• STSSC achieved the highest test accuracy among the three self-supervised
learning approaches for self-training. This suggests that self-supervised
learning is unnecessary for each iteration of self-training as performed
in CT (Chapter 6): performing it in the first iteration is the best of the
three options considered.
7.2 Future Work
The results obtained in this thesis open several directions for further research.
In this section, we discuss possible extensions to self-training proposed in Chap-
ters 4 and 5.
• For the selection of pseudo-labels, this thesis considered simple 1-nearest-
neighbour and LLGC-based (Zhou et al., 2004) confidence measures. For
a more robust confidence measure, one could consider using information
obtained from triplets.
• The methods presented in this thesis considered pseudo-labels as hard
labels, but one can investigate the weighted sum of the loss of initially
labelled and pseudo-labelled examples (Sohn et al., 2020).
The approaches based on self-supervised learning introduced in Chapter 6
can be extended as follows:
• Among self-supervision based self-training approaches introduced in Chap-
ter 6, STSSC applied self-supervised combined training for the first it-
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eration, followed by the usual self-training and achieved the highest ac-
curacy. It will be of great interest to see if combined self-supervised
learning can improve accuracy when applied to more than one iteration.
• For self-supervision, Chen et al. (2020a) introduced the usage of con-
trastive loss, where an image and its augmented version are considered
positives. The rest of the images in the batch are considered negatives.
The most straightforward extension to this method would be to use
triplet loss for self-supervision.
Finally, all three research directions pursued in this thesis are based on a
single idea that using metric learning, transfer learning, and self-supervised
learning improves the accuracy of deep neural networks for image classifica-
tion learned using self-training. Metric learning using triplet loss achieved
competitive accuracy compared to cross-entropy loss. Transfer learning al-
ways improves the model’s predictive performance. Combined training of self-
supervised and supervised learning was investigated for self-training; it im-
proves the performance when applied in the first iteration. Investigating more
robust confidence measures for the selection of pseudo-labels would be of great
interest. For instance, considering the information provided by triplets. For
self-supervised learning, this thesis considered a pretext task based on geomet-
ric transformations. Applying self-supervised tasks based on image distortion,
for instance, ExemplarCNN (Dosovitskiy et al., 2015) based pretext tasks, is
one of the logical continuations of the work presented.
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Appendix A
Hyperparameters
A.1 Hyperparameters for Datasets
The number of initially labelled examples, sigma σ for LLGC, selection p% for
pseudo-labels, and batch size used for each dataset in different experiments
are listed in Table A.1.
A.2 Hyperparameters for Loss Functions
The optimiser, learning rate and margin parameter used for all four losses are
listed in Table A.2.
Table A.1: Hyperparameters for datasets
Dataset Initially labelled sigma σ Selection p% Batch size
MNIST 100 2.0 10 100
Fashion-MNIST 100 3.2 10 100
SVHN 1000 2.4 5 100
CIFAR-10 4000 2.4 5 100
PlantVillage 380 2.4 2 64
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Table A.2: Hyperparameters for loss functions
Loss Optimiser Learning rate Margin
cross-entropy Adam 10−4 –
Triplet Adam 10−4 1.0
Contrastive RMSProp 10−4 1.0
ArcFace Adam 10−3 0.5
Appendix B
Overlap between CIFAR-10 and
ImageNet
We used a WRN-28-2 network pretrained on ImageNet32 to detect duplicate
images present in both the CIFAR-10 test set and the ImageNet32 training set.
The squared Euclidean distance was calculated on l2-normalised embeddings
of the network. Sample images are shown in Figure B.1 with labels on the top,
a) top row contains CIFAR-10 test image b) bottom row ImageNet32 training
images. The images are shown based on increasing Euclidean distance. For
each CIFAR-10 test image, the closest ImageNet32 training image is inves-
tigated as a potential duplicate. We visualised the first 600 pairs sorted by
distance and found that there were 144 duplicate images.
Figure B.2 shows the frequency of duplicates for the first 600 image pairs in
intervals of 50 sorted by distance. It is evident that the number of duplicates
reduces as the distance increases.
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Figure B.1: CIFAR-10 test images at the top and closest matching ImageNet32
training images at the bottom.







Figure B.2: Histogram showing number of duplicates in 50-interval based on
sorted distance.
