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Many people would say that Caldero´n–Zygmund operators have
almost diagonal matrices in orthonormal wavelet bases. We will
show that this statement is not true as stated. In contrast, the "non-
standard matrix representation" of Caldero´n–Zygmund operators
always yields almost diagonal matrices. The Beyklin–Coifman–
Rokhlin fast algorithm amounts to replacing these almost diagonal
matrices by banded ones. We compute the operator norm of the
error term in this approximation and give sharp estimates. c© 1996
Academic Press, Inc.
1. INTRODUCTION
For γ > 0, we will define a Banach space Fγ of Caldero´n–
Zygmund operators as follows
Definition 1. An operator T belongs to Fγ iff
(1.1) T : L2(R) ! L2(Rn) is continuous (its operator norm
will be denoted by kTk)
(1.2) when 0 < γ à 1 the distributional kernel K(x; y) of
T satisfies the following estimates jK(x; y)j à C0jx − yj−n
and
jK(x0; y) −K(x; y)j à Cjx0 − xjγjx− yj−n−γ (1.3a)
whenever jx0 − xj à 1=2jx− yj
L(x; y) = K(y; x) also satisfies (1:3a): (1.3b)
(1.3) when γ > 1, we write γ = m+;m 2 N; 0 <  à 1
and we impose
j@xK(x; y)j à Cjx− yj−n−jj whenjj à m (1.4a)
and j@xK(x0; y)−@axK(x; y)j à Cjx0−xjjx−yj−n−γ if jj =
m and jx0 − xj à 1=2jx− yj.
L(x; y) = K(y; x) also satisfies (1:4a): (1.4b)
As indicated, kTk will denote the operator norm of T
acting on L2(Rn) while kTkγ = sup(kTk; C0; C) is the norm
of T in the Banach space Fγ.
As indicated in the abstract, the problem we would like to
solve is finding a fast algorithm for the numerical evaluation
of the singular integral∫
K(x; y)f(y)dy = Tf(x): (1.5)
The meaning of (1.5) is not the conventional one, even if
the integral is defined as a principal value. Indeed K(x; y) is
a distribution belonging to the Schwartz class S0(Rn  Rn).
What make sense are entries hT ;  0 i where  0 ;  2 Λ,
belongs to a convenient collection of test functions. In the
so-called standard algorithm,  ;  2 Λ, will be an or-
thonormal wavelet basis. In contrast, in the non-standard
algorithm the entries will be hT ; ’0 i where ’;  2 Λ,
are the corresponding "scaling functions" which are associ-
ated to the wavelets   but we then impose that both  and
0 correspond to the same scale.
As stated above, this paper is aimed to show that the non-
standard representation is much better suited to Caldero´n–
Zygmund operators than the standard representation and
to compute the error term in operator norm when (hT ;
’0 i)(;0) is replaced by a banded matrix.
A closed subspace of the Banach space Fγ is defined by
T(1) = 0 and T (1) = 0. Let us remind the reader with the
meaning of these requirements. If f is any L2 function with
a compact support and a vanishing integral, then T(f)(x) is
0(jxj−n−γ) at infinity for 0 < γ à 1 (this will suffice for
what we have in mind).
Then
∫
fjxj>Rg T(f)(x)dx makes sense when R is large
enough. But T(f) belongs to L2(R) and
∫
fjxj<Rg T(f)(x)dx
makes sense. Therefore
∫
Rn T(f)(x)dx is a continuous func-
tional on the (Frechet) spaceX of L2 functions with compact
support and vanishing integral. We write T (1) = 0 if this
functional is 0. Similarly for T(1) = 0.
Definition 2. Given a continuous operator T 2 Fγ, one
writes T 2 Eγ iff T(1) = T  (1) = 0.
Let B˙0;11 denote the homogeneous Besov space which is
sharing with the Hardy space H1 the so-called atomic de-
composition property with the difference that the atoms
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used for B˙0;11 are the so-called "special atoms". We will be
more specific about B˙0;11 .
A quantitative form of the property that T(1) = T (1) =
0 is given by the following condition: both T and T map
continuously B˙0;11 into itself.
Let us now relate this condition to the off-diagonal decay
of the entries of the matrix of T in an orthonormal wavelet
basis.
If a function  is (a) smooth, (b) compactly supported
and (c) has enough vanishing moments, then  will be a
candidate for being a "mother wavelet." The smoothness
condition will be  2 Cm(Rn) where m is large enough as
compared to γ and the vanishing moments condition will
be ∫
x (x)dx = 0 for jj à m:
We take for granted the following fact which is due to
Daubechies: there exists a finite set E consisting of 2n − 1
wavelets  such that the collection
2nj=2 (2jx− k) =  j;k;  2 E; (1.6)
is an orthonormal basis for L2(Rn).
The Besov space B˙0;11 has a simple characterization: f
belongs to B˙0;11 if and only if (j; k) = hf;  j;ki satisfies∑
j
∑
k
j(j; k)j2−nj=2 < 1;  2 E: (1.7)
Let us observe that 2−nj=2 = ck j;kk1 where c = (k k1)−1
and (1.7) means that∑
j
∑
k
j(j; k)k j;kk1 < 1: (1.8)
One should also impose f =
∑
j
∑
k (j; k) j;k(x) where
the convergence takes place in L1(Rn) in order to avoid
telling that 1 2 B˙0;11 since all the wavelet coefficients of
1 vanish. (One could also impose f 2 L1 or any reasonable
condition).
Returning to (1.5), this condition is easily expressed by
the following properties if
(j; k; j0; k0) = hT( j;k);  j0;k0 i;
then ∑
j0
∑
k0
j(j; k; j0; k0)j2−nj0=2 à C2−nj=2 (1.9)
and ∑
j
∑
k
j(j; k; j0; k0)j2−nj=2 à C2−nj0=2: (1.10)
One immediately recognizes the celebrated Schur condi-
tions (with the weight !(j; k) = 2−nj=2) which are, together
with Cotlar’s lemma, one of the main tools for proving L2
estimates. In summary, the off diagonal decay of the entries
(j; k; j0; k0) of T 2 Fγ in an orthonormal wavelet basis can
be given several equivalent forms
T(1) = T  (1) = 0 (1.11)
T and T  map B˙0;11 into itself (1.12)
Schur conditions (1.9) and (1.10) are satisfied. (1.13)
However this approach to the class Eγ has two drawbacks.
We have been able to prove that 0 < γ < 1 and T 2 Eγ
imply
j(j; k; j0; k0)j
à C2−(n=2+γ)jj
0−jj
(
2−j + 2−j0
2−j + 2−j0 + jk2−j − k02−j0j
)n+γ
(1.14)
but (a) this statement is not true when γ = 1, (b) the con-
verse implication is not true while (1.14) implies T 2 Eγ0
for any γ0 < γ and (c) any characterization of operators
T 2 Eγ of the type j(j; k; j0; k0)j à C!(j; k; j0; k0) is in-
deed a characterization of the subclass Eγ.
These difficulties disappear when the nonstandard matrix
representation of Caldero´n–Zygmund operators is used.
This nonstandard representation heavily relies on the ex-
istence of a scaling function associated with a multiresolu-
tion analysis.
We consider an increasing sequence (Vj)j2Z of closed
subspaces of L2(Rn) such that
+1⋂
−1
Vj = f0g;
+1⋃
−1
Vj is dense in L2(Rn) (1.15)
f(x) 2 Vj () f(2x) 2 Vj+1 (1.16)
there exists a function ’ 2 Cm(Rn) with compact support
such that ’(x− k); k 2 Zn;
is an orthonormal basis for V0: (1.17)
We denote byWj the orthogonal complement to Vj inside
Vj+1. Then one is looking for 2n − 1 wavelets  satisfying
the above mentioned properties (a), (b), and (c) and such
that  j;k; k 2 Zn;  2 E, is an orthonormal basis for Wj.
Let Pj : L2(Rn) ! Vj be the orthogonal projector and
Qj = Pj+1 − Pj. Then Qj : L2(Rn) ! Wj is the correspond-
ing orthogonal projector.
The nonstandard decomposition of T 2 Fγ begins with
the identity
T =
1∑
−1
(Pj+1TPj+1 − PjTPj); (1.18)
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where the convergence takes place in the strong operator
topology. Let us remind the reader that Tm ! T strongly
means kTm(f)−T(f)k2 ! 0 (m ! +1) for any f 2 L2(Rn).
Then one writes Pj+1 = Pj +Qj and (1.18) leads to
T =
1∑
−1
PjTQj +
1∑
−1
QjTPj +
1∑
−1
QjTQj: (1.19)
It is not clear why each one of these three sums should
converge. But this will be specified.
Let us point out that PjTQj maps Wj into Vj, that QjTPj
maps Vj into Wj and that QjTQj maps Wj into itself.
In other terms, if one focuses on the orthonormal decom-
position L2(Rn) =
⊕1
−1 Wj, the matrix of
∑1
−1 PjTQj is
lower diagonal, the matrix of
∑1
−1 QjTPj is upper diagonal
and the matrix of
∑1
−1 QjTQj is diagonal.
In order to go further, we consider a matrix representation
for each term QjTPj; j 2 Z. One uses the given bases ’(x−
k); k 2 Zn, for V0 and  (x−k); k 2 Zn;  2 E, for W0. Then
the entries of PjTQj are

(j)
k;l = hT j;k; ’j;li (1.20)
and satisfy
j(j)k;lj à C(1 + jk− lj)−n−γ (1.21)
where C does not depend on j.
Similarly the entries of QjTPj : Vj ! Wj in the orthonor-
mal bases ’j;k and  j;l are

(j)
k;l = hT’j;k;  j;li (1.22)
and satisfy
j(j)k;lj à C(1 + jk− lj)−n−γ: (1.23)
Finally the entries of QjTQj : Wj ! Wj are
γ
(j)
k;l = hT j;k;  j;li (1.24)
and satisfy
jγ(j)k;lj à C(1 + jk− lj)−n−γ: (1.25)
Conversely any bounded operator T : L2(Rn) ! L2(Rn)
for which (1.21)–(1.25) are satisfied belongs to Fγ. More-
over the L2 boundedness of T can be given an equivalent
formulation.
Let us start with the special case when 
(j)
k;k =
(j; k); 
(j)
k;l = 0 if k ≠ l and 
(j)
k;l = γ
(j)
k;l = 0 for all j; k
and l. Then the corresponding operator T is bounded on L2
if and only if the following Carleson measure condition is
satisfied ∑
Q(j;k)Q
2−njj(j; k)j2 à CjQj; (1.26)
where Q(j; k) is the dyadic cube defined by x 2 Q(j; k) iff
2jx−k 2 [0; 1)n; Q is any dyadic cube with volume jQj. The
case when 
(j)
k;k = (j; k); 
(j)
k;l = 0 if k ≠ l and 
(j)
k;l = γ
(j)
k;l = 0
for all k and l is identical.
Once (1.21) to (1.25) are satisfied, then the corresponding
operator T is bounded on L2 if and only if one has
(j; k) =
∑
l

(j)
k;l satisfies (1:26) (1.27)
(j; l) =
∑
k

(j)
k;l satisfies (1:26): (1.28)
This theorem which is a rephrasing of the celebrated T(1)
theorem by David and Journe´ implies the following: each
operator T 2 Fγ can be uniquely written
T = U+ V+ R (1.29)
where U and V correspond to the above mentioned special
cases and R 2 Eγ. More precisely the distributional ker-
nel of U is
∑∑
(j; k)’j;k(x) j;k(y) and the distributional
kernel of V is
∑∑
(j; k) j;k(x)’j;k(y).
Definition 3. For m Æ 1, let us denote by F(m)γ the
collection of Caldero´n-Zygmund operators T 2 Fγ such
that the corresponding entries 
(j)
k;l; 
(j)
k;l and γ
(j)
k;l, as defined
by (1.20), (1.22), and (1.24), satisfy

(j)
k;l = 
(j)
k;l = γ
(j)
k;l = 0 whenever jk− lj > m: (1.30)
If T 2 F(m)γ , the numerical computation of T(f) is pro-
vided by a fast algorithm which in some sense is similar to
the use of an FFT for speeding a convolution product.
Indeed one starts with the samples of a function f given
by 2Nn
∫
f(x)’(2Nx− k)dx when N is large enough and
Mallat’s algorithm provides all the other coefficients∫
f(x)’j;k(x)dx and
∫
f(x) j;k(x)dx when j à N− 1. Mal-
lat’s algorithm is an O(L) algorithm where L is the car-
dinality of the given sampling of f. Then one applies the
nonstandard algorithm
T =
∑
PjTQj +
∑
QjTPj +
∑
QjTQj: (1.31)
Both Qj(f) and Pj(f) are provided by Mallat’s
algorithm and the matrices of PjTQj; QjTPj and QjTQj
are m-banded. The nonstandard algorithm yields T(f) =∑∑
x(j; k)’j;k +
∑∑
y(j; k) j;k and Mallat’s algorithm is
used a second time for converting T(f) into
∑
k z(N; k)z
(N; k)’N;k.
Then 2nN=2z(N; k) is the required approximation to
Tf(k2−N). This procedure is an O(mnL) algorithm where
the constants also depend on the support size of ’. We do
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not enter the discussion of the optimal choice of ’ for re-
ducing the errors between the given f and its orthonormal
projection on VN.
This remarkable algorithm raises the following issue: is
it possible to approximate a given T 2 Fγ by Tm 2 F(m)γ in
operator norm?
More precisely let Bγ denote the unit ball of the Banach
space Fγ. One would like to compute or at least to estimate
m(T) = inffkT− Tmk;Tm 2 F(m)γ g (1.32)
and
m = supfm(T); T 2 Bγg: (1.33)
It should be stressed that m(T) = m(R) when R is defined
by (1.29). Indeed both U and V belong to F(m)γ for m Æ 1.
The problem of computing m is beyond reach. The dif-
ficulty is coming from the fact that the approximation Tm
to T is not specified. From now on, we will define Tm by
the most natural procedure which is a linear one.
Assuming T 2 Eγ; Tm is defined by
hTm’j;k;  j;li = hT’j;k;  j;li
whenever 1 à jk − lj à m. By definition hTm’j;k;  j;li = 0
if jk−lj > m and ∑khTm’j;k;  j;li = 0 yields hTm’j;k;  j;ki.
The same linear procedure is applied to the definition of
hTm j;k; ’j;li and finally
hT j;k;  j;li = hT j;k;  j;li if jk− lj à m:
We then have
Theorem 1. For γ > 0, there exists a constant C =
C(n; γ) such that, for m Æ 2, and T 2 Eγ;kT − Tmk à
Cm−γ
√
logm.
Returning to (1.29), the same conclusion holds when
T 2 Fγ since U and V have diagonal nonstandard repre-
sentations.
This estimate is optimal since we have
Theorem 2. For γ > 0 there exists a constant
c(γ;m) > 0 and an operator T 2 Eγ such that, for m Æ 1,
kT− Tmk Æ cm−γ
√
logm (1)
when Tm is defined by the above-mentioned linear trunca-
tion procedure.
Theorem 2 will be proved in the next section and Theo-
rem 1 will be attacked later on.
2. THE PROOF OF THEOREM 2
We begin with a well-known lemma.
Lemma 1. Let T : L2(Rn) ! L2(Rn) be any bounded op-
erator and  be a function belonging to the Wiener algebra
A(Rn). If K(x; y) denotes the distributional kernel of T, then
the pointwise product K(x; y)(x − y) is the distributional
kernel of an operator T which is also bounded on L2(Rn).
Moreover one has
kTk à kTkkkA: (2.1)
Let us remind the reader that kTk is the operator norm
of T acting on L2(Rn) and kkA = kk1 whenever ˆ = .
The proof of this lemma is an easy exercise which is left
to the reader.
The proof of theorem 2 will be given when n = 1 and
the general case is left to the reader.
We consider the special case when 
(j)
k;l = jk−lj1−γ where
k ≠ l; 
(j)
k;l = γ
(j)
k;l = 0 for every j; k; l. We denote by T 2 Eγ
the corresponding operator. We want to find a lower bound
for kT − TRk. Let us denote by  2 C10 (R) a function
which is 1 on [−1; 1] and 0 outside [−2; 2] and consider
(x − y)L(x; y) where L(x; y) is the distributional kernel of
(T−TR)(Pj1 −Pj0 ) and where j0 and j1 are the lowest j 2 Z
such that C2−j0 à 1 and (R − C)2−j1 Æ 2. Here C is the
diameter of the support of ’ and Pj : L2(R) ! Vj is the
orthonormal projection.
The distributional kernel L(x; y) is given by
L(x; y) =
∑
j0àj<j1
∑
k
∑
l
R(k− l)’j;k(x) j;l(y); (2.2)
where R(k) = jkj−γ−1 when jkj > R;R(k) = 0 when 1 à
jkj à R and ∑k R(k) = 0. In (2.2) we either have k = l or
jk − lj > R. In the first case the supports of ’j;k(x) j;k(y)
are contained in jx− yj à C2−j à C2−j0 and in the second
case the supports of ’j;k(x) j;l(y) are contained in jy−xj Æ
(R− C)2−j Æ (R− C)2−j1 .
Therefore (x − y)L(x; y) = R(0)
∑
j0àj<j1
∑
k ’j;k(x)
 j;k(y).
Let us forget R(0) for a while and concentrate on the
operator S whose distributional kernel is given by
∑
j0àj<j1∑
k ’j;k(x) j;k(y).
Obviously S belongs to Fγ whatever be γ and the op-
erator norm of S is given by the above mentioned Car-
leson measure conditions. One obtains kSk  √j1 − j0 and
kT− TRk Æ cR−γ
√
logR since jR(0)j  R−γ.
3. PROOF OF THEOREM 1: A FIRST STEP
Consider a family of entries 
(j)
k;l; j 2 Z; k 2 Zn; l 2 Zn,
fulfilling the following
j(j)k;lj à C0(1 + jk− lj)−n−γ (3.1)
∑
l

(j)
k;l = 0 (j 2 Z; k 2 Zn) (3.2)

(j)
k;l = 0 for 1 à jk− lj à R: (3.3)
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With these entries, one defines the distributional kernel
K(x; y) =
∑
j
∑
k
∑
l

(j)
k;l’j;l(x) j;k(y) (3.4)
and the corresponding operator L such that
Lf(x) =
∫
K(x; y)f(y)dy: (3.5)
Then we have
Proposition 1. There exists a constant C(n; γ) such that
for any family of entries 
(j)
k;l fulfilling (3.1), (3.2), and (3.3),
one has
kL(f)k2 à C(n; γ)C0R−γ
√
logRkfk2: (3.6)
Proposition 1 applies to L = T − TR when T =
∑1
−1
PjTQj in Theorem 1. But, as it was pointed out, this
special case is the general case since the case when T =∑1
−1 QjTPj is treated by taking the adjoint operators and
the case when T =
∑1
−1 QjTQj is easy (in this last case,
kT− TRk à CR−γ).
Let us sketch the proof of Proposition 1.
We start with an arbitrary f 2 L2(Rn) and split it into a
series f =
∑1
−1 fj where fj = Qj(f) 2 Wj. We write gj =
L(fj) and observe that gj 2 Vj since L =
∑1
−1 PjLQj.
Next
kL(f)k22 = k
1∑
−1
gjk22 =
1∑
−1
kgjk22 + 2 Re
∑∑
j0Æj+1
hgj; gj0 i:
Finally we have hgj; gj0 i = hPj(gj); gj0 i = hgj; Pj(gj0 )i which
yields
jhgj; gj0 ij à kgjk2kPj(gj0 )k2: (3.7)
For a while the following result will be accepted (and
will be proved in the following sections).
Proposition 2. Let us define !γ(q; R) = R−γ if 0 à
q à q0 = log2R; !γ(q; R) = 2
−γq if q > q0 and 0 < γ <
1; !γ(q; R) = q2
−q
if q > q0 and γ = 1; !γ(q; R) = 2−qR1−γ
if γ > 1.
Then there exists a constant C such that for each j 2 Z
and each j0 Æ j
kPjLQj0k à C!γ(j0 − j; R): (3.8)
The special case j = j0 will be explicitly stated.
Lemma 2. There exists a constant C such that
kgjk2 à CR−γkfjk2: (3.9)
Once these two estimates are accepted, the proof of the-
orem is straightforward.
Returning to kL(f)k22, we obtain
kL(f)k22 à C2R−2γkfk22
+ C
∑∑
j0Æj+1
R−γ!γ(j0 − j; R)kfjk2kfj0k2:
This double sum is estimated by the following trivial ob-
servation
j
∑
j
∑
j0
!(j0 − j)ujvj0j à
(∑
!(j)
)
kuk2kvk2(3.10)
when !(j) Æ 0;kuk2 = (
∑ jujj2)1=2;kvk2 = (∑ jvjj2)1=2.
In our case
∑1
0 !γ(q; R) à CR
−γlogR which ends the
proof.
4. THE PROOF OF LEMMA 3
By definition, we have L( j;k) = wj;k =
∑
l 
(j)
k;l’j;l(x) and,
if fj(x) =
∑
k xj;k j;k(x);
Lfj(x) = gj(x) =
∑
k
∑
l

(j)
k;lxj;k’j;l(x): (4.1)
Since ’j;l; l 2 Zn is an orthonormal basis for Vj, we have
kL(fj)k2 =
(∑
l
j
∑
k

(j)
k;lxj;kj2
)1=2
: (4.2)
A weight R is now defined by R(k) = 0 if 1 à jkj à
R; R(0) = R−γ and R(k) = (1 + jkj)−n−γ when jkj > R.
We then have j(j)k;lj à CR(k− l) and yl =
∑
k 
(j)
k;lxj;k yields
(jylj)l2Zn à CR  (jxj;kj)k2Zn : (4.3)
Using once more (3.10), one obtains the required estimate.
5. PROOF OF PROPOSITION 2: A FIRST STEP
One needs to estimate kPj(gj0 )k2 when j0 Æ j. We have
Pj(gj0 ) =
∑
k
hgj0 ; ’j;ki’j;k
=
∑
k
∑
k0
xj0;k0 hwj0;k0 ; ’j;ki’j;k: (5.1)
This yields
kPj(gj0 )k2 =
(∑
k
j
∑
k0
xj0;k0a(j; k; j0; k0)j2
)1=2
; (5.2)
where a(j; k; j0; k0) = hwj0;k0 ; ’j;ki.
Our goal is to get sharp estimates for ja(j; k; j0; k0)j in
order to apply Schur’s lemma.
More precisely let us define
(j; j0) = sup
k
(∑
k0
ja(j; k; j0; k0)j
)
(5.3)
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and
(j; j0) = sup
k0
(∑
k
ja(j; k; j0; k0)j
)
: (5.4)
Then Schur’s lemma tells us the following
kPj(gj0 )k2 à
√
(j; j0)(j; j0)kfj0k2: (5.5)
We will prove the following estimates∑
k
ja(j; k; j0; k0)j à C2−nq=2!γ(q; R) (5.5a)
and ∑
k0
ja(j; k; j0; k0)j à C2nq=2!γ(q; R); (5.5b)
where q = j0 − j Æ 0.
These two estimates will almost immediately follow from
the following result.
Proposition 3. Let q0 = log2 R and q = j
0 − j Æ 0; r =
k0 − 2qk. We then have (where C0 = C0(’))
(i) If 1 à q à q0 and jrj à C02q, then
ja(j; k; j0; k0)j à C2−nq=2R−γ: (5.6)
(ii) If 1 à q à q0 and C02q < jrj < 2R=3, then
a(j; k; j0; k0) = 0: (5.7)
(iii) If 1 à q à q0 and jrj > 2R=3, then
ja(j; k; j0; k0)j à C2nq=2(1 + jrj)−n−γ: (5.8)
(iv) If q > q0 and jrj à C02q, then
ja(j; k; j0; k0)j à C2−nq=22−γq 0 < γ < 1
ja(j; k; j0; k0)j à Cq2−q γ = 1
ja(j; k; j0; k0)j à C2−qR1−γ γ > 1:
(v) If q > q0 and jrj > C02q, then
ja(j; k; j0; k0)j à C2nq=2(1 + jrj)−n−γ: (5.10)
6. PROOF OF PROPOSITION 3
We have, by definition,
a(j; k; j0; k0) = hwj0;k0 ; ’j;ki;
where
wj0;k0 = T( j0;k0 ) = 2nj
0=2
∑
l0

(j0)
k0;l0’(2
j0x− k0):
Let us define w]j0;k0 (x) =
∑
l0 
(j0)
k;l0’(x−l0) and observe that
wj0;k0 (x) = 2nj
0=2w
]
j0;k0 (2j
0
x − k0). This function w]j0;k0 (x) will
be more simply denoted by w(x) since it fulfills uniformly
in j0 and k0 the following estimates
jw(x)j à C(1 + jxj)−n−γ (6.1)
jw(x)j à CR−γ (6.2)
w(x) = 0 when C0 à jxj à R− C0 (6.3)∫
w(x)dx = 0: (6.4)
Then
hwj0;k0 ; ’j;ki = I = 2−nq=2
∫
w
]
j0;k0 (x)’(2
−q(x− r))dx
= 2−nq=2
∫
w(x)v(x)dx;
where w(x) is localized and oscillating accordingly to (6.1)–
(6.4) while v(x) = ’(2−q(x− r)) is smooth and poorly local-
ized.
A first and trivial estimate does not incorporate these two
properties and yields
jIj à 2−nq=2kwk1k’k1 à C2−nq=2R−γ: (6.5)
Similarly when 0 à q à q0 and jrj > 2R=3, the cancella-
tions are disregarded and we simply write∣∣∣∣∫ w(x)’(2−q(x− r))dr∣∣∣∣ à ∫ jw(x)jj’(2−q(x− r))jdx
à C02nq(1 + jrj)−n−γ
since jw(x)j is almost constant on the support of ’(2−q
(x− r)).
We now turn to the deeper estimate (5.9). When 0 < γ <
1 and jrj à C02q, we write∫
w(x)’(2−q(x− r))dx
=
∫
fjxjàC2qg
w(x)’(2−q(x− r))dx
=
∫
fjxjàC2qg
w(x)[’(2−q(x− r)) − ’(−2−qr)]dx
+ ’(−2−qr)
∫
fjxjàC2qg
w(x)dx = I1 + I2:
Now
jI1j à C02−q
∫
fjxjàC2qg
jxjjw(x)jdx
and
jI2j à Cj
∫
fjxjàC2qg
w(x)dxj:
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Then (6.1) provides jI1j à C02−γq and the identity∫
fjxjàC2qg
w(x)dx = −
∫
fjxj>C2qg
w(x)dx
yields, together with (6.1), jI2j à C2−γq.
The same strategy is used if γ = 1. When γ > 1, we
write∫
w(x)’(2−q(x− r))dx
=
∫
w(x)[’(2−q(x− r)) − ’(−2−qr))]dx
which implies jIj à C2−nq=22−q ∫ jw(x)jxjdx: This last in-
tegral is estimated using (6.1)–(6.3) and Proposition 3 is
fully proved.
7. END OF THE PROOF OF PROPOSITION 2
Proving proposition 2 amounts to checking (5.5a)
and (5.5b).
It suffices to use Proposition 3 and to estimate discrete
sums like
∑
fk;jkj>Rg a(k) by the corresponding integrals∫
fx;jxj>Rg a(x)dx when a(x) is a positive function which is
radial, integrable and decreasing in jxj.
Let us be more specific for the reader’s convenience. For
proving (5.5a) we first assume 1 à q à q0 where q0 =
log2R.
For each frozen k0, the sum over k such that jk0 −k2qj à
C02q contains 0(1) terms contributing to C2−nq=2R−γ in full
agreement with (5.5a). We turn to the second case when
1 à q à q0 and jk − k02−qj > (2R=3)2−q. Using (5.8) and
the above mentioned remark on Riemann sums, we also
obtain the required estimate.
We have to prove (5.5a) when q > q0. Here also we split
the summation with respect to k into jk0 − k2qj à C02q
and jk0 − k2qj > C02q. In the first case, the summation
runs over 0(1) terms and (5.9) applies. If jk0 −k2qj > C02q,
(5.10) applies and yields C2−nq=22−qγjk02−q − kj−n−γ. The
Riemann sum is estimated by the corresponding integral
and one obtains C2−(n=2+γ)q.
For proving (5.5b), the same type of arguments is being
used.
This ends the proofs of Proposition 2 and Theorem 1.
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