Abstract. In recent work, Graham has constructed a variety with a map to the nilpotent cone which is similar in some ways to the Springer resolution. One aspect in which Graham's map differs is that it is not in general an isomorphism over the principal orbit, but rather the universal covering map. This map gives rise to a certain semisimple perverse sheaf on the nilpotent cone, and we discuss here the problem of describing the summands of this perverse sheaf. For type An, a key tool is Tymoczko's description of an affine paving of Springer fibers.
Introduction
Let g be a complex semisimple Lie algebra with simply-connected algebraic group G and Weyl group W . Let Z be the center of G and G ad = G/Z the adjoint group associated to g. Fix a Borel subgroup B in G and let u be the unipotent radical of Lie B. We can then define N = G × B u and the map µ : N → g which sends (g, x) to g.x. The image of µ is the nilpotent cone N in g, and µ is called the Springer resolution. For any x ∈ N , let O x be the nilpotent orbit containing x under the action of G.
In [13] and [14] , Springer first associated every irreducible representation of W to a nilpotent orbit O x and a local system on that orbit. This correspondence, known as the Springer correspondence, is not generally a bijection between nilpotent orbits and Weyl group representations, nor between Weyl group representations and local systems on the orbits. Every orbit appears at least once. However, not all local systems appear, and all that do are G ad -equivariant.
Many proofs of Springer's classical results are now known. In particular, Borho and MacPherson prove it in [3] by using the Decomposition Theorem for perverse sheaves to study Rµ * Q ℓ N (where Q ℓ N denotes the constant sheaf). The goal of this paper is to begin an analogous construction using a variety described by Graham in [8] . Here, N and the Springer resolution are replaced by Graham's variety M and a new mapμ : M → N which is no longer an isomorphism over the principal orbit of N . The mapμ factors through the Springer resolution and we see that when the Decomposition Theorem is applied, the local systems from the Springer correspondence are recovered, and additional ones occur as well in the cases where G ad = G . We will see that in type A n , where only the trivial local systems appear in the Springer correspondence, all of the G-equivariant local systems occur as a result of Graham's variety. The study of the local systems missing from the Springer correspondence is not new, and a rather different construction by Lusztig also addresses this issue. His techniques have led to the generalized Springer correspondence and character sheaves. (See [11] .) An interesting future project would be to investigate any connection between M and Lusztig's work.
Section 2 reviews Graham's construction of M andμ. Then, in Section 3, the fibers ofμ in type A n are studied using Tymoczko's combinatorial description of an affine paving of Springer fibers. The main results involving perverse sheaves can be found in Section 4, and in Section 5, we revisit some of the results of Section 3 for the other types.
Graham's Variety
Let O prin be the principal orbit in N and O be its universal cover. Since N is a normal variety [10] , N = Spec R(O prin ) where R(O prin ) is the ring of regular functions for the principal orbit. Let M = Spec R(O). In [8] , Graham defines a map ϕ : M → M which is in some ways analogous to the Springer resolution for M . He also gives a mapμ : M → N which factors through both the Springer resolution and ϕ.
Here, we will describe the construction of M slightly differently than how Graham describes it in [8] . The reason for this will be seen in Section 3, where we will need the freedom to change our choice of Borel subgroup in order to implement Tymoczko's techniques. Let B be a Borel subgroup in G. Then T := B/[B, B] is a torus which is canonically isomorphic to any maximal torus in B. We know that the center Z of G is contained in B, and B ad := B/Z is a Borel subgroup in G ad . Thus, T ad := B ad /[B ad , B ad ] is a torus canonically isomorphic to any maximal torus in B ad . Let W ad := u/ [u, u] where u is the nilradical of B ad . We can imbue W ad with the structure of an affine toric variety for T ad by using the character group of T ad as its lattice and by using the fundamental weights to generate its cone. By following the same construction as for W ad but with the character group for T , we can construct a toric variety W for T such that W/Z = W ad . For a more detailed description of the construction of a toric variety, see [7] or [8] . The Borel B acts on W through projection onto T , so that the unipotent part of B acts trivially. Let
Theorem 2.2 (Graham [8] ). Let M be as above. Then, the following diagram commutes.
Here, ϕ is the composition of the normalization map for M × N N and the projection to M , γ is the induced quotient map, and µ is the Springer resolution.
Note, the above diagram is not cartesian, and we will not need the fact that it commutes for this paper. The fact is included here to help describe Graham's work, but we will focus on the mapμ := µ • γ. Graham also considers the quotient map ρ : W → W ad and gives a method to determine the fibers of this map in terms of the T ad -orbits in W ad . These orbits correspond to faces of the cone of W ad , and we can describe them using subsets J of {1, 2, ..., n}. Since the cone is generated by the fundamental weights, each subset J corresponds to the simple roots that are not included in the face. We will denote by τ J the orbit corresponding to the subset J and by Z(J) the fiber of ρ over any element in that orbit. Note that by the definition of M , the fibers of ρ are also the fibers of γ. Theorem 2.3. Let J be a nonempty subset of {1, 2, ..., n}. Then, the group Z(J) is given as follows.
where c = gcd(J ∪ {n + 1})
if exactly one of n − 1 and n is in J, all j ∈ J such that j < n − 1 are even, n is even, and n ≥ 4 Z(J) = {1} otherwise Proof. Direct calculation using method from Graham's paper. 
in the G-orbit given by the partition
Proof. We take a representative X J of a set J to be the sum of the root vectors X αi for all i ∈ {1, 2, ..., n} − J where α i is a simple root following the notation of Humphreys [9] . Since each T ad -orbit is contained in some G-orbit, by calculating the Jordan canonical form for our representative, we are able to associate a single G-orbit to each J. We will use the root vector conventions found in [6] . Let X J = i / ∈J X αi . In type A n , the root vector X αi = E i, i+1 where E i,j is a matrix with a one in the ith row and jth column and zeroes everywhere else. In this case, we see X J is already in Jordan canonical form, and consecutive numbers not in J give us the sizes of the Jordan blocks. Thus, the formula for P (J) is given by the distance between the consecutive elements in J, the distance between the largest element in J and n + 1, and the distance between the smallest element and zero. Proposition 3.2. Let g be a Lie algebra of type A n , and let
Proof. Let J = {d 1 , d 2 , ..., d r }. Then we know from 2.3 that Z(J) = Z/cZ where c = gcd{d 1 , d 2 , ..., d r , n + 1}. From the above result, we see that c is also the greatest common divisors of the parts in P (J). From [6] , Corollary 6.1.6, we see that π 1 (O x ) = Z/cZ as well.
3.2.
Cohomology of Graham's Fibers. For our perverse sheaf calculations, we will need to know more about the top degree cohomology of our Graham fibers M x . This will be done by showing that each fiber contains |π 1 (O x )| affine spaces of dimension equal to the maximal possible dimension in the Springer fiber B x . In particular, we will use results of Tymoczko [15] to find a particular affine space A x of maximal dimension inside B x and then show that over A x , Graham's map γ is a covering map with fibers π 1 (O x ).
Fix x ∈ N and choose a basis
} so that x is in Jordan canonical form with the sizes of the blocks decreasing down the diagonal. Let B ′ be the Borel of upper triangular matrices on the basis
be the partition of n + 1 corresponding to x and denote by Y P the Young diagram for P . Here, we follow the convention that Y P is the left-justified array of boxes where the ith row from the bottom has d i boxes. Next, we will describe two different labellings of this diagram. For the first, fill the blocks with {1, 2, ..., n + 1} in increasing order starting at the bottom left and moving up the columns, treating the columns left to right. We will call Y P with this labelling Y
T ym P
. For the second, again label Y P with {1, 2, ..., n + 1} in increasing order, but this time start at the top left and fill in the rows. We will call Y P with this labelling Y Let us call any two adjacent boxes in the same row of a labelled diagram a pair and use the notation (i|j) to mean a pair where the label in the left box is i and the label in the right one is j. We can use the above labellings of Y P to form nilpotent matrices by placing a 1 in the ith row and jth column for every pair (i|j) in the labelled diagram and by filling the remaining entries with 0's. (In other words, this is the sum of all E i,j where (i|j) is a pair.) Let M Std be the matrix obtained this way from Y Std P , and note that M Std is the matrix of x with respect to
is not in Jordan canonical form, but there is a basis V for which M T ym is the matrix of x with respect to V . In fact, V = {v
} where σ is the permutation described previously.
Let B be the Borel of upper triangular matrices on the basis V . Then, if we define the permutation matrix P σ to be the matrix (with respect to V ′ ) with row vectors e σ(1) through e σ(n+1) , we see that
. Note that these β's are simple roots for B ′ which are positive for B.
where BσB is the Schubert cell associated to σ. For any w ∈ W , we will denote by Φ w the set of positive roots for B that become negative under the action of w. For any x ∈ N , we will let Φ x be the positive roots for B whose vectors appear as summands when x is decomposed as the sum of root vectors. We will denote by Φ w,x the subset of Φ w whose elements can be viewed as a sum of a root in Φ w and a root in Φ x . We have chosen B and Y T ym P such that Tymoczko's Theorem 22 and Theorem 24 in [15] can be phrased as follows in the special case that the Hessenberg space is Lie B and the corresponding Hessenberg variety is B x . ) with the above theorem to find our affine space of maximal dimension in B x . Lemma 3.5. A x is nonempty, and it is an affine space of dimension
Proof. To see that A x is nonempty, we will need only to note that Y Std P is filled with labels that increase from left to right. Thus, the condition in Theorem 3.4 (b) is always satisfied. From the discussions in previous paragraphs, Φ x = {α i,j | (i|j) is a pair in Y T ym P }. Given our description of the positive roots of B, we can restate our definition of Φ σ as α i,j ∈ Φ σ for i < j if and only if σ −1 (i) < σ −1 (j). Since we used our labellings of Y P to define σ, Φ σ can be seen from Y Viewing Φ σ and Φ σ,x in this manner allows us to translate the formula from Theorem 3.4(a) into a statement about the number of blocks in the columns of Y P . More specifically, if we let ht(j) denote the number of blocks (or height) in the jth column of Y P , then
where d r is the largest part in the partition P and thus the number of columns in
Since, the dimension of A x is equal to the codimension of the orbit O x , we see that A x is of maximal possible dimension.
Example 3.6. Let x ∈ N be such that it corresponds to the partition P = [3 3 1] . Then Thus, dim A x = |Φ σ | − |Φ σ,x | = 5. Notice that dim O x = 32 and dim N = 42 so this agree with the above calculations.
Proof. We will show that if x is the sum of simple roots for any Borel in A x , then it must be the sum of the same simple roots for all other Borels in A x . Since how x decomposes as the sum of simple roots determines the fibers of Graham's map, this will be enough to tell us that the fiber over all of A x must be the same.
As defined earlier, we see that B ′ and B are in B x . Furthermore, B ′ = σB ∈ BσB. Suppose there is some Borel B ′′ = bB ′ b −1 for some b ∈ B such that x ∈ Lie B ′′ . Then, B ′ and B ′′ are both in A x . Let T be a maximal torus contained in B ∩ B ′ and let U be the unipotent radical of B so that B = T U . Then we can assume b ∈ U . Let u ′ and u ′′ be the nilradicals of Lie B ′ and Lie B ′′ , respectively. Then
′′ . Thus, we can write Thus, since b ∈ U , we know Ad(b
where α is a root and α > β means α − β is the sum of positive roots for B. We need to verify that none of the simple roots with nonzero coefficients in u ′ have zero coefficients in u ′′ , and hence, we need to show that the following never happens: a simple root β for B Luckily, we know the simple roots β above in terms of positive roots for B. They are the α i,j in Φ x and all other simple roots for B ′ are negative roots for B. Thus, since it can't happen that the sum of positive roots is negative, we need only consider the case where the difference of two roots in Φ x is a sum of positive roots. For this, we will refer again to Tymockzo's work. In [15] Definition 15, she defines a set of roots to be non-overlapping if no pair of roots α and β in the set are such that α > β. Thus, our previous statement reduces now to showing Φ x is non-overlapping, but this fact is established in Tymoczko's proof of Theorem 22. We can also see this by examining Y T ym P and noting that there are no pairs (i|j) and (k|l) such that i ≤ k < l ≤ j.
Despite the title of this section, these propositions do not give a full understanding of Graham's fibers. However, they do give enough enlightenment that we can make statements in the perverse sheaf setting.
Main Result
4.1. Borho and MacPherson's Results. Let P(N ) be the category of perverse sheaves on N with respect to the stratification by G-orbits. Here again, g is a complex semisimple Lie algebra and G is the simply-connected algebraic group associated to it. Define d x := dim B x . Let Q ℓ N denote the constant ℓ-adic sheaf on N . For any orbit O x , let L ϕ be the local system corresponding to the representation ϕ of π 1 (O x ).
All the results in the following fact can be seen in [3] , but they were first proven elsewhere. 
The above facts tell us that the Springer resolution satisfies all the necessary conditions to apply the Decomposition Theorem for perverse sheaves from [2] ; see also [3] . Thus, we know that Rµ * Q ℓ N is semisimple in P(N ). Each simple perverse sheaf that occurs as a summand corresponds to a local system L ϕ on an orbit O x . Specifically, ϕ is an irreducible representation occurring as part of the action of π 1 (O x ) on H 2dx (B x ). In [3] , Borho and MacPherson use this to establish their proof of the Springer Correspondence by showing that the local systems which appear are the same ones previously constructed by Springer, and furthermore, that the multiplicity with which they appear is the same as the dimension of the representation of the Weyl group to which they correspond. This means that in type A n , the trivial local system, and only the trivial local system, appears for each orbit. We will see below that more local systems occur for Graham's variety.
Results for Graham's Variety. Proposition The mapμ is proper and semismall. M is rationally smooth with
Proof. According to [8] , π is finite and M is an orbifold. All of the properties except rational smoothness follow from the finiteness of π and Lemma 4.1. For a proof that orbifolds are rationally smooth, see [4] .
While still lacking the complete picture of the cohomology of Graham's fibers, the calculations in Section 3.2 are enough to make the following useful proposition:
contains a copy of the regular representation of π 1 (O x ).
Proof. There is a basis of H 2dx ( M x ) indexed by irreducible components of maximal dimension. Therefore, determining how π 1 (O x ) acts on the components is sufficient to understand how it acts on the whole space. Since dim A x is maximal in B x , it must be the case that the closure of A x is an irreducible component of maximal dimension in B x , and similarly, the closure of each copy of A x found in γ −1 (A x ) must be an irreducible component of maximal dimension in M x . From Proposition 3.2, we know that π 1 (O x ) acts freely and transitively on the fibers ofμ, so also on these components in γ −1 (A x ). We see then that there must be a copy of the regular representation of π 1 (O x ) contained in its action on H 2dx ( M x ).
With these propositions in place, we can now state our main result. 
Towards Results in Other Types
For the classical Lie algebras, the nilpotent orbits are parametrized with partition classifications. In the following theorem, we give the inclusion correspondence between T ad -orbits and G-orbits in terms of these partitions. Note that multiple T adorbits can be contained in the same G-orbit. The partition notation comes from [6] , and unreduced refers to the possible need to combine like parts once the formula has been implemented. Theorem 5.1. Let G be of type B n , C n , or D n . Each T ad -orbit is contained in the G-orbit which has the partition classification given in the following way:
.., d r } be a subset of {1, 2, ..., n}. Assume here that d i < d j for i < j. We denote by P (J) the unreduced partition associated to the set J.
Proof. As before, we take a representative X J of a set J to be the sum of the root vectors X αi for all i ∈ {1, 2, ..., n} − J where α i is a simple root following the notation of Humphreys [9] . Since each T ad -orbit is contained in some G-orbit, by calculating the Jordan canonical form for our representative, we are able to associate a single G-orbit to each J.
We will again use the root vector conventions found in [6] . Following the previous notation , let X J = i / ∈J X αi . Now, we must calculate the Jordan canonical form for our X J in the classical types other than A n .
Suppose we are in type B n . Then, X αi = E i+1, i+2 −E n+i+2, n+i+1 if 1 ≤ i ≤ n−1 and X αn = E 1, 2n+1 − E n+1, 1 . When putting X J in Jordan canonical form, we see that E i,j and E j,k give rise to elements in the same block, and this determines the blocks, so long as each i occurs only once as the first indice and once as the second. From the definitions of X α , we see that a maximal set of consecutive roots creates two blocks, each with size equal to the size of the set, except when one of the roots is α n . The root vector X αn forms a single block of size three when considered alone. Consequently, if α n is included in the set, the block formed has size one more than twice the size of the set. As before, we compute the sizes of the blocks by taking the distance between consecutive elements not in J. However, each distance now corresponds to two blocks instead of one, unless J does not contain n.
Now, suppose we are in type C n . In this case, X αi = E i, i+1 − E n+i+1, n+i if 1 ≤ i ≤ n − 1 and X αn = E n, 2n . As in type B n , a maximal set of consecutive roots creates two blocks with size equal to the size of the set with the exception of when α n is in the set. Any maximal set of k consecutive roots containing α n forms a block of size 2k. So again, we compute the sizes of the blocks by taking the distance between consecutive elements not in J with each distance corresponding to two blocks except when n is not contained in J.
Finally, suppose we are in type D n . Then, X αi = E i, i+1 − E n+i+1, n+i if 1 ≤ i ≤ n − 1 and X αn = E n−1, 2n − E n, 2n−1 . We now have three distinct cases to consider. To begin, suppose both n − 1 and n are in J. Then, we can proceed as in type C n . Next, suppose neither n − 1 nor n is in J. This works as before except X αn−1 + X αn forms one block of size three and another of size one. Then, each consecutive root for α n−1 adds two to the size of the larger block. This gives the block of size 2(n − d r ) − 1 appearing in the formula. Lastly, suppose exactly one of n and n − 1 is in J. The block calculation follows the same in either case due to the definitions of X αn−1 and X αn , so that only n appears in the formula.
Remark. A partition is called very even if it has only even parts, each with even multiplicity. In the case of type D n , very even partitions give two distinct nilpotent orbits. In order to completely classify the correspondence between T ad -orbits and Gorbits, the weighted Dynkin diagrams would need to be calculated if P (J) is very even in type D n . This can only happen if P (J) is of the third type listed in Proposition 5.1, and the result should be that the orbit is determined by whether n or n − 1 is in J. Since no distinction between these two orbits is necessary for the purposes of this paper, the calculation is omitted. See [6] for the weighted Dynkin diagrams of the two orbits.
Let P be a partition of n of the appropriate form for each classical Lie algebra, and let O P be the nilpotent orbit associated to P . In Table 1 , we give formulas for the fundamental group π 1 (O P ) of each orbit and the G ad -equivariant fundamental group A(O P ) as found in [6] . To simplify our formulas, let a = the number of distinct odd parts in P , b = the number of (nonzero) distinct even parts in P , and c = the greatest common divisor of all parts in P . Also, a partition is called rather odd if all of its odd parts have multiplicity one. Notice, a very even partition is trivially rather odd.
Lie Algebra Proof. Let O(τ ) be the T -orbit in W corresponding to the face τ of the cone of W . We know the center Z of G is contained in T and acts on W . Let y ∈ O(τ ) and
is the quotient by the action of Z. Let x ∈ O ad (τ ) be such that q(y) = x. By definition, Z τ = Z ∩ T y . Because of the way x and y are defined, we know T y ⊆ T x , and moreover, since the dimensions of the orbits for x and y are the same, we know that T y must be a collection of components for
• ⊆ T y where T y is connected since this is equivalent to its character group being torsion free. From the connectedness of T y , we see T y = (T x )
• and thus,
• . Note that as above, we have (
• . Combining these statements, we have
). Now that we have containment regardless of type, we will examine this kernel along with Z(O x ) in each type to see that Z(O x ) must, in fact, be the kernel.
Let P be the partition associated to x in types B n , C n , and D n . To clarify some of the following argument, let us denote the multiplicity of a part d in a partition P to be mult P (d). Let us now suppose we are in type B n . Then P (J) can be of two forms. If P (J) has exactly one odd part d with mult P (d) = 1, then Z(O P ) = Z/2Z since all elements of J must be even if all parts with even multiplicity are even. If P (J) has more than one odd part or an odd part with multiplicity greater than one, then Z(O P ) = {1} since this can only happen when not all elements in J are even.
Let us now consider type C n . Again, P (J) has two possible forms. If P (J) is such that mult P (d) is even for all parts d, then we know n ∈ J and Z(O P ) = {1}. If P (J) has exactly one part with odd multiplicity, then we know n / ∈ J and Z(O P ) = Z/2Z. Let us finally suppose we are in type D n . In this case, we have four possible forms for P (J). If P (J) is such that mult P (1) = 1, mult P (d) = 1 for some odd part d, and the rest of the parts are even numbers with even multiplicity, then Z(O P ) = Z since this corresponds to J having all even elements and n, n − 1 / ∈ J. If P (J) is such that mult P (1) = 1 and there is some odd part d with mult P (d) > 1, then Z(O P ) = Z/2Z since this corresponds to not all elements of J being even and n, n−1 / ∈ J. If P (J) has all even parts with even multiplicities, then this corresponds to the third condition for D n in Theorem 2.3 and Z(O P ) = Z/2Z. Lastly, if P (J) has mult P (d) even for all parts d and at least one d is odd, then Z(O P ) = {1}.
Since the form of our partition P tells us what π 1 (O P ) and A(O P ) are in Table 1 , we see from the above reasoning that Z(O P ) is isomorphic to the kernel of the quotient map from π 1 (O P ) to A(O P ). For types E 6 and E 7 , we can examine the tables below to see that the same is true in these types for any orbit O x with x ∈ W ad . Thus,
, we must have equality in all types.
Recall that the G-orbits which intersect W ad are the ones whose Bala-Carter label corresponds to the principal nilpotent orbit of the Levi subalgebra. This connection with the Bala-Carter classification will be how we determine the containment of T adorbits inside G-orbits for the exceptional Lie algebras E 6 and E 7 . In the case of E 7 , it was also necessary to calculate the weighted Dynkin diagrams when the same type of Levi subalgebra labels more than one orbit.
The following tables do not include the G-orbits which contain no T ad -orbits. For any orbit O, the G ad -equivariant fundamental group A(O) can be determined from the π 1 (O) column by taking the quotient by any Z/2Z or Z/3Z factor present. The values for π 1 (O) and A(O) come from [1] and [12] . They can also be found in [5] 6. Acknowledgments
