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Foreword
The Third Haifa Workshop on Interdisciplinary Applications of
Graph Theory, Combinatorics, and Algorithms
The Haifa Workshops on Interdisciplinary Applications of Graph Theory, Combinatorics and Algorithms have been
held at the Caesarea Rothschild Institute (CRI), University of Haifa, every year since 2001. This volume presents pa-
pers that were delivered during the Workshop that took place in 2003 (May 27–29). This particular workshop honored
Professor Peter Hammer, the Director of Rutgers University Center for Operations Research, for his profound con-
tributions to Graph Theory and Combinatorics. Professor Hammer was the founding editor of the journals Discrete
Mathematics, Discrete Applied Mathematics, Annals of Operations Research (and the list has grown since the work-
shop). During the workshop, Professor Hammer delivered the Third annual Rothschild Lecture on “Logical Analysis
of Data with Applications to Medical Informatics”.
The papers in this volume focus on discrete mathematics and combinatorial algorithms and their applications to real-
world problems in engineering and communication networks, as well as studies in the interface of Discrete Mathematics
and other areas of Mathematics. The tools that are used are from a variety of ﬁelds. The papers are divided into four
clusters. The ﬁrst cluster addresses three applications to production planning and multi-agent systems (games). The
second cluster addresses applications to communication networks and graphs. The third cluster consists of three studies
in the interface of Combinatorics and Algebra, and ﬁnally, the fourth cluster contains two studies in the interface of
Combinatorics and Logic. All papers were peer reviewed and edited. A brief summary of each of the 11 chapters
(papers) that make up this volume is given below.
In the ﬁrst chapter, “A Polynomial Time Algorithm for Solving a Quality Control Station Conﬁguration Problem”,
Penn andRaviv study the problem of incorporating quality control stations (QCS) into unreliablemulti-stage production
systems. The problem they consider is well-studied and concerns simultaneous decisions whether to install QCS, and
where to install them. The authors use dynamic programming to solve an auxiliary problem that is used as a subroutine
to give a polynomial time algorithm to solve the proﬁt maximization QCS conﬁguration problem. Chapters 2 and 3
address games. In Chapter 2, “Games Played by Boole and Galois”, Fraenkel introduces a new class of games that he
calls “2-pile subtraction games” which generalize Wythoff’s game. These games are deﬁned and motivated by the use
of Boolean functions and the work illustrates some of Professor Hammer’s contributions to the theory and applications
in this ﬁeld. The paper explores winning positions of players and discusses strategy complexity questions. Some open
problems are presented. In Chapter 3, “The Partition Bargaining Problem”, Rothblum and Tangir study problems of
dividing property consisting of ﬁnally many items among several agents through a mechanism that applies John Nash’s
bargaining games. The analysis generalizes earlier work that was restricted to the presence of two agents. The main
result shows that the Nash solution can be computed in polynomial time. The key tool is the demonstration that a lottery
that is associated with any point in the Pareto-optimal surface, has a representation with only (relatively) few items
being assigned non-deterministically.
Chapters 4–6 are related to network applications. In Chapter 4, “The Complete Optimal Stars-Clustering-Tree
Problem”, Korach and Stern provide an efﬁcient algorithm for ﬁnding a minimum cost communication tree network
for a collection of groups of customers such that each group induces a complete star. Other related problems and
applications from database systems are considered. In Chapter 5, “The k-edge Intersection Graphs of Paths in a
Tree”, Golumbic, Lipshteyn and Stern investigate a generalization of the intersection graph of paths in a tree. In this
generalization two paths in a tree are considered intersecting only if they share k-edges. The authors prove that the
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problem of recognizing and colouring such graphs is intractable. This has implications to scheduling undirected calls in
a tree.Another application is assigning wavelengths to connections in an optical network where virtual connections that
share the same optical link must have different wavelengths. In Chapter 6, “Equistable Distance-Hereditary Graphs”,
Korach, Peled and Rotics introduce an efﬁcient recognition algorithm for equistable graphs. A graph is equistable if
there exists a non-negative weight function on its vertices such that, a set of vertices is a maximal independent set if
and only if it has weight one. This class of graphs generalizes threshold graphs.
The study of interesting relations between algebraic entities that are deﬁned through graphs and combinatorial
characteristics of the graph has a very long history. In Chapter 7, “On the Roots of Independence Polynomials of Almost
All VeryWell-Covered Graphs”, Levit and Mandrescu determine relations of the roots of the independence polynomials
of a graphG and of its corresponding graphG* obtained by appending each vertex ofGwith a single pendant edge. Here,
the independence polynomial is the polynomial whose coefﬁcients are the number of stable sets of each cardinality,
respectively. Speciﬁcally, formulations that connect the coefﬁcients of these polynomials are obtained, resulting in
equality of the number of roots, and bounds on the location of the real and complex roots are derived. The authors
also describe some graph characteristics that can be distinguished by the independence polynomials. In Chapter 8,
“Quasi-concave Functions on Meet-Semilattices”, Kempner and Muchnik demonstrate the use of a greedy algorithm to
maximize set functions over sub-lattices that are deﬁned through the minimization of monotone linkage functions. The
results extend earlier work of the authors for the special instance of the problem for which the set functions are deﬁned
over all possible subsets. In Chapter 9, “The Circuit Polynomial of the Restricted Rooted Product G() of Graphs with
a Bipartite Core”, Rosenfeld considers other families of polynomials, namely block polynomials, and their special case
of circuit polynomials. Given a graph G, a circuit polynomial relative to G is associated with a cover of G by a set of
disjoint circuits. The weight of a cover is the product of the weights of its components and its circuit polynomial is
the summation of the weighted covers over all covers of G. For bipartite graphs, the author demonstrates constructive
methods to generate circuit polynomials as a product of simpler circuit polynomials which are easier to obtain. The
author indicates some connection between block polynomials and chemical objects.
In Chapter 10, “CountingTruthAssignments of Formulas of BoundedTree-Width orCliqueWidth”, Fisher,Makowsky
and Ravve consider the problem of counting the number of assignments of a set of generalized propositional clauses
represented by their incidence graphs that are assumed to have bounded tree-width. They show that the problem can
be solved in polynomial time in the size of the input. The algorithm they generate is based on splitting the incidence
graph of the underlying set of clauses and deriving a corresponding recursive formula for the number of satisfying
assignments. Analogue results are derived for formulas of bounded clique-width. Finally, in Chapter 11, “Projective
DNFFormulae andTheir Revision”, Sloan, Szörényi andTurán prove results about the complexity of learning projective
disjunctive normal forms (PDNF), a class of DNF expressions introduced by Valiant. In PDNF, the whole function is
aimed to be patched together from its restrictions to a pre-speciﬁed set of simple domains. The authors then consider
PDNF formulae in the context of theory revision in machine learning and present efﬁcient revision algorithms for such
formulae. Revision algorithms aim at achieving the correct formulae by revising initial formulae that are close to the
correct one. Revision algorithms are more efﬁcient than learning from scratch when the initial formulae are close to
their target formulae, and generally no worse than learning from scratch otherwise.
We would like to thank the authors for their enthusiastic response to the challenge of writing chapters for this
volume. We also thank the referees for their comments and suggestions. Finally, this volume, and many workshops,
international visits, courses and projects at CRI, are the results of a generous grant from the Caesarea Edmond Benjamin
de Rothschild Foundation. We are greatly indebted for their support throughout the last ﬁve years.
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