Efficient non-recursive design of second-order spectral-null codes by Tallini, Luca G. et al.
3084 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 6, JUNE 2016
Efficient Non-Recursive Design of
Second-Order Spectral-Null Codes
Luca G. Tallini, Danilo Pelusi, Raffaele Mascella, Laura Pezza,
Samir Elmougy, and Bella Bose, Fellow, IEEE
Abstract— A new efficient design of second-order spectral-
null (2-OSN) codes is presented. The new codes are obtained by
applying the technique used to design parallel decoding balanced
(i.e., 1-OSN) codes to the random walk method introduced by
some of the authors for designing 2-OSN codes. This gives new
non-recursive efficient code designs, which are less redundant
than the code designs found in the literature. In particular,
if k ∈ IIN is the length of a 1-OSN code then the new 2-OSN coding
scheme has length n = k + r ∈ IIN with an extra redundancy of
r  2 log2 k + (1/2) log2 log2 k − 0.174 check bits, with k and r
even and n multiple of 4. The whole coding process requires
O(k log k) bit operations and O(k) bit memory elements.
Index Terms— High order spectral null codes, balanced codes,
Knuth’s complementation method, parallel decoding scheme,
optical and magnetic recording.
I. INTRODUCTION
LET  = {−1,+1} be the bipolar alphabet. The set ofqth-order spectral-null words SN (n, q) ⊆ n is defined
as [5], [6], [14],
SN ′(n, q)def=
{
X ∈ n
∣∣∣∣ mi (X) = 0,for all integer i ∈ [0, q − 1]
}
; (1)
where mi (X)
def= x11i + x22i + . . . + xnni = ∑nj=1 x j j i is
the i th moment (or, the mi -weight) of the word X = x1x2 . . .
xn ∈ n , and sums and products are over the real numbers.
Any word in SN (n, q) is called qth-order spectral-null word
(briefly, a q-OSN word). In the following, if mi (X) = 0 then
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we will say that the word X is mi -balanced. A binary code C
is a qth-order spectral-null code with k˜ information bits and
length n (briefly, a q-OSN(n, k˜) code) if, and only if
1) C is a subset of SN (n, q), and
2) C has 2k˜ codewords.
When q = 1, these codes coincide with the so-called bal-
anced or DC-free block codes [1]–[3], [5], [7], [10]–[14],
[17]–[19], [21], [23]–[25], [28]. For values of q greater than 1,
the q-OSN(n, k˜) codes are considered in digital recording to
achieve a better rejection of the low frequency components
of the transmitted signal and enhancing the error correction
capability of codes used in partial-response channels [6], [14].
The q-OSN codes can be also considered over the binary
alphabet ZZ2 = {0, 1} [20]. In fact, by replacing the symbol −1
with 0 and +1 with 1, the set SN (n, q) becomes equivalent
to the set SN ′(n, q) ⊆ ZZn2
SN ′(n, q)def=
⎧⎪⎨
⎪⎩X ∈ ZZ
n
2
∣∣∣∣∣∣∣
mi (X) =
n∑
j=1
x j j i = 12
n∑
j=1
j i ,
for all integer i ∈ [0, q − 1]
⎫⎪⎬
⎪⎭;
where the sums and products are done in the real field IR.
Since SN (n, q) and SN ′(n, q) are equivalent, in the rest of
the paper SN (n, q) is used for SN ′(n, q). For example,
SN (n, 2) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
X ∈ ZZn2
∣∣∣∣∣∣∣∣∣∣
m0(X) =
n∑
j=1
x j = n2 and
m1(X) =
n∑
j=1
x j j = n(n + 1)4
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
and SN (n, 2) = ∅ if, and only if, n is multiple of 4 [20].
The code design problem is to convert the information
words into qth-order spectral-null words using the minimum
possible redundancy. For q = 2, this minimum redundancy
is [20]
rmin (k) = 2 log2 n − 1.141.
Also, the conversion should be done so that the encoding and
decoding processes are as computationally simple as possible.
Efficient design of qth-order spectral-null codes for q = 2,
has been considered in [8], [9], [14], [20], [22], [26], [27] and,
for q = 3, in [15].
In this paper we are concerned with designing 2-OSN
codes whose encoding and decoding functions can be com-
puted combining the Knuth’s optimal refined parallel decoding
scheme for balanced codes given in [1], [11], [12], and [19]
0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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with the random walk method for 2-OSN codes given in [9],
[20], and [26]. Here we assume that the information words
are already m0-balanced words of even length k (i.e., the
information words belongs to SN (k, 1) = ∅) by using a
1-OSN(k, k˜) code design. Given k, μ0, μ1 ∈ IIN, let
S(k, μ0)
def= {X ∈ ZZk2 : m0(X) = μ0} ⊆ ZZk2
and
S(k, μ0, μ1)
def= {X ∈ ZZk2 : m0(X) = μ0 and m1(X) = μ1}
⊆ S(k, μ0).
Now, given an m0-balanced word X = x1x2 . . . xk ∈ S(k, k/2)
(i.e., such that m0(X) = k/2 ∈ IIN), the idea is to “walk
randomly” towards the reverse, X R def= xk xk−1 . . . x1, of X , by
exchanging adjacent bits, until a word X
(
dhbal
)
is reached, with
dh, h, hbal ∈ IIN, where this word satisfies a specific property
for its second moment. Note that permutations of adjacent bits
in the word X do not alter the value of its first moment, while
its second moment may change with a variation of +1, −1,
or 0.
Moreover, a family of sets of check words, CS, is built so
that each set of check words, h ∈ CS, identifies a specific
step dh of the random walk, where h = 0, 1, . . . , |CS| − 1.
As such, each set h of the family of check words defines
an encoding function 〈 h 〉. And, as the main theorem states
(Theorem 2), there always exists at least one step dhbal such
that X
(
dhbal
)
= 〈hbal 〉(X) concatenated with one of the check
words identifying 〈 h 〉, becomes a 2-OSN word. As in [19]
for 1-OSN codes, such possibly many indices hbal , for a given
code design, are referred to as the 2-OSN balancing indices
of X . Here we let hbal(X) ⊆ IIN indicate the set of all possible
balancing indices of X . Now, a check word C = C(X) ∈ ZZr2,
r ∈ IIN, is appended to obtain a n = k + r bit codeword
E2(X) = X
(
dhbal
)
C(X) ∈ ZZn2
as encoding of X . In order to implement this strategy, such
check C must be chosen so that the properties 1), 2) and 3)
below hold.
1) The codeword E2(X) is m0-balanced; that is,
m0(E2(X)) = m0
(
X
(
dhbal
))
+ m0(C) = n2 ∈ IIN.
Note that, since n is a multiple of 4 (otherwise, we have
SN (n, 2) = ∅), if k is even and X ∈ S(k, k/2) then r is
even and C ∈ S(r, r/2).
2) The codeword E2(X) is m1-balanced; that is,
m1 (E2(X)) = m1
(
X
(
dhbal
)
C
)
= n(n + 1)
4
∈ IIN.
Thus, 1) and 2) make E2(X) a 2nd-order spectral-null
word.
3) The original information word X can be recovered from
X
(
dhbal
)
and C .
In Section II, to fulfill the above properties, we start with the
1-OSN words of even length, k ∈ 2IIN and then we encode
these words into 2-OSN words whose length is n ∈ 4IIN.
This last step is obtained by adapting the coding scheme
given in [1] and [19] for balanced codes to fit the random
walk coding scheme given in [20] for 2-OSN codes. The
combination of the two methods gives efficient non-recursive
code designs for any value of the parameters k ∈ 2IIN,
r = n − k ∈ 2IIN and n ∈ 4IIN, provided that
k(k − 1)
2
≤
(
r
r/2
)
⇐⇒ k ≤
1 +
√
1 + 8( r
r/2
)
2
. (2)
Note that, if
k  1
2
(
1 +
√
1 + 8
(
r
r/2
))
then
r  2 log2 k + (1/2) log2 log2 k − 0.174 (3)
because of Stirling’s approximation. As shown in Table II,
we get 2-OSN codes which are considerably less redundant
than the codes found in the literature. To our knowledge, all
code designs found in the literature are recursive and use only
2-OSN words as check words. Here, on the other hand, the
code designs are non-recursive and make a potential good
use of all possible 1-OSN words as check words. Hence, the
information rate improvement has two reasons. First, the non-
recursiveness of the code designs makes sure that any unuseful
redundancy does not add up at every encoding recursion step.
Second, the presented code designs make available many more
check words to use in the design. In any case, the code rate
improvement is of the order of 2 log2 log2 k + O(log log log k)
if k is choosen to be the length of an optimal 1-OSN/balanced
code. This can be seen by comparing (3) with the formula
for the code length (6) in [20]. In Section III, we show that
the whole coding process can be implemented with O(k log k)
bits operations and using O(k) memory bits. In Section IV,
some concluding remarks are given.
II. THE PROPOSED REFINED CODING SCHEME
The main idea of the code design is to convert a balanced
data word into an “almost 2-OSN” word, using an appropriate
function from a set of “m1-balancing functions”, and append
a check word. This check word 1) “encodes” which encoding
function is used in the encoding process E2, and 2) corrects any
further m1-imbalance of the almost 2-OSN word. To decode
a codeword, the receiver simply applies, to the m0-balanced
information part, the inverse of the function encoded by the
check part.
The coding scheme is captured by the following concept of
the set of m1-balancing functions.
Definition 1 (Set of m1-Balancing Functions): Let k,
r ∈ 2IIN be given so that n def= k + r ∈ 4IIN. Also, let
CS def= {0, 1, . . . , p−1},
be a family of p ∈ IIN non-empty subsets of the set of all the
r-bit m0-balanced check words S(r, r/2). Also, for all indices
h ∈ [0, p − 1], let
〈 h 〉 : S(k, k/2) → S(k, k/2)
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indicate a function from the set of all k-bit m0-balanced data
words, S(k, k/2), into itself. We say that the set of functions
B def= {〈 h 〉 : h ∈ [0, p − 1]}
is a set of m1-balancing functions if, and only if, the following
conditions hold.
1) The sets h are pair-wise disjoint; i.e.,
i ∩  j = ∅ ⇐⇒ i = j.
Thus, from C ∈ h it is possible to unambiguously
recover h ∈ [0, p − 1].
2) For every m0-balanced information word X ∈ S(k, k/2)
there exists one hbal ∈ [0, p − 1] and Chbal ∈ hbal such
that
m1
(〈
hbal
〉
(X) Chbal
) = n(n + 1)
4
.
In the sequel, we refer to an index hbal as an
“m1-balancing index” of X and we let hbal(X) ⊆
[0, p−1] indicate the set of all possible balancing indices
of X. Note that, for all X ∈ S(k, k/2),
m0
(〈
hbal
〉
(X) Chbal
) = m0 (〈hbal 〉(X)) + m0 (Chbal )
= k
2
+ r
2
= n
2
.
3) For all indices h ∈ [0, p − 1], the function 〈 h 〉 is
one-to-one so that, from h and Y = 〈h 〉(X) it is possible
to unambiguously recover X.
Given a set of m1-balancing functions, every m0-balanced data
word X ∈ S(k, k/2) is encoded as
E2(X) =
〈
hbal
〉
(X) Chbal
where hbal ∈ hbal(X) is an “m1-balancing index” of X ; for
example, the smallest index in the set hbal(X). We readily note
that, to give a well defined set of m1-balancing functions B,
it is required to define
a) the partition CS, and
b) each injective function 〈 h 〉 : S(k, k/2) → S(k, k/2)
in B;
and these two requirements are dependent on one another by
the condition 2) of Definition 1. Now, a possible construction
for such balancing functions 〈  〉 ∈ B, with  ∈ CS, is
explained below.
First, given
X = x1x2x3 . . . xi . . . x j . . . xk−1xk
let
X (i, j ) = x1x2x3 . . . x j . . . xi . . . xk−1xk
be the word obtained form X by exchanging the i th bit with
the j th bit, and
X R = xkxk−1 . . . x j . . . xi . . . x3x2x1
be the reverse of X . The code design is based on the following
observations [20].
Observation 1: The m0-weight, m0(X), does not change if
the bits of X are permuted.
Observation 2: The relation
m1(X) + m1(X R) = (k + 1)m0(X)
holds. So, if m0(X) = k/2 ∈ IIN then
m1(X) ≤ k(k + 1)4 ⇐⇒ m1(X
R) ≥ k(k + 1)
4
.
Observation 3: The following relation holds
m1
(
X (i,i+1)
)
= m1(X) + (xi − xi+1).
This implies that by exchanging two consecutive bits of X,
the value of m1 either decreases by 1 or remains the same or
increases by 1.
So, as in [20], let us consider the sequence of k(k−1)/2+1
words,
X (0) def= X = X,
X (1) def=
(
X (0)
)(1,2)
,
X (2) def=
(
X (1)
)(2,3)
,
...
X (k−1) def=
(
X (k−2)
)(k−1,k)
,
X (k) def=
(
X (k−1)
)(k−2,k−1)
,
X (k+1) def=
(
X (k)
)(k−3,k−2)
,
...
X (2k−3) def=
(
X (2k−4)
)(1,2) = X (1,k),
X (2k−2) def=
(
X (2k−3)
)(2,3)
,
X (2k−1) def=
(
X (2k−2)
)(3,4)
,
...
X (3k−6) def=
(
X (3k−7)
)(k−2,k−1)
,
X (3k−5) def=
(
X (3k−6)
)(k−3,k−2)
,
X (3k−4) def=
(
X (3k−5)
)(k−4,k−3)
,
...
X (4k−10) def=
(
X (4k−9)
)(2,3) = (X (1,k))(2,k−1),
...
X (k(k−1)/2) def=
(
X (k(k−1)/2)−1
)(k/2,k/2+1) = X R .
Example 1 (Word Sequence for k = 4): For example, if
k = 4 and X = x1x2x3x4 then the sequnece has cardinality
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k(k − 1)/2 + 1 = 7 and
X (0) = x1x2x3x4 = X,
X (1) = x2x1x3x4,
X (2) = x2x3x1x4,
X (3) = x2x3x4x1,
X (4) = x2x4x3x1,
X (5) = x4x2x3x1 = X (1,4),
X (6) = x4x3x2x1 =
(
X (1,4)
)(2,3) = X R .
The above sequence
{
X (i)
}
i=0,...,k(k−1)/2 is defined by a
particular sequence of exchanging of consecutive bits of X ,
with X (0) = X and X (k(k−1)/2) = X R . Since
m1
(
X (i+1)
)
− m1
(
X (i)
)
∈ {−1, 0,+1}
for all integer i ∈ [0, k(k − 1)/2], it follows that the sequence{(
i, m1
(
X (i)
))
: i = 0, 1, . . . , k(k − 1)
2
}
represents a “random walk” from the point (0, m1(X)) to the
point
(
k(k − 1)/2, m1
(
X R
))
and satisfies the following key
properties.
For all X ∈ S(k, k/2),
there exists an integer
isb ∈ [0, k(k − 1)/2 + [(k/2) mod 2])
such that
m1
(
X (isb )
)
=
⌊
k(k + 1)
4
⌋
(
or m1
(
X (isb )
)
=
⌈
k(k + 1)
4
⌉)
. (4)
In the following, we may refer to such an integer
isb as a “simple m0-balancing index” for the given
m0-balanced word X ;
and
For all X ∈ S(k, k/2) and
for all integers i1, i2 ∈ [0, k(k − 1)/2],
m1
(
X (i2)
)
∈
[
m1
(
X (i1)
)
− |i2 − i1|,
m1
(
X (i1)
)
+ |i2 − i1|
]
. (5)
In [20], a simple coding scheme for 2-OSN codes is given
by defining the balancing functions as X → X (i), where
i ∈ [0, k(k − 1)/2). In particular, given an m0-balanced data
word X ∈ S(k, k/2), with k ∈ 4IIN, the codeword associated
with X is recursively defined as
E(X) = X (isb ) E(binary representation of isb given in (4)).
Now we come to the definition of the set CS satisfying 1)
of Definition 1. Let p ∈ IIN and consider the partition
{h}h=0,1,...,p−1 of a subset of S(r, r/2) into non-empty sets
defined as follows. The set 0 contains exactly one word of the
set S(r, r/2, μ1) for each possible value μ1 in the “m1-image"
of S(r, r/2) defined to be
m1 (S(r, r/2))
def= {m1(C) : C ∈ S(r, r/2)} .
Then let 1 contain exactly one word of the set
S(r, r/2, μ1) − 0 for each possible value μ1 ∈ m1
(S(r, r/2) − 0). In general, the check word partition CS is
defined by the following simple constructive rule
For h = 0, 1, 2, . . . , p − 1,
for all integer
μ1 ∈ m1
⎛
⎝S(r, r/2) −
h−1⋃
j=0
 j
⎞
⎠, (6)
the set h contains exactly one check word in
S(r, r/2, μ1) − ⋃h−1j=0  j .
Note that such definition is well defined and implies
p ≤ max
μ
|S(r, r/2, μ)|.
Example 2 (Case k = 6, r = 6 and p = 3): For example,
if r = 6 and p = maxμ |S(6, 3, μ)| = 3 then
S(r = 6, r/2 = 3, μ1 = 6) = {111000},
S(r = 6, r/2 = 3, μ1 = 7) = {110100},
S(r = 6, r/2 = 3, μ1 = 8) = {101100, 110010},
S(r = 6, r/2 = 3, μ1 = 9) = {011100, 101010, 110001},
S(r = 6, r/2 = 3, μ1 = 10) = {011010, 100110, 101001},
S(r = 6, r/2 = 3, μ1 = 11) = {010110, 011001, 100101},
S(r = 6, r/2 = 3, μ1 = 12) = {001110, 010101, 100011},
S(r = 6, r/2 = 3, μ1 = 13) = {001101, 010011},
S(r = 6, r/2 = 3, μ1 = 14) = {001011},
S(r = 6, r/2 = 3, μ1 = 15) = {000111};
so that, for example, CS = {0, 1, 2} where
0 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
111000,
110100,
101100,
011100,
011010,
010110,
001110,
001101,
001011,
000111
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
, 1 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
110010,
101010,
100110,
011001,
010101,
010011
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
,
2 =
⎧⎨
⎩
110001,
101001,
100101,
100011
⎫⎬
⎭. (7)
Here, the combinatorial problem is very similar to the coding
problem for balanced codes solved with the parallel decoding
techniques given in [1] and [19]. In fact, the cardinalities of
the constant m1-weight codes contained in S(r, μ0) show a
“bell shape behaviour” similar to the binomial distribution
as stated in Theorem 3 in the Appendix. In our case, if
CS = {h}h∈[0,p−1] is defined by (6) then Theorem 3 for
μ0 = r/2 implies that for all integer h ∈ [0, p − 1], the
statements in the following observations hold.
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Observation 4: The m1-image of the words in h, m1(h),
is an integer interval, say
m1(h)
def= [αh, βh ].
Observation 5: If h > 0 then
m1(h) = [αh , βh] ⊆ [αh−1, βh−1] = m1(h−1).
Observation 6: If α def= minC∈S(r,r/2) m1(C) and β def=
maxC∈S(r,r/2) m1(C) then the interval m1(h) = [αh, βh ] is
symmetric with respect to
μmean = α + β2 =
αh + βh
2
= r(r + 1)
4
∈ IR,
has a width of (βh − αh) = |h | − 1 where
|h | −1 ≡ βh − αh ≡ |0| −1 ≡β − α ≡
( r
2
)2≡ (r
2
)
mod 2.
Hence,
m1(h) = [αh, βh ]
=
[
αh + βh
2
− βh − αh
2
,
αh + βh
2
+ βh − αh
2
]
=
[
r(r + 1)
4
− |h | − 1
2
,
r(r + 1)
4
+ |h | − 1
2
]
=
[⌊
r(r + 1)
4
⌋
−
⌊|h | − 1
2
⌋
,
⌈
r(r + 1)
4
⌉
+
⌊|h | − 1
2
⌋]
. (8)
Observation 7: Let r ∈ IIN and, for all integer μ0, μ1 ∈ IIN,
s(r, μ0, μ1)
def= |S(r, μ0, μ1)| . (9)
The number of m1-balancing functions is,
p ≤ max
μ∈[α,β] |S(r, r/2, μ)| = s
(
r, r/2,
⌊
r(r + 1)
4
⌋)
= s
(
r, r/2,
⌈
r(r + 1)
4
⌉)
.
Finally, given the above partition
CS = {h : h ∈ [0, p − 1]} ,
we come to the definition of each function 〈h 〉∈ B. This is
done as in [1], [12], and [19]. Namely, define the following p
natural numbers,
dh
def=
⎧⎨
⎩
0 if h = 0,
dh−1+
⌊ |h−1|
2
⌋
+
⌈ |h |
2
⌉
if h ∈ [1, p − 1],
=
⎧⎪⎪⎨
⎪⎪⎩
0 if h = 0,⌊ |0|
2
⌋
+
h−1∑
j=1
| j |+
⌈ |h |
2
⌉
if h ∈ [1, p − 1];
(10)
their associated integer intervals,
Ih
def=
[
dh −
⌈ |h |
2
⌉
+ 1, dh +
⌊ |h |
2
⌋]
,
for all integer h ∈ [0, p − 1]; and, also let,
Ip
def=
⎡
⎣dp−1 +
⌊ |p−1|
2
⌋
+ 1,
p−1∑
h=0
|h |
⎞
⎠
=
⎡
⎣⌊ |0|
2
⌋
+
p−1∑
h=1
|h | + 1,
p−1∑
h=0
|h |
⎞
⎠. (11)
Note that, from the construction (10),
1) each interval is centered in dh + [(|h | − 1) mod 2]/
2 ∈ IR, for all h ∈ [0, p − 1]; and
2) the family {Ih : h ∈ [0, p]} partitions the necessary range
of the random walk index i , which, from (4), is given by
the integer interval [0, k(k −1)/2+[(k/2) mod 2]). This,
if k(k − 1)/2 + [(k/2) mod 2] ≤ ∑p−1h=0 |h |.
Now, given the dh , define the associated balancing functions
〈 h 〉 : S(k, k/2) → S(k, k/2) as
〈 h 〉(X) def= X (dh ), ∀h ∈ [0, p − 1]. (12)
Example 3 [Case k = 6, r = 6 and p = 3 (Continued)]:
In (7), where r = 6 and p = 3, from (7), (10) and (12), we
have
d0 = 0,
d1 = d0 + |0|/2 + |1|/2 = 0 + 5 + 3 = 8 and
d2 = d1 + |1|/2 + |2|/2 = 8 + 3 + 2 = 13.
So, if k = 6 then
I0
def= [−4, 5] = {−4,−3,−2,−1, 0, 1, 2, 3, 4, 5},
I1
def= [6, 11] = {6, 7, 8, 9, 10, 11},
I2
def= [12, 15] = {12, 13, 14, 15},
I3
def= [16, 20) = {16, 17, 18, 19},
the random walk index
i ∈ [0, 15] = [0, 5] ∪ [6, 11] ∪ [12, 15] ⊆ I0 ∪ I1 ∪ I2 ∪ I3,
and
〈 0〉(X) def= x1x2x3x4x5x6 = X (0),
〈 1〉(X) def= x2x6x3x4x5x1 = X (8),
〈 2〉(X) def= x6x3x5x4x2x1 = X (13).
We need to show that the set B just defined is indeed a
well defined set of m1-balancing functions. This is done in
Theorem 2 below. First, note that to obtain the codewords a
check word must be concatenated to some Y = 〈hbal 〉(X).
So, the following theorem concerning the moments of the
concatenation of words holds.
Theorem 1: For all Y ∈ ZZk2 and C ∈ ZZr2, the following
relations hold.
m0(Y C) = m0(Y ) + m0(C) (13)
and
m1(Y C) = m1(Y ) + m1(C) + km0(C). (14)
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Proof: With regard to (14), if Y = y1y2 . . . yk ∈ ZZk2 and
C = c1c2 . . . cr ∈ ZZr2 then
m1(Y C) =
k∑
j=1
y j j +
k+r∑
j=k+1
c j−k j
= m1(Y ) +
r∑
j=1
c j (k + j)
= m1(Y ) + k
r∑
j=1
c j +
r∑
j=1
c j j
= m1(Y ) + km0(C) + m1(C).
Also, we need the following definition.
Definition 2 (m1-Crossing Index): Let k, r ∈ 2IIN and
n
def= k + r ∈ 4IIN. An index
icx ∈
[
0,
k(k − 1)
2
+
[(
k
2
)
mod 2
])
is an “m1-crossing index” for X ∈ S(k, k/2) if, and only if,
“icx defines a point where the random walk
RW (X) def=
{(
i, m1
(
X (i)
))
: i = 0, 1, . . . , k(k − 1)
2
+
[(
k
2
)
mod 2
]
− 1
}
(15)
crosses the m1 middle value of k(k + 1)/4 ∈ IR” – more
precisely, if, and only if, one of the following two conditions
hold.
1) k, r ∈ 4IIN and icx is a simple m1-balancing index for X
according to (4); that is,
m1
(
X (icx )
)
= k(k + 1)
4
∈ IIN;
2) k, r ∈ 4IIN + 2 and icx is a simple decreasing
m1-balancing index for X; that is,
m1
(
X (icx −1)
)
=
⌈
k(k + 1)
4
⌉
>
⌊
k(k + 1)
4
⌋
= m1
(
X (icx )
)
. (16)
3) k, r ∈ 4IIN+2 and icx is a simple increasing m1-balancing
index for X; that is,
m1
(
X (icx −1)
)
=
⌊
k(k + 1)
4
⌋
<
⌈
k(k + 1)
4
⌉
= m1
(
X (icx )
)
. (17)
We note that, for all X ∈ S(k, k/2) there always exists at least
one m1-crossing index, icx , of X because of Observation 2
and Observation 3. If k, r ∈ 4IIN then icx coincides with the
index isb in (4). If k, r ∈ 4IIN + 2 and m1(X) < k(k + 1)/4
then there exist at least an index icx such that (17) holds.
If instead, k, r ∈ 4IIN + 2 and m1(X) > k(k + 1)/4 then
there exist an index icx such that (16) holds. Also, note that
if k, r ∈ 4IIN + 2 then the definition of m1-crossing index is
stronger than the definition of simple m1-balancing index as
the following example shows.
Example 4 [Case k = 6, r = 6 and p = 3 (Continued)]:
If k = 6 ∈ 4IIN + 2 then 10 = k(k + 1)/4 <
k(k + 1)/4 = 11. The random walk sequence of the
word X = 010011 ∈ S(6, 3) is
X (d0) = X (0) = 010011, m1
(
X (0)
)
= 13,
X (1) = 100011, m1
(
X (1)
)
= 12,
X (2) = 100011, m1
(
X (2)
)
= 12,
X (3) = 100011, m1
(
X (3)
)
= 12,
X (4) = 100101, m1
(
X (4)
)
= 11,
X (5) = 100110, m1
(
X (5)
)
= 10,←−
X (6) = 100110, m1
(
X (6)
)
= 10,
X (7) = 101010, m1
(
X (7)
)
= 9,
X (d1) = X (8) = 110010, m1
(
X (15)
)
= 8,
X (9) = 110010, m1
(
X (9)
)
= 8,
X (10) = 101010, m1
(
X (10)
)
= 9,
X (11) = 100110, m1
(
X (11)
)
= 10,
X (12) = 100110, m1
(
X (12)
)
= 10,
X (d2) = X (13) = 101010, m1
(
X (15)
)
= 9,
X (14) = 110010, m1
(
X (14)
)
= 8,
X (15) = 110010, m1
(
X (13)
)
= 8.
Hence, X has only one m1-crossing index icx = 5 (indicated
by the arrow to the right) because (16) holds. In particular,
icx = 5 is a decreasing m1-crossing index for the random walk
RW (X).
Now we come to the main general theorem.
Theorem 2: Let k, r ∈ 2IIN be given so that n def= k + r ∈
4IIN. Let p ∈ IIN,
CS = {0, 1, . . . , p−1}
be a partition of a subset of S(r, r/2) such that (8) holds for
all h ∈ [0, p − 1] and let
B = {〈 h 〉 : h ∈ [0, p − 1]}
be the set of functions defined by (10) and (12). If
k(k − 1)
2
≤
p−1∑
h=0
|h | − (k, r), with
(k, r) def=
{
0 if k, r ∈ 4IIN,
1 otherwise,
(18)
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then B is a set of m1-balancing functions according to
Definition 1. In particular, if we let
p =
∣∣∣∣S
(
r, r/2,
⌊
r(r + 1)
4
⌋)∣∣∣∣ ,
p−1⋃
h=0
|h | = S(r, r/2)
and
k(k − 1)
2
≤
(
r
r/2
)
(19)
then B is a set of m1-balancing functions. Note that the
inequality in (19) is the leftmost relation in (2).
Proof: First note that⌈
k(k + 1)
4
⌉
+
⌊
r(r + 1)
4
⌋
+ kr
2
=
⌊
k(k + 1)
4
⌋
+
⌈
r(r + 1)
4
⌉
+ kr
2
= n(n + 1)
4
(20)
because k, r ∈ 2IIN and n ∈ 4IIN.
Property 1) of Definition 1 follows because the family CS
is a partition. With regard to the first moment relation in
property 2) of Definition 1, given any X ∈ S(k, k/2), we need
to find/define an m1-balancing index, hˆ ∈ hbal(X), for the
proposed refined coding scheme in each of the cases which
follow.
Case k, r ∈ 4IIN. Let icx be an m1-crossing index of X .
For such index,
icx ∈
[
0,
k(k − 1)
2
)
and m1
(
X (icx )
)
= k(k + 1)
4
∈ IIN
(21)
hold because of Definition 2. In this case, the integer intervals
in (11) are given by
Ih
def=
[
dh − |h | − 12 , dh +
|h | − 1
2
]
,
for all integer h ∈ [0, p − 1]; and,
Ip
def=
⎡
⎣⌊ |0|
2
⌋
+
p−1∑
h=1
|h | + 1,
p−1∑
h=0
|h |
⎞
⎠. (22)
From (18), the family {Ih : h ∈ [0, p]} partitions the index
range interval [0, k(k − 1)/2). So, there exists an integer
h ∈ [0, p] such that icx ∈ Ih . Exactly one of the following
subcases must hold.
A1: h ∈ [0, p − 1]. Here, from (22),
δi def= icx − dh ∈
[
−|h | − 1
2
,
|h | − 1
2
]
.
So, from (5),
m1
(
X (dh)
)
∈
[
m1
(
X (icx )
)
− |δi |, m1
(
X (icx )
)
+ |δi |
]
=
[
k(k + 1)
4
− |δi |, k(k + 1)
4
+ |δi |
]
⊆
[
k(k + 1)
4
− |h | − 1
2
,
k(k + 1)
4
+ |h | − 1
2
]
;
and so, there always exists a “small m1-imbalance”
μ ∈ [−|δi |, |δi |] ∩ IIN ⊆
[
−|h | − 1
2
,
|h | − 1
2
]
such that,
m1
(
X (dh )
)
= k(k + 1)
4
− μ ∈
[
k(k + 1)
4
− |h | − 1
2
,
k(k + 1)
4
+ |h | − 1
2
]
.
Hence, from (8), there exists C ∈ h with
m1(C) = r(r + 1)4
+μ∈
[
r(r + 1)
4
− |h | − 1
2
,
r(r + 1)
4
+ |h | − 1
2
]
= m1(h)
such that
m1 (〈h 〉(X) C) = m1
(
X (dh )
)
+ m1(C) + km0(C)
=
(
k(k + 1)
4
− μ
)
+
(
r(r + 1)
4
+ μ
)
+ kr
2
= n(n + 1)
4
,
because of (14) in Theorem 1 with
m1(Y ) = m1(X (dh)) = k(k + 1)/4 − μ,
m1(C) = r(r + 1)/4 + μ and
km0(C) = kr/2;
and also because of (20). This means that hˆ def= h ∈ hbal(X)
is a balancing index for this refined coding scheme.
A2: h = p. In this case, from (22) and Definition 2,
icx ∈
⎡
⎣⌊ |0|
2
⌋
+
p−1∑
h=1
|h | + 1, k(k − 1)2
⎞
⎠.
So, from (18),
k(k − 1)
2
− icx ∈
⎡
⎣1, k(k − 1)
2
−
⌊ |0|
2
⌋
−
p−1∑
h=1
|h |
⎞
⎠
⊆
[
1,
⌈ |0|
2
⌉)
.
Hence, from (5), (21) and the above relation,
m1
(
X R
)
= m1
(
X (k(k−1)/2)
)
∈
[
m1
(
X (icx )
)
−
(
k(k − 1)
2
− icx
)
,
m1
(
X (icx )
)
+
(
k(k − 1)
2
− icx
)]
⊆
[
k(k + 1)
4
−
(⌈ |0|
2
⌉
− 1
)
,
k(k + 1)
4
+
(⌈ |0|
2
⌉
− 1
)]
=
[
k(k + 1)
4
− |0| − 1
2
,
k(k + 1)
4
+ |0| − 1
2
]
.
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This, from Observation 2, implies,
m1 (X) = k(k + 1)2 − m1
(
X R
)
∈
[
k(k + 1)
4
− |0| − 1
2
,
k(k + 1)
4
+ |0| − 1
2
]
;
and so, there exists a “small m1-imbalance" μ ∈ IIN such that,
m1 (X) = k(k + 1)4 − μ ∈
[
k(k + 1)
4
− |0| − 1
2
,
k(k + 1)
4
+ |0| − 1
2
]
.
Again, from (8), there exists C ∈ 0 with
m1(C) = r(r + 1)4
+μ∈
[
r(r + 1)
4
− |0| − 1
2
,
r(r + 1)
4
+ |0| − 1
2
]
= m1(0)
such that m1 (〈0〉(X) C) = n(n+1)/4 because of Theorem 1
and (20). So, if icx ∈ Ip then hˆ def= 0 ∈ hbal(X) is a balancing
index for the refined coding scheme.
Case k, r ∈ 4IIN + 2. Let
icx ∈
[
0,
k(k − 1)
2
]
=
[
0,
k(k − 1)
2
+ 1
)
be an m1-crossing index of X defined in Definition 2. Here,
the integer intervals in (11) are given by
Ih
def=
[
dh − |h |2 + 1, dh +
|h |
2
]
,
for all integer h ∈ [0, p − 1]; and,
Ip
def=
⎡
⎣ |0|
2
+
p−1∑
h=1
|h | + 1,
p−1∑
h=0
|h |
⎞
⎠. (23)
From (18) and (k, r) = 1, the family {Ih : h ∈ [0, p]}
partitions the index range interval [0, k(k − 1)/2]. So, there
exists an integer h ∈ [0, p] such that icx ∈ Ih . Based on (23),
exactly one of the following subcases must hold.
B1: h ∈ [0, p − 1], (16) holds and
icx = dh + |h |2 ⇐⇒ δi
def= (icx − 1) − dh
= |h |
2
− 1 = |h | − 2
2
.
In this case, from (5) and (16), there always exists a “small
m1-imbalance” μ ∈ IIN such that,
m1
(
X (dh)
)
=
⌈
k(k + 1)
4
⌉
−μ∈
[
m1
(
X (icx −1)
)
− δi, m1
(
X (icx −1)
)
+ δi
]
=
[⌈
k(k + 1)
4
⌉
− |h | − 2
2
,
⌈
k(k + 1)
4
⌉
+ |h | − 2
2
]
.
Hence, from (8), there exists C ∈ h with
m1(C) =
⌊
r(r + 1)
4
⌋
+μ ∈
[⌊
r(r + 1)
4
⌋
− |h | − 2
2
,
⌊
r(r + 1)
4
⌋
+ |h | − 2
2
]
⊆ m1(h)
such that
m1 (〈 h 〉(X) C)
= m1
(
X (dh)
)
+ m1(C) + km0(C)
=
(⌈
k(k + 1)
4
⌉
− μ
)
+
(⌊
r(r + 1)
4
⌋
+ μ
)
+ kr
2
= n(n + 1)
4
,
because of Theorem 1 and (20). This means that hˆ def= h ∈
hbal(X) is a balancing index for the refined coding scheme.
B2: h ∈ [0, p − 1], (16) holds and
icx ∈
[
dh −
( |h |
2
− 1
)
, dh +
( |h |
2
− 1
)]
⇐⇒ δi def= icx − dh ∈
[
−|h | − 2
2
,
|h | − 2
2
]
.
In this case, from (5) and (16), there always exists a “small
m1-imbalance” μ ∈ IIN such that,
m1
(
X (dh)
)
=
⌊
k(k + 1)
4
⌋
−μ ∈
[
m1
(
X (icx )
)
− |δi |, m1
(
X (icx )
)
+ |δi |
]
=
[⌊
k(k + 1)
4
⌋
− |δi |,
⌊
k(k + 1)
4
⌋
+ |δi |
]
⊆
[⌊
k(k + 1)
4
⌋
− |h | − 2
2
,
⌊
k(k + 1)
4
⌋
+ |h | − 2
2
]
.
Hence, from (8), there exists C ∈ h with
m1(C) =
⌈
r(r + 1)
4
⌉
+ μ ∈
[⌈
r(r + 1)
4
⌉
− |h | − 2
2
,
⌈
r(r + 1)
4
⌉
+ |h | − 2
2
]
⊆ m1(h)
such that
m1 (〈 h 〉(X) C)
= m1
(
X (dh)
)
+ m1(C) + km0(C)
=
(⌊
k(k + 1)
4
⌋
− μ
)
+
(⌈
r(r + 1)
4
⌉
+ μ
)
+ kr
2
= n(n + 1)
4
,
because of Theorem 1 and (20). This means that
hˆ def= h ∈ hbal(X).
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B3: h = p, (16) holds and
icx ∈
⎡
⎣ |0|
2
+
p−1∑
h=1
|h | + 1, k(k − 1)2
⎤
⎦.
So, from (18) and (k, r) = 1,
k(k − 1)
2
− icx ∈
⎡
⎣0, k(k − 1)
2
− |0|
2
−
p−1∑
h=1
|h |
⎤
⎦
⊆
[
0,
|0|
2
− 1
]
.
Hence, from (5), (16) and the above relation,
m1
(
X R
)
= m1
(
X (k(k−1)/2)
)
∈
[
m1
(
X (icx )
)
−
(
k(k − 1)
2
− icx
)
,
m1
(
X (icx )
)
+
(
k(k − 1)
2
− icx
)]
⊆
[⌊
k(k + 1)
4
⌋
− |0| − 2
2
,
⌊
k(k + 1)
4
⌋
+ |0| − 2
2
]
This, from Observation 2, implies,
m1 (X) = k(k + 1)2 − m1
(
X R
)
∈
[⌈
k(k + 1)
4
⌉
− |0| − 2
2
,
⌈
k(k + 1)
4
⌉
+ |0| − 2
2
]
;
and so, there exists a “small m1-imbalance” μ ∈ IIN such that,
m1 (X) =
⌈
k(k + 1)
4
⌉
− μ ∈
[⌈
k(k + 1)
4
⌉
− |0| − 2
2
,
⌈
k(k + 1)
4
⌉
+ |0| − 2
2
]
.
Hence, from (8), there exists C ∈ 0 with
m1(C) =
⌊
r(r + 1)
4
⌋
+ μ ∈
[⌊
r(r + 1)
4
⌋
− |0| − 2
2
,
⌊
r(r + 1)
4
⌋
+ |0| − 2
2
]
⊆ m1(0)
such that m1 (〈0〉(X) C) = n(n+1)/4 because of Theorem 1
and (20). So, if icx ∈ Ip then hˆ def= 0 ∈ hbal(X).
C1: h ∈ [0, p − 1], (17) holds and
icx = dh + |h |2 ⇐⇒ δi
def= (icx − 1) − dh]
= |h |
2
− 1 = |h | − 2
2
.
This case follows exactly as the case B1 where the
floor function is exchanged with the ceiling function. Here
hˆ def= h ∈ hbal(X).
C2: h ∈ [0, p − 1], (17) holds and
icx ∈
[
dh −
( |h |
2
− 1
)
, dh +
( |h |
2
− 1
)]
⇐⇒ δi def= icx − dh ∈
[
−|h | − 2
2
,
|h | − 2
2
]
.
This case follows exactly as the case B2 where the
floor function is exchanged with the ceiling function. Here
hˆ def= h ∈ hbal(X).
C3: h = p, (17) holds and
icx ∈
⎡
⎣ |0|
2
+
p−1∑
h=1
|h | + 1, k(k − 1)2
⎤
⎦.
This case follows exactly as the case B3 where the
floor function is exchanged with the ceiling function. Here
hˆ def= 0 ∈ hbal(X).
Since no other cases are left, property 2) holds. As we can
see, property 2) follows similarly to the proof of [19, Th. 4].
In fact, here we have even proven a slightly stronger
result; namely, we have shown that if an m1-crossing index
icx ∈ [0, k(k − 1)/2 + [(k/2) mod 2]) of the random walk
RW (X) in (15) lies in Ih then h ∈ hbal(X) ∈ [0, p − 1] is
a balancing index for the refined scheme. This, modulus the
necessary length of the random walk given by k(k − 1)/2 +
[(k/2) mod 2] (see case A2, B3 and C3 above). In Section III,
we will make a good use of this improved result.
Property 3) of Definition 1 holds because the functions 〈h 〉
in (12) are permutations of the components of X . So, B is
a set of m1-balancing functions according to Definition 1.
In particular, this statement holds true if we let
⋃p−1
h=0 |h | =
S(r, r/2). In this case, k must satisfy
k(k − 1)
2
≤ |S(r, r/2)| − (k, r);
which is equivalent to k(k − 1)/2 ≤ ( r
r/2
)
because k, r ∈ 2IIN,
n ∈ 4IIN and because whenever k, r ∈ 4IIN + 2 it follows
k(k − 1)/2 ∈ 2IIN + 1 and ( r
r/2
) ∈ 2IIN.
At this point, the encoding of an information word is done
as follows.
Algorithm 1 General Encoding Algorithm
Input: the information word Z ∈ ZZk˜2.
Output: the codeword
Y C = E2(E1(Z)) = (E1 ◦ E2)(Z) ∈ SN (n, 2)
where n = k + r , Y ∈ ZZk2 and C ∈ ZZr2.
Perform steps S0, S1 and S2.
S0: m0-balance the information word Z . For example, any
m0-balancing method given in [1], [2], [4], [7], [12], [18], [19]
or [21] can be used. Let X be the m0-balanced information
word of length k associated with Z ; i. e., X = E1(Z). In this
way, m0(X) = k/2.
S1: find a balancing index of X and then compute the relative
information and check part of the codeword. For the time
being, assume this is done exhaustively by computing the set,
hbal(X), of all possible balancing indices associated with X
as follows. For all h ∈ [0, p − 1] do steps S1.1, S1.2, S1.3
and S1.4.
S1.1: compute 〈 h 〉(X) = X (dh ).
S1.2: compute m1(〈 h 〉(X)).
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S1.3: compute the m1-unbalance
μ1 = n(n + 1)4 − m1 (〈 h 〉(X)) −
kr
2
. (24)
S1.4: if there exists C ∈ h such that m1(C) = μ1 then a bal-
ancing index hbal
def= h is found and the relative m1-balancing
check is Chbal
def= C ∈ hbal . Note that such m1-balancing
check exists in h if, and only if, μ1 ∈ m1(h) = [αh, βh ]
(because of Observation 4 above).
S2: for the m0-balanced information word X , select the m1-
balanced codeword as
E2(X) = Y C =
〈
hbal
〉
(X) Chbal = X
(
dhbal
)
Chbal ;
where hbal ∈ hbal(X) ⊆ [0, p − 1] is one among all possible
balancing indices found in step S1. In this way, the information
word Z is encoded into the 2-OSN word Y C = E2(X) =
E2(E1(Z)).
S3: Output E2(X) and exit.
On the other hand, the decoding is performed as
follows.
Algorithm 2 General Decoding Algorithm
Input: the codeword associated with some Z ∈ ZZk˜2,
Y C = E2(E1(Z)) = (E1 ◦ E2)(Z) ∈ SN (n, 2).
with n = k + r , Y ∈ ZZk2 and C ∈ ZZr2.
Output: the information word Z = (E1 ◦ E2)−1(Y C).
Perform steps S0, S1 and S2.
S0: compute the index hbal ∈ [0, p − 1] such that C ∈ hbal .
S1: compute the word X = E−12 (Y C) =
〈
hbal
〉−1(Y ).
S2: undo the m0-balancing of the word X using the method
chosen in step S0 of Algorithm 1. Let Z = E−11 (X) ∈ ZZk˜2
be the information word whose m0-balanced encoding is X .
In this way, the word Y C is decoded into the word
Z = E−11 (X) = E−11 (E−12 (Y C)) = (E1 ◦ E2)−1(Y C).
S3: Output Z and exit.
The following example shows the m1-balancing part of
Algorithm 1 and the m1-unbalancing part of Algorithm 2.
Example 5 (Code Design for k = 12, r = 8 and p = 8):
Let the number of m0-balanced information bits be
k = 12 ∈ 2IIN. So, if r = 8 ∈ 2IIN then relation (19)
holds because
k(k − 1)
2
= 66 ≤ 70 =
(
8
4
)
=
(
r
r/2
)
.
This means that with r = 8, by letting
p−1⋃
h=0
|h | = S(8, 4),
a code design of length n = k + r = 20 with
p = s
(
8, 4, 8 · 9
4
= 18
)
= 8
m1-balancing functions can be given to m1-balance the k = 12
m0-balanced bits. Columns 2 through 8 of Table I define a
particular partition CS = {0, 1, . . . , 7}. We readily note
that 7 is redundant and a code design can be given with
p = 7 m1-balancing functions by using the first 7 h . This is
because
k(k − 1)
2
= 66 ≤ 69 = 70 − |7| =
6∑
h=0
|h |
and so (18) is satisfied. However, note that by using p = 8,
instead of 7, m1-balancing functions we increase the average
number of possible encodings of a given information word.
Thus, by applying the same method given in [12], [16],
and [29] for balanced codes to the 2-OSN codes given
here, a little more extra information can be conveyed by
the code. Now, the m0-weight of every codeword must be
equal to n/2 = 10 and the m1-weight must be equal to
n(n + 1)/4 = 105. Suppose
X = 100000101111
is the given m0-balanced word which needs to be encoded into
a word of SN (20, 2). The entire random walk sequence for X
is given below (where the left arrows to the right indicate a
word in SN (12, 2)).
X (d0) = X (0) = 100000101111, m1
(
X (0)
)
= 50,
X (1) = 010000101111, m1
(
X (1)
)
= 51,
X (2) = 001000101111, m1
(
X (2)
)
= 52,
X (3) = 000100101111, m1
(
X (3)
)
= 53,
X (4) = 000010101111, m1
(
X (4)
)
= 54,
X (5) = 000001101111, m1
(
X (5)
)
= 55,
X (6) = 000001101111, m1
(
X (6)
)
= 55,
X (7) = 000001011111, m1
(
X (7)
)
= 56,
X (8) = 000001011111, m1
(
X (8)
)
= 56,
X (9) = 000001011111, m1
(
X (9)
)
= 56,
X (10) = 000001011111, m1
(
X (10)
)
= 56,
X (11) = 000001011111, m1
(
X (11)
)
= 56,
X (12) = 000001011111, m1
(
X (12)
)
= 56,
X (13) = 000001011111, m1
(
X (13)
)
= 56,
X (14) = 000001011111, m1
(
X (14)
)
= 56,
X (d1) = X (15) = 000001101111, m1
(
X (15)
)
= 55,
X (16) = 000001101111, m1
(
X (16)
)
= 55,
X (17) = 000010101111, m1
(
X (17)
)
= 54,
X (18) = 000100101111, m1
(
X (18)
)
= 53,
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X (19) = 001000101111, m1
(
X (19)
)
= 52,
X (20) = 010000101111, m1
(
X (20)
)
= 51,
X (21) = 100000101111, m1
(
X (21)
)
= 50,
X (22) = 100000101111, m1
(
X (22)
)
= 50,
X (23) = 100000101111, m1
(
X (23)
)
= 50,
X (24) = 100000101111, m1
(
X (24)
)
= 50,
X (25) = 100000101111, m1
(
X (25)
)
= 50,
X (26) = 100001001111, m1
(
X (26)
)
= 49,
X (d2) = X (27) = 100001001111, m1
(
X (27)
)
= 49,
X (28) = 100001010111, m1
(
X (28)
)
= 48,
X (29) = 100001011011, m1
(
X (29)
)
= 47,
X (30) = 100001011101, m1
(
X (30)
)
= 46,
X (31) = 100001011101, m1
(
X (31)
)
= 46,
X (32) = 100001011101, m1
(
X (32)
)
= 46,
X (33) = 100001101101, m1
(
X (33)
)
= 45,
X (34) = 100001101101, m1
(
X (34)
)
= 45,
X (35) = 100010101101, m1
(
X (35)
)
= 44,
X (36) = 100100101101, m1
(
X (36)
)
= 43,
X (38) = 110000101101, m1
(
X (38)
)
= 41,
X (d3) = X (37) = 101000101101, m1
(
X (37)
)
= 42,
X (39) = 110000101101, m1
(
X (39)
)
= 41,
X (40) = 110000101101, m1
(
X (40)
)
= 41,
X (41) = 110000101101, m1
(
X (41)
)
= 41,
X (42) = 110001001101, m1
(
X (42)
)
= 40,
X (43) = 110001001101, m1
(
X (43)
)
= 40,
X (44) = 110001010101, m1
(
X (44)
)
= 39,←−
X (45) = 110001011001, m1
(
X (45)
)
= 38,
X (d4) = X (46) = 110001011001, m1
(
X (46)
)
= 38,
X (47) = 110001101001, m1
(
X (47)
)
= 37,
X (48) = 110001101001, m1
(
X (48)
)
= 37,
X (49) = 110010101001, m1
(
X (49)
)
= 36,
X (50) = 110100101001, m1
(
X (50)
)
= 35,
X (51) = 111000101001, m1
(
X (51)
)
= 34,
X (52) = 111000101001, m1
(
X (52)
)
= 34,
X (d5) = X (53) = 111000101001, m1
(
X (53)
)
= 34,
X (54) = 111001001001, m1
(
X (54)
)
= 33,
X (55) = 111001001001, m1
(
X (55)
)
= 33,
X (56) = 111001010001, m1
(
X (56)
)
= 32,
X (57) = 111001100001, m1
(
X (57)
)
= 31,
X (d6) = X (58) = 111001100001, m1
(
X (58)
)
= 31,
X (59) = 111010100001, m1
(
X (59)
)
= 30,
X (60) = 111100100001, m1
(
X (60)
)
= 29,
X (d7) = X (61) = 111100100001, m1
(
X (61)
)
= 29,
X (62) = 111101000001, m1
(
X (62)
)
= 28,
X (63) = 111101000001, m1
(
X (63)
)
= 28,
X (64) = 111100100001, m1
(
X (64)
)
= 29,
X (65) = 111100100001, m1
(
X (65)
)
= 29,
X (66) = 111101000001, m1
(
X (66)
)
= 28.
Note that, unlike the simple encoding scheme in [20] where
all the k(k − 1)/2 = 66 possible functions X → X (i),
i ∈ [0, k(k − 1)/2), are used as the m1-balancing functions,
here only p = 8 of them are used. In fact, the family of the
m1-balancing functions B = {〈 h 〉 : h ∈ [0, 7]} is defined as
follows. From the definition of h in Table I, along with (10)
and (12), we have 〈 h 〉(X) = X (dh ), h ∈ [0, 7], with d0 = 0,
d1 = 15, d2 = 27, d3 = 37, d4 = 46, d5 = 53, d6 = 58 and
d7 = 61. That is,
〈 0〉(X) = X (0) = x1x2x3x4x5x6x7x8x9x10x11x12 def= X,
〈 1〉(X) = X (15) = x2x3x4x5x6x7x12x8x9x10x11x1,
〈2〉(X) = X (27) = x12x3x4x5x6x7x8x2x9x10x11x1,
〈 3〉(X) = X (37) = x12x3x11x4x5x6x7x8x9x10x2x1,
〈4〉(X) = X (46) = x12x11x4x5x6x7x8x10x9x3x2x1,
〈 5〉(X) = X (53) = x12x11x10x5x6x4x7x8x9x3x2x1,
〈 6〉(X) = X (58) = x12x11x10x5x6x9x7x8x4x3x2x1,
〈 7〉(X) = X (61) = x12x11x10x9x6x5x7x8x4x3x2x1.
In this way, letting
M1
def= n(n + 1)
4
− kr
2
= 105 − 48 = 57,
the encoding Algorithm 1 executes steps S1 and S2 as follows.
S1 (for h = 0 and d0 = 0): compute
〈 0〉(X) = X (0) = 100000101111(= X),
m1
(
X (0)
)
= 50,
μ1 = M1 − m1
(
X (0)
)
= 57 − 50 = 7.
We have μ1 = 7 /∈ m1(0) = [10, 26] ⇐⇒ there is no check
word C ∈ 0 such that m1(C) = μ1.
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TABLE I
EXAMPLE WITH n = 20, k = 12, r = 8 AND p = 8
S1 (for h = 1 and d1 = 15): compute
〈 1〉(X) = X (15) = 000001101111,
m1
(
X (15)
)
= 55,
μ1 = M1 − m1
(
X (15)
)
= 57 − 55 = 2.
We have μ1 = 2 /∈ m1(1) = [12, 24] ⇐⇒ there is no check
word C ∈ 1 such that m1(C) = μ1.
S1 (for h = 2 and d2 = 27): compute
〈 2〉(X) = X (27) = 100001001111,
m1
(
X (27)
)
= 49,
μ1 = M1 − m1
(
X (27)
)
= 57 − 49 = 8.
We have μ1 = 8 /∈ m1(2) = [13, 23] ⇐⇒ there is no check
word C ∈ 2 such that m1(C) = μ1.
S1 (for h = 3 and d3 = 37): compute
〈 3〉(X) = X (37) = 101000101101,
m1
(
X (37)
)
= 42,
μ1 = M1 − m1
(
X (37)
)
= 57 − 42 = 15.
The check word C = 11001010 ∈ 3 is such that m1(C) =
μ1 = 15 ∈ m1(3) = [14, 22]. So, hbal def= 3 is an
m1-balancing index and the relative m1-balancing check is
C3
def= 11001010 ∈ 3.
S1 (for h = 4 and d4 = 46): compute
〈 4〉(X) = X (46) = 110001011001,
m1
(
X (46)
)
= 38,
μ1 = M1 − m1
(
X (46)
)
= 57 − 38 = 19.
The check word C = 01100101 ∈ 4 is such that
m1(C) = μ1 = 19 ∈ m1(4) = [14, 22]. So, hbal def= 4 is
an m1-balancing index and the relative m1-balancing check
is C4
def= 01100101 ∈ 4.
S1 (for h = 5 and d5 = 53): compute
f un5(X) = X (53) = 111000101001,
m1
(
X (53)
)
= 34,
μ1 = M1 − m1
(
X (53)
)
= 57 − 34 = 23.
We have μ1 = 23 /∈ m1(5) = [16, 20] ⇐⇒ there is no
check word C ∈ 5 such that m1(C) = μ1.
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TABLE II
COMPARISONS WITH THE OPTIMAL CODES AND THE CODES IN [20]
FOR SOME CODE LENGTH VALUES n ∈ 4IIN
S1 (for h = 6 and d5 = 58): compute
〈 6〉(X) = X (58) = 111001100001,
m1
(
X (58)
)
= 31,
μ1 = M1 − m1
(
X (58)
)
= 57 − 31 = 26.
We have μ1 = 26 /∈ m1(6) = [16, 20] ⇐⇒ there is no
check word C ∈ 6 such that m1(C) = μ1.
S1 (for h = 7 and d5 = 61): compute
〈 7〉(X) = X (61) = 111100100001,
m1
(
X (61)
)
= 29,
μ1 = M1 − m1
(
X (58)
)
= 57 − 29 = 28.
We have μ1 = 28 /∈ m1(7) = [18, 18] ⇐⇒ there is no
check word C ∈ 7 such that m1(C) = μ1.
At this point, execute step S2.
S2: For example, select as encoding of the m0-balanced
word X the m1-balanced word
E2(X) = X (37) C3 = 101000101101 11001010.
However, note from the above, that E2(X) = X (46) C4 can also
be chosen because
hbal(X) = {3, 4} ⊆ [0, 7].
With regard to decoding, on receiving the 2-OSN word
Y C = 10100010110111001010,
the sequence of the last r = 8 bits (i.e., C = 11001010)
is the check word that allows to identify the m1-balancing
function 〈 h 〉used in the encoding process. Since C ∈ 3, the
remaining word Y is decoded into the m0-balanced word
E−12 (Y C) = 〈 3〉−1(Y ) = 100000101111.
III. EFFICIENT IMPLEMENTATIONS OF THE REFINED
CODING SCHEME AND THE COMPLEXITY ANALYSIS
There may be many ways to implement the coding scheme
defined in Section II. However, before going into the details,
note that given any integer d ∈ [0, k(k − 1)/2] and word
X = x1x2 . . . xn ∈ ZZk2 the word X (d) ∈ ZZk2 can be computed
in O(k log k) bit operations with O(k) bit memory elements
with a sequence of at most k/2 “giant steps” followed by a
sequence of at most 2k − 3 “baby steps”; as done in [20].
In the sequence of “giant steps”, for j = 1, 2, . . ., the bit x j
is exchanged with the bit xk− j+1 to compute X (i j ) until
i j+1 > d , where
i j+1 = i j + 2k − 4 j − 3
and i0 = 0. As soon as i j+1 > d , the sequence of “baby steps”
follows to compute X (i j +1), X (i j +2), . . ., X (d) from X (i j ).
Analogously, given X (d) ∈ ZZk2 and d ∈ [0, k(k − 1)/2] the
word X ∈ ZZk2 can be recovered in O(k log k) bit operations
with O(k) bit memory elements. In this section, we rely on
these giant-baby step based algorithms.
Now, a simple way to implement the coding scheme
in Section II, relies on computing the entire random walk
sequence
RW S(X) def=
{(
i, X (i), m1
(
X (i)
))
: i = 0, 1, . . . , k(k − 1)
2
}
during the encoding. In this process, whenever i = dh , for
h = 0, 1, . . . , p − 1, step S1 of Algorithm 1 is executed
to check whether μ1 ∈ m1(h) = [αh, βh ]; that is, if there
exists an m1-balancing check C ∈ h . If μ1 ∈ [αh , βh]
then hbal = h, dhbal = i and the information part Y =〈
hbal
〉
(X) = X (i) is readily available to form a codeword.
With regard to the check word, Chbal ∈ hbal , to be appended
to Y , it can be computed with a table look-up, like the example
Table I, indexed by the readily available index h and the
readily available m1-unbalance μ1 in (24). It is readily seen
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that such strategy essentially takes time T = O(k2 log k)
bit operations to compute the entire random walk sequence
RW S(X). With regard to the space complexity, if we assume
that the partition CS in Definition 1 is chosen so that (18)
holds with equality then
S = O
⎛
⎝
∣∣∣∣∣∣
p−1⋃
h=0
h
∣∣∣∣∣∣ · r
⎞
⎠ = O(k2r)
memory bits are essentially needed to store the check word
table. With regard to the decoding, for simplicity, assume that
the function
(
i, X (i)
) → X is computed sequentially with T =
O(k log k) bit operations and S = O(k) memory bits as the
giant-baby step based decoding algorithm in [20]. In this case,
on receiving a codeword Y C = X (dhbal ) C , a table look-up
indexed by C can be maintained to compute i = dhbal from C .
Once dhbal is known, X can be computed from (dhbal , Y ) with
the giant-baby step based algorithm explained above. In this
way, T = O(k log k) bit operations are essentially needed
to compute X from (dhbal , Y ) and S = O(k2 log k) memory
bits are essentially needed to compute dhbal ∈ [0, k(k − 1)/2]
from C ∈ ⋃p−1h=0 h with the table look-up. Note that, if the
codes are close to optimal then r = O(log k) because of (3).
In this case, this implementation requires T = O(k2 log k) bit
operations with S = O(k2 log k) memory bits for encoding
and T = O(k log k) bit operations with S = O(k2 log k)
memory bits for decoding. Also, note that with the above
complexities all possible encodings of a given m0-balanced
data word can be computed and, as mentioned earlier, this
may be useful to convey some more extra information as done
in [12], [16], and [29] for balanced codes.
When k is relatively very big, the above implementation
may result prohibitively very complex in terms of time and
space. In the remaing part of this section, we show another
implementation of the coding scheme presented in Section II
which computes one codeword for any given m0-balanced
data word and requires O(k log k) bit operations with O(k)
bit memory elements, as claimed in the abstract. Two major
coding problems need to be addressed and efficiently solved
in the General Encoding Algorithm 1 for a given m0-balanced
data word X :
1) find one balancing index hbal ∈ hbal(X) and compute the
relative information part Y = 〈hbal 〉(X) = X (dhbal ); and
2) compute the relative check word Chbal ∈ hbal to be
appended to Y .
Here, instead of going into details in designing efficient algo-
rithms directly solving the first problem, we efficiently reduce
this problem to the coding problem of finding an m1-crossing
index icx of X defined in Definition 2. In this reduction, from
a given icx , the balancing index hbal is computed easily with
Algorithm 3 below as the balancing index, hˆ ∈ [0, p − 1],
defined in the proof of Theorem 2. Algorithm 3 also efficiently
computes d = dhbal . The information part Y is then computed
from d and X with the above giant-baby step method. With
regard to the second problem, by using the enumerative coding
technique in [4], the check word Chbal of the codeword is
computed as the (hbal + 1)th element in S(r, r/2, μ1), with
μ1 being the m1-unbalance in (24). All this can be done by
maintaining a table look-up of size O((log k)5) bit memory
elements. In Sub-section III-A we give the encoding algorithm
with the complexity analysis and in Sub-section III-B we
analyze the associated decoding algorithm. In the following,
for simplicity, assume S(r, r/2) = ⋃p−1h=0 |h |.
A. Encoding
Refer to Table I for an example. Let
hˆ :
[
0,
k(k − 1)
2
+ (k, r)
)
∩ IIN → [0, p − 1] (25)
be the integer value function defined as
hˆ(i) def=
{
hˆ if i ∈ Ihˆ and hˆ ∈ [1, p − 1]
0 if i ∈ I0 ∪ Ip;
where (k, r) is defined in (18) and the integer intervals I0,
I1, . . ., Ip are defined in (11). Note that, if (18) holds then
hˆ(i) is a well defined integer function such that
1) there exists an m1-crossing index,
icx ∈ [0, k(k − 1)/2 + (k, r)) according to
Definition 2;
and
2) if icx ∈ [0, k(k − 1)/2 + (k, r)) is an
m1-crossing index then hˆ(icx) ∈ [0, p − 1]
is a balancing index with respect to the
refined scheme. In fact, hˆ(icx ) is exactly
equal to the integer, hˆ, defined in the proof
of Theorem 2. (26)
For example, in Table I, hˆ(0–8) = 0, hˆ(9–21) = 1, . . .,
hˆ(61) = 7 and hˆ(62–65) = 0. Also, for the m0-balanced
information word X in Example 5, icx = 44 is an m1-
crossing index and so hˆ(44) = 4 is a refined scheme
balancing index. Now, given any i ∈ [0, k(k −1)/2 + (k, r)),
the indices hˆ(i) and dhˆ(i) can be computed efficiently with
Algorithm 3 below, whose idea is to compute partial areas
of the “bell-shaped histogram” in Table I. In the algorithm,
refer to Theorem 3 in the Appendix, Table I and note that
α = min
C∈S(r,r/2) m1(C) =
r(r + 2)
8
∈ IIN,
β = max
C∈S(r,r/2) m1(C) = α +
r2
4
∈ IIN. (27)
Also, for simplicity, assume to have a table look-up of size
O(r3) bits which stores the integer sequence{
s(μ)
def= s(r, r/2, μ) : μ ∈
[
α − 1,
⌊
α + β
2
⌋]
∩ IIN
}
(28)
of the O(r2) integer numbers defined in (9), each of which
of size r bits. Furthermore, let
i0(α − 1) = −
⌈ |0|
2
⌉
(29)
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and, for all integer μ ∈ [α, (α + β)/2], let
i0(μ)
def=
s(μ)−1∑
h=0
|h | −
⌈ |0|
2
⌉
=
⎛
⎝s(μ−1)−1∑
h=0
|h | −
⌈ |0|
2
⌉⎞⎠ +
s(μ)−1∑
h=s(μ−1)
|h |
= i0(μ − 1) +
s(μ)−1∑
h=s(μ−1)
|h |. (30)
Note that, 1) the quantity “i0(μ) + |0|/2 = ∑s(μ)−1h=0 |h |
is equal to the area of the bell-shaped histogram in Table I
until the (μ − α + 1)th lower corner (in the order from left
to right)”; 2) the integer interval
Is(μ) =
[
ds(μ) −
⌈ |s(μ)|
2
⌉
+ 1, ds(μ) +
⌊ |s(μ)|
2
⌋]
= [i0(μ) + 1, i0(μ) + |s(μ)|] (31)
because of (10) and (11); and, 3) if h ∈ [s(μ− 1), s(μ)) then
the quantity |h | is constant and
|h | = |0| − 2(μ − α) = (β − α + 1) − 2(μ − α). (32)
So, (29), (30) and (32) give,
i0(μ)=
⎧⎪⎪⎨
⎪⎪⎩
−|0|/2 if μ = α − 1,
i0(μ − 1)+[s(μ)−s(μ − 1)][|0|−2(μ − α)]
if μ ∈ [α, (α + β)/2].
(33)
Algorithm 3 to compute hˆ(i) and relative dhˆ from i
Input: the integer i ∈ [0, k(k − 1)/2 + (k, r)).
Output: the integer hˆ(i) ∈ [0, p − 1] defined in (25) and
dhˆ ∈ {dh : h = 0, 1, . . . , p − 1}, where the integers dh are
defined in (10).
Perform steps S0, S1, S2 and S3.
S0: if
i ∈
[
0,
⌊ |0|
2
⌋]
∪
⎡
⎣
⌊ |0|
2
⌋
+
p−1∑
h=1
|h | + 1, k(k − 1)2 + (k, r)
⎞
⎠
then let hˆ = 0 and dhˆ = 0 according to the definition (25) of
hˆ. Hence, go to step S3.
S1: compute the largest integer μˆ ∈ [α, (α + β)/2] such
that i0(μˆ) < i , where the function i0(μ) is given in (33).
Also, compute i0(μˆ). Note that for such μˆ we have i0(μˆ) <
i ≤ i0(μˆ + 1).
S2: according to (31) and (32), execute the steps S2.1, S2.2,
S2.3 and S2.4.
S2.1: compute γ = |hˆ | as follows.
γ = |0| − 2[(μˆ + 1) − α].
S2.2: compute the quotient
φ =
⌊
i − i0(μˆ) − 1
γ
⌋
.
S2.3: compute
hˆ = s(μˆ) + φ.
S2.4: compute
dhˆ = i0(μˆ) + φ · γ +
⌈γ
2
⌉
S3: output hˆ, dhˆ and exit.
Example 6 [For k = 12, r = 8 and p = 8 (Continued)]:
In the example given in Table I, if i = 44 ∈ [0, 65] is given
as input to Algorithm 3 then it executes as follows.
S0: since i = 44 /∈ [0, 8] ∪ [62, 65] continue to step S1.
S1: compute the largest integer μˆ ∈ [α, (α + β)/2] =
[10, 18] such that i0(μˆ) < i . From (33), the encoder computes
i0(α) = −9 + (1 − 0)(17) = 8 < 44,
i0(α + 1) = 8 + (1 − 1)(15) = 8 < 44,
i0(α + 2) = 8 + (2 − 1)(13) = 21 < 44,
i0(α + 3) = 21 + (3 − 2)(11) = 32 < 44,
i0(α + 4) = 32 + (5 − 3)(9) = 50 ≥ 44.
So, μˆ = α + 3 = 13.
S2: execute the steps S2.1, S2.2, S2.3 and S2.4.
S2.1: compute γ = 17 − 2(14 − 10) = 9.
S2.2: compute
φ =
⌊
44 − 32 − 1
9
⌋
=
⌊
11
9
⌋
= 1.
S2.3: compute hˆ = s(13) + 1 = 4.
S2.4: compute dhˆ = 32 + 1 · 9 + 9/2 = 46.
S3: output hˆ = 4, dhˆ = 46 and exit.
With regard to the space complexity of Algorithm 3, the
predominant term is the size of the table look-up storing
the integer sequence (28). Hence, Algorithm 3 requires a
size of O(r3) bits. With regard to the time complexity,
note that step S0 can be accomplished in time O(r) bit
operations because the size of i = O(k2) is O(log i) =
O(log k) = O(r); S1 can be accomplished in time O(r3 log r)
bit operations because, with (33), S1 can be computed with
O(β − α) = O(r2) substeps (see (27)), each of which
performing O(log |0|) = O(log(β−α)) = O(log r) additions
(see (32)) of numbers of size O(log i) = O(r) bits; S2 can
be accomplished in time O(r2) because step S2.1 takes time
O(log r) bit operations, S2.2 takes time O(log2 k) = O(r2)
bit operations, S2.3 takes time O(r) bit operations, S2.4 takes
time O(log2 k) = O(r2) bit operations; and, finally, step S3
takes time O(1) bit operations. Hence, Algorithm 3 requires
a time complexity of O(r3 log r) bit operations.
At this point, using Algorithm 3 and the enumerative coding
technique in [4] the efficient encoding Algorithm 4 can be
given below. So, as in Table I, let us assume that the check
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words in each S(r, r/2, μ) are arranged in some lexicographic
order. In Algorithm 4, once a balancing index hbal is chosen,
say, by using property (26), as hbal = hˆ(icx), the check
word is computed in step S1.5 as the (hbal + 1)th element
in S(r, r/2, μ1), with μ1 being the quantity which makes the
overall codeword m1-balanced. To this aim, for simplicity,
assume to have a table look-up of size O(r5) bits which stores
the set
{s(a, b, c) : a, b ∈ [0, r ] and c ∈ [0, r(r + 1)/2]} (34)
of O(r4) integer numbers in (9) each of which has size r bits.
Algorithm 4 Efficient Encoding Algorithm
Input: the information word Z ∈ ZZk˜2.
Output: the codeword
Y C = E2(E1(Z)) = (E1 ◦ E2)(Z) ∈ SN (n, 2)
where n = k + r , Y ∈ ZZk2 and C ∈ ZZr2.
Perform steps S0, S1, S2 and S3.
S0 apply any m0-balancing method to Z and let X be
the m0-balanced word of length k associated with Z ,
i.e. X = E1(Z). In this way, m0(X) = k/2.
S1 (find the balancing index of X and compute the check
word): execute the steps S1.1–S1.5.
S1.1: find an m1-crossing index of X according to
Definition 2.
S1.2: compute hbal = hˆ(icx) and the relative dhbal with
Algorithm 3.
S1.3: compute
〈
hbal
〉
(X) = X (dhbal ) and m1(
〈
hbal
〉
(X)).
S1.4: compute
μ1 = n(n + 1)4 − m1
(〈
hbal
〉
(X)
) − kr
2
.
S1.5: With the enumerative coding technique, compute the
(hbal + 1)th element in S(r, r/2, μ1). Let it be Chbal ,μ1 .
S2: Since hbal is a balancing index of X , select the m1-
balanced encoding word of X as
E2(X) = Y C =
〈
hbal
〉
(X)Chbal ,μ1 = X
(
dhbal
)
Chbal ,μ1
In this way the data word Z is encoded as E2(X) = Y C =
E2(E1(Z)).
S3: output E2(X) = X
(
dhbal
)
Chbal ,μ1 and exit.
Example 7 [For k = 12, r = 8 and p = 8 (Continued)]:
As in Example 5, suppose X = 100000101111 is the given
m0-balanced word which needs to be encoded into a word of
SN (20, 2). In this case, Algorithm 4 executes as follows.
S0 by applying the choosen m0-balancing method to Z, the
output is X = 100000101111.
S1 (find the balancing index of X and compute the check
word): execute the steps S1.1–S1.5.
S1.1: find an m1-crossing index of X. From the random walk
in Example 5, icx = 44 ∈ [0, 65] is such that m1(X (icx )) =
k(k + 1)/4 = 39. Note that, for the chosen example word X
there is only one m1-crossing index. But, in general, there may
be many such indices.
S1.2: compute hbal = hˆ(icx) and the relative dhbal with
Algorithm 3. From Example 6,
hbal = hˆ(44) = 4
and
dhbal = d4 = 46.
S1.3: compute
〈 4〉(X) = X (46) = 110001011001
and
m1(〈 4〉(X)) = 38.
S1.4: compute
μ1 = n(n + 1)4 − m1 (〈 4〉(X)) −
kr
2
= 105 − 38 − 48 = 19.
S1.5: With the enumerative coding technique, compute the
(hbal +1)th = 5th element in S(8, 4, 19). It is (see Table I)
C4,19 = 01100101.
S2: Compute
E2(X) = Y C = X (46) C4,19
= 110001011001 01100101 ∈ SN (20, 2).
S3: Output E2(X) = 110001011001 01100101 and exit.
With regard to the complexity of Algorithm 4, note that
step S0 can be accomplished in space O(k) memory bits and
time O(k log k) bit operations by using any of the methods
given in [1], [2], [7], [11], [12], [16], [18], [19], [21], and [29].
S1 can be accomplished in space O(r5 + k) memory bits
and time O(r3) bit operations because step S1.1 takes O(k)
memory bits and O(k log k) bit operations if done with the
giant-baby step method explained at the beginning of this
section, S1.2 takes O(r3) memory bits and O(r3 log r) bit
operations, S1.3 takes O(k) memory bits and O(k log k) bit
operations if done with the giant-baby step method, S1.4 takes
O(log k) memory bits and O(log k) bit operations, S1.5 takes
O(r) additions of r -bit numbers so, with the table look-up (34)
of size O(r5) memory bits, it takes time O(r2) bit operations;
and, finally, step S2 takes time O(1) bit operations. Hence,
Algorithm 4 has a space complexity of O(r5 + k) = O(k)
memory bits and a time complexity of O(r3 log r + k log k) =
O(k log k) bit operations because of (3).
B. Decoding
In Algorithm 4 the check word C encodes the
balancing index hbal through the index of C in the
lexicographically ordered set S(r, r/2, m1(C)). Hence, during
the decoding process, once this lexicogrphic index hbal is
computed, an efficient algorithm is needed which computes
dhbal from hbal . Once dhbal is known, X can be recovered
easily from dhbal and Y with the giant-baby step method
of [20]. The algorithm which computes dhˆ from any hˆ is
given below. As in Algorithm 3, it is assumed to have a table
look-up storing the integer sequence in (28).
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Algorithm 5 to compute dhˆ from hˆ
Input: the integer hˆ ∈ [0, p − 1].
Output: the integer dhˆ ∈ {dh : h = 0, 1, . . . , p − 1}, where
the dh are defined in (10).
Perform steps S1, S2 and S3.
S1: compute the unique integer μˆ ∈ [α, (α + β)/2] such
that s(μˆ − 1) ≤ hˆ < s(μˆ). Also, compute i0(μˆ − 1), where
the function i0(μ) is given in (33).
S2: execute the steps S2.1 and S2.2.
S2.1: compute γ = |hˆ | = |0| − 2(μˆ − α).
S2.2: compute
dhˆ = i0(μˆ − 1) + [hˆ − s(μˆ − 1)]γ +
⌈γ
2
⌉
.
S3: output dhˆ and exit.
Example 8 [For k = 12, r = 8 and p = 8 (Continued)]:
In the example given in Table I, if hˆ = 4 ∈ [0, 7] is given as
input to Algorithm 5 then it executes as follows.
S1: compute the unique integer μˆ ∈ [α, (α + β)/2] =
[10, 18] such that s(μˆ − 1) ≤ hˆ < s(μˆ). Also, compute
i0(μˆ − 1). From Table I and (33), the decoder computes
hˆ = 4 ∈ [s(9), s(10)) = [0, 1) and
i0(α − 1) = −9,
hˆ = 4 ∈ [s(10), s(11)) = [1, 1) and
i0(α) = −9 + (1 − 0)(17) = 8,
hˆ = 4 ∈ [s(11), s(12)) = [1, 2) and
i0(α + 1) = 8 + (1 − 1)(15) = 8,
hˆ = 4 ∈ [s(12), s(13)) = [2, 3) and
i0(α + 2) = 8 + (2 − 1)(13) = 21,
hˆ = 4 ∈ [s(13), s(14)) = [3, 5) and
i0(α + 3) = 21 + (3 − 2)(11) = 32.
So, μˆ = α + 4 = 14.
S2: execute the steps S2.1 and S2.2.
S2.1: compute
γ = |hˆ | = |0| − 2(μˆ − α) = 17 − 2(14 − 10) = 9.
S2.2: compute
dhˆ = i0(μˆ − 1) + [hˆ − s(μˆ − 1)]γ +
⌈γ
2
⌉
= 32 + (4 − 3) · 9 + 5 = 46.
S3: output dhˆ = 46 and exit.
As the above complexity analysis of Algorithm 3, we
conclude that Algorithm 5 can execute with O(r3) memory
bits and O(r3 log r) bit operations.
At this point, the decoding algorithm can be given below.
As Algorithm 4, assume to have a table look-up of size O(r5)
bits storing the set (34) of integers.
Algorithm 6 Efficient Decoding Algorithm
Input: the codeword associated with some data word Z ∈ ZZk˜2,
Y C = E2(E1(Z)) = (E1 ◦ E2)(Z) ∈ SN (n, 2).
with n = k + r , Y ∈ ZZk2 and C ∈ ZZr2.
Output: the information word Z = (E1 ◦ E2)−1(Y C).
Perform steps S0, S1, S2 and S3.
S0: compute the index hbal ∈ [0, p − 1] such that C ∈ hbal .
Perform steps S0.1, S0.2 and S0.3.
S0.1: compute μ1 = m1(C).
S0.2: compute the lexicographic index, say
ξμ1(C) ∈ [0, s(r, r/2, μ1)),
of C in S(r, r/2, μ1).
S0.3: set
hbal = ξμ1(C) ∈ [0, s(r, r/2, μ1)) ⊆ [0, p − 1].
S1: compute the word
X = E−12 (Y C) =
〈
hbal
〉−1(Y ).
Perform steps S1.1, S1.2.
S1.1: set hˆ = hbal ∈ [0, p−1] and run Algorithm 5 to compute
dhˆ = dhbal ∈
[
0,
k(k − 1)
2
+ (k, r)
)
from hˆ.
S1.2: from dhbal , compute the word X =
〈
hbal
〉−1(Y ) with
the giant-baby step method in [20].
S2: undo the m0-balancing encoding chosen in step S0 of
Algorithm 4 on the word X . Let Z = E−11 (X) ∈ ZZk˜2 be the
information word whose m0-balanced encoding is X .
S3: output the word
Z = E−11 (X) = E−11 (E−12 (Y C)) = (E1 ◦ E2)−1(Y C)
and exit.
Example 9 [For k = 12, r = 8 and p = 8 (Continued)]:
Suppose
E2(X) = Y C = X (46) C4,19
= 110001011001 01100101 ∈ SN (20, 2)
is given as input to decoding Algorithm 6. It executes as
follows.
S0: compute the index hbal ∈ [0, p − 1] such that
C = 01100101 ∈ hbal .
Perform steps S0.1, S0.2 and S0.3.
S0.1: compute μ1 = m1(01100101) = 19.
S0.2: compute the lexicographic index (see Table I)
ξ19(01100101) = 4 ∈ [0, s(8, 4, 19)).
S0.3: set hbal = ξ19(C) = 4 ∈ [0, 7].
S1: compute the word X = E−12 (Y C) =
〈
hbal
〉−1(Y ). Per-
form steps S1.1, S1.2.
S1.1: compute
dhˆ = dhbal = 46 ∈ [0, 66)
from hˆ = hbal = 4 ∈ [0, 7] with Algorithm 5.
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S1.2: from dhbal = 46, compute the word
X = E−12 (Y C) = 〈 4〉−1(X (46)) = 100000101111
as in [20].
S2: undo the m0-balancing encoding chosen in step S0 of
Algorithm 4 on the word X.
S3: output the word Z = E−11 (X) and exit.
Again, this can be done with a size of O(r5 + k) = O(k)
memory bits and O(r3 log r + k log k) = O(k log k) bit
operations because of (3).
IV. CONCLUDING REMARKS
A new efficient method to design second-order spectral-null
codes is given. These new codes are obtained by applying
the refined parallel decoding scheme method for the balanced
code designs in [1], [12], and [19] to the random walk method
for second-order spectral-null code design in [20]. This gives
new non-recursive efficient code designs which make a good
use of non-second-order spectral-null check words. For this
reason the proposed codes are considerably less redundant
than the code designs found in the literature (which are
all recursive). In particular, if k ∈ 2IIN is the length of a
1-OSN code then the new 2-OSN coding scheme has length
n = k + r ∈ 4IIN with an extra redundancy, r ∈ 2IIN such that
r  2 log2 k + (1/2) log2 log2 k − 0.174 check bits. Table II
compares the proposed non-recursive codes with the optimal
codes and also with the recursive codes given in [20]. It is also
shown how these codes can be implemented with O(k log k)
bit operations and O(k) bit memory elements. If k /∈ 2IIN
or r /∈ 2IIN then essentially the same design can be given
to encode information into the set of words S(n, μ0, μ1) for
some fixed μ0, μ1 ∈ IIN. In particular, if k, r ∈ 2IIN + 1 and
n ∈ 4IIN then efficient designs can be obtained to convert the
information words to words in the set S(n, n/2, n2/2) (or,
S(n, n/2, n(n + 2)/2)). Note that this non-recursive coding
scheme is very general and it can be implemented in many
different ways. These may depend on k, r , p, the choice of
the particular “m1-balancing random walk” and the choice of
the partition CS. Also, note that the decoding can be done
in parallel because the check word directly identifies the
m1-balancing function used to encode and each balancing
function with its inverse is very simple to compute because
they are the composition of a partial reversion of a k-bit
word and a cyclic shift. In general, parallel algorithms can
be applied for both encoding and decoding as done in [19].
APPENDIX
Theorem 3: Given r ∈ IIN, let
s(r, μ0, μ1)
def= |S(r, μ0, μ1)| , for all integer μ0, μ1 ∈ IIN.
The following statements hold.
1) Given μ0 ∈ [0, r ], if C ∈ S(r, μ0) then the minimum
possible value for m1(C) is
α
def= min
C∈S(r,μ0)
m1(C) = μ0(μ0 + 1)2 ∈ IIN.
2) Given μ0 ∈ [0, r ], if C ∈ S(r, μ0) then the maximum
possible value for m1(C) is
β
def= max
C∈S(r,μ0)
m1(C) = α + μ0(r − μ0) ∈ IIN.
3) The integer sequence
{s(r, μ0, μ) : r, μ0, μ1 ∈ IIN}
satisfies the following recurrence relation.
s(r, μ0, μ1) = s(r − 1, μ0, μ1)
+ s(r − 1, μ0 − 1, μ1 − r),
with initial conditions
s(r, μ0, μ1) =
{
0 if μ1 < α or μ1 > β,
1 if μ1 = α or μ1 = β;
4) Given μ0 ∈ [0, r ], the integer sequence
{s(r, μ0, μ) : μ = α, α + 1, . . . , β}
is unimodal and symmetric with respect to
μmean
def= α + β
2
= μ0(r + 1)
2
∈ IR;
namely,
s(r, μ0, α)
≤ s(r, μ0, α + 1) ≤ . . . . . . ≤ s
(
r, μ0,
⌊
μ0(r + 1)
2
⌋)
= max
μ∈[α,β] |S(r, μ0, μ)|
= s
(
r, μ0,
⌈
μ0(r + 1)
2
⌉)
≥ . . . . . .
≥ s(r, μ0, β − 1) ≥ s(r, μ0, β)
and
s(r, μ0, α + μ) = s(r, μ0, β − μ),
for all integers μ ∈ [0, μ0(r − μ0)].
Proof: Property 1), 2) and 3) follow from [20].
Property 4) follows from [22, Th. 2].
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