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Locality is a fundamental principle used extensively in program and system optimization. It can be
measured in many ways. This paper formalizes the metrics of locality into a measurement theory. The new
theory includes the precise definition of locality metrics based on access frequency, reuse time, reuse distance,
working set, footprint, and the cache miss ratio. It gives the formal relation between these definitions and the
proofs of equivalence or non-equivalence. It provides the theoretical justification for four successful locality
models in operating systems, programming languages, and computer architectures which were developed
empirically.
1. Introduction
Locality is a fundamental property of computation and a central principle in software,
hardware and algorithmic design [Denning 2005]. As defined by Denning, it is the “tendency
for programs to cluster references to subsets of address space for extended periods.” [Denning
and Martell 2015, pp. 143]
Existing literature provides many ways to measure locality: reuse frequency, miss fre-
quency, reuse distance, footprint and working set. They are intuitively related, i.e. data
reuse in a program is likely to become data reuse in cache and therefore reduces the miss
frequency. The relation, however, is not all clear. Some metrics, e.g. reuse distance, do not
depend on cache size, but other metrics, e.g. miss ratio, do. Without a precise relation,
we do not know which data reuse becomes a cache hit. As a result we do not have reli-
able properties. For example, it is possible to have more reuses in a program but fewer
reuses in cache. Locality optimization cannot be sufficiently formulated without knowing
how optimizing for one metric would affect other metrics.
In this paper, we give a measurement theory of locality (MTL) to formalize the relation
between a set of locality metrics. Measurement of locality is the assignment of a number so
that locality of different programs can be compared. The measurement theory consists of a
set of locality metrics, the relation between them, and their precision and error.
The theory has a limited scope. It is a theory about locality measurements but not directly
about locality optimization. It can compute the amount of data transfer in a memory
hierarchy but does not minimize the amount of data transfer, nor does it optimize the data
layout, which is a more complex problem (for either processor cache [Petrank and Rawitz
2002] or virtual memory [Lavaee 2016]). It assumes automatic cache management by least-
recently used (LRU) replacement or similar policies. It does not solve the more general
problem of I/O complexity [Elango et al. 2015; Hong and Kung 1981].
2. Measurement Theory of Locality
We will first present an overview that divides the locality measurements into six categories
and then present them in subsections.
2.1. Overview
Figure 1 shows locality metrics in three top-level and four second-level categories. At the
top level, access metrics are measures of locality for each memory access. The other two
types are mathematical functions: timescale metrics, whose parameter is a length of time,
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and cache metrics, whose parameter is a cache size. For these metrics, the measurement
theory gives their precise definitions and properties.
Locality measurement
Access metrics Timescale metrics 
WS-FP equivalence, 
linear-time MRC
Cache metrics 
FP differentiation, 
Easton-Fagin justification
Singleton FrequencySequence 
equivalence 
theorems
Histogram 
non-equivalence 
theorems
Fig. 1. The categories of locality measurements and new theoretical results (in italics)
First, the paper formalizes access metrics into four second-level sub-categories based
on memory addresses, access times and data reuses. Then data reuses may be quantified
by time or distance and organized as sequences (time ordered) or histograms (sorted by
magnitude). A set of properties of equivalence and non-equivalence are formally derived,
including a constructive algorithm to show that the order of reuses of each data item implies
the order of all reuses. These definitions and properties are used to show the strength and
weakness of reuse distance histograms, the most abstract, compact and widely used metric
of access locality.
Second, the paper shows the equivalence between two timescale metrics: the working-set
by Denning and Schwartz [1972] and the footprint by Xiang et al. [2011b, 2013]. While
access metrics cannot fully model program interaction in shared cache, timescale metrics
can. The mathematical properties of timescale metrics, boundedness and concavity, are
trivial consequences of this equivalence. In addition, the paper gives a much simplified
explanation of the footprint formula invented by Xiang et al. [2011b].
Third, in cache metrics, the paper computes the miss ratio as the derivative of foot-
print [Xiang et al. 2011b, 2013]. Based on this footprint differentiation, it explains a formula
by Easton and Fagin [1978] almost four decades ago, which computed the miss ratio of a
larger cache from the miss ratio of all smaller caches. In addition, it gives an algorithm that
is asymptotically faster than Xiang et al. [2011b] for using the footprint to compute the
miss ratio.
Finally, we summarize with a conversion theory that connects all the metrics in these
categories. The theorems in this paper provide the pieces missing from previous work but
necessary to show complete relationship.
2.2. Access Metrics
An execution trace is a sequence of data items referred to by the complete execution of
a program. Each data item is represented by its memory address. The words “sequence”,
“trace” and “execution” are used interchangeably, so are the phrases “memory access” and
“memory address”. Hence, an execution trace is the same as a memory address sequence.
We ignore any issue of granularity. A data item may be a variable, cache block, page or
object. We define the following:
N = mt(1 . . . n) is a memory address trace of length n.
M = {e1 . . . em} is the set of m data items, i.e. distinct memory addresses, accessed
by the trace N .
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This section describes three categories of access metrics, singleton, sequence and his-
togram, and leaves the fourth category, frequency, to Section 2.6.
2.2.1. Singleton Locality The simplest measurement is no measurement. The singleton met-
ric “measures” the locality of an access by the access itself. The locality of an execution
trace is the trace itself. The name “singleton” is an adaptation of Lu and Scott in their
formalization of determinism, which divides executions of a concurrent program into equiv-
alence classes [Lu and Scott 2011]. Like singleton determinism, singleton locality is the
strictest definition of equivalence. Two executions have the same locality if and only if they
are identical. Other metrics are less restrictive, i.e. more abstract and higher level, which
means a coarser partition of execution traces into equivalence sets.
2.2.2. Sequence Metrics The locality of an access trace may be measured by one of the
following three sequences:
— Address independence (AI). The metric is a transformation of an access trace, by renaming
the memory addresses to M = {1 . . .m} and assigning them in order. The memory address
is i if the data item is the ith item to first appear in the trace. An AI metric is a trace that
standardizes data-to-memory mappings. For example, two traces abc abc and cba cba have
the same AI measure e1, e2, e3 e1, e2, e3. AI is more abstract than singleton. If a program
is run multiple times with the same input but different memory allocations, the singleton
measure changes, but the AI measure does not.
— Reuse time (RT) sequence. For each access, the reuse time is the increment of logical or
physical time since the last access of the same datum. The reuse time is ∞ if it is its first
access. For a finite reuse time, the minimal is 1 and the maximum n− 1. The reuse time
has been called the inter-reference interval (iri) in the working-set theory [Denning 1968],
inter-reference gap in LIRS [Jiang and Zhang 2002], and reuse distance in StatCache and
StatStack [Eklov et al. 2011].
— Reuse distance (RD) sequence. For each access, the reuse distance is the number of distinct
data accessed since the last access to the same datum. The reuse distance is ∞ if it
is its first access. For a finite reuse distance, the minimal is 1, because it includes the
reused datum, and the maximum is m. The reuse distance is the same as the LRU stack
distance [Mattson et al. 1970], which is often called stack distance in short.
For either RT or RD, the locality may be represented by the entire sequence or be broken
down into per-datum sequences:
— Per datum (PD) sequences, which converts a trace into a set of RT or RD sub-sequences
pd[e] = (fe, r2, . . . , rne) for each datum e, where fe is the time of e’s first access, ne the
number of accesses, and ri the reuse time or reuse distance of ith access. Note that r1 =∞
is omitted, and naturally
∑
e∈M ne = n.
2.2.3. Equivalence of Sequence Metrics The equivalence is shown by mutual conversions. The
conversions from AI to other sequences, AI → RT, AI → RD, RT → PD·RT and RD →
PD·RD are straightforward, so are PD·RT→ RT and RT→ AI in the reverse direction from
reuse time sequences. The remaining two conversions are from reuse distance sequences, RD
→ AI and PD·RD → RD, which are shown by the next two theorems.
Theorem 2.1. The address-independent sequence AI can be built from the reuse dis-
tance sequence RD.
Proof. The RD sequence is used to drive an LRU stack. When the reuse distance is
∞, a new data item i is created and placed on top of the stack (first position). At a finite
reuse distance x, the data item at stack position x is moved to the top, and the items in
A:4 L. Yuan et al.
positions 1 . . . x− 1 are moved down by one position. The AI trace is the sequence of data
items that appear at the top position of the stack.
The construction of an AI trace is more difficult from per datum (PD) reuse distances,
because the order of reuses between data items is lost in the PD conversion.
Theorem 2.2. The AI trace can be built from per datum reuse distances PD · RD.
Proof. Algorithm 1 gives the conversion PD · RD→ AI, which proves the theorem.
ALGORITHM 1: PD·RD → AI conversion
1 lastpos[1 . . .m]← pd[1 . . .m][1] nextpos[1 . . .m]← pd[1 . . .m][1] cnt[1 . . .m]← {1} for i = 1 to n
do
2 e← 0
3 for e′ = 1 to m do
4 if nextpos[e′] = i && (e = 0 || lastpos[e] < lastpos[e′]) then
5 e← e′
6 end
7 end
8 for e′ = 1 to m do
9 if lastpos[e′] < lastpos[e] then
10 nextpos[e′]← nextpos[e′] + 1
11 end
12 end
13 ai[i]← e cnt[e]← cnt[e] + 1 lastpos[e]← i nextpos[e]← i+ pd[e][cnt[e]]
14 end
The main loop of Algorithm 1, starting at Line 4, constructs the AI trace ai[1 . . . n] by
selecting the datum e accessed at each time i. Lines 1 to 3 initialize the auxiliary data: the
last access time lastpos[e] is the time of e’s last access before i, nextpos[e] the estimated
time of its next access, the access count cnt[e] the number of times e has been accessed.
Initially for each datum e, the first access is fe, and its access count cnt[e] = 1.
The main loop has two inner loops: the selection loop and the update loop. The selection
loop, Lines 6 to line 10, chooses e for ai[i] if its estimated next access time is i. There may
be multiple choices. The selection loop does not stop at the first such datum. It finds every
such item and chooses the one with the largest last access time. This is a choice based on
recency, i.e. most recent last access. Naturally, this choice is unique.
The update loop is the second inner loop. Lines 11 to 15 update nextpos for all other
elements e′. If e has been accessed after the last e′, the e access is a recurrence, so the
estimated next access time of e′ is increased by 1. Then, Lines 16 to 19 update for e: the
current access is now the last access, the access count cnt[e] is increased by 1, and the next
access time is estimated to be the current time plus the next reuse distance pd[e][cnt[e]].
The PD·RD → AI conversion has two requirements in addition to per datum reuse dis-
tances. First, the recency choice is necessary. Consider the AI trace (e1, e2, e3, e2, e1). When
time i = 4, the next access times of e1, e2 are both estimated as 4. The selection loop must
choose e2, which is more recently accessed. Second, the first access time is necessary. Con-
sider two AI traces e1, e1, e2, e3, e2 and e1, e2, e1, e3, e3 that have the same per-datum reuse
distances. Without the first-access times, no algorithm can distinguish between them.
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2.2.4. Histogram Metrics The histogram construction (HI) produces two types of his-
tograms:
— The RT histogram rt(i), which counts the number of reuse times that equal to i, i =
1, . . . , n− 1,∞ and 0 ≤ rt(i) ≤ n.
— The RD histogram rd(i), which counts the number of reuse distances that equal to i,
i = 1, . . . ,m,∞ and 0 ≤ rd(i) ≤ n.
HI conversion loses all information about memory address, access time, and order of
reuses. Instead, it sorts reuses by their time or distance. A histogram can be interpreted as
a probability distribution.
— The probability function P (x ≤ y) = Σ
y
i=1x(i)
n , where x may be rt or rd, and 0 ≤ P (x ≤
y) ≤ 1.
The reuse time histogram was called the interreference density, and its probability func-
tion the interreference distribution [Denning and Schwartz 1972]. The reuse distance his-
togram was called the locality signature [Zhong et al. 2009]. Gupta et al. [2013] used both
to define locality as the probability of reuse, where the two types of histograms give the
likelihood of reuse in next-n-addresses and next-n-unique-address.
We show two invariances of the reuse time histogram.
Lemma 2.3.
n−1∑
i=1
rt(i) = n−m
Lemma 2.4.
n−1∑
i=1
i× rt(i) =
m∑
e=1
(le − fe)
From the proof of the Theorem 2.2, if an access of element e reuse distance i, and all
the m − i elements except the i distinct elements have already shown in the trace before
and will be accessed again after, their nextpos will be increased by one, which means the
next access of the m− i elements will have an repetitive access of e. We define repetitive
access rep as:
rep(i) = rd(m− i)
The repetitive access histogram is the reversal of reuse distance histogram.
We define the sealed memory trace, if the first m and last m elements are permutations
of all m elements of the trace’s data set. Namely, for every element e, fe ≤ m and le ≥
n−m+ 1. In a sealed memory trace of n accesses to m data, there are n−m reuses. The
following theorem shows a property of the total reuse time,
∑n−1
i=1 i× rt(i). It shows that in
a sealed memory trace, the average reuse time is m. The proof is based on the observation
that the reuse time, m, comes from either reuse distance or repetitive access.
Theorem 2.5. The average reuse time of a sealed memory trace is m.
n−1∑
i=1
i× rt(i) = m(n−m)
Proof. It is obvious that if the rep of an access in ai(m+1 . . . n−m) is i, it contributes
i repetitive accesses to the total rt. This is true because all the m elements are shown before
and after this access. However, this is not true for the last m accesses, since not all elements
will be accessed again. Let’s first examine a particular sealed memory trace, where the reuse
distances of all elements’ last accesses are m and their rep is 0 consequentially.
Thus, for this particular sealed memory trace, besides rds, all rep(i) contributes i×rep(i)
to rt. We have:
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n−1∑
i=1
i× rt(i) =
m∑
i=1
i× rep(i) +
m∑
i=1
i× rd(i)
=
m∑
i=1
i× rd(m− i) +
m∑
i=1
i× rd(i)
=
m∑
i=1
(m− i)× rd(i) +
m∑
i=1
i× rd(i)
= m
m∑
i=1
rd(i) = m(n−m)
Then, we can show that if the last m elements are permuted, it doesn’t change the
average reuse time. There is an easy way to prove this. Let’s make a new memory trace
ai′(1 . . . n+m), whose first n accesses ai′(1 . . . n) is ai(1 . . . n). The tail side of ai′ duplicate
the corresponding tail side of ai. Thus the new trace satisfies the requirements mentioned
above and its total reuse time is m(n + m − m). Now let’s remove tail side of ai′. Since
ai′(n + 1 . . . n + m) = ai′(n − m + 1 . . . n), the total reuse time of ai′(n + 1 . . . n + m),
which should be decreased, is m2. The total reuse time of the original trace is therefore
m(n+m−m)−m2 = m(n−m).
2.2.5. Types of Histograms A histogram is more space efficient than a sequence. The his-
togram construction can be viewed as having two steps: sorting the accesses by their locality
value, e.g. reuse time or reuse distance, and then counting the number of accesses with the
same value. For a greater saving, a third step is to group consecutive locality values into a
single bin. Instead of one counter for each locality value, one counter is used for a range of
values. The locality range is an approximation but it bounds the maximal error. If we grow
the range exponentially, we reduce the size of the histogram logarithmically while ensuring
a relative precision. An example is the log-linear histogram, where the range of values grows
by powers of two: 1, 2, 3–4, 5–8, etc. The large ranges, e.g. 1025–2048, are evenly divided
into a fixed number of smaller ranges, e.g. 256 [Xiang et al. 2011b]. The asymptotic space
cost is logarithmic, and the approximation is equivalent to recording the most significant
digits of locality values.
Histogram locality can be stored in constant space. Zhong et al. [2009] sorted program
accesses by locality and then divided them into equal-size groups, for example, 1000 groups
each containing 0.1% of memory accesses. This grouping limited the effect of error from any
single group. The imprecision came from the spread of locality values within a group. Marin
and Mellor-Crummey [2004] controlled the locality spread by recursively dividing a group
until its range of values was within a limit. Fang et al. [2005] improved the precision in
coarse-grained histograms, i.e. large spreads, by approximating it with a distribution. They
showed that the linear distribution was a more effective approximation than the uniform
distribution.
Table I compares the space requirement of locality sequences and histograms. While the
sequence locality takes linear space and cannot be approximated, the histogram locality
takes either logarithmic or constant space, with controlled loss of information as discussed
in this section.
2.2.6. Strength and Limitations By definition, locality is essentially a pattern of reuse. The
metrics in this section represent data reuse with different levels of abstraction. Singleton
traces use exact memory addresses. AI traces use abstract memory addresses. Reuse distance
and reuse time dispense with the address of reuses but still retain their order. The reuse
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Table I. Space requirements of sequence and histogram locality.
RT/RD sequences RT histogram rt(w) RD histogram rd(v)
indexing parameter time t ∈ [1 . . . n] interval w ∈ [0 . . . n] volume v ∈ [1 . . .m]
space accurate O(n) O(n) O(m)
complexity approx. O(n) O(logn), O(1) O(logm), O(1)
distance histogram is the most abstract and compact because it removes all information
about the memory address, the access time and the order of reuses. This high level of
abstraction has both strengths and limitations.
In many important problems, the reuse distance histogram is an adequate and the most
compact measure of locality. In cache analysis, it gives the miss ratio of the fully associative
cache [Mattson et al. 1970], direct-mapped or set-associative cache [Nugteren et al. 2014;
Smith 1976], and cache with other reuse-based replacement policies [Sen and Wood 2013]
of all sizes. It is used to separate the locality effect by the program structure [Marin and
Mellor-Crummey 2004] and the load/store operation [Fang et al. 2005], model the change
of locality as a function of the input [Fang et al. 2005; Marin and Mellor-Crummey 2004;
Zhong et al. 2009] and the degree of parallelism [Wu and Yeung 2011], and predict the
performance of different cache designs and parameters [Wu et al. 2013; Zhong et al. 2007],
making it the most widely used metric of access locality.
However, there are two limitations. The first problem occurs when analyzing program
interaction in shared cache. Ding et al. [2014]; Xiang et al. [2011b] gave an example showing
that when two program traces are interleaved into a single trace and the exact interleaving
is known, e.g. uniform interleaving, we could not infer the reuse distance histogram of
the interleaved trace from the reuse distance histograms of the individual traces. In other
words, we cannot compute the combined locality from those of the components. On modern
multicore processors where cache is increasingly shared, this lack of composability is a
serious limitation.
Interestingly, all other access metrics are composable. When the method of interleaving
is given, an interleaved AI trace can be easily constructed from individual AI traces. From
the equivalence theorems, all other sequence metrics, the reuse distance and reuse time
sequences and their per datum sequences, are composable. Moreover, the reuse time his-
togram is composable: the reuse time histogram of an interleaved trace is the sum of the
reuse time histograms of the individual traces, if all reuse times are normalized to include
the effect of interleaving.
The second limitation of histograms is the loss of information about phase behavior.
Batson and Madison [1976] and Shen et al. [2007b] used reuse distances to capture and
characterize program phases. While the loss of phase information is in both types of his-
tograms, the loss of composability is only for the reuse distance histogram. The difference
in composability is another demonstration of the non-equivalence between the reuse time
and reuse distance histograms. It also shows that the second limitation is not the cause of
the first.
Next we introduce a set of locality metrics which are both composable and compact. We
will use the reuse time histogram not as a metric of locality but the basis to derive other
locality metrics.
2.3. Timescale Metrics
A timescale is a length of time, which may be measured in seconds or years in physical
time or number of memory accesses in logical time. A timescale metric is a mathematical
function f(x), where x ranges across all timescales, i.e. x ≥ 0.
2.3.1. Footprint In an execution, every consecutive sub-sequence of accesses is a time win-
dow, formally as (t, x), where t is the end position and x the window length. The number of
distinct elements in the window is the working-set size ω(i, x) [Denning 1968]. For a length
A:8 L. Yuan et al.
x, the footprint fp(x) is the average working-set size, computed by the total working-set
size divided by the number of length-x windows:
fp(x) =
1
n− x+ 1
n∑
t=x
ω(t, x) (1)
The footprint measures the average working-set size in all timescales and shows the growth
of program working set over time.
2.3.2. Computing the Footprint Xiaoya Xiang gave the following formula to compute the
footprint from reuse times and the times of first and last accesses [Xiang et al. 2011b].
fp(x) = m− 1
n− x+ 1
( n−1∑
i=x+1
(i− x)rt(i)
+
m∑
k=1
(fk − x)I(fk > x)
+
m∑
k=1
(lk − x)I(lk > x)
)
(2)
The symbols in the Xiang formula are:
— rt(i): the number of accesses whose reuse time is i.
— fk: the first access time of the k-th datum (counting from 1).
— lk: the reverse last access time of the k-th datum. If the last access is at position x,
lk = n+ 1− x, that is, the first access time in the reverse trace (counting from 1).
— I(p): the predicate function equals to 1 if p is true; otherwise 0.
Xiang et al. [2011b] used two pages in their paper to derive the formula based on “dif-
ferential counting” of how the working set changes over successive windows. Next is a new,
shorter explanation. The idea is “absence counting”, by starting with assumption of all data
in all windows and then counting all absences and subtracting their effects. For people who
have filed income tax in the United States, taking deductions is a familiar process.
The first deduction is based on data reuses. If a reuse time i is greater than x, there
are i − x windows of length x that do not access the reused datum. The working-set size
should be reduced by i− x to account for this absence. The total absence from all reuses is∑n−1
i=x+1(i− x)rt(i).
The next two deductions follow a similar rationale. If the kth datum is first accessed at
time fk and fk > x, it is absent in the first fk − x windows of length x. Similarly, if it is
last accessed at lk counting backwards and lk > x, it is absent in the last lk − x windows of
length x. The total adjustment are shown by the last two terms of the Xiang formula.
2.3.3. The Denning-Schwartz Formula The first timescale metric of locality is the average
working-set size (WSS) s(x) formulated by Denning and Schwartz [1972].1 The Denning-
Schwartz formula is inductive: the WSS at x is the WSS at x− 1 plus the miss ratio. In the
base case, we have an empty working set s(0) = 0 and 100% miss ratio m(0) = 1. At window
length x, an access is a miss if its reuse time t is greater than x, that is, m(x) = P (t > x).
This type of miss ratio is called the time-window miss ratio.
1Although both define average WSS, mathematically footprint in Eq. 1 differs from Denning and Schwartz
in Eq. 3.
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s(x) = s(x− 1) +m(x− 1) =
x−1∑
i=0
m(i) =
x−1∑
i=0
P (rt > i) (3)
Unlike footprint, in particular Eq. 1, Eq. 3 is not directly related to WSS or reuses in
individual windows. The mathematical constructions of footprint and average working set
differ: Denning-Schwartz formula is additive, while Xiang is subtractive. Next, we show an
underlying equivalence.
2.3.4. Steady-state Footprint Steady-state footprint is the average WSS not considering the
effect of trace boundaries. In the Xiang formula, the first and last access times affect two
of the terms. If we drop these two terms and use n as the window count, we say that the
revised formula computes the steady-state footprint ss-fp(x):
ss-fp(x) = m−
∑n−1
i=x+1(i− x)rt(i)
n
= m−
n−1∑
i=x+1
(i− x)P (rt = i) (4)
If a trace is infinitely long n = ∞, the footprint is limn→∞ fp(x). It is easy to see that
the limit footprint is the steady-state footprint when n→∞.
lim
n→∞ fp(x) = ss-fp(x) = m−
∞∑
i=x+1
(i− x)P (rt = i) (5)
Theorem 2.6. ( WS-FP Equivalence) The Denning-Schwartz formula computes the
steady-state footprint, i.e. s(x) = ss-fp(x) for all x ≥ 0.
Proof. The equivalence is proved by induction. In the base case, s(0) = ss-fp(0) = 0.
Assuming s(x) = ss-fp(x), we see they increase by the same amount
s(x+ 1)− s(x) =
x+1∑
i=0
P (rt > i)−
x∑
i=0
P (rt > i) = P (rt > x)
ss-fp(x+ 1)− ss-fp(x) = m−
n∑
i=x+2
(i− x− 1)P (rt = i)
− (m−
n∑
i=x+1
(i− x)P (rt = i))
= P (rt > x)
Hence, s(x+ 1) = ss-fp(x+ 1), and the equivalence holds for all x ≥ 0.
Consider an example trace abc abc . . . We have P (rt = i) = 1 for i = 3 and P (rt = i) = 0
otherwise. The steady-state footprint, computed by either Eq. 3 or Eq. 4, is ss-fp(w) = 0, 1, 2
for x = 0, 1, 2 and 3 for x ≥ 3.
Because of the equivalence, we can easily prove the following:
Theorem 2.7. ss-fp(x) is bounded and concave.
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Proof. Eq. 4 shows ss-fp(x) ≤ m, so it is bounded. Eq. 3 shows ss-fp(x) ≤ m increases
by P (rt > x) at each x. Since its derivative is monotonically decreasing with x, ss-fp(x) is
concave.
This concavity implies strict monotonicity until it reaches the maximum value, which is a
common shape in the steady-state footprint of all programs:
Corollary 2.8. ss-fp(x) starts from 0, is strictly monotone until it increases to m,
and then stays constant.
The concavity has a critical importance later in the section on cache metrics. It will ensure
that miss ratios are monotone, i.e. no Belady anomaly [Belady 1966], and a cache metric,
cache fill time, exists and is unique.
2.3.5. Observational Stochastics Denning and Buzen [1978] formulated a new theory of oper-
ational analysis called observational stochastics. Conventional analysis was based on classic
queuing models with idealistic assumptions such as infinite stationary processes. Observa-
tional stochastics are based on directly measurable variables and directly verifiable assump-
tions. The theory and applications in system and network analysis are enunciated in two
recent books [Buzen 2015; Denning and Martell 2015]. All locality metrics and properties
in this paper are based on direct measurements, do not depend on idealistic assumptions,
hence are extensions of observational stochastics.
The original timescale metric, Denning-Schwartz, was derived based on stochastic as-
sumptions — that a trace is infinite and generated by a stationary Markov process, i.e. a
limit value exists [Denning and Schwartz 1972]. In later work Denning and his colleagues
adopted observational stochastics and used the formula on finite-length traces, with adjust-
ments to account for boundary effects [Denning and Slutz 1978; Slutz and Traiger 1974].
Although the formula was found accurate, this accuracy is not justified by the original
derivation, because the stochastic assumptions cannot be proved for real programs.
The properties of steady-state footprint, which is the same as Denning-Schwartz, give new
theoretical explanations to this accuracy. First, Theorem 2.6 shows that Denning-Schwartz,
without any adjustment, accurately computes the steady-state footprint for any execution
trace, whether finite or infinite. Second, Eq. 5 and Theorem 2.6 show that Denning-Schwartz
is the footprint of infinite-long traces, even when the limit does not exists or is not unique.
Consider a sequence of accesses of two elements divided into pieces separated by commas:
1, 2, 22, 1212, 2222222, . . . , where half of the pieces alternate between 1 and 2, half of
the pieces are all 2, and the length of every piece is the length of the entire trace before.
The footprint of this trace has two limit values, which Denning-Schwartz can compute even
though this violates the stochastic assumption from which it was originally derived.
In addition, steady-state footprint expands the theoretical results of footprint in two ways.
First, Theorem 2.6 shows the precise relation between the two timescale metrics: Denning-
Schwartz is an overestimate of footprint, and the difference is given by the two terms in the
Xiang formula. Second, the equivalence theorem leads to a different and simpler proof of
concavity than Xiang et al. [2013]
2.3.6. From Footprint to Reuse Time Denote total working-set size asW(x) = (n−x+1)fp(x).
Using the Xiang formula, the first and second order finite differences of W(x) are:
∇W(x+ 1) = W(x+ 1)−W(x) = m+
n∑
i=x+1
rt(i)−
∑
fe<x+1
1−
∑
n−x<le
1
∇2W(x+ 1) = ∇W(x+ 1)−∇W(x)
= −rt(x)−
∑
e
I(fe = x)−
∑
e
I(le = n− x+ 1)
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Therefore, footprint can be used to derive the reuse time histogram if the first and last
access times are known.
2.4. Cache Metrics
The following metrics are average quantities of events in fully-associative LRU cache of size
c:
— miss ratio mr(c), which is the average rate of cache misses.
— inter-miss time im(c) = 1mr(c) , which is the average time between two consecutive misses.
— fill time ft(c), which is the average time for the first c misses to happen in an empty
(cold-start) cache.
— residence time res(c), which is the average time a data item stays in the cache.
An analysis may consider all nonnegative integer cache sizes for two reasons. In practice,
cache is often shared, and the occupancy of a program in shared cache can be any size
depending on its peers. Fully analysis must measure the effect of locality at the granularity
of a single cache block. In modeling, the miss ratio curve for fully associative cache is
equivalent to reuse distance [Mattson et al. 1970; Xiang et al. 2013], which can model the
effect of cache associativity [Smith 1976] and non-LRU replacement [Sen and Wood 2013].
2.4.1. Footprint Differentiation Footprint differentiation computes the miss ratio as the
derivative of the footprint (or the steady-state footprint).
mr(fp(x)) = fp′(x) = fp(x+ 1)− fp(x)
The equation is the same as the time-window miss ratio formula of Denning and Schwartz
[1972] except by replacing the window length x with its footprint fp(x).
When steady-state footprint ss-fp(x) is used, the derivative is monotone. The monotonic-
ity is critically important for two reasons. First, it is a prerequisite for correctness since
real LRU cache has monotone miss ratios, i.e. no Belady anomaly. Second, the miss ratio
function mr(ss-fp(x)) is discrete and not continuous. It is not defined on all cache sizes. In
fact, ss-fp(x) is usually not an integer, but an actual cache size must be. The monotonicity
bounds the miss ratios for missing cache sizes.
The following theorem shows that footprint differentiation computes the miss ratio for
all actual cache sizes c.
Theorem 2.9. (Footprint Differentiation)
ss-fp′(x) ≤ mr(c) < ss-fp′(x+ 1) if x ≤ c < x+ 1 (6)
The proof follows directly from the monotonicity of mr(c), which follows directly from
Theorem 2.7. The steady-state footprint is often a fractional number. Theorem 2.9 shows
that its derivatives at x and x + 1 are “poles” that mark the bounds of the miss ratio of
cache sizes c between x and x+ 1, integer or not. In practice, the miss ratio is selected by
the x whose footprint is closest to c.
As stated in Corollary 2.8, the steady-state footprint of all programs have a common
shape, which starts from 0 and increases continuously with diminishing increments until
it reaches m. Its derivative, the miss ratio, starts from 100% when c = 0 and decreases
monotonically until it drops to 0% when c = m. The lower and upper bounds are guaranteed
and ensure any miss ratio it computes is valid.
To understand footprint differentiation, consider a memory access and the factors that
cause it to be a cache hit or miss. Instead of reuse distance in access metrics, consider the
execution window w preceding the access, such that its working set size equals to the cache
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Fig. 2. Footprint fp(x) and fill time ft(c) are inverse functions: x = ft(fp(x)) and c = fp(ft(c)) for all x, c ≥ 0.
size, i.e. |W| = c. At the access, the cache is full and filled with (only) the data of W. The
access is a cache miss if and only if the accessed data is outsideW. The number of misses is
the number of w windows followed by such an access. At a miss, W grows after the access.
The miss ratio is in fact the average growth of the working-set size.
Footprint is the average working-set size. Its derivative is the growth of the average
working-set size. The essence of footprint differentiation is to equate the average growth of
the working-set size with the growth of the average working-set size. In other words, the miss
ratio equals to the growth of footprint.
Because of the equality, we can use the miss ratio to construct the footprint. The following
shows that after one access, the footprint increases by 1 if the access is a miss and 0
otherwise.
fp(w + 1) = mr(c)(fp(w) + 1) + (1−mr(c))fp(w)
The equation is mathematically identical to footprint differentiation.
As an example, consider the access trace abc abc abc. Table II shows the footprint in
the second row and the miss ratio in the third row, computed as the difference between
consecutive values in the second row.
Table II. The steady-state footprint of abc abc abc and
the miss ratio computed using footprint differentiation.
x 0 1 2 3 ≥ 4
c = ss-fp(x) 0 1 2 3 ≥ 4
mr(c) 100% 100% 100% 0% 0%
2.4.2. Cache Fill Time In the higher-order theory of locality (HOTL), Xiang et al. [2013]
defined cache fill time, which we denote as ft(c), as the average amount of time for a program
to access an amount of data equal to a cache size c. Xiang et al. studied two definitions and
chose to define it as the inverse function of footprint fp(x). The inverse is unique because
of concavity (excluding the fill time at or greater than m).
Hu et al. [2016] defined the average eviction time (AET) as the average time between
the last access of a data block in cache and its eviction from the cache. Trivially, fill time
ft(c) is the average eviction time of fully-associative LRU cache of size c. Indeed, Hu et
al. showed that ignoring boundary effects, Denning-Schwartz (Section 2.3.3) computes the
average eviction time (AET).
Figure 2 shows that fill time and footprint are the two-way mapping between the dimen-
sions of space and time, i.e. between cache size and window length. Footprint differentiation
computes the miss ratio using the space dimension, i.e. mr(c) is the fractional value of
fp(x + 1) − fp(x). Xiang et al. [2013] gives another method, reuse-time conversion, which
computes the miss ratio using the time dimension.
Given cache size c and its fill time ft(c), an approximation can be made such that an
access is a miss if and only if its reuse time is greater than ft(c). The miss ratio is:
mr(c) = P (rt > ft(c)) (7)
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In theory, Xiang et al. [2013] showed that reuse-time conversion computes the same result
as footprint differentiation (Eq. 6), when the boundary effect is negligible, i.e. for the steady-
state footprint (Eq. 4).
In practice, reuse-time conversion has two benefits. First, it counts the cold-start misses
correctly. These are first accesses whose reuse time is infinite, since rt > ft(c) for all c.
Second, in short traces, e.g. sampled segments, the boundary effect is significant. When it is
included, differentiation of the footprint is not guaranteed monotone. Reuse-time conversion,
however, guarantees monotone miss ratios.
Sampling makes online analysis possible. For SPEC CPU benchmarks, footprint sampling
has been shown to reduce overhead to less than 1% visible [Xiang et al. 2013] and less than
0.09 seconds per program on average [Wang et al. 2015] and improve accuracy for programs
with phase behavior [Wang et al. 2015].
A third, theoretical benefit of reuse-time conversion is the justification of an early method
by Easton and Fagin.
2.4.3. Easton-Fagin Recipe Easton and Fagin [1978] were among the first to study cache
sharing, in particular, the effect of context switching in cache. They defined a “cold-start
cache” as one when a program is switched back and its earlier data have been wiped out,
and to distinguish from it, a “warm-start cache” for a regular, solo-use cache.
The 1978 paper gave an ingenious solution to a practical problem: to compute the cold-
start miss ratio, which is difficult to simulate, from the miss ratio of warm-start cache, for
which simulation is easy. It was ground breaking and pioneered the approach to compute the
shared cache performance by reusing the existing solutions already developed for non-shared
cache.
Easton and Fagin “gave a rough explanation as to why our recipe is reasonable” but “re-
marks without proof that this need not be the case, even in the LRU stack model.” However,
they found that the “estimate was almost always within 10-15 percent of the directly ob-
served average cold-start miss ratio.” Next we derive the recipe from the measurement
theory.
Cache fill time ft(c) is the time it takes a program to have the first c misses in cold-start
cache of an infinite size.2 The Easton-Fagin recipe can be written as follows:
ft(c) ≈
c−1∑
i=0
im(i) (8)
The recipe states that in a cache of size c, the fill time is the sum of the inter-miss
time in the cache of all smaller sizes. The following formula explains the recipe using the
measurement theory
ft(c) =
c−1∑
i=0
(ft(i+ 1)− ft(i)) ≈
c−1∑
i=0
im(i)
The preceding formula first rewrites ft(c) into a series of sums and then replaces mr(i)
with the derivative of footprints at the time window of length ft(i). The approximation by
Easton and Fagin is reduced to the following simpler form:
ft(i+ 1)− ft(i) ≈ im(i) = 1
mr(i)
=
fp(ft(i+ 1))− fp(ft(i))
fp(ft(i) + 1)− fp(ft(i))
2The lifetime of first c misses in cold-start cache of size c, LIFE*c(c), in Easton and Fagin is fill time ft(c)
in this paper, and the lifetime (of 1 miss) in warm-start cache of size c, LIFEc(1), is im(c).
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The first two terms show that the derivative of fill time at cache size i is approximated as
the inter-miss time at i. This approximation is explained in the last term, which is a ratio.
The only difference is fp(ft(i + 1)) in the enumerator and fp(ft(i) + 1) in the denominator.
Both are increases in footprint from the same starting point when the footprint is the cache
size fp(ft(i)) = i. The denominator is the increase of footprint at i by a unit time, and
the enumerator is the increase to fill the cache size fp(ft(i + 1)) = i + 1. This is linear
approximation at each i — the rate of footprint increase is constant between i and i+ 1.
Therefore, this section has shown that the Easton-Fagin recipe is a piecewise linear ap-
proximation of the footprint. This also explains the flexibility of Easton-Fagin. The gran-
ularity of piecewise approximation can be fine, e.g. consecutive cache sizes, or coarse, e.g.
power-of-two sizes.
2.4.4. Residence Time We define the residence time, res(c), as the average time a data block
stays in cache, from the time of loading into the cache to the time of eviction. The residence
time can be computed as follows. Assuming a fully occupied cache of size c for a time
period T , the sum of residence time of all data blocks is Tc, and the number of data blocks
loaded in the cache is Tmr(c). The average residence time is res(c) = TcTmr(c) = c/mr(c).
The same formula can be derived from the Little’s law L = λW , taking the residence time
as the service time W , the miss ratio as the arrival rate λ, and the cache size as the average
number of customers in a stable system L [Denning and Martell 2015, pp. 182].
2.5. Linear-time MRC Modeling
A weakness of the Xiang formula (Equation 2) is that the entire reuse-time histogram is
required when computing the footprint of any timescale x. The total time to compute the
complete footprint fp(x) for all timescales is quadratic.3 This section derives an additive
formula of fp(x) and then an incremental version of the additive formula that computes the
complete footprint fp(x) in linear time.
2.5.1. The Additive Formula To derive an additive formula, we calculate the footprint based
on the following observation: if an element e appears more than once in a window, we count
only its first appearance in its working-set size.
For a datum e, let ai(fe) be the initial access in the trace. There are three cases:
(1) If fe < w, ai(fe) is the first appearance of e in the first fe windows of length w.
(2) If w ≤ fe ≤ n− w + 1, ai(fe) is the first appearance in w windows of length w.
(3) If n− w + 1 < fe, ai(fe) appears first in the last n− fe + 1 windows of length w.
Adding this count for all e, we have the total footprint contribution from initial accesses,
which we denote as fp1(w):
fp1(w) =
∑
fe≤n−w+1
min(fe, w) +
∑
fe>n−w+1
(n− fe + 1)
Next we consider jth access (2 ≤ j ≤ k) of e, i.e., ai(tje). There are four cases.
(1) If tje ≤ w, it is the first appearance in rtje (rtje < w) windows of length w.
(2) If w ≤ tje ≤ n− w + 1, it is the first appearance in min(rtje, w) windows of length w.
(3) If tj−1e < n − w + 1 < tje, it is the first appearance in min(rtje, w) − (tje − (n − w + 1))
windows.
(4) If n−w+1 ≤ tj−1e < tje, it is not the first appearance in any window of length w, because
ai(tj−1e ) and ai(t
j
e) always appear together in such windows (the last n− tje + 1 windows
of length w). We express this zero as rtje − rtje.
3The Denning-Schwartz formula can compute the steady-state footprint in linear time but not the footprint.
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We merge all the above terms except the subtractive term in the third and fourth cases.
We call the sum fp2(w), which can be written concisely as
fp2(w) =
n∑
i=1
min(i, w)× rt(i)
We calculate the negative term in the third and fourth case as fp3(w). Note that the
problem is now isolated since the access tje lies within the last length-w window, t
j
e >
n − w + 1. A straightforward solution is to profile the reuse time as before but only for
the last w − 1 accesses, ai(n − w + 2 . . . n). We denote the first and last accesses in the
sub-trace by f ′e and l
′
e. For an element e, f
′
e equals to t
j
e − (n− w + 1) in the third case. If
fe > n− w + 1, we have f ′e = fe − (n− w + 1) and add fe − (n− w + 1) to fp3(w). Using
the reuse time histogram of the sub-trace, fp3(w) can be calculate as:
fp3(w) =
w∑
i=1
i× rt′(i) +
m∑
e=1
f ′e −
∑
n−w+1<fe
(fe − (n− w + 1))
We actually do not need to profile again. As a property of the reuse time, we have
n−1∑
i=1
i× rt(i) =
m∑
e=1
(le − fe). Then fp3(w) equals to:
fp3(w) =
m∑
e=1
l′e −
∑
n−w+1<fe
(fe − (n− w + 1))
=
∑
n−w+1<le
l′e −
∑
n−w+1<fe
(fe − (n− w + 1))
=
∑
n−w+1<le
(le − (n− w + 1))−
∑
n−w+1<fe
(fe − (n− w + 1))
Putting it all together, the final formula is:
(n− w + 1)fp(w) = fp1(w) + fp2(w)− fp3(w) = wm+
n∑
i=1
min(i, w)× rt(i)
−
m∑
e=1
d(w − fe)−
m∑
e=1
d (le − (n− w + 1)) (9)
There is another explanation for the first and the last terms in Equation 9. wm means
that the first access of every element contributes w to the footprint, but for fe < w, it only
appears in m− (w − fe) windows.
The additive formula shows the WS-FP equivalence directly. When n is infinite in the
additive formula, all the terms except for fp2 can be omitted and the additive formula is
equivalent to Denning-Schwartz.
2.5.2. The Incremental Formula We say that a footprint calculation fp(w) is incremental if
it uses just the part of the reuse histogram rt(i) for i ≤ w. The Xiang formula and the
additive method are not incremental because they require the full reuse-time histogram to
compute any non-trivial footprint.
To obtain an incremental solution, we start from the initial estimate that every window
of size w contains w distinct elements. The maximal sum of working-set sizes is then (n−
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w+1)w. In the following derivation, we divide an access sequence into three parts: the head
ai(1 . . . w − 1), the body ai(w . . . n− w + 1), and the tail ai(n− w + 2 . . . n).
We now decreased the initial estimate (n − w + 1)w by removing the duplicates in all
windows in each part. Let’s first consider the body and assume that tj1−1e < w ≤ tj1e < · · · <
tj2−1e ≤ n−w+1 < tj2e for element e. Consider a case where j satisfies j1 ≤ j−1 < j ≤ j2−1.
The two accesses ai(tj−1e ) and ai(t
j
e) appear in d(w − rtje) windows. All accesses of e in the
body decrease the initial estimate by d(w − rtj1+1e ) + · · ·+ d(w − rtj2−1e ).
In the head sequence, ai(1 . . . w − 1), if tj−1e < w ≤ tje, the first j − 2 accesses duplicate
t1e+t
2
e+ · · ·+tj−2e times in the first w windows, and the (j−1)th access duplicates d(w−rtje)
times. Similarly in the tail ai(n−w+2 . . . n), if tj−1e ≤ n−w+1 < tje, accesses of e decrease
the initial estimate by d(w − rtje) + (w − tj+1e ) + · · ·+ (w − tke).
The processing is shown in Algorithm 2 for the head and the tail of a memory trace.
The algorithm adds tie or (w − tje) and subtracts rt in each part. It requires specialized
information collection and has no succinct (mathematical) representation except for the
algorithm. Given their results as lhead, ltail, the complete formula is:
(n− w + 1)fp(w) = (n− w + 1)w −
w−1∑
i=1
(w − i)rt(i) + lhead+ ltail
ALGORITHM 2: The Head/Tail Processing of the Incremental Method
1 la(m)← {0};
2 for i = 1 to w − 1 do
3 if la(ai(i)) 6= 0 then
4 lhead← lhead− la(ai(i)) + (i− la(ai(i)));
5 end
6 la(ai(i))← i;
7 end
8 la(m)← {0};
9 for i = n− w + 2 to n do
10 if la(ai(i)) 6= 0 then
11 ltail← ltail − (w − i) + (i− la(ai(i)));
12 end
13 la(ai(i))← i;
14 end
To obtain a mathematical description, we use the sub-formula from the additive method
to calculate the footprint for windows in the head and tail parts directly.
First, we re-calculate the footprint just for the body part. For each access in ai(w . . . n−
w + 1), we start by assuming that every access contributes w to the footprint and obtain
the initial estimate (n − 2w + 2)w. Assume e’s reuse time sequence is tj1−1e < w ≤ tj1e <· · · < tj2−1e ≤ n−w+ 1 < tj2e . Based on the previous explanation, the estimate is decreased
by d(w − rtj1+1e ) + · · ·+ d(w − rtj2−1e ).
For each access in the head ai(1 . . . w − 1) and tail ai(n − w + 2 . . . n), we use the RT
sequence algorithm to traverse either of them and denote the results as f ′,rt′,l′ and f ′′,rt′′,l′′
respectively. If an element e is accessed in ai(1 . . . w − 1), we have l′e = tj1−1e . So ai((l′e
contributes l′e− d(w− rtj1e ) to the footprint. Similarly, if e is accessed in ai(n−w+ 2 . . . n),
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and ai(f ′′e ) contributes (w − f ′′e ) − d(w − rtj2e ). Let the contributions of the head and the
tail be lhead′ and ltail′. They can be calculated as:
lhead′ =
m∑
e=1
l′e +
w−1∑
i=1
(w − i)rt′(i) =
m∑
e=1
f ′e + w
w−1∑
i=1
rt′(i)
ltail′ =
m∑
e=1
(w − f ′′e ) +
w−1∑
i=1
(w − i)rt′′(i) = w(w − 1)−
m∑
e=1
l′′e
Putting it all together, the incremental method is:
(n− w + 1)fp(w) = (n− 2w + 2)w −
w−1∑
i=1
(w − i)rt(i) + lhead′ + ltail′
= (n+ 1)m+ (n− 2m)w −
w−1∑
i=1
(w − i)rt(i)
+
m∑
e=1
min(fe, w)−
m∑
e=1
max(le, n− w + 1) (10)
The incremental method computes the footprint in O(w) time and O(w) space. When
w  m, it has a significant advantage in efficiency over all previous solutions.
2.6. Frequency Locality
Frequency is concise — for any n accesses to m data, the average access frequency per
datum is n/m, a single number.
It is commonly known as “hotness” [Chilimbi et al. 1999; Rubin et al. 2002]. Program
data with a greater number of reuses are hotter. The locality is better if the “temperature”
is higher. However, the ratio completely ignores the order of data access. The following
three traces have the same access frequency but different locality. We name the first two
following [Denning and Kahn 1975] and the last one following [Ding and Kennedy 2004].
cyclic:e1, e2, . . . , em, e1, e2, . . . , em
sawtooth:e1, e2, . . . , em, em, . . . , e2, e1
fused:e1, e1, e2, e2, . . . , . . . , em, em
The locality depends on not just the frequency but also the recency of reuse. Although the
three traces reuse the same data, the locality of fused is better than sawtooth, and sawtooth
better than cyclic. The closer the reuse is, the better the locality.
In theory, Snir and Yu showed that the complete locality cannot be captured by a fixed
size representation [Snir and Yu 2005]. One way to measure locality is mr(c) for all c ≥ 0.
The Snir-Yu limit implies that the frequency conversion has lost too much information —
it is impossible to compute the miss ratio from a fixed number of access frequencies.
Not all locality definitions are equally usable. For the example, the fused sequence has
optimal locality, because no other access order can further reduce any reuse distance. This
optimality is obvious when analyzed using reuse distance but not using footprint or miss
ratio. Since different locality definitions are related, we can now take the optimal locality in
one metric, e.g. reuse distance, and derive the optimal values of other metrics, e.g. footprint
and miss ratio. The next section presents the complete conversion theory.
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2.7. The Complete Theory
Figure 3 shows the MTL graph, where each node is a metric of locality, each directed edge a
conversion and, if the edge has a cross (×), the assertion that no such conversion exists. An
undirected edge means two directed edge in opposite directions. The MTL conversions are
injective. A series of directed edges form a path. The transitive relation gives the conversion
or its impossibility between every pair of metrics.
sequence metrics
×
a data access
sequence
address independent sequences
AI
per datum reuse time sequences
PD·RT
reuse time sequences
RT
reuse distance sequences
RD
per datum reuse distance sequences
PD·RD
AI
histogram metrics
RT
RD
PD
PD
Thm 2.2
Thm 2.1
HI
HI
HI
HI
per datum reuse time histograms
HI·PD·RT
reuse time histogram
HI·RT
reuse distance histogram
HI·RD
per datum reuse distance histograms
HI·PD·RD
SUM
SUM
×
×
timescale metrics
hotness
Xiang formula
additive method
incremental method
miss ratio curve
mr(c) for all c
footprint
fp(x)
stack distance theory
cache metricssingleton
(no measurement)
fill time 
ft(c)
miss ratio
mr(c) for some c
×
working-set
s(T)
steady-state fp
ss-fp(x)
ws-fp 
Equivalence fp differentiation
frequency metrics
×
Denning-Schwartz
HOTL
Snir-Y
u lim
it
Sm
ith, Sen-W
ood
Snir-Y
u limit
Easton-Fagin
Thm 2
.4
Thm 2.4
Thm 2.5 
Thm 2.6
access metrics
H
O
TLfp 
differentiation
Sec 2.3.6
Fig. 3. The conversion between the metrics of MTL
The locality metrics are grouped by categories (Figure 1) into six areas in the MTL
graph separated by dotted lines. Timescale locality is centrally connected: it is the hub that
connects histogram and cache metrics and through them, all metrics.
All the metrics in the MTL graph are from existing work. The contribution of the pre-
ceding sections is the connection of these metrics in particular the conversion and non-
equivalence results that required for all-to-all relations and were absent from past work.
2.8. Usefulness in Practice
The measurement theory helps to solve problems in practice. The first is precision. All met-
rics in the MTL graph are defined by mathematics or algorithms. The second is concision
and completeness in their relations. A metric may be computed in different ways, and this
is shown by multiple paths from the root. Every derivation between two locality concepts is
represented by a path in the graph. Each conversion (edge) in the MTL graph is indivisible
within itself, i.e. atomic. The third is modularity. A path decomposes a complex construc-
tion into individual steps. When there are multiple paths to derive the same metric, their
overlap shows shared intermediate concepts and steps. These combinatorial choices are fully
expressed but without being enumerated.
Mathematics is not just precise but maintains the precision after many steps of derivation.
Furthermore, it proves results for all programs, which are therefore universal. For example,
for all programs, it takes linear time to computed the miss ratio of all cache sizes, and the
computed miss ratio is bounded and monotone (Theorem 2.9).
Researchers can use multiple metrics when solving a problem. As the example in Sec-
tion 2.6 shows, it is often convenient to formulate a problem using one metric and solution
in another. The measurement theory gives researchers full freedom in using these concepts
in practice. Its equivalence and conversion results provide safe bridges, and non-equivalence
results mark the boundary and limitations.
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3. Related Work
We review more related work in more detail in the following three areas:
Timescale Locality In 1972, Denning and Schwartz gave a linear-time, iterative formula
to compute the average working-set size from reuse times (inter-reference intervals). The
derivation was based on stochastic assumptions — that a trace is infinite and generated
by a stationary Markov process, i.e. a limit value exists. Later work extended the formula
and used it on finite-length traces but did not extend the original theory [Denning and
Slutz 1978; Slutz and Traiger 1974]. The equivalence theorem (Theorem 2.6) provides a
theoretical justification why the Denning-Schwartz formula is accurate without stochastic
assumptions.
Shen was the main inventor of a formula that converts from reuse time to reuse distance
statistically [2007a]. Given the reuse time histogram, the Shen formula predicts the most
likely reuse distance histogram. The conversion was 99% accurate and used by the open-
source programming tool SLO [Beyls and D’Hollander 2006]. The conversion has many steps.
It was difficult to understand the reason for its accuracy. The authors actually admitted in
the paper that their “formula is hard to interpret intuitively.”
Shen et al. [2007a] defined p(w) as “the probability of any given data element to appear
in a time interval of length” w and computed as follows from the reuse time histogram:
p(w) =
w∑
i=1
n−1∑
j=i+1
rt(j)
m− 1
If we take the difference p(w+1)−p(w), we see that it is equivalent to the Denning-Schwartz
formula divided by m− 1:
p(w + 1)− p(w) =
n∑
i=w+2
rt(i)
m− 1
From footprint, the probability is p(w) = fp(w)/(m−1). From its concavity (Corollary 2.8),
we can easily prove that fp(w)/m is bounded between 0 and 1, as it should being a proper
value of probability. The reason for m−1 is to model the reuse distance. The reused datum
cannot be accessed inside a reuse window. The Shen formula can predict the reuse distance
histogram accurately for many applications, which shows the accuracy of timescale locality.
In 2010, Eklov and Hagersten developed Statcache and showed that it was highly accurate
(98%) for computer-architecture evaluation. Statcache estimates the average reuse distance
ES(r) of all the accesses with the same reuse time r. Eklov and Hagersten [2010] defined
Fj as the fraction of all memory references with a reuse time greater than j and computed
the average reuse distance ES(r) using the following formula:
ES(r) =
r∑
j=1
Fj =
r∑
j=1
n∑
i=j+1
rt(i)
The purpose and the method of Statcache are similar to Shen. While the basic formula
is identical to Denning-Schwartz, Statcache also developed extremely fast measurement
through a novel type of random sampling [Eklov and Hagersten 2010]. The subsequent
application of Statstack won a best paper award a year later for its efficiency and accu-
racy [Eklov et al. 2011], which are the benefits of using timescale locality to model CPU
caches.
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The correctness of footprint differentiation was initially validated on the CPU cache [Xi-
ang et al. 2011b, 2013]. Three studies since 2014 further evaluated it for fully-associative
LRU cache: memory access in data cache [Wang et al. 2015], object access in key-value
cache, i.e. Memcached [Hu et al. 2015], and disk access in server cache [Wires et al. 2014].
The three studies re-implemented the footprint analysis independently and reported high
accuracy through extensive testing. Hu et al. showed superior speed of convergence using
the theory [Hu et al. 2015]. Wang et al. showed strong correlation (coefficient 0.938) between
the predicted miss ratio and measured co-run speed [Wang et al. 2015].
Shared Cache Modeling Published in 1978, the work of Easton and Fagin was among
the first to model the effect of cache sharing due to time sharing. The paper explains the
recipe intuitively but “without proof”. Section 2.4.3 derives the recipe mathematically from
the measurement theory. A technique to model shared cache is concurrent reuse distance,
which shows the locality of a parallel execution precisely but does not have the property of
composition as timescale metrics do [Schuff et al. 2010; Wu and Yeung 2013]. Many other
techniques are hybrids where the locality is by reuse distance and the interference is by
footprint [Chen and Aamodt 2009; Suh et al. 2001; Xiang et al. 2011a; ?], including one of
the first models of multicore cache [Chandra et al. 2005]. The relations among these three
types of models, footprint, reuse distance, and hybrid, are explained by the measurement
theory.
Cache Benchmark Synthesis Benchmark synthesis is the construction of a synthetic pro-
gram with desirable locality. It is locality metric conversion in the opposite direction to a
trace. Synthesis has been used to solve two practical problems. The first is memory prob-
ing with parameterized locality to examine machine performance in multiple use scenarios.
APEX-MAP is such a probe program that can be configured so its execution exhibits a
distribution of reuse distances similar to a given target [Ibrahim and Strohmaier 2010].
While APEX-MAP approximates, an algorithm by Shen and Shaw [2008] generates a trace
that has the exact reuse distance histogram as specified. The second use of synthesis is
black-box benchmark cloning, for which cache behavior cloning is a sub-problem. A system
called WEST generates a stochastic trace based on the reuse distance distribution within
each cache set, in order to accurately replicate the behavior of set-associative caches [Bal-
akrishnan and Solihin 2012].
4. Summary
This paper has formally defined major metrics of locality, grouped them into six categories,
and showed a series of relations and properties, including the equivalence between sequence
metrics, non-equivalence between histogram metrics, the equivalence between two timescale
metrics, a formal justification of the Easton-Fagin recipe, the first solution that computes all
miss ratios from the footprint in linear time, and from these results, a complete measurement
theory of locality.
APPENDIX
Non-equivalence of Histogram Metrics In the following three theorems, counter examples
are used to disprove equivalence.
Theorem A.1. The memory trace cannot be built from its RT histogram or RD his-
togram, or the histograms of individual elements.
Proof. The following two AI traces are different but have the same reuse distance
histogram and reuse time histogram for the whole trace and for individual elements:
ai:e1, e2, e1, e2, e2, e1 ai
′ : e1, e2, e2, e1, e2, e1
rt:∞,∞, 2, 2, 1, 3 rt′ :∞,∞, 1, 3, 2, 2
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rd:∞,∞, 2, 2, 1, 2 rd′ :∞,∞, 1, 2, 2, 2
Theorem A.2. The RD histogram cannot be built from the RT histogram of the whole
trace or individual elements.
Proof. The following two memory traces produce the same reuse time histogram but
different reuse distance histograms, where accesses to e2, e4 are marked by e2
:
, e4 and the
change of their location by e2, e4:
ai : e1, e2
:
, e3, e4, e3, e4, e1, e2
:
, e3, e4, e3, e2
:
, e3, e2, e3, e4, e3, e2
:
, e1
rt : ∞,∞,∞,∞, 2, 2, 6, 6, 4, 4, 2, 4, 2, 2, 2, 6, 2, 4, 12
rd : ∞,∞,∞,∞, 2, 2, 4, 4, 4, 4, 2, 3, 2, 2, 2, 3, 2, 3, 4
ai′ : e1, e2
:
, e3, e4, e3, e2, e1, e2
:
, e3, e4, e3, e2
:
, e3, e4, e3, e4, e3, e2
:
, e1
rt′ : ∞,∞,∞,∞, 2, 4, 6, 2, 4, 6, 2, 4, 2, 4, 2, 2, 2, 6, 12
rd′ : ∞,∞,∞,∞, 2, 3, 4, 2, 3, 4, 2, 3, 2, 3, 2, 2, 2, 3, 4
Theorem A.3. The RT histogram cannot be built from the RD histogram of the whole
trace or individual elements.
Proof. The following two memory traces produce the same reuse distance histogram
but different reuse time histograms:
ai : e1, e2, e3, e4, e3, e4, e1, e2, e3, e4, e3, e2, e1
rt : ∞,∞,∞,∞, 2, 2, 6, 6, 4, 4, 2, 4, 12
rd : ∞,∞,∞,∞, 2, 2, 4, 4, 4, 4, 2, 3, 4
ai′ : e1, e2, e3, e4, e3, e4, e2, e1, e3, e4, e3, e2, e1
rt′ : ∞,∞,∞,∞, 2, 2, 5, 7, 4, 4, 2, 5, 11
rd′ : ∞,∞,∞,∞, 2, 2, 3, 4, 4, 4, 2, 4, 4
B. lemma 2.4 to theorem 2.5
n−1∑
i=1
i× rt(i) =
m∑
e=1
(le − fe)
=
m∑
e=1
(le − (n−m) + (n−m)− fe)
= (n−m)×m+
m∑
e=1
(le − (n−m))−
m∑
e=1
fe
= (n−m)×m+
m∑
i=1
i−
m∑
i=1
i
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= (n−m)×m
C. Eq. (??) to Eq. (10)
(n− w + 1)fp(w)
= (n− w + 1)m−
n∑
i=w+1
(i− w)rt(i)
−
m∑
e=1
d(fe − w)−
m∑
e=1
d(n− w + 1− le)
= (n− w + 1)m−
n∑
i=w+1
i× rt(i) + w
n∑
i=w+1
rt(i)
−
m∑
e=1
d(fe − w)−
m∑
e=1
d(n− w + 1− le)
= (n− w + 1)m−
n∑
i=1
i× rt(i) +
w∑
i=1
i× rt(i)
+w
n∑
i=1
rt(i)− w
w∑
i=1
rt(i)
−
m∑
e=1
d(fe − w)−
m∑
e=1
d(n− w + 1− le)
= (n− w + 1)m+
w∑
i=1
i× rt(i)− w
w∑
i=1
rt(i)
+w(n−m)−
m∑
e=1
(le − fe)
−
m∑
e=1
d(fe − w)−
m∑
e=1
d(n− w + 1− le)
= (n+ 1)m+ (n− 2m)w −
w−1∑
i=1
(w − i)rt(i)
+
m∑
e=1
min(fe, w)−
m∑
e=1
max(le, n− w + 1)
D. Eq. (??) to Eq. (9)
(n− w + 1)fp(w)
= (n− w + 1)m−
n∑
i=w+1
(i− w)rt(i)
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−
m∑
e=1
d(fe − w)−
m∑
e=1
d(n− w + 1− le)
= (n− w + 1)m−
n∑
i=w+1
(i− w)rt(i)
−
m∑
e=1
(fe − w)−
m∑
e=1
(n− w + 1− le)
+
∑
fe<w
(fe − w) +
∑
n−w+1<le
(n− w + 1− le)
= (n− w + 1)m−
n∑
i=w+1
(i− w)rt(i)
+
m∑
e=1
(le − fe) +mw −m(n− w + 1)
+
∑
fe<w
(fe − w) +
∑
n−w+1<le
(n− w + 1− le)
= w
n∑
i=w+1
rt(i)−
n∑
i=w+1
i× rt(i) +
n∑
i=1
i× rt(i) +mw
+
∑
fe<w
(fe − w) +
∑
n−w+1<le
(n− w + 1− le)
=
n∑
i=1
min(i, w)rt(i) +mw
−
m∑
e=1
d(w − fe)−
m∑
e=1
d(le − (n− w + 1))
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