When we recall an experience, we rely upon the associations that we formed during the experience, such as those among objects, time, and place [1] . These associations are better remembered when they are familiar and draw upon generalized knowledge, suggesting that we use semantic memory in the service of episodic memory [2, 3] . Moreover, converging evidence suggests that episodic memory retrieval involves the reinstatement of neural activity that was present when we first experienced the event. Therefore, we hypothesized that retrieving associations should also reinstate the neural activity responsible for semantic processing. Indeed, previous studies have suggested that verbal memory retrieval leads to the reinstatement of activity across regions of the brain that include the distributed semantic processing network [4] [5][6], but it is unknown whether and how individual neurons in the human cortex participate in the reinstatement of semantic representations. Recent advances using high-density microelectrode arrays (MEAs) have allowed clinicians to record from populations of neurons in the human cortex [7, 8]. Here we used MEAs to record neuronal spiking activity in the human middle temporal gyrus (MTG), a cortical region supporting the semantic representation of words [9][10][11], as participants performed a verbal paired-associates task. We provide novel evidence that population spiking activity in the MTG forms distinct representations of semantic concepts and that these representations are reinstated during the retrieval of those words.
SUMMARY
When we recall an experience, we rely upon the associations that we formed during the experience, such as those among objects, time, and place [1] . These associations are better remembered when they are familiar and draw upon generalized knowledge, suggesting that we use semantic memory in the service of episodic memory [2, 3] . Moreover, converging evidence suggests that episodic memory retrieval involves the reinstatement of neural activity that was present when we first experienced the event. Therefore, we hypothesized that retrieving associations should also reinstate the neural activity responsible for semantic processing. Indeed, previous studies have suggested that verbal memory retrieval leads to the reinstatement of activity across regions of the brain that include the distributed semantic processing network [4] [5] [6] , but it is unknown whether and how individual neurons in the human cortex participate in the reinstatement of semantic representations. Recent advances using high-density microelectrode arrays (MEAs) have allowed clinicians to record from populations of neurons in the human cortex [7, 8] . Here we used MEAs to record neuronal spiking activity in the human middle temporal gyrus (MTG), a cortical region supporting the semantic representation of words [9] [10] [11] , as participants performed a verbal paired-associates task. We provide novel evidence that population spiking activity in the MTG forms distinct representations of semantic concepts and that these representations are reinstated during the retrieval of those words.
RESULTS
Six participants (four males; age 34.8 ± 11.5 years) with drugresistant epilepsy participated in a verbal paired-associates task ( Figure 1A ). Participants studied 400 ± 63 (mean ± SEM) word pairs and successfully recalled 23% ± 5% of words. In every experimental session, participants vocalized more correct words than would be expected by chance (p < 0.05, permutation procedure; see the STAR Methods for details). First, we tested whether participants were using the meaning of the words to remember the associations. Across participants, correctly recalled word pairs were more semantically related to each other than words pairs that were not successfully remembered (t[4] = 3.66, p = 0.022; Figure 1B ; see the STAR Methods for details). In addition, when participants responded with an intrusion (incorrect word; 18% ± 6% of trials; intra-list intrusions 2.5% ± 0.007% of trials; Table S1), the cue word was more semantically related to the intruded word than the expected word ( Figure 1C ). Thus, we see behavioral evidence that participants were using their semantic memory system to facilitate memory encoding and retrieval.
While participants performed the task, we captured single-unit spiking activity from populations of neurons in the middle temporal gyrus (MTG) using specialized 96-channel microelectrode arrays (MEAs) implanted for research purposes (Blackrock Microsystems; 31 ± 9 isolated units per experimental session; 88 ± 31 unique units per participant; Figures 1D-1G and S1). Single-unit responses to word presentation during the encoding period were heterogeneous, with some units showing an increase in firing rate and others showing a decrease (Figures 2A and S2A-S2D). Overall, 127 of 556 (23%) of units showed a significant response to words (p < 0.05, t test), consistent with this area's role in semantic processing.
We next determined the percentage of units across all participants exhibiting a significant difference in spiking activity between correct and incorrect trials during every time window (1-s windows, 100-ms steps; p < 0.05, two-sample t test; see the STAR Methods for details). This value increased to above chance level (p < 0.05, permutation procedure) during both the encoding and retrieval periods ( Figure 2B ). Comparing the mean spiking activity between correct and incorrect trials across participants, we found an overall decrease in spike rate for correct trials during encoding, but not during retrieval (p < 0.05, permutation procedure; Figure 2C ). The differences in mean spike rates between correct and incorrect trials were more apparent when examining just the units with overall decreases during the encoding period ( Figure S2D ). To test whether this decrease in activity was related to sparse coding, in every trial we computed the proportion of active units within the population (see the STAR Methods for details) [13] . Across all trials, we found that a smaller proportion of units was active during correct compared to incorrect trials (t[5] = À3.41, p = 0.019; Figures 2D, S2E, and S2F), suggesting that subsequently remembered words were more sparsely coded.
Despite the heterogeneity across the population of units, on average, each individual unit tended to have similar activity between encoding and retrieval when the word was successfully remembered ( Figures 2E and S2B ). This suggests that successful retrieval involves reinstatement of population spiking activity. To explicitly test this on a trial-by-trial basis, we constructed representations of the distributed spiking activity across all units for every time point, and we generated a precise temporal map of reinstatement between the encoding and retrieval periods of every trial ( Figure 3A ).
Across participants, we found significantly greater reinstatement of population spiking activity during correct compared to incorrect trials (p % 0.015, permutation procedure; Figures 3B  and 3C ). When a word pair was successfully remembered, the population activity 1-3 s into the encoding period was reinstated during the retrieval period about 1 s before a correct response. We designated this time window as our temporal region of interest (tROI) for further analyses ( Figure 3C , black outline). This significant difference in spiking reinstatement was robust: consistent effects were present when we examined the data across sessions rather than participants (p = 0.0095, 16 sessions; Figure S3A ), when we examined retrieval periods time locked to the onset of the cue word (p % 0.015; Figure S3B ), and when we restricted our analysis to include only experimental sessions in which the participants were tested with the full list length (six word pairs; p % 0.015, permutation procedure; Figure S3C; see the STAR Methods for details).
We next asked whether the strength of reinstatement was related to the semantic relatedness of the words in each correct trial, as might be predicted by our behavioral analysis. We pooled all correct trials from all participants and divided them into three equally sized bins (terciles) according to the semantic relatedness of the words. Although correct trials exhibited both greater reinstatement and greater semantic relatedness than incorrect trials, within the correct trials we found no significant relation between the strength of reinstatement and semantic relatedness (p > 0.05; Figures S3D-S3F) .
We sought to test whether the observed reinstatement during correct trials was specific to individual word pairs or reflected general encoding processes, such as visual perception or attention. To do so, we shuffled correct and incorrect trial labels and compared the reinstatement between the shuffled and true data ( Figures 3D and 3E ). We first shuffled the labels of all retrieval periods to empirically generate a null condition. The average reinstatement in the tROI of the original unshuffled data was significantly greater than that of the shuffled data (t[5] = 4.41, p = 0.0070). We next shuffled the labels of only the correct retrieval periods. If the observed reinstatement reflects general encoding and retrieval processes, then reinstatement using the shuffled correct retrieval periods should be identical to that observed using the original correct trials. We found that the average level of reinstatement in the tROI for shuffled correct trials was significantly less than that of the unshuffled data (t[5] = 2.70, p = 0.043), whereas it was significantly greater than that of the null condition (t[5] = 4.41, p = 0.0070). To test whether reinstatement is affected by slow temporal drifts in neural activity, we restricted shuffling to only swap retrieval periods from adjacent correct trials (average 97 ± 19 s apart). Reinstatement was still significantly less than in the original unshuffled data (t[5] = 4.14, p = 0.0090), but not different than the average reinstatement after shuffling all correct trials (t[5] = À0.17, p = 0.87). These comparisons suggest that population spiking activity reinstates representations of specific word pairs rather than a general encoding process.
Finally, given the known interaction between spiking activity and the local field potential (LFP) signal [14, 15], we were interested in whether there was also evidence of reinstatement using the micro-LFP signals recorded from the microelectrodes. In this case, we used the micro-LFP voltage trace to calculate the See also Figure S1 and Table S1 . Figure S3G ). Furthermore, we found consistent effects after restricting the feature vectors to only include theta (p % 0.015, permutation procedure) or high-gamma band activity (p % 0.015, permutation procedure), two frequency bands that have previously been implicated in successful memory encoding and retrieval [6] .
DISCUSSION
Our results provide direct evidence that successfully retrieving associations between words involves reinstatement of population spiking activity in the MTG, a brain region previously highlighted for its role in semantic processing [ Figure S2 .
neural activity, such as fMRI blood oxygen level-dependent (BOLD) and intracranial electroencephalogram (iEEG) oscillatory activity [4] [5] [6] 16] . While these methods provide a useful proxy for neuronal activity, they cannot resolve whether episodic memory retrieval involves the reinstatement of cortical spiking patterns specific to each experience. Our results therefore extend the understanding of the role of the cortex in episodic memory retrieval, by demonstrating reinstatement at the level of individual neurons in the human MTG as participants encode and subsequently retrieve verbal associations.
When encoding an experience into memory, the internally and externally perceived aspects of the experience are initially processed in the cortex and then integrated by the hippocampus into a cohesive memory [17, 18] . Indeed, studies of hippocampal single units in humans have demonstrated that hippocampal activity not only predicts how well word pairs will be remembered [19] but also exhibits stimulus-specific activity [20] and reinstatement during memory retrieval [21, 22] . However, while the hippocampus is engaged when storing and retrieving associative memories [23, 24] , ultimately the interaction with cortical sensory and association areas is required to re-experience the event [18, 25] . As such, our data provide evidence for this proposed mechanism of episodic memory retrieval, namely that recall of an experience involves reinstating the relevant cortical neuronal activity that occurred during the initial experience of the event.
The reinstatement that we observed here for verbal stimuli may be analogous to reinstatement that has been reported for perceptual stimuli in sensory regions [4, 16] . In this case, however, recalling word pair associations involves reinstatement of semantic representations in the MTG, thus enabling one to retrieve the identity of the missing word.
In the paired-associates task used here, participants form associations between unrelated words, and these associations constitute the individual episodes or experiences that are subsequently recalled. Participants can use many strategies to form these associations. They could associate the low-level perceptual features of the words without drawing upon the meaning of the words (e.g., for DESK and COPPER, they could rehearse a single novel word, DESKCOPPER). Alternatively, encoding these associations may draw upon the meanings of the words in order to form a conceptual link between them using imagery or other semantic strategies that elaborate on these meanings (e.g., visualizing a DESK made of COPPER) [1, 2] . Both our data ( Figure 1B ) and previous studies [2, 3] support this latter possibility, as participants are more likely to correctly recall word pairs that are more semantically related. Therefore, cortical regions responsible for semantic processing, particularly those that relate written words to their meanings, such as the anterior temporal lobe [9, 10], should be engaged when forming these associations.
Consistent with this, we demonstrate that a significant proportion of units in the human MTG are responsive to the presentation of individual word pairs. Although we observed patterns of neuronal activity specific to individual word pairs, we found that the majority of units exhibit significant decreases in activity during successful encoding, while only some exhibit significant increases. One possible reason may be related to sparse coding, in which an item is represented by the distributed activity of only a small number of neurons [13, 26, 27] . In this case, such a representation could be enhanced by silencing all uninvolved neurons, which would lead to an overall decrease in the population activity. Indeed, fewer neurons were active during correct compared to incorrect encoding periods ( Figure 2D ), and responses were heterogeneous between neurons for any given word pair and within neurons between individual word pairs. When we separately examined the responses of units exhibiting decreased activity during the encoding period, we found stronger decreases in spiking activity during correct trials compared to incorrect trials ( Figure S2D ). These data suggest that more effective silencing of overall unit activity during encoding may enhance the sparse spiking representation and, therefore, the memory of the word pair association. Future studies could further elaborate on the existence of sparse coding in this region by examining the population response to repeated presentations of identical stimuli.
Given the variety of strategies that may be deployed when trying to link a pair of words, however, it is possible that the observed cortical activity does not precisely reflect the representation of an individual semantic concept. Instead, such activity could reflect a combination of the two words or any semantic representation the participant utilized internally to facilitate encoding of the word pair. Our data cannot distinguish between these possibilities. Nevertheless, we found reinstatement of neuronal responses unique to each individual word pair, suggesting that a specific semantic representation is engaged and stored for future use in the MTG as new associations are formed. Of note, we did not find a significant relationship between the strength of reinstatement and the semantic relatedness of each correctly recalled word pair. Our data therefore suggest that, while it may be easier to form associations between semantically related words, once formed, each association has a specific neural representation in the brain that is reinstated when it is recalled, regardless of how easy or hard it was to initially form that association. Our data also suggest that the reinstatement observed here may not be particular only to episodic memory. In fact, successful memory formation in our task may also involve working memory. The list length used here falls within the range of working memory capacity [28, 29] , even with the presence of an intervening distractor task [30] . When restricting our analysis to those sessions that involved the full list length and a longer distracting interval, however, we still observed significantly greater reinstatement of spiking activity during correct compared to incorrect trials. Hence, our data suggest that neural reinstatement is a feature of long-term memory retrieval but also raise the possibility that reinstatement of neural activity may be a more general process that is invoked whenever a memory is retrieved.
We previously reported distributed reinstatement of iEEG oscillatory activity across multiple cortical regions, as well as localized reinstatement of iEEG gamma activity in the anterior temporal lobe [6] . Here we show that the same region of the anterior temporal lobe also exhibits reinstatement at the level of individual neurons and micro-LFP, demonstrating that this is a robust phenomenon that spans multiple spatial scales. Distributed reinstatement could reflect communication between brain regions [31] , whereas localized gamma activity in iEEG and micro-LFP likely represents population-averaged spike rates in the electrode's vicinity [14] . Here we found heterogeneous responses and sparse coding attributable to the activity of individual neurons, which may not be evident in high-gamma activity alone even at the level of micro-LFP signals. These additional features of neuron-level reinstatement may be important for the representation of individual semantic concepts. Of note, examining both spiking and iEEG activity in participants with drug-resistant epilepsy raises the possibility that the observed responses here may be affected by the underlying pathological process. Although we removed all trials affected by transient ictal activity and based our findings only on within-participant comparisons between correct and incorrect trials, our data need to be interpreted in the context of other studies of memory in the healthy brain.
In summary, our findings provide new insights into the role of the human anterior MTG in episodic memory encoding and retrieval at the neuronal level. We show that the reinstatement of spiking activity in the MTG is unique to the association formed between each pair of words. Given the role of the MTG in semantic processing, our data therefore suggest that forming these associations involves a specific semantic representation for each word pair, and, more generally, that this region may play a role in recalling the semantic content and overall meaning of our past experiences.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Six participants (4 male; age 34.8 ± 11.5 years) with medication-resistant epilepsy underwent a surgical procedure in which platinum recording contacts (PMT Corporation, Chanhassen, MN, USA) were implanted subdurally on the cortical surface as well as deep within the brain parenchyma. For research purposes, we placed one or two 96-channel microelectrode arrays (MEA; 4 3 4 mm, Cereplex I; Blackrock Microsystems, Salt Lake City, UT, USA) in the middle temporal gyrus (MTG) of each participant in addition to the subdural grid ( Figures 1D, 1E , and S1). MEAs were implanted only in participants with a presurgical evaluation indicating clear seizure localization in the temporal lobe. Hence, the implant site in the MTG was chosen to fall within the expected resection area. Each MEA was placed in an area of cortex that appeared normal both on the pre-operative MRI and on visual inspection. Across participants, MEAs were implanted 14.6 ± 3.7 mm away from the closest iEEG electrode with any ictal or interictal activity identified by the clinical team. Four out of the six participants received or are planning to receive a surgical resection which includes the tissue where the MEAs were implanted. One participant had evidence of focal cortical seizure activity and received a localized resection posterior to the MEA site. One participant did not have a sufficient number of seizures during the monitoring period to justify a subsequent resection. Microelectrodes were arranged in a 10 3 10 grid with each electrode spaced 400 mm apart and extending 1.5 mm into the cortical surface (1.0 mm for one participant). Post-operative paraffin blocks of the resected tissue demonstrated that the electrodes extended approximately halfway into the 3 mm-thick gray matter ( Figure S1B ). We identified the location of each MEA on a surface reconstruction created using each participant's pre-operative T1 weighted MRI (FreeSurfer, http://surfer.nmr.mgh.harvard.edu). Individual participant reconstructions were co-registered with a standard template brain [32] , and the locations of each participant's MEA were visualized on the template brain ( Figure 1D ). The NINDS Institutional Review Board (IRB) approved the research protocol, and we obtained informed consent from patients explicitly for the placement of the MEAs.
METHOD DETAILS

Paired-associates task
In the paired-associates verbal memory task, participants were sequentially shown a list of word pairs (encoding period) and then later cued with one word from each pair selected at random (retrieval period), during which they were instructed to say the associated word into a microphone ( Figure 1A) . A single experimental session consisted of 25 lists, where each list contained six pairs of common nouns shown on the center of a laptop screen. Each word pair was preceded by an orientation stimulus ('+') that appeared on the screen for 250 ms, followed by a blank interstimulus interval (ISI) between 500-750 ms. Word pairs were presented on the screen for 4000 ms followed by a blank ISI of 1000 ms. Following the presentation of the list of word pairs, participants completed an arithmetic distractor task of the form A + B + C = ? for 20 s. During the retrieval period, the timing of orientation stimulus ('?????') and word presentation was identical to that of the encoding period. We manually designated each recorded response as correct, intrusion, or pass. A response was designated as pass when no vocalization was made or when the participant vocalized the word 'pass'. We defined all intrusion and pass trials as incorrect trials.
A single session contained 150 total word pairs, or trials. Participants vocalized correct responses with a mean response time of 1878 ± 83 ms, and intrusions with a mean response time of 2577 ± 108 ms. For the remaining trials, participants either made no response to the cue word or vocalized the word 'pass' with a mean response time of 2637 ± 631 ms. For trials with no response, we assigned a response time that was randomly sampled from the distribution of all response times for that session. For three participants with low performance on the standard paired-associates task, we also collected sessions where the number of word pairs per list was reduced to either 2 (75 total lists) or 3 (50 lists), and the math distractor was shortened to a single equation, in order to approach a balanced number of correct and incorrect trials (see Table S1 ). On average, the time interval between the encoding and retrieval period of the same trial was 23.0 ± 2.4 s for the shortened sessions, and 58.4 ± 0.46 s for the full-length sessions. Each participant completed between 1-4 sessions (20 total sessions across all participants). We excluded four sessions due to low trial counts (< 10 correct or incorrect trials) or low unit counts (< 5 units). We defined each trial epoch as 1 s before to 4 s after the word onset during encoding, and 3 s before to 1 s after vocalization during retrieval.
We computed the semantic relatedness between each pair of words using the Word Association Space (WAS) [12] . WAS provides a database in which words are represented by 400-element vectors, computed from free association norms involving more than 5,000 words and 6,000 participants. We did not compute semantic relatedness for one participant who completed a Spanish version of the task (therefore, the degrees of freedom are 4 instead of 5 for comparisons using WAS). We quantified the semantic relatedness between two words in a pair by computing the cosine similarity between the two word vectors in this multidimensional semantic space.
Identification of single units
We digitally recorded microelectrode signals at 30 kHz using a Cerebus acquisition system (Blackrock Microsystems), with 16-bit precision and a range of ± 8 mV. To extract neuronal spiking activity, we re-referenced each electrode's signal offline by subtracting the mean signal of all the electrodes in the MEA, and then used a second order Butterworth filter to band pass the signal between 0.3 to 3kHz. Using a spike-sorting software package (Plexon Offline Sorter, Dallas, TX, USA), we identified spike waveforms by manually setting a negative or positive voltage threshold depending on the direction of putative action potentials. The voltage threshold was set to include noise signals used in calculating unit isolation quality (see below). Waveforms (duration, 1.067 ms; 32 samples per waveform) that crossed the voltage threshold were stored for spike sorting. Spike clusters were manually identified by viewing the first two principal components (PC1 versus PC2; Figure S1C ), and the difference in peak-to-trough voltage (voltage versus time; Figure S1D ) of the waveforms. We manually drew a boundary around clusters of waveforms that were differentiable from noise throughout the experimental session. In this manner, we initially identified a total of 1469 putative single units.
Chronic extracellular electrodes have the potential to record from the same unit for multiple days. Therefore, one cannot assume that units recorded in different experimental sessions represent independent samples. To address this, we implemented a metric of unit identification to determine whether any units recorded across two consecutive experimental sessions were the same [33] . The metric assumes that distinct units can be separated using four characteristics of spiking activity: 1) waveform shape, 2) autocorrelation of the spike times, 3) mean firing rate, and 4) pairwise cross-correlation of spike times between units in the same recording session. Each pair of units recorded across two consecutive sessions was therefore represented by a single point in four-dimensional space using the four metrics above. Each four-dimensional similarity score, computed using a pair of units from different experimental sessions, can represent the similarity of either two units on different electrodes, which cannot be identical, or two units recorded from the same electrode, which may or may not be identical. We used a quadratic classifier to determine the decision boundary between different-electrode and same-electrode clusters in this four-dimensional space. This method identified 62 units that were putatively recorded for multiple sessions. The low number of overlapping units is expected, as sessions were on average at least two days apart (76 ± 19 hr), and because over such long periods, units may appear or disappear from recordings due to micromotion, changes in brain state, or other factors [33] . We removed these 62 units from all subsequent analyses to ensure independent samples across sessions.
Due to variability in the signal quality across recordings and the subjective nature of spike sorting, we quantified the quality of each unit by calculating an isolation score and signal to noise ratio (SNR) [34] . The isolation score quantifies the distance between the spike and noise clusters in a 32-dimensional space, where each dimension corresponds to a sample in the spike waveform. The spike cluster consisted of all waveforms that were classified as belonging to that unit, and the noise cluster consisted of all waveforms that crossed the threshold that were not classified as belonging to any unit ( Figures S1C and S1D) . The isolation score is normalized to be between 0 and 1, and serves as a measure to compare the isolation quality of all units across all experimental sessions and participants. 1200 units (82%) had an isolation score of at least 0.9 ( Figure S1E ).
In addition to isolation quality, we computed the SNR for each unit using the following equation:
where V peak and V trough are the maximum and minimum voltage values of the mean waveform, and C is 23 a scaling factor (set as 5) [34] . To obtain Noise, we subtracted the mean waveform from each individual waveform for each identified unit, concatenated these waveform residuals, and then computed the standard deviation of this long vector. Therefore, the noise term quantifies the within-unit variability in waveform shape. 1207 units (82%) had an SNR of at least 1.0. We additionally characterized the mean spike rate for each unit, and found that 914 units (62%) had a mean spike rate of at least 1 Hz. Overall, we retained a total of 556 units (38%) that had an isolation score of at least 0.9, a SNR of at least 1.0, a mean spike rate of at least 1 Hz, and were not duplicates across sessions (Figures S1E-S1G ). The average firing rate of all units was 3.24 ± 0.11, and the firing rate for the selected units was 3.75 ± 0.55 Hz.
Spike preprocessing
During an experimental session, system-level noise or transient epileptiform activity affecting all electrodes may be present in a small subset of the trials. To identify system-level noise, we computed the mean spike rate across all units during every trial. We sorted the mean spike rates across all trials, and divided the distribution of mean spike rates into quartiles. We identified trial outliers by setting a threshold, Q3 + w Ã ðQ3 À Q1Þ, where Q1 and Q3 are the mean spike rate boundaries of the first and third quartiles, respectively. We empirically determined w to be 2.8, which most closely matched our criteria for rejecting trials through visual inspection. We excluded all trials with mean spike rates that exceeded this threshold. To identify trials in which transient epileptiform activity may be present, we examined iEEG recordings captured from electrodes overlaid on top of the MEA. In previously published work, epileptiform artifacts were identified by looking for trials displaying excessive variance or kurtosis in the iEEG signal [35] . We calculated and sorted the mean iEEG voltage across all trials, and divided the distribution into quartiles. As with the spiking data, we identified trial outliers by setting a threshold, Q3 + w Ã ðQ3 À Q1Þ, where Q1 and Q3 are the mean voltage boundaries of the first and third quartiles, respectively. A team of epileptologists empirically determined the weight w to be 2.3. We excluded all trials with mean voltage that exceeded this threshold. The average number of trials removed across all sessions in each participant due to either system-level noise or transient epileptiform activity is shown in Table S1 .
Single-unit spiking characteristics
We characterized spiking patterns in this population of units to identify different subgroups of cortical neurons. We computed two waveform metrics commonly used to distinguish different neuronal types -half-amplitude duration and trough to peak time -using the unfiltered waveforms of all retained independent units [36] . Plotting each unit using the above metrics, we did not observe any clear clusters of units ( Figure S1H ). However, a subset of units did possess the range of values of half-amplitude duration and trough to peak time that were consistent with inhibitory interneurons identified in the rodent neocortex [36] , suggesting the existence of interneurons in a small fraction of our dataset.
To identify neurons with bursting activity, we examined the auto-correlograms of spike times for each unit. Bursting activity was identified by large peaks at 3-6 ms followed by exponential decay, while non-bursting activity was identified by exponential rise from time 0. We quantified the 'burstiness' of a unit by dividing the maximum peak of the auto-correlogram between 3-6 ms by the mean value between 7-50 ms. Most units displayed an intermediate burstiness score between the two extreme patterns, and we were not able to identify a clear distinction between the two types of activity ( Figure S1I ).
Single-unit spiking activity during the paired-associates task To generate a measure of continuous-time firing rate, we smoothed the spike train for each unit using a sliding window of 1 s with 100 ms steps, and summed the number of spikes for each window. We then square-root transformed the spike counts to stabilize spike noise variance [37] . In order to compare spike rates across all units in all participants, we converted each unit's spike count to a Z-scored spike rate using the mean and standard deviation during the prestimulus window (0-2 s before word onset) across all encoding and retrieval periods.
We determined which units showed an overall response to the task by performing a paired t test comparing prestimulus activity (mean Z-scored rate, 0-2 s before word onset) to activity during word presentation (0-4 s after word onset), and identified 127 units (23%) that showed a significant (p < 0.05, t test) change in overall spiking activity. Next, we divided the units into those that show spike rate increases and those that show decreases during the encoding period using the sign of the above t-statistic. 333 units (61%) showed an overall decrease, while 216 (39%) showed an overall increase.
To examine whether word pairs during encoding were sparsely coded by the neuronal population, we computed a metric of sparseness for each encoding period using the population activity recorded during that trial [13] . This metric identifies all units that are active during each trial. During each encoding period (0-4 s relative to word onset), we computed the mean Z-scored spike rate for each unit, and the standard deviation of these means across the population of units. We identified every unit with a spike rate that exceeded the standard deviation of the population in every trial as active. Therefore, on each trial we quantified the proportion of units that responded to that particular stimulus [13] . To compare sparseness between correct and incorrect trials, we pooled all encoding periods and computed the mean sparseness for correct versus incorrect trials within each participant, and performed a paired t test across participants. We excluded trials in which all or none of the units were active for visualization, but the statistical results were upheld both with and without these trials.
Computing reinstatement of population spiking activity For every time window in each trial, we constructed a population vector comprised of the instantaneous Z-scored firing rate for every unit. For each encoding time window (i) and retrieval time window (j), we defined population vectors as:
where z u ðiÞ is the Z-transformed firing rate of unit u = 1:::k in time window i. We thus created a population vector at each time point that contains the same number of elements as there are unique units.
To quantify reinstatement of neuronal population activity during a trial, we calculated the cosine similarity between the encoding and retrieval population vectors E i ! and R j ! for all pairs of encoding and retrieval times during that trial ( Figure 3A) . Thus, for each trial, n,
we generated a temporal map of reinstatement values:
where r n ði; jÞ corresponds to the reinstatement of spiking activity across all units between encoding time window i and retrieval time window j during trial n. Each temporal map of reinstatement thus demonstrates the temporal regions in encoding and retrieval during which neuronal population activity was most similar. For every participant, we computed temporal maps of reinstatement separately for all correct and incorrect trials.
Computing reinstatement of micro-LFP spectral power To obtain micro-local field potential (LFP) signals, we re-referenced each microelectrode's raw voltage data by subtracting the average signal across all microelectrode channels, low-pass filtering the signal at 500 Hz, and resampling at 1,000 Hz. We obtained spectral power at each frequency (2 to 100 Hz, logarithmically spaced) by convolving each continuous time voltage signal with complex valued Morlet wavelets (wavelet number 6) to obtain magnitude and phase information. We then squared and log-transformed the magnitude of the resulting transformed signal to generate a continuous measure of instantaneous power for each frequency. For every 500 ms time window spaced every 100 ms (80% overlap), we constructed a feature vector comprised of the instantaneous Z-scored power of every channel and every frequency band [6] . For each encoding time window (i) and retrieval time window (j), we defined feature vectors as: where z l;f ðiÞ is the Z-transformed power of electrode l = 1:::L at frequency band f = 1:::F in time window i. For L electrodes and F frequency bands, we thus create a feature vector at each time window that contains K = L * F features. We computed reinstatement of micro-LFP power using these feature vectors and the same cosine similarity metric used to calculate the reinstatement of population spiking activity. We also computed reinstatement of micro-LFP power using the averaged power across all frequency bands, and found increased reinstatement for correct compared to incorrect trials, although this difference was not statistically significant (p = 0.30, permutation procedure).
QUANTIFICATION AND STATISTICAL ANALYSIS General
To obtain the proportion of units displaying significant differences in spike rates between correct and incorrect trials, for each time window, we performed a two-sample t test (two-tailed) on the instantaneous Z-scored firing rate of each unit between correct and incorrect trials. For each time window, we thus determined the percentage of units that had a p value of less than 0.05. This proportion represents the percentage of units exhibiting a significant difference between correct and incorrect trials in the true dataset. To determine whether this percentage was greater than what would be expected by chance, we used a permutation procedure. We permuted the trial labels 1000 times, and for each permutation we again performed a t test between correct and incorrect trials for every unit and computed the percentage of units that exhibited a p value of less than 0.05. In this manner, we created an empiric distribution for the proportion of units that exhibit a difference between correct and incorrect trials by chance at every time point. For every time window, we compared the true proportion to this empiric distribution, and only designated a time window as statistically significant if the true proportion of significant units was less than 2.5% or greater than 97.5% of the permuted distribution. This comparison also generates a p value for every time window, representing the probability that the proportion of units exhibiting differences between correct and incorrect trials is different than chance. To correct for multiple comparisons across time, we used the nonparametric cluster-based procedure described in detail below.
To assess differences in reinstatement between correct and incorrect trials across participants, we first averaged separate temporal maps of reinstatement for correct and incorrect trials within each participant. Since there were more incorrect trials in each session, we matched the trial counts by reducing the number of incorrect trials via bootstrapping, which should make subsequent t tests less sensitive heteroscedasticity in the data. For each session, we randomly sampled incorrect trials with replacement to match the number of correct trials, then computed the average reinstatement. This procedure was repeated 3000 times, and the mean of these iterations was computed.
We then used a nonparametric cluster-based procedure to assess whether there was a significant difference between the averaged reinstatement maps of the correct and incorrect conditions across participants [38] . This procedure identifies contiguous time windows where reinstatement differs between correct and incorrect trials while controlling the familywise error rate. In addition, this procedure identifies significant differences in reinstatement that are consistent across participants, ensuring that any resulting differences do not arise due to the activity of only one or two participants. Briefly, at each point in the reinstatement map, we computed a t-statistic and a p value by using a paired t test on the distribution of correct and incorrect average values across participants. We then randomly permuted the trial labels for the participant-specific averages within each participant independently, resulting in a permutation distribution of 2 n (n = number of participants) possible values that are all equally probable under the null hypothesis. Using this method, each distribution of correct and incorrect average values across participants exists twice in the permutations: once with a positive effect, and once with a negative effect when each participant's trial labels are swapped. For the true data and for each permutation, we identified contiguous clusters of time points with a p value below 0.05 and the same sign of t-statistic (positive or negative). Then, for each cluster, we computed a cluster statistic as the sum of the t-statistics across all points in that cluster. In this manner, large magnitude cluster statistics can arise from large differences in reinstatement between correct and incorrect trials that extend over a short duration, or from moderate differences that persist over a longer duration. We saved the largest magnitude cluster statistic from each permutation, thus generating an empiric distribution of maximum cluster statistics that would arise by chance. Importantly, we exclude the largest true cluster from this empiric distribution, although the empiric distribution does include the mirror opposite of the largest true cluster where all participant trial labels were switched. We then calculated the two-tailed p value for each cluster observed in the true dataset by counting the total number of empiric clusters with a magnitude greater than the observed magnitude. With 6 participants, the lowest possible resolution of p value is 1/64, or 0.015. Clusters were determined to be significant and corrected for multiple comparisons if their p value calculated in this manner was less than 0.05.
We used a similar nonparametric cluster-based procedure to assess the statistical difference between the averaged spike rate time series for correct compared to incorrect trials. In this case, we identified significant clusters along the single dimension of time to correct for the multiple comparisons in time. We also used the same cluster-based procedure to correct for multiple time point comparisons when assessing the proportion of units exhibiting significant differences in spike rates between correct and incorrect trials. In this case, we calculated a cluster statistic by identifying every time point that exhibited a significant p value using the permutation procedure described above. We converted each p value to a Z score by taking the inverse of the cumulative normal distribution using the mean and standard deviation of the permuted distribution. We therefore generated a cluster statistic for each contiguous region of time exhibiting significant effects by summing the Z scores from each of the included time points. We compared the true cluster statistic to the distribution of largest magnitude clusters statistics from each permutation to determine whether the true cluster was significantly different than this empiric distribution.
Identifying chance performance
Although the paired-associates task is designed to examine how well each participant remembers individual associations between pairs of words, it is possible that during retrieval a participant could recall and vocalize any word they have previously seen rather than the specific association corresponding to the cued word. In this case, all of the words presented in a given list are available for recollection, and the participant could vocalize a correct word with the appropriate cued word simply by freely recalling that word by chance. To identify the boundary for such chance performance, we performed a simulation for each experimental session in which we determined the number of correct trials that would occur if each participant freely recalled any of the previously seen words in the session. In each session, we identified all trials in which the participant vocalized a word that was previously seen in the session regardless of accuracy, including those from prior lists. This represents all correct, intra-list, and extra-list intrusion trials. For each of these identified trials, we defined the probability of freely recalling and saying the correct word at random as 1/X, where X is the number of word pairs per list. For instance, if each list consisted of 6 word pairs, this would mean a 1/6 chance of saying the correct word on each of these trials. Note that this is the most conservative test of chance performance since, in principle, each trial's chance performance should take into account all the words that were previously seen both in the current list (12 words) and in the entire experimental session, in which case the chance of randomly choosing the correct word should be far less than 1/X. In a single simulated session, we therefore obtained the total number of correct trials that would arise by chance. We repeated this procedure 1000 times to generate an empiric distribution of chance performance, and compared the true performance with this distribution of chance performance to generate a p value representing the probability that the true performance was indistinguishable from chance. A session exceeded chance performance if the true performance was greater than the 95th percentile of the chance performance distribution (p < 0.05). Using this strict criterion, we found that performance in all sessions were greater than chance (Table S1 ).
DATA AND SOFTWARE AVAILABILITY
Processed data of population spiking activity used in this study can be found at: https://neuroscience.nih.gov/ninds/zaghloul/ downloads.html.
