Ranking is an important functionality in a diverse array of applications, including web search, similarity-based multimedia retrieval, nearest neighbor classification, and recommendation systems. In this paper, we propose a new method, called Boosted Ranking Model (BRM), for learning how to rank from training data. An important feature of the proposed method is that it is domain-independent and can thus be applied to a wide range of ranking domains. The main contribution of the new method is that it reduces the problem of learning how to rank to the much more simple, and well-studied problem of constructing an optimized binary classifier from simple, weak classifiers. Using that reduction, our method constructs an optimized ranking model using multiple simple, easy-to-define ranking models as building blocks. The new method is a unifying framework that includes, as special cases, specific methods that we have proposed in earlier publications for specific ranking applications, such as nearest neighbor retrieval and classification. In this paper, we reformulate those earlier methods as special cases of the proposed BRM method, and we also illustrate a novel application of BRM, on the problem of making movie recommendations to individual users.
systems for movies, books, and other shopping items. Consequently, automated methods that can learn ranking models from training data are of interest to several research communities and can lead to benefits for the large numbers of computer users that use automated ranking systems (such as Google search, Netflix movie recommendations, or Amazon shopping recommendations) on a daily basis.
In some cases, the ranking criteria are absolute and known in advance to the designers of the ranking system. For example, we may want to identify the most "important" web pages or the "strongest" football teams according to some strict, quantitative definitions of "important" and "strong." At the same time, in many cases, the ranking criteria are not fixed and are not known to the designer of the ranking system in advance. This is the case, for example, for similarity-based multimedia retrieval, where the ranking of the retrieved items depends on the similarity to the query item. Another example is a movie recommendation system, which needs to provide recommendations catered specifically for each user.
In this paper, we propose a novel method, called Boosted Ranking Model (BRM), for learning ranking models from training data. We address the general case where the ranking criteria are not fixed and are not known a priori. At the core of our method lies a reduction of the problem of learning how to rank to the more simple and well-studied boosting problem, i.e., the problem of combining weak binary classifiers into a strong binary classifier. The advantage of that reduction is that it allows us to use well-developed existing boosting algorithms for learning ranking models.
Following the boosting paradigm, the proposed BRM method combines multiple simple, easy-to-define "weak" models into a single, optimized model. Defining such "weak" models is a domain-specific task. However, after such weak models have been defined, our method can be applied in a domain-independent way, to construct an optimized combination of the weak models.
The proposed BRM method is a unifying framework that encapsulates, as special cases, previous methods that we have proposed in earlier work for special-purpose ranking problems such as nearest neighbor retrieval [4, 5] and nearest neighbor classification [6] . In this paper, we show how those prior methods can be readily derived as instances of the BRM method. In addition, we describe a novel application of BRM, to the problem of making movie recommendations for users using the Netflix dataset [11] .
The remainder of the paper is organized as follows: Sect. 2 goes over related work. Section. 3 formally defines the problem we address in this paper. Section 4 describes the reduction of the problem of learning how to rank to a classical boosting problem, and describes how to adapt the AdaBoost algorithm [43] to the problem of learning a ranking model. Section 5 describes a somewhat more complicated variation of our method that allows for the construction of more informative ranking models. Section 6 shows how to derive, as special cases of the proposed framework, some earlier methods that we have proposed for nearest neighbor retrieval and classification. Section 7 shows how to apply the proposed framework to the problem of making movie recommendations. In Sect. 8, we provide results obtained by applying the proposed method on the Netflix dataset [11] .
Related work
As ranking problems appear in a variety of research areas and applications, a large body of work is related to the topic of constructing ranking models. A popular application area for ranking methods is the area of recommendation systems, i.e., systems that make recommendations for the most appropriate actions/items for a specific user or situation. Recommendation systems can be used to recommend to users a diverse range of items, including movies [31] , commercial products [15] , useful customer reviews [58] , images [29] , or music [16] .
Collaborative filtering approaches [25] make recommendations based on previous user behavior patterns, i.e., based on ratings/rankings that users have previously assigned to various items. Collaborative filtering for recommendation systems is a topic that has attracted significant attention in recent years. Surveys of existing methods can be found in [1, 42] .
One common approach for collaborative filtering is neighborhood models [9, 12, 45, 51] , where recommendations are based on choices made by users similar to a specific user, or choices made by people who used, rated, or purchased a specific item [37, 41] . In [32] , the neighborhood model is expanded to include temporal dynamics that model how movie ratings change over time. Another common approach is the use of SVD-based or SVD-inspired factorization models [23, 38, 55, 60] . In factorization models, each user and each item is assigned a low-dimensional vector, and the rating of a user on an item is approximated by the dot product of the vectors assigned to the user and the item. Hybrid methods have also been proposed, which combine neighborhood models and factorization models [31, 44] . Neural networks have also been used for collaborative filtering, in the form of Restricted Boltzmann Machines [40] . Extensions of collaborative filtering algorithms have been proposed for distributed systems [7] .
The Netflix prize [11] has motivated a significant amount of novel research in collaborative filtering for recommendation systems, e.g., [8, 38, 45] . An important difference between the problem definition in the Netflix prize and the problem we are addressing in this paper is that in the Netflix contest the goal is to predict ratings, whereas in this paper, our goal is to predict rankings. Predicting rankings is a relaxed version of the rating problem: while ratings specify rankings, rankings do not specify ratings. The relaxation of the rating estimation problem into a ranking estimation problem allows us to develop a relatively simple optimization method based on boosting binary classifiers.
A key feature of the winning entry for the Netflix prize was the utilization of multiple models, including neighborhood models, factorization models, and Restricted Boltzmann Machines [8] , based on the realization that each of those methods has its own strengths and weaknesses and that combined together these methods can complement each other and lead to improved accuracy. The proposed BRM method is designed exactly to facilitate the task of combining multiple domain-specific methods. Our training algorithm takes as input different, previously constructed models, and combines them into an optimized hybrid model. An attractive feature of the algorithm is that it is oblivious to the structure and assumptions underlying each of the input models, thus making it easy to combine heterogeneous models together.
Another area where ranking is an important functionality is the area of similarity-based indexing, and in particular nearest neighbor retrieval. In nearest neighbor retrieval, we are typically given a database of objects and a specific distance measure for comparing two objects. At runtime, given the query object, the goal is to retrieve the most similar database objects. There are two important aspects of the nearest neighbor retrieval problem that differentiate it from the recommendation system problem. One such aspect is that, in nearest neighbor retrieval, the system can always compute the ground truth using brute-force search, i.e., by simply measuring the distance between the query object and each database object. The goal of indexing methods is to efficiently identify the nearest neighbors for each query, so as to spend significantly less time than brute-force search would require.
A second differentiating aspect of the nearest neighbor retrieval problem is the availability, in many cases, of geometric structure that can be exploited for efficient indexing. Most existing indexing methods do not view nearest neighbor indexing as a learning problem, but instead use geometric properties to speed up retrieval. Reviews of literature on geometry-based indexing methods can be found at [13, 27, 26, 54] . In particular, indexing methods can explicitly exploit properties of Euclidean and L p spaces, e.g., [2, 17, 24, 28, 30, 35, 39, 47, 52, 53] , or the triangle inequality, e.g., [3, 14, 18, 26, 46, 48, 56, 57] .
While the majority of existing indexing methods explicitly exploit geometric properties, it is also possible to view nearest neighbor indexing as a learning problem, where the system can learn how to produce approximate nearest neighbor rankings for each query, using some information about the query. In prior work, we have proposed the BoostMap method [4, 5] as a learning method for constructing an indexing structure. In [6] , we proposed a related ranking method, where the goal was not to build an indexing structure, but to learn a distance measure so as to optimize nearest neighbor classification accuracy. Compared to those earlier methods, which explicitly targeted the problem of nearest neighbor rankings, the BRM method described in this paper is a general, domain-independent framework, which provides a unified approach for addressing disparate, special-purpose ranking problems such as recommendation systems, nearest neighbor indexing, and nearest neighbor classification.
We should note that our previous special-purpose ranking methods [4] [5] [6] , which were designed for nearest neighbor rankings, only addressed the special case where the query is an object in some space and the database items are objects from the same space. The BRM method described here is of significantly more general scope. In BRM, the query is not constrained to be an object from the same space as the database items. Instead, the query can be any arbitrary ranking criterion, according to which database items should be ranked. For example, in the Netflix dataset, the database items are movies, whereas each query (or, synonymously, ranking criterion) corresponds to an individual user: given a specific user, we want to rank movies in order of estimated preference by the user. Thus, in the Netflix dataset, as in many other recommendation system applications, queries and database items belong to clearly distinct spaces. The BRM method can naturally handle such cases, whereas in those same cases our previous work is not applicable.
A method closely related to the proposed BRM method is RankBoost [20] . In both RankBoost and BRM, boosting is used to learn how to rank a set of items. An important difference between RankBoost and BRM is that the RankBoost training algorithm learns a single ranking function, tailored to a specific set of ranking criteria. For example, consider a movie recommendation system, where the ranking criterion is simply the identity of the user for whom the system is making the recommendations. If we want to use RankBoost to produce a customized ranking function for each individual user, we would have to invoke the RankBoost training algorithm separately for each individual user. Similarly, in a nearest neighbor retrieval system, where efficiency is a key measure of performance, the RankBoost training algorithm would have to be invoked online, for each individual query.
In contrast to RankBoost, the proposed BRM method does not learn a single ranking function, but rather a global ranking model, which produces a customized ranking function for any set of ranking criteria. For example, in a movie recommendation system, after the global ranking model has been learned offline, this ranking model can readily produce a customized ranking function for any user, including users for who no data was available during training. Similarly, in a nearest neighbor retrieval system, given a previously unseen query object, the global ranking model can readily produce an approximate ranking of database objects for that query. Consequently, whereas a RankBoost-based system needs to perform training online, for every previously unseen query that is submitted to the system, a BRM-based system can perform all training off-line, thus requiring fewer computational resources during online operation.
Another method closely related to BRM is GBRank [59] . GBRank has a problem formulation similar to ours: given a query Q, the goal is to obtain accurate rankings of a set of database objects. At the same time, GBRank and BRM have some important differences. GBRank assumes that, given a query, each query-object pair can be represented as a vector, by extracting some features from the pair. BRM makes the more general assumption that some arbitrary scoring functions have been defined (which the BRM method combines into an optimized scoring function), and those arbitrary scoring functions do not have to rely on a vector representation of pairs of queries and database objects. Thus, BRM is general enough to encompass problems such as similarity-based indexing in non-vector spaces, as described in Sects. 6.1 and 6.2, whereas GBRank is not applicable on such problems. Another difference is that our formulation, as described in Sect. 5, includes a domain-independent way to define query-sensitive strong classifiers, where the weight of each weak classifier varies depending on the query. In GBRank, the strong classifier assigns a fixed weight to each weak classifier.
Basic definitions and problem formalization
The ranking problem can be described as follows: Let U be a finite set of items, which in this paper, we also call a database. Let Q be a (possibly infinite) set of queries that can be submitted to the system. Every time we submit a query Q ∈ Q, the response of the system is a ranking of all items in U according to the query. A ranking model is defined to be a function R : Q × U → {1, 2, . . . , U }, where U denotes the number of items in U. This ranking model specifies that R(Q, U ) is the rank of item U under query Q, and R(Q, U ) is a number between 1 and U . The highest rank (corresponding to the most relevant item) is 1, and the lowest rank is U .
As an example, consider a similarity-based image retrieval system (e.g., QBIC [19] ), where given an image as a query we want to rank database images in order of similarity to the query. In that case, U is the set of database images and Q is the set of possible query images. As another example, consider the Netflix domain [11] , where we want to rank movies according to the preferences of a specific user. In that case, U is the set of movies and Q is the set of users.
We assume that there exists a single correct ranking model R true that specifies a "true" rank R true (Q, U ) for every database item U given any query Q. Intuitively, our goal is to build a system whose rankings are as close as possible to the rankings produced by R true . We also assume that, at training time, we have some partial information about R true , in the following form: we are given a training set of triples
-Each Q i is a query sampled from Q.
-Each A i and each B i is an element of the set U whose items we want to rank.
That is, given query Q i , the "true" rank of A i is higher (A i is ranked as more important) than the rank for B i .
Using such training data, we want to learn a model R that approximates R true . To measure how well R approximates R true , we evaluate the performance of R on some test set T test of triples, with the constraint that if (Q, A, B) is a test triple, then Q did not appear in any of the training triples. We consider that R fails on triple (Q, A, B) if, given query Q, the relative ranking of A and B according to R is different than the relative ranking of A and B according to R true . In other words, R fails on (Q, A, B) if either R(Q, A) > R(Q, B) and (Q, B) . Then, the error rate E(R) of the learned ranking model R is defined as a percentage of test triples on which R fails.
Using mathematical notation, error rate E(R) can be defined as follows: (Q, B) , 0 otherwise.
(1)
where T test is the number of elements of T test .
In the above definitions, we ignore ties in the true ranks, i.e., cases where R true (Q, A) = R true (Q, B). We should note that, in some domains, it is fairly common to encounter such cases. An example is the Netflix domain, where each user rates each movie with an integer from 1 to 5, and thus many movies receive the same rating. Ignoring ties in the definition of E(R), simply means that when R true (Q, A) = R true (Q, B), then we do not care how R ranks A and B relative to each other for query Q. In our implementation, we exclude cases of ties both when we select training triples, used to construct a ranking model, and when we select test triples, used to evaluate a ranking model. While we ignore ties in the true ranks, we do not ignore ties in the estimated ranks, and we assign a "half error" to those cases.
The rating problem, or, synonymously, scoring problem, is closely related to the ranking problem. In the scoring problem, the goal of the system is to predict not rankings, but scores (ratings) corresponding to specific items given a query. For example, in the Netflix domain, the rating problem is the problem of predicting the rating of movies by users. Formally, a rating model or scoring model is a function S : Q × U → R, where S(Q, U ) is defined as the score/rating of item U under query Q.
Clearly, any scoring model S defines an associated ranking model R S , whereby items are ranked according to their scores. The opposite does not hold, as multiple (typically infinitely many) scoring models can produce the same ranking model. In that sense, we may consider that the ranking prediction problem is a relaxation of the scoring prediction problem.
An additional assumption that we make in our problem formulation is that we are given as input a family of scoring models, which someone (or ourselves) has already defined in a manner appropriate for the domain of interest. We use the term weak scoring models to refer to models in that family. Weak scoring models play in our formulation a role analogous to the role played by weak classifiers in boosting methods [21, 43] . Boosting methods assume that a family of weak classifiers has already been defined for a specific binary problem. A boosting method combines many such weak classifiers into an optimized classifier for the problem. Similarly, the proposed BRM method uses weak scoring models as building blocks for the construction of a ranking model R opt , in a way that minimizes the error rate E(R opt ). As is typical in boosting methods, our method does not propose any domain-independent way of constructing a family of weak scoring models; that task is left as an implementation choice. Examples of families of weak scoring models for specific application domains are detailed in Sects. 6 and 7.
Based on the above definitions, the problem we address in this paper can be defined as follows: We want to design a training algorithm that, given as input a training set of triples and a family of weak scoring models, constructs as output a scoring model S opt and its associated ranking model R opt , in a way that minimizes the error rate of R opt . The next section describes our solution to this problem.
Boosted ranking model
In our problem definition, the goal is to combine multiple scoring models S i into an optimized ranking model R opt , in a way that minimizes the error rate E(R opt ). The main contribution of the proposed method is in reducing this problem to the well-studied problem of combining multiple weak binary classifiers into a single-optimized binary classifier. The problem of binary classifier combination has been well studied in the machine learning community, and several solutions have been proposed following the "boosting" framework, such as AdaBoost [43] , LogitBoost [21] , or FloatBoost [36] . In our implementation, we have chosen to use AdaBoost, but this is simply an implementation choice, as any other general-purpose boosting method is also applicable.
In particular, the proposed Boosted Ranking Model (BRM) method for constructing an optimized ranking model R opt from multiple scoring models S i consists of the following steps:
1. Define, for each scoring model S i , a corresponding binary classifierS that is used to estimate, for any triple
Run AdaBoost, using the provided training set of triples, to combine binary classifiersS into an optimized binary classifierS opt . 3. Define, usingS opt , a scoring model S opt . 4. Define, using S opt , the corresponding ranking model R opt .
A key property in this process is the following: the error rate E(R opt ) on any set T of triples, measured as defined in (2) , is equal to the error rate of the classifierS opt constructed using AdaBoost on the same set T. Consequently, by minimizing, using AdaBoost, the classification error ofS opt , we minimize the error rate E(R opt ), which is exactly the optimization criterion that we have set out to minimize.
In the remainder of this section, we describe how to perform each of the above-mentioned steps.
From scoring models to binary classifiers
Let S be a scoring model mapping each (Q, U ) pair of a query Q and an item U to a real number. Without loss of generality, we follow the convention that higher ratings indicate a stronger preference, and thus correspond to higher rankings, i.e., lower values of R true (Q, U ). In the opposite case, where lower scores correspond to higher rankings, the only adjustment we need to make is to use the negation of those scores in our formulation, so that our convention still holds.
Let T be a set of triples (Q, A, B), defined as in the previous section, i.e., with Q being a query, and A, B being items from U. We can define, using each scoring model S, a corresponding binary classifierS, that estimates, for every triple (Q, A, B) ∈ T whether R true (Q, A) < R true (Q, B) or not. This classifier is defined as follows:
S(Q, A, B) = S(Q, A) − S(Q, B).
(
The output of binary classifierS is interpreted as follows:
-IfS(Q, A, B) > 0, thenS assigns class label 1 to the triple (Q, A, B). We define class label 1 as the class label corresponding to the case where R true (Q, A) < R true (Q, B), meaning that, for query Q, item A is more highly ranked than item B. -IfS(Q, A, B) < 0, thenS assigns class label -1 to the triple (Q, A, B). We define class label -1 as the class label corresponding to the case where R true (Q, A) > R true (Q, B), meaning that, for query Q, item B is more highly ranked than item A.
. This output can also be interpreted as a "cannot decide" output, where the classifier reports that it cannot decide whether A is ranked higher or B.
We note that these class label assignments thatS makes for triples (Q, A, B) are not necessarily correct. As any kind of classifier in any type of pattern recognition problem, a classifier of typeS is correct sometimes and incorrect other times. We considerS to be a binary classifier, because, as mentioned in Sect. 3, we ignore triples
. Intuitively, we can consider that for such triples, we do not care whether our system ranks A higher than B or not. Mathematically, classifierS has the form of a "confidence-rated prediction" [43] , where the output class label is determined by the sign of the classifier output, and the absolute value of the output is an estimate of the confidence about the predicted class label. A higher absolute value corresponds to higher confidence that the predicted class label is correct.
As long as scoring model S contains some useful information about the scoring patterns in our domain, we expect classifierS to behave as a weak classifier, meaning that even if the accuracy ofS is not very high, we still expectS to be more accurate than a random, entirely non-informative classifier. For example, a simple scoring model S terminator for the Netflix domain can produce estimates S terminator (Q, U ) of how a user Q would rate a movie U , as follows:
1. Let C be the rating S true (Q, Terminator) that user Q has given to the movie "The Terminator". Note that we can allow C to also take the value "undefined", if the user Q has not rated that particular movie. 2. Let D be the average rating that movie U received by all users who also rated "The
Terminator" with a score of C.
We use the term "weak scoring model" for a model such as S terminator , based on our intuition that such a scoring model would not be highly accurate. At the same time, such a weak scoring model still captures some useful information about the domain, and thus, ifS is the binary classifier corresponding to a weak scoring model S, we do expect the accuracy ofS to be better than the expected 0.5 accuracy of a random classifier.
As described in the above paragraphs, we use weak scoring models S to define weak binary classifiersS. Each such classifierS predicts, for any triple (Q, A, B), if R true (Q, A) < R true (Q, B) or not. The next step in our method involves combining multiple such classifiersS i into a single, optimized classifierS opt that is expected to be more accurate than the individual classifiers. Since each individualS i is a weak binary classifier, our problem is an instance of the boosting problem, and we can apply any boosting method to obtainS opt . In our implementation, we use the AdaBoost algorithm, as described next.
Algorithm 1:
The AdaBoost algorithm. This description is largely copied from [43] .
Train weak learner using training weights w i, j and obtain weak classifier h j : G → R, and a corresponding weight α j ∈ R.
2. Set training weights w i, j+1 for the next round as follows:
where z j is a normalization factor (chosen so that
. end Output the final classifier:
(5)
Applying AdaBoost
The AdaBoost algorithm is shown in Algorithm 1. The inputs to AdaBoost are a set of training objects o i , together with their corresponding class labels y i , which are equal either to −1 or to 1. The training algorithm that we use in our method is an instance of the AdaBoost algorithm. In order to fully specify how we apply AdaBoost in our method, we need to specify how the symbols of Algorithm 1 translate to our setting.
In our problem, each training object o i corresponds to a triple (Q i , A i , B i ) such that Q i is a sample query and A i , B i are database items. Each training label y i is equal to 1 or -1, depending on whether R true (Q i , A i ) < R true (Q i , B i ) or not. Consequently, the inputs to the training algorithm are the following:
-A set of labels y i that specify, for each triple
) (in which case y i = −1). -A set S of scoring models. By applying (3) to every scoring model in S, we obtain a corresponding setS of weak classifiers.
An important step in any AdaBoost implementation, that is left unspecified in the AdaBoost algorithm, is how to choose weak classifier h j and weight α j at training round j. In our method, at training round j, the simplest approach is to evaluate all the classifiers in the familyS of weak classifiers given as input, and to choose the best classifier and best weight for that classifier. If the familyS is too large, to reduce training time, an alternative is to evaluate only a subset of the classifiers inS at each training round. In such cases, the subset of classifiers to be evaluated at a certain training round is chosen randomly for that training round, and a new subset is chosen at each training round.
As described in [43] , the function Z j (h, α) gives a measure of how useful it would be to choose h j = h and α j = α at training round j:
The full details of the significance of Z j can be found in [43] . Here, it suffices to say that if Z j (F, α) < 1 then choosing h j = h and α j = α is overall beneficial and is expected to reduce the classification error. Overall, lower values of Z j (F, α) are preferable to higher values. Finding the optimal α for a given classifier h (following the algorithm specified in [43] ) and computing the Z j value attained using that optimal α are very common operations in our algorithm, so we define specific notation:
In the above equations, j specifies the training round. Function α min (h, j) returns the weight α that minimizes
The number J of training rounds is a user-specified parameter. We typically run AdaBoost multiple times, with increasing values of J , until the accuracy of the resulting strong classifier stops improving. Note that if we have already run AdaBoost with J = 50 and we want to run AdaBoost with J = 100, the first 50 training rounds do not have to be performed again. If we have saved the weak classifiers h 1 , . . . , h 50 , weights α 1 , . . . , α 50 , and training weights w i,51 calculated in the invocation of AdaBoost with J = 50, then we can resume training whenever we want, so as to choose additional weak classifiers.
It is important to note that AdaBoost and boosting methods, in general, are greedy optimization methods that produce only locally optimal solutions. There is no guarantee (nor empirical evidence) that the obtained strong classifiers are globally optimal. At the same time, there is ample empirical evidence that the locally optimal classifiers constructed by AdaBoost offer competitive performance in a variety of applications [43, 49, 50] Algorithm 2: The steps of the BRM training algorithm. Q, A, B) ).
Set weights w i, j+1 for training round j + 1 using (4).
end

From strong classifiers to ranking models
The output of AdaBoost is a strong classifier H = J j=1 α j h j . Classifier H has been trained to estimate, for triples of type (Q, A, B) , if R true (Q, A) < R true (Q, B) or not. However, our final goal is to construct not such a binary classifier, but a ranking model R opt . We construct this ranking model by defining, using H , a scoring model S opt , such that R opt is the unique ranking model corresponding to S opt .
As discussed in Sect. 4.2, each weak classifier h j chosen during training is one of the classifiersS inS. In other words, each h j is obtained by applying (3) to some scoring model S. Let us use notation S j for the scoring model that was used in defining h j . In other words, S j is the scoring model whose associated binary classifierS j is equal to h j . Then, we can define our optimized scoring model S opt : Q × U → R as follows:
In other words, the optimized scoring model is simply the weighted sum of the individual scoring model corresponding to weak classifiers h j , and the weights are the α j 's that were chosen by the AdaBoost algorithm. The final product of our method, i.e., the optimized ranking model R opt , is simply the ranking model that is defined based on S opt . In other words, given a query Q, R opt ranks items U ∈ U in descending order of their scores S opt (Q, U ).
As stated in our problem formulation in Sect. 3, our goal is to design a method that constructs R opt in a way that minimizes the error rate E(R opt ). We need to establish that the training algorithm we have described in this section indeed minimizes E(R opt ). We observe that our training algorithm is an application of AdaBoost, and thus minimizes the error rate of the constructed strong classifier H . Consequently, it suffices to demonstrate that classifier H and R opt have the same error rate, so that minimizing the error rate of H is equivalent to minimizing the error rate of R opt .
Given a set of test triples T test , the error rate of binary classifier H is measured as follows:
E(H ) = (Q,A,B)∈T test
E(H, Q, A, B)
T test (11) Clearly, the definition of the error rate of H is analogous to the definition of the error rate E(R opt ) in (2) . In order to show that H and R opt have the same error rate, we will actually prove a stronger statement that H and R opt make errors on the same set of triples.
Proposition 1 For any triple (Q, A, B), such that Q is a query object and A, B are database items, it holds that E(H, Q, A, B) = E(R, Q, A, B). In words, it holds that H classifies correctly, misclassifies, or makes a "half error" on triple (Q, A, B) if and only if R also respectively classifies correctly, misclassifies, or makes a "half error" on that triple.
Proof We recall that R opt is defined based on scoring model S opt , defined as in (9) . First, we show that
In the above derivation, we made use of the following definitions and facts:
-We defined S j as the scoring model such (Q, B) . In other words, we must show that:
We can prove each of the above three cases separately, using the already proven fact that (Q, B) . As a reminder, we should bear in mind our convention that higher scores correspond to higher rankings, i.e., to lower values of R true , and rank 1 is defined as the highest rank. Then, for the case where H (Q, A, B) > 0, we have:
The cases where H (Q, A, B) = 0 and H (Q, A, B) < 0 can be handled exactly the same way. Consequently, we have shown that the predictions of H and R opt on the relative rankings of any two items A and B under any query Q are equivalent. It readily follows that H makes an error (or a "half error") on a triple (Q, A, B) if and only if R opt also makes an error (or a "half error", respectively) on that triple.
We conclude that if AdaBoost has been successful in constructing a highly accurate classifier H , then R opt inherits that accuracy. It is interesting to note that in the theoretically ideal (and not likely to be encountered in practice) case where AdaBoost constructed a perfect classifier H with 100% accuracy, it follows that R opt = R true .
Choosing a set of training triples
As mentioned in Sect. 4.2, one of the inputs to the training algorithm is a set T train of training triples (Q i , A i , B i ) . In this section, we discuss the topic of how to form a set of training triples. Overall, the manner of selecting training triples is an implementation choice. One obvious alternative is to choose those triples entirely randomly, as long as we have enough information to evaluate whether R true (Q i , A i ) < R true (Q i , B i ) or not. At the same time, while randomly chosen triples can be a reasonable starting method, other, more selective approaches may lead to more meaningful choices, given domain-specific measures of accuracy.
As an example, consider the problem of estimating K -nearest neighbor rankings, where K is a domain-specific parameter. In that case, given a query object, our goal is to identify the K nearest neighbors of the query in the database. Typically, a database can contain a large number of objects (ranging in the thousands, or millions), whereas the number of nearest neighbors we are interested in identifying is typically orders of magnitude smaller (oftentimes K ≤ 10). In such a case, if let's say K = 9, we really do not mind if the estimated ranking reverses the relative order between, for example, the 50,000-th nearest neighbor and the 60,000-th nearest neighbor. However, we would mind if the estimated ranking reverses the relative order between the 50,000-th nearest neighbor and the 7-th nearest neighbor.
A similar scenario can be encountered in recommendation systems. Users usually have a vast array of choices (e.g., movies or books), and they tend to be interested in only a small fraction of those choices, which represents the few best choices. Users use recommendation systems to identify, for example, a movie or book they will really enjoy, and thus users are typically interested in the items that the scoring model rates as the best. Under that scenario, the most important rankings are rankings where either the true or the estimated ranks are very high. The kind of mistake that a user would object to the most is rating a mediocre or bad choice as a good choice (which may cause the user to choose an item that turns out to be unsatisfactory), or rating a good choice too low (which may cause the user to not choose an item that would have turned out to be satisfactory).
Under both those scenarios (nearest neighbor retrieval and movie/book/product recommendation), if we choose training triples entirely randomly, then for most triples (Q i , A i , B i ), neither A i nor B i will be among the highest-rated items for Q i . In that case, the error rate on that set of triples will not truly capture our intuitive measure of accuracy, which only depends on whether the highest-rated items have been identified successfully. If we are only interested in identifying, let's say, the K best items for each query (or K nearest neighbors for the nearest neighbor problem), then we can explicitly choose training triples (Q i , A i , B i ) so that one among A i and B i is indeed one of the K highest-rated items for Q i , and the other one among A i and B i is outside those K highest-rated items for Q i . In that case, the training algorithm will optimize an error rate that captures the fact that the highest-rated items are what we are truly interested in identifying.
We note that, in a training set of U items, the total number of triples that can be defined is O( U 3 ). The constraint that A i or B i should be one of the K highest-rated items for Q i reduces the number of triples that can be defined to O(K U 2 ), where typically K U . Still, for training sets containing thousands of items or more, K U 2 can still be too large a number. This presents the implementer with a dilemma: a larger set of training triples, that may lead to better accuracy, can require too much training time.
In [5] , where we describe a special case of the proposed BRM method, we have proposed a solution that allows using large numbers of training triples (e.g., tens of millions of training triples) while keeping training time manageable. In a straightforward implementation of the training algorithm, most of the training time is spent in computing, at each training round, for each candidate weak classifier h, quantities α min (h, j) and Z min (h, j) as described in (7) and (8) . Quantities α min (h, j) and Z min (h, j) are simply used to identify the best weak classifier (and associated weight) for that round, and computing those quantities takes time linear to the number of triples. However, quantities α min (h, j) and Z min (h, j) can be computed approximately, with satisfactory precision, using only a random sample of training triples at each training round. In [5] , we demonstrated that using a random sample of 30,000 training triples at each round, out of a total of 10 million training triples, made the training algorithm run over 300 times faster, without loss in accuracy for the resulting strong classifier, as long as a new random sample is chosen at each training round.
Cases of ties in ranking
As mentioned in Sect. 3, when we choose training and test triples for our algorithm, we exclude triples (Q i , A i , B i ) where, for query Q i , the true ranks of A i and B i are equal. Our choice corresponds to an optimization criterion in which, when the true ranks of A i and B i given Q i are equal, we do not care how the estimated ranks of A i and B i compare to each other.
An alternative that we have not experimented with, but that may be desirable in certain cases, is to include ties in the training set, and modify the optimization criterion so that if R true (Q i , A i ) = R true (Q i , B i ), we penalize for any differences in value between S opt (Q i , A i ) and S opt (Q i , B i ). One such possible modification is to replace (6) with the following alternative:
In this modified definition of Z j (h, α), the contribution of training triples where there is no tie is exactly the same as in (6) . If S is the scoring model such that h =S, then a training triple with a tie contributes to Z j (h, α) a loss exponential to the absolute difference between S(Q i , A i ) and S(Q i , B i ). This way, the final scoring model S opt would be rewarded for trying to make S(Q i , A i ) and S(Q i , B i ) as similar as possible.
An interesting special case: query-sensitive weak scoring models
In the training algorithm described in Sect. 4, the optimized scoring model S opt is constructed as a weighted linear combination of individual scoring models S j . Consequently, the importance of each one of those individual scoring models is fixed in a global way and is equal for all queries. However, a richer model would allow us to assign query-specific weights to each of the individual scoring models, so as to capture the fact that some individual scoring models may be predictably more accurate for certain queries and less accurate for other queries.
In this section, we describe a special case of the proposed method that allows us to construct such a richer model. Let S be any individual scoring model, mapping query-item pairs to scores. Let W ⊂ Q be a subset of the set of queries. Suppose we want a scoring model S W that imitates S on queries from W and gives neutral outputs for all other queries. We use the term query-sensitive scoring model for such a scoring model S W , and we define S W as follows:
We call W the area of influence for query-sensitive scoring model S W .
We note that S W (Q, A) is a legitimate scoring model, mapping query-item pairs to scores. Consequently, we can include such query-sensitive scoring models in the family of weak scoring models that is given as input to the training algorithm. If the output scoring model S opt , defined in (9), includes only query-sensitive scoring models S
in its definition, with weights α i , then S opt has the following behavior: given any query Q and item A, the score S opt (Q, A) (Q, A) is a linear combination of query-insensitive weak scoring models S i , in which some of those weak models (the ones such that Q does not belong to their area of influence) are ignored. Consequently, using query-sensitive weak scoring models gives the training algorithm the ability to decide that, for some queries, some weak scoring models should be ignored.
Intuitively, an advantage of query-sensitive weak classifiers is that they provide us with a richer model, and more parameters to optimize. At the same time, a possible pitfall with using query-sensitive weak classifiers is overfitting, as we have more parameters to optimize. However, if we have access to a sufficiently large training set, the richer model that query-sensitive classifiers provide is more likely to lead to more accurate results. The experimental evaluation illustrates cases were query-sensitive weak classifiers lead to improved performance.
Derivation of existing methods as instances of the BRM method
In the previous sections, we have described the training algorithm for constructing boosted ranking models (BRMs). Each BRM is constructed as a weighted sum of individual weak scoring models. So far, we have not specified how to obtain such individual models. Defining individual weak scoring models is an implementation choice, and the formulation of the training algorithm is oblivious as to how this choice is made. In this section, we reformulate some ranking methods we have previously published, to demonstrate that those methods can be readily obtained as instances of the BRM method. In the process, we specify the problem that each of those ranking methods addresses, and the weak scoring models that were used for each of those methods.
BoostMap
In the BoostMap method [4] , the setup is as follows: database objects and query objects belong to the same space X. We are given a distance measure D that can be used to evaluate the distance between any two objects in X. Given a query object Q, our goal is to identify the nearest neighbors of Q accurately and efficiently. Furthermore, we assume that the underlying distance measure D is computationally expensive. Examples of computationally expensive distance measures include the edit distance [34] for strings, dynamic time warping [33] for time series, or shape context matching [10] for edge images.
In that setting, the true rank R true (Q, U ) of a database object U given a query object Q can be computed by measuring the exact distance D between Q and every single database object. However, the time it takes to measure all those distances can become a system bottleneck. The goal of BoostMap is to produce an indexing structure, so as to speed up the process of identifying the nearest neighbors of any query Q. Essentially, the goal is to produce an approximate ranking model R opt , that is as close as possible to the true ranking model R true , while at the same time the approximate rankings defined by R opt should be computable significantly faster than the exact rankings defined by R true .
A weak scoring model S R for this problem can be defined by choosing any database object R, and defining the scoring model as:
The intuition behind the definition is that any two objects Q and U that are close to each other tend to have similar distances to any third object R. Note that, in the equation, the minus sign preceding the absolute value symbol enforces our convention that higher scores correspond to higher rankings. The object R that is used to define the weak scoring model is called a reference object. We note that, given a query Q, producing approximate nearest neighbor rankings according to scoring model S R requires computing the exact distance D only between Q and the reference object R, assuming that distances from R to every single database object have been precomputed off-line. Therefore, producing approximate rankings according to S R is typically several orders of magnitude more efficient than computing the exact distance D between Q and every single database object. By choosing thousands of different reference objects, we can define thousands of different weak scoring models. Then, the BRM training algorithm can be used to build an optimized ranking model R opt using those weak scoring models as building blocks. The BoostMap method [4] can thus be specified as an instance of the BRM method, where the goal is to estimate nearest neighbor rankings, and the weak scoring models that are used in the training algorithm are of the form S R , as defined in (14).
Query-sensitive embeddings
Query-sensitive embeddings (QSE) were described in [5] . QSE can be seen as an improvement of the BoostMap method described above: in both QSE and BoostMap, the goal is to estimate nearest neighbor rankings. Using the BRM framework described in this paper, what differentiates QSE from BoostMap is that in QSE the weak scoring models that are used are query-sensitive. In particular, given a reference object R, a query-sensitive weak scoring model can be defined as follows:
The area of influence W can be any interval of the positive real numbers R + , or any complement of such an interval. In other words, an area of influence can be of the form [a, b] where a and b are real numbers, or it can be of the form [0, a) ∪ (b, ∞).
Boost-NN
The Boost-NN method [6] aims at constructing a distance measure that is optimized for nearest neighbor classification. As in BoostMap and query-sensitive embeddings (QSE), query objects and database objects belong to the same space. However, in BoostMap and QSE, we are given a distance measure and the goal is to approximate the distance measure, whereas in Boost-NN, we are not given a distance measure to use. Instead, in Boost-NN, the goal is to construct such a distance measure, in a way that maximizes nearest neighbor classification accuracy.
In nearest neighbor classification, a query object is classified based on the class labels of its nearest neighbors. If we use R true to denote the ranking model that describes the desired nearest neighbor rankings, then we would like the following to hold: R true (Q, A) < R true (Q, B) if Q and A belong to the same class and B belong to a different class. In other words, we would like the database objects of the same class as Q to be the nearest neighbors of Q, and we would like all objects belonging to a different class than Q to be ranked lower than that.
In the implementation of Boost-NN described in [6] , each test object and each database object is a d-dimensional vector. If we use notation X = (X 1 , X 2 , . . . , X d ) to denote the values of the individual dimensions of an object X , then a weak scoring model for this domain can be defined as:
In other words, S i simply considers the absolute difference between Q and X in the i-th dimension. Using this definition, Boost-NN can be seen simply as an application of the BRM method that uses the weak scoring models of the form S i defined in the above equation.
Application to movie recommendations
In addition to reformulating our previously published ranking methods as instances of the proposed BRM method, we have also applied BRM to the problem of ranking movie preferences of individual users. Our experimental domain is the Netflix dataset [11] . In that dataset, users rate movies that they have watched with an integer between 1 and 5, where rating 1 is the worst rating and rating 5 is the best rating. We denote by S true (Q, U ) the rating that user Q gives to movie U . The typical user only rates a relatively small fraction of the tens of thousands of movies in the dataset. The goal in the Netflix contest is to predict ratings for movies that a user has not yet seen, so as to be able to make useful recommendations to the user. The goal of our method is related, but not identical, to the goal in the Netflix contest: in our method, we are not interested in predicting ratings, but rather in predicting rankings. In other words, we do not mind if our constructed scoring model S opt does not agree numerically with user ratings, but we do mind if the ranking model R opt ranks, for any user Q, any pair of movies U 1 , U 2 in a way that conflicts with the ratings that the user gave on those movies.
A simple scoring model that can be used in predicting movie ratings is the "average" score S avg :
S avg (Q, U ) = average rating of U among all users who have rated U.
Note that the user Q is not used in defining the value of S avg (Q, U ), which always gives the same score for U , regardless of the user. We have confirmed in our experiments that S avg is a fairly informative scoring model, which can be a useful building block for constructing BRMs.
A family of scoring models can be defined using what we call "reference movies". Let us pick a specific movie M. We define Q(M, n) to be the set of users who have rated M with rating n. Then, if we use M as a reference movie, we can define a scoring model S M as follows:
In more detail, to compute S M (Q, U ), we perform the following steps:
-If user Q has not rated the reference movie M, then S M (Q, U ) = 0. Note that, in this case, scoring model S M does not give us any useful information for user Q, and assigns a score of 0 to all movies. -If user Q has rated reference movie M with some score n = S true (Q, M), then we find the set Q(M, n) of all users who agreed with user Q on the rating of M. Then, we find all users in Q(M, n) who have rated movie U , and we return the average of those ratings.
Finally, another family of scoring models can be obtained by applying an SVD-like factorization process [38, 60] . In those methods, given a desired dimensionality, every user Q is assigned a d-dimensional vector V (Q) and every movie is assigned a d-dimensional vector V (U ). These vector assignments are optimized so as to minimize the error of using the dot product between V (Q) and V (U ) as an approximation for S true (Q, U ). In our implementation, we used Simon Funk's psuedo-SVD algorithm, FunkSVD, to assign a vector to each query and each user [22] .
We can also define query-sensitive versions of the weak scoring models described above. One way of defining regions of influence for the query-sensitive weak models is to do k-means clustering on the set of queries. We should note here that k-means clustering is applicable on sets of vectors, where the "mean" operation is applicable. In the Netflix dataset, we vectorize all queries by applying the FunkSVD factorization process [22] . Then, given a new query Q that we have not seen before, Q can be assigned to the cluster of its nearest mean, among the selected k means. This way, we define k regions of influence, such that the i-th region corresponds to the set of queries that are closer to the i-th mean than to any of the other means. If, using k-means clustering, or any other approach, we define k possible regions of influence, then every weak scoring model S can be used to define k different query-sensitive weak scoring models.
Experimental evaluation
The proposed BRM method is a general framework for learning ranking models. As explained in Sect. 6, several methods we have previously designed for nearest neighbor retrieval and classification can be re-derived as special cases of this unifying framework. In that sense, a large body of experimental results that we have previously published for BoostMap [4] , query-sensitive embeddings [5] , and Boost-NN [6] can serve as experimental validation for the BRM method, and highlight the competitive results that can be obtained using BRM. In this paper, we provide some additional experiments, in which the BRM method is applied on the problem of making movie recommendations. The experimental evaluation presented here serves two goals:
-To present a new application of the BRM method, on the problem of making movie recommendations, so as to illustrate the generality of the BRM method, and its ability to treat in a domain-independent manner rather disparate ranking problems such as nearest neighbor retrieval and movie recommendations. -To illustrate some of the common behaviors and also some of the possible pitfalls of the BRM method.
Data, parameters, and implementation choices
Our experimental domain in this evaluation is the Netflix dataset [11] . That dataset contains a total of 100,480,507 ratings (each rating corresponding to a user/movie pair), from a total of 480,189 users and for a total of 17,770 movies. From this dataset, we chose a training set of 80,425 users. For all training triples (Q, A, B) used in our training algorithm, Q was constrained to belong to this training set of users, whereas A and B could be chosen among the entire set of movies. To measure the error rate of the constructed ranking models, we used a test set of 80,425 users, meaning that for every triple (Q, A, B) used in evaluating the error rate of ranking model, Q was constrained to belong to the set of test users. We explicitly enforced that the set of training users and the set of test users be disjoint from each other. In each invocation of our training algorithm, we used 200,000 training triples. To evaluate the accuracy of each constructed ranking model, we used 200,000 test triples.
In order to obtain a more detailed quantitative evaluation, every method and variation that we have tested has been evaluated in four different settings, each of which used a different set of training and test triples. In particular, in choosing training and test triples (Q, A, B) , we enforced the constraint that |S true (Q, A) − S true (Q, B)| ≥ n. We used four different values for n: n = 1, 2, 3, or 4. Each of those four cases is denoted respectively as Diff1, Diff2, Diff3, and Diff4. The Diff1 setting was the least constrained, as it could include any triple (Q, A, B) as long as user Q did not give the same rating to both A and B. The Diff1 setting was also the hardest to classify correctly. The Diff4 setting was the most constrained, as it only included triples (Q, A, B) where user Q rated one of the two movies with a 1 and the other one with a 5. The Diff4 setting was the easiest to classify correctly.
For every experiment conducted with a particular family of weak scoring models, we also conducted a parallel experiment using query-sensitive versions of the same scoring models. In all such cases, the regions of influence W j were chosen by applying k-means clustering, with k = 10, on the set of training users. To obtain a vector representation of each user, each user was mapped to a 128-dimensional vector, comprised of a user's weights in the decomposed user feature matrix produced by FunkSVD [22] .
Experimental results
In our first set of experiments, we applied the proposed training algorithm to construct a ranking model using individual weak scoring models defined based on reference movies, as specified in (18) . We used a total of 500 candidate reference movies, which were selected as the 500 movies in the Netflix dataset that were rated by the most users. This means that the set S of weak scoring models, which was passed as input to the training algorithm, contained 500 scoring models. Figure 1 shows the accuracy of the individual weak scoring models, as measured on test triples of type Diff1, Diff2, and Diff4 (the Diff3 plot was very similar to the plots for Diff2 and Diff4 and was omitted to improve the readability of the figure). We note that the accuracies of the individual weak scoring models range between 53.22 and 62.91% for Diff1, between 54.12 and 66.70% for Diff2, between 54.36 and 67.95% for Diff3, and between 54.04 and 68.27% for Diff4. Table 1 displays the results of this set of experiments. In this table, we compare the results obtained using BRM with the results obtained using two alternatives: the first alternative is to simply use the best individual weak scoring model. The second alternative is to combine all scoring models by simply averaging them. We note that both the average of all scoring models and the boosted ranking model are linear combinations of individual weak scoring The results shown for BRM are obtained using the query-sensitive version of BRM models. The key difference is that the average is an unweighted linear combination, whereas the boosted ranking model is a weighted linear combination where the weights have been explicitly chosen by the training algorithm so as to maximize accuracy. The results in Table 1 are an example of a case where we consider our method to be successful. First of all, in all settings, the resulting boosted ranking model obtains clearly better accuracy compared to any of its individual components, and also compared to the average of all scoring models. We should note that the experimental results for BoostMap [4] demonstrated similar behavior for boosted ranking models used for efficient nearest neighbor retrieval: better accuracy both compared to each individual weak scoring model and compared to the average of all scoring models.
In a second set of experiments, we included in our pool of weak scoring models, in addition to the 500 reference movie-based scoring models, the average S avg of all reference movie-based scoring models, and five scoring models obtained by using FunkSVD [22] , with an individual scoring model corresponding to each of the following dimensionalities of the SVD representation: 5, 32, 64, 96, and 128. Table 2 shows the accuracy achieved by each of the individual SVD-based scoring models. Table 3 shows the results we obtained with the boosted ranking model. The middle column shows the accuracy obtained using the best among all individual weak scoring models (which, in all settings, was the scoring model based on the 128-dimensional SVD representation). The right column shows the accuracy obtained using the BRM method. The results shown for BRM are obtained using the query-sensitive version of BRM As Table 3 indicates, in all Diff settings, the BRM method obtained accuracies that were slightly better than those of the 128-dimension SVD-based scoring model, which was in all cases the most accurate weak scoring model. At the same time, the results for the Diff1 and Diff2 settings represent cases where the BRM method does not work as well, in the sense that the performance gains are not significant, compared to not using BRM and just using the best weak scoring model.
Comparing the Diff1 and Diff2 results shown in Table 3 with the Diff1 and Diff2 results shown in Table 1 , we notice some differences that may help explain the difference in accuracy gains obtained by BRM. In the first set of experiments (Table 1) , the family of weak scoring models included multiple complementary models, and no individual model was significantly better than every single other model. On the other hand, in the second set of experiments (Table 3) , for the Diff1 and Diff2 settings, the family of weak scoring models contained a few individual models (the ones based on 64, 96, and 128-dimensional SVD representations) that were largely similar to each other as well as significantly more accurate than any other model. In that case, the training algorithm did not manage to identify a way to use the remaining 503 scoring models in a way that significantly complements the best individual model.
On a more positive note, for the Diff3, and Diff4 settings, the accuracy gains may seem small in absolute terms, but they represent significant reductions in the frequency of misclassified triples. In general, it is well known that accuracy gains are much harder to attain when the baseline accuracy is already high. For example, for the Diff3 setting, the accuracy gain from the 97.91% accuracy of the 128-dimensional SVD model to the 98.19% accuracy for the BRM model, although numerically small, can be considered significant: out of 200,000 test triples, 3,620 test triples were misclassified by the BRM model, which was 13.4% fewer than the 4,180 test triples misclassified by the 128-dimensional SVD model. Similarly, for the Diff4 setting, the number of test triples misclassified by the BRM model was 11.3% smaller than the number test triples misclassified by the 128-dimensional SVD model. The first family contained 500 reference movie-based scoring models. The second family was a superset of the first family, which also included the average of all movie-based scoring models and FunkSVD-based scoring models
Furthermore, these improvements attained by BRM for the Diff3 and Diff4 settings were attained despite the fact that these learning problems presented the same challenge that was also present for the Diff1 and Diff2 settings: i.e., three weak scoring models that are very similar to each other and significantly better than the vast majority of the remaining weak scoring models. The learning algorithm still managed to combine these very accurate models with other, significantly less accurate models, so as to achieve a measurable decrease in the frequency of misclassified triples.
In a third set of experiments, we have evaluated the difference in accuracy between querysensitive BRM models and non-query-sensitive BRM models. Table 4 shows the results obtained using each of the two weak scoring model families that we used in the previous experiments: the family of 500 reference movie-based models, and the extended family where, in addition to those 500 models, we include the unweighted average of all reference movie-based models and the five scoring models obtained using Funk-SVD with respective dimensionalities of 5, 32, 64, 96, and 128. We note that, for both families of weak scoring models, and in all Diff settings, the query-sensitive models are somewhat more accurate than the non-query-sensitive models. The accuracy gains were not dramatic in any case, the gain being always less than 1%. At the same time, the accuracy increase from 98.79% to 99.06% for the extended weak scoring model family, and the Diff4 setting can be seen as significant, as it was measured on 2,00,000 test triples, and it represents a 22% decrease in the number of test triples that were misclassified. With respect to previously published results on instances of the BRM method, we should note that query-sensitive BRM models were shown to lead to significant accuracy gains on the problem of nearest neighbor indexing [5] .
In summary, our experimental results illustrate the ability of our method to improve ranking accuracy, sometimes significantly, compared to the individual weak scoring models given as input. The results also illustrate the potential pitfall whereby some individual scoring models are both similar to each other and at the same time significantly more accurate than all other models. In that case, our method may not offer significant accuracy gains compared to the alternative of simply using the best weak model. Finally, the results demonstrate that using the query-sensitive variation of the BRM method led in all cases to gains, albeit modest, in accuracy.
Discussion and conclusions
In this paper, we have addressed the problem of learning a ranking model from training data. We have assumed that we are given as input a large family of weak scoring models, which may or may not be very accurate by themselves. The main contribution of the proposed BRM method is that it reduces the problem of learning a ranking model (i.e., learning a function mapping query/item pairs to an integer rank) to the significantly more simple problem of learning a binary classifier (i.e., mapping a pattern to a 0/1 label). More specifically, we have shown how to convert the problem of learning a ranking model to the well-studied boosting problem of combining multiple weak binary classifiers into a single, optimized classifier.
The reduction of the ranking problem into the binary-classifier boosting problem allows us to formulate a training algorithm that is simply an instance of the AdaBoost training algorithm. An important feature of this reduction, and the resulting training algorithm, is that they are formulated in domain-independent terms and can readily be applied to a variety of ranking problems, such as nearest neighbor retrieval and classification, or recommendation systems. We have shown how to derive some already existing methods addressing specific ranking problems, such as BoostMap [4] , query-sensitive embeddings [5] , and Boost-NN [6] , as instances of the general framework proposed in this paper. We have also applied this new framework to the problem of movie recommendations.
Like any boosting method, our method does not guarantee that it will actually indeed improve performance in any particular domain. At the same time, we have seen in our experiments cases where our method led to significant improvements in classification accuracy compared to the individual scoring models that it used as building blocks. Additional evidence for the usefulness of the proposed method can be obtained from prior publications, where individual instances of the BRM method were evaluated [6, 4, 5] . These results, and the domain-independent nature of our formulation, underscore the potential of the BRM method to improve performance in a variety of ranking applications.
