Horace Barlow, retired Royal Society Research Professor of Physiology at the University of Cambridge, has worked in Vision and Perception for 50 years. He contributed to the experimental discovery of bug-detectors and lateral inhibition in the frog retina, motion detection in the rabbit retina, and selectivity for disparity in the cat cortex. As a theoretician, he has argued that exploiting the redundancy of natural stimuli is important for effective perception and cognition, and that measuring absolute statistical efficiences is useful for defining the work involved.
Introduction
Statistical regularities abound in the world around us, and many of them are actually, or potentially, important for our survival. Furthermore many of them are obviously exploited by our bodies, and the anatomy of the eye provides especially beautiful examples of evolutionary adaptations to different environments (Walls 1942 ). Shepard's papers (1984 Shepard's papers ( , 1994 were a major inspiration for the program at ZiF in Bielefeld that was the major source for this collection of articles. He evidently believed that the apparent motion trajectory of an object shown first at one position, then at another, resulted from the evolutionary adaptation of psychological mechanisms to the kinematic geometry of moving objects. Now kinematic geometry is concerned with non-probabilistic geometric relations, not statistics, but the way Shepard thought that perception was adapted to its rules parallels the way others have thought of perception adapting to statistical regularities. This article starts by giving a brief history of the development of these ideas, and then compares their predictions with Shepard's in the particular conditions he explored.
First we should perhaps note that all learning could be regarded as the internalisation of environmental regularities, for it is driven by the statistically regular occurrence of reinforcement following particular sensory stimuli or selfinitiated actions. Furthermore it is well-recognised that statistical associations between sensory stimuli, as well as associations between the stimuli and reinforcement, influence learning (Rescorla & Wagner 1972; Mackintosh 1983) . This makes it difficult to say where the use of statistical regularities in perception stops and their use in learning begins, but let us start with a brief historical review of the claims that have been made about their use in perception.
Helmholtz
Helmholtz flourished before Darwinian ideas about genetic adaptations to the environment were widely acknowledged, but he argued unremittingly that perception results from the interaction of apperception -the immediate impact of sensory messages -with remembered ideas resulting from past experience. He wrote of perceptions that "…by their peculiar nature they may be classed as conclusions, inductive conclusions unconsciously formed" (Helmholtz 1925) . Thus he held the view that experience of the environment was internalised or remembered and provided the basis, together with current sensory messages, for the statistical conclusions -mostly valid -that constitute our perception of the world.
Mach and Pearson
Ernst Mach (1886) and Karl Pearson (1892) also appreciated the importance of environmental statistics, but they viewed the matter somewhat differently. They argued that scientific concepts and laws simplify our complex experience of the world, and that they are important because they bring "Economy of Thought" to our mental processes. Although this idea has great appeal at an intuitive level, it can only be made convincing if economy can be measured, and that had to wait for the quantitative definition of information and redundancy (Shannon & Weaver 1949) .
Craik
In a short book Craik (1943) developed the idea that the main function of the higher cognitive centres is to build symbolic working models. Such models must be based on the associative structure of objects and events in the environment, and are therefore expressions of environmental regularities. It is a more general form of Tolman's (1948) idea of cognitive maps.
Brunswik
Egon Brunswik (1956) seems to have been the first to suggest that the Gestalt laws governing grouping and segregation of figure from ground were more than empirical facts about perception: they were rules for using statistical facts about images to draw valid inferences from the scene immediately before the eyes. His work is not often quoted so it is worth describing in greater detail. He pointed out that objects have uniform properties compared with randomly selected regions of an image, and hence if two patches have similar local characteristics they are likely to be derived from the same object in the external world; this is the reason why it is appropriate to group them together. By analysing stills from the Alec Guiness movie "Kind Hearts and Coronets" Brunswik and Kamiya (1953) were able to show that there was a tendency for the proximity of two parallel lines to indicate the presence of a manipulable object in the scene, though this was a disappointingly weak effect.
The methods available then were feeble compared with those available now, and recent work on the statistics of natural images (Ruderman 1997) has shown that correlations of straightforward luminance values are indeed much stronger between points that lie within the same object than they are between points lying in different objects. Within the brain, images are not represented just by luminance values but by neurons selective for features such as orientation, texture, colour, disparity, and direction of motion. It will be interesting to see if the difference between inter-and intra-object correlations are even greater for these features than for luminance; if this is so it would go a long way towards showing that the Gestalt laws of proximity, good continuation, common fate, and so on are rules for making valid statistical inferences from environmental regularities. Elder and Goldberg (1998) have recently studied the validity of various properties of edges for bringing about correct object segregation.
It is worth noticing that Brunswik's idea makes a lot of sense of the anatomical arrangement of primary visual cortex (V1) and the surrounding extrastriate areas (Barlow 1981) . V1 has neurons selectively sensitive to those local characteristics of the image that cause grouping, namely orientation, colour, texture, disparity, and direction of motion, most of which had already been identified by the Gestaltists. V1 neurons then project topographically to surrounding extra-striate areas creating new maps (see Lennie 1998 ), but there is also a non-topographic component in the projection. Neurons in V1 and V2 that are selectively sensitive to a particular feature (eg movement in a certain direction) converge on to single neurons in these extrastriate areas, thus collecting together information about this feature from relatively large regions of the visual field. Assembling the information in this way is the crucial step that enables such a feature to be detected at a low signal-to-noise ratio (Barlow and Tripathy 1997) even when it is spread over a fairly large patch of the image. Perhaps we are beginning to understand the physiology as well as the statistical logic of these first stages of object recognition. Attneave (1954) imported into psychology mathematical concepts that had been developed by Shannon and Weaver (1949) to quantify the transmission of information down communication channels. The most important of these from the present point of view are information, channel capacity and redundancy. A communication channel can only transmit information at rates up to a finite limit called its capacity, but the messages actually transmitted often contain less than this amount of information; the difference is the redundancy of the messages. The importance here is that any form of regularity in the messages is a form of redundancy, and since information and capacity are quantitatively defined, so is redundancy, and we have a measure for the quantity of environmental regularities.
Attneave
Attneave pointed out that there is much redundancy in natural images and suggested that the subjective prominence of borders provides an example of a psychological mechanism that takes advantage of this fact: you can represent an object more economically by signalling transitions between object and non-object because these are the unexpected, and therefore information-bearing, parts of the image. He illustrated with his famous picture of a sleeping cat that the same rule applies to the orientation of boundaries, for the picture was produced simply by connecting the major transition points in the direction of the border that outlines it.
Barlow
I became interested in the importance of statistical structure in sensory messages as soon as I came across Shannon's definitions of information, capacity, and redundancy. It seemed to me (Barlow 1959 (Barlow , 1961 ) that redundancy must be important throughout our sensory and perceptual system, from the earliest coding of physical messages by sensory receptors, right through to the intelligent interpretation of the patterns of excitation that occurs at the highest cognitive levels (Barlow 1983 ).
There has been one major change in my viewpoint. Initially I thought that economy was the main benefit to be derived from exploiting redundancy, as it is for AT&T and British Telecom. But, as explained in greater detail below, the physiological and anatomical facts do not fit the idea that the brain uses compressed, economical, representations, and one can see that these would be highly inconvenient for many of the tasks it performs, such as detecting associations. Therefore I now think the principle is redundancy exploitation, rather than reduction, since performance can be improved by taking account of sensory redundancy in other ways than by coding the information onto channels of reduced capacity.
My initial idea was similar to Attneave's, described above, but what excited me was the fact that one could point to physiological mechanisms, such as the accomodation of sensory discharges to constant stimuli, light and dark adaptation, and lateral inhibition, that actually put the principles to work. I first wrote about it in 1956 (though the article was not published until 1961), and made predictions about the coding of motion that have subsequently been confirmed. If I had been smart enough I would have predicted the orientational selectivity of cortical neurons that Hubel and Wiesel (1959) discovered, for it has been shown that this fills the bill for redundancy exploitation (Ohlshausen & Field,1996; van Hateren & van der Schaaf, 1998 ). An attractive feature of the idea is that a code formed in response to redundancies in the input would constitute a distributed memory of these regularities -one that is used automatically and does not require a separate recall mechanism.
The original article (Barlow 1961) suggested sparse coding, ie that the economy is brought about by reducing the frequency of impulses in neurons carrying the representation rather than by reducing the number of neurons involved. Barlow (1972) is mainly concerned with experimental evidence showing that single neurons in sensory pathways are highly sensitive and selective in their response properties; hence perceptual discriminations can be based very directly upon their activity and may characteristically depend upon only a few of the most active neurons. The article also develops the idea of sparse coding, where the activity of a small number of neurons selected from a very large population forms a distributed representation of the sensory input (see also Field 1994) . The elements of this type of distributed representation are called "cardinal cells" to indicate their partial resemblance to Sherrington's "pontifical neurons". They signal directly the occurrence of messages belonging to subsets of the possible sensory inputs that it would be useful for an animal to learn about. The elements of distributed representations are often assumed to represent random or arbitrary subsets of input states, whereas a cardinal cell representation has some of the merits of grandmother or mother cell representations (see Lettvin's note in Barlow 1995) , as well as those of sparse distributed representations. Barlow (1989) argued for the general importance of the associative structure of sensory messages and proposed factorial coding, in which representative elements are formed that are statistically independent of each other, as a means of storing knowledge of these environmental regularities. Barlow (1990) suggested that motion and other after-effects result from adaptive mechanisms that tend to make representational elements independent of each other, and Carandini et al (1997) provided some experimental evidence for the predicted contingent adaptation in neurons of monkey V1. Barlow (1996) reviewed some of this work and attempted to bring it up to date in the general context of Bayesian inference and perception.
The idea of economy in representation that Mach and Pearson proposed and Attneave and I recast in terms of Shannon's redundancy provides a key to understanding much in sensation, perception and cognition, but the problem whether channel capacity decreases at higher levels in the brain needs to be faced. Initially it would seem that, if redundancy is to be reduced, the transformations in sensory pathways would have to generate very compact sensory representations with a reduced number of channels, each active for a high proportion of the time. In fact almost the opposite occurs: at higher levels in the brain there are vastly more channels, though it is true that each is active at a lower rate. The increase in cell numbers is enormous, with more than a thousand times as many neurons concerned with vision in the human cortex as there are ganglion cells in the two retinas. The average frequency of impulses certainly becomes lower in the cortex, so coding does become sparser, but even if the capacity is deemed to be limited by this reduced mean firing rate, the increased number of cells dominates: on any plausible assumptions the capacity of the cortical representation is vastly greater than that of the retinal ganglion cells, so redundancy appears to be increased, not reduced. But as mentioned earlier, economising the capacity of the central representation may not be the factor of importance in the brain.
Information theory has always assumed that cost is proportional to channel capacity, and the commercial value of redundancy reduction lies in the reduction of costs it can bring about. Linking cost with channel capacity was appropriate for man-made communication channels, but costs and benefits may be quite different in the brain, and A R Gardner-Medwin and I have been looking at the "cost" for efficient learning that results from the use of distributed representations (GardnerMedwin & Barlow, 2000) . Efficient learning requires the ability to count the occurrences of different attributes of sensory stimuli with reasonable accuracy, but unavoidable errors occur in distributed representations, where different attributes activate the same neuron. This overlap causes an increase in the variance of frequency estimates, which means that learning for features or events represented in a distributed manner must require the collection of more evidence than is necessary for features or events represented directly, in a localist manner. To reduce this loss of efficiency it is necessary to use many more neurons in distributed representations -ie to increase their redundancy. This reduces the extent to which representational elements are active in events other than the one that is being counted.
Distributed representations allow an enormous number of different input patterns to be distinguished by relatively few neurons, and no-one doubts that they are used in the brain. But for learning associations it is not sufficient just to distinguish different input patterns -one must also estimate how often they occurand to do this with reasonable efficiency requires highly redundant representations.
Perhaps this is a reason why there are so many neurons in the cortex.
Note that redundancy is a measure of any kind of statistical regularity, and there is no necessary relationship between the redundancy that can be exploited in the input, and the redundancy added by using a number of elements that is unnecessarily large for representation alone. Sensory redundancy is important because knowledge of regularities in the environment is advantageous for many purposes, such as making predictions. Redundancy in the representation has a quite different role: it reduces the extent to which elements are necessarily active for more than one type of input event, which is what hinders accurate counting. There is no guarantee that the redundancy in the input would achieve the latter purpose, though it might be possible to transform input redundancy directly into a form that would reduce overlaps in the way required. Perhaps the "repulsion" between frequently co-active elements postulated to account for pattern-contingent aftereffects (Barlow 1990 ) represents such a mechanism.
Watanabe
Watanabe (1960) drew attention to the similarity between inductive inference and recoding to reduce redundancy, a theme also taken up by Barlow (1974) . If a particular type of regularity is identified in a mass of data, then it is possible to represent those data more compactly by exploiting the regularity. Carrying this argument to its logical conclusion, inductive inference is a matter of using statistical regularities to produce a shorter, more compact, description of a range of data, an idea that is carried further in the minimum description length (MDL) approach to these problems. Solomonoff (1964a,b) and Wallace and Boulton (1968) suggested that the computer code with the minimum length necessary to reproduce a sequence of data provides the shortest, and therefore least redundant, representation of that data. This is obviously related to Occam's razor, to Mach and Pearson's ideas about economy of thought, and to later ones on economy of impulses. The idea has been related to Bayesian interpolation (MacKay 1992) , to the problem of simplicity and likelihood in perceptual organisation (Chater 1996) , and to the general problem of pattern theory (Mumford 1996) . Like redundancy exploitation, it uses regularities in the data to provide a basis for induction and prediction.
Minimum Description Length

Recent work in this area
These ideas have become very much alive in the last decade or so. Linsker (1986a,b,c) applied information theory to understand the properties of neurons in the visual pathway, and Field (1987) tried to relate the properties of cortical neurons to the amplitude distribution for spatial frequencies in natural images. The statistics of such images were investigated by Tolhurst, Tadmor & Chao (1992) , Ruderman (1994) , Field (1994) , Baddeley (1996) and Baddeley et al. (1997) . Atick (1992) reviewed the redundancy reduction idea, and Atick & Redlich (1990 argued that visual neurons were adapted to deal with the statistics of natural images. The idea that the form of the receptive field of V1 neurons is specifically adapted to the regularities of natural images has been around for a long time (eg Barrow 1987 , Webber 1991 ) but early attempts were not very successful in using this principle to derive receptive fields like the real ones from the statistical properties of natural images. More recent attempts (Bell & Sejnowski 1995; Olshausen & Field 1996; Hyvarinen & Oja 1996) have used non-linear methods and somewhat different principles. For instance van Hateren & van der Scharff (1998) ran a program on natural images that performed Independent Component Analysis. This determines what receptive fields would be expected if the goal was to produce a limited number of descriptors of image patches that would, when added in the right proportions, generate accurate replicas of the range of images it was trained on. They showed that the predicted receptive fields match those determined experimentally in some, though not all, of their properties. More remains to be done along these lines, but it seems probable that the receptive fields of V1 neurons are indeed adapted to the regularities of natural images.
The work reviewed above suggests important roles for neurophysiological mechanisms that exploit the redundancy of sensory messages resulting from statistical regularities of the environment. For example it has given us an idea why sensory nerves accomodate, why lateral inhibition occurs, why neurons are selectively sensitive to movement, why cortical neurons have the receptive fields they do, why and how the Gestalt segregation of figure from ground occurs, and why the striate and extrastriate visual cortex are organised the way they are. We now need to look more closely at Shepard's ideas to see how they are related to the adaptation of pre-perceptual mechanisms, through evolution and experience, to handle statistical regularities in the input with improved effectiveness. The next section argues that such adaptations could make perception expert in handling the images of moving objects, and that Shepard's idea of the internalisation of kinematic geometry, which emphasises non-probabilistic geometric rules instead of statistical regularities, is too vague to describe the process and does not explain its advantages.
The problems of internalisation and kinematic geometry
Shepard's choice of the word "internalisation" is curious. In reading his original article it was not quite clear whether he thought this was straightforward evolutionary adaptation or not, but in his later (1994) article he clarifies this point by mentioning genes in the opening sentence, though he still frequently refers to internalisation. Now to understand the process as an evolutionary adaptation it is not sufficient just to copy the regularity internally, which is what the term internalisation implies. In addition the regularity must be turned to some advantage, for without this the mechanisms would have no survival value. This is obvious in an example Shepard uses himself -diurnal rhythms -for a diurnal animal exploits the rhythm to become active by day and sleep at night while a nocturnal animal does the reverse, but both can be described as internalisation of the rhythm. In that case only the appropriate phase has to be found in order to gain advantages, but for evolutionary adaptation to other environmental regularities the mechanisms required to gain advantages are likely to be more complicated and much less obvious. Let us try to apply this to Shepard's experiments.
When an object is shown successively in two positions, subjects experience it moving along a path between these positions, and Shepard claims that his experiments show the path to be close to that dictated by Chasles' rule. There are three problems here. First, Chasles' rule provides a concise way of describing how a 3-D object can move from the first to the second position, but it does not say that the object has to move along the path corresponding to simultaneous translation and rotation, as Todorovi'c (2000) explains in greater detail. As will be described below, it would be advantageous to have mechanisms adapted to respond to the types of motion that actually occur in the features of moving objects, and such mechanisms would be predicted on the redundancy exploitation hypothesis; but it is hard to see any basis for expecting these adaptations to correspond to the internalisation of Chasles' rule, because this does not necessarily specify the motions that actually occur.
Second, it is not clear whether the subject's judgements of intermediate positions are accurate enough to distinguish Shepard's predictions from ones based on mechanisms that respond to the different types of motion that occur frequently in the images of moving objects, as the redundancy exploitation hypothesis predicts.
The third problem is even more basic: we do not understand the neural basis for subjective experiences of moving objects, so it is risky to try to relate the experience to mechanism. To make sense of Shepard's claim we would have to accept a framework of the following sort. Assume the views of 3-D objects are represented in our brains by symbols for the coordinate values of prominent features in those objects. The views at the two positions would create two such representations, and we need to assume that the brain can interpolate between the corresponding features in these two representations to create representations of intermediate values. Shepard's claim would be that these interpolated representations correspond to positions along the screw transformation path that connects the two seen positions. With such a model the predictions of the hypothesis can at least be clearly stated, but it is a most implausible model because it assumes that experience is based on a temporal sequence of static representations, whereas we know there are neurons that represent movement: Where do these fit in? And how could the interpolated representations of static positions be formed early in the movement, before the object has appeared at its second position?
This model ignores modern knowledge of the neurophysiology of sensory systems and is very unconvincing, but one must have some model before one can make predictions. To go to other extremes, it is clear that there are some ways of representing image information in the brain for which it would be meaningless to talk of applying the rules of kinematic geometry. What if the 3-D object is described in our brains as "like a carrot bent in the middle", or in terms of the muscle activations required to place our finger on its various features? How could one apply the rules to these representations? The way perceptions are represented in our brains is far from settled, but the rules of kinematic geometry could not be applied to some possibilities. Now consider what advantages could be derived from having mechanisms evolutionarily adapted for signalling the motions of moving objects, for we need to understand these advantages if we are to relate the mechanisms to evolutionary survival. The results of van Hateren & van der Scharff (1998), briefly described above, suggest that there are cortical neurons that respond selectively to the spatial patterns that occur commonly in static natural images. If there are also ones that respond selectively to the spatio-temporal patterns of moving features in the images of moving objects, this would bring definite advantages. First, these neurons would act as matched filters for these patterns, and would therefore be optimal for detecting them at low signal-to-noise ratios, or as early as possible in the course of the movement. Second, they have the potential for extrapolating these movements into the future, that is for signalling a spatio-temporal pattern in its early stages, before it has been completed. And third, they could also interpolate, that is signal the whole motion when only its first and last parts were actually visible; this capacity is obviously important in considering the interpretation of Shepard's experiments. Analogous advantages might possibly be obtained by applying kinematic geometry, but Shepard does not suggest these potential benefits. Furthermore, as Todorovi'c (2000) points out, moving objects do not necessarily follow the helical path described by Chasles' rule, so its predictions might be misleading; the ordinary redundancy exploitation hypothesis makes more sense.
Geometric rules, the rigidity assumption, and experience
Shepard bravely proposed that a geometric rule, not a statistical regularity, is internalised, and that this leads directly to predictable subjective experiences. Sinha and Poggio (1996) have recently described experiments that show how subjective experience is influenced by interactions between the mathematical rules of perspective transformations, recent experience of particular motions, and a tendency to interpret motions that occur together as motions of a rigid object. Though the details are quite different, the important factors in these experiments are sufficiently similar to those in Shepard's experiments for their results to be relevant here.
Their subjects look for a few minutes at the computer-simulated silhouette of a 3-D figure made of straight wire segments being rotated to and fro about a horizontal axis. This is normally perceived as a rigid 3-D body being rotated, and if tested with the same figure and the same motions within a few minutes, the impression of rigid rotation is retained. But if instead a silhouette that is identical at its mid-position is moved in a way corresponding to a wire frame figure that has a different 3-D shape, then the subjects frequently perceive non-rigid motion: that is the object appears to deform as it moves. If those same motions had been seen without the training experience, they would have been perceived as the rigid rotation of a different 3-D body. Therefore the subjects certainly remember or internalise something as a result of their initial experience, but it is not the laws of kinematic geometry: it is that particular 3-D shape of the wire-frame object seen in the initial adapting experience that would, when rotated, generate the set of images that was actually experienced. I think Helmholtz would have been delighted by this experiment, not only because it illustrates so well the relation between his "apperception" and "remembered experience", but also because it brings out something that would have been new to him. It is the initial assumption of rigidity that makes it logically possible to infer a 3-D shape from the rotating image, and this gives new insight into the role of such a "default assumption" in perception. Furthermore this type of assumption is presumably genetically determined and is the consequence of evolutionary selection, both of which would I think have been further new ideas for Helmholtz.
If I have understood Shepard correctly, he thinks that perceptions somehow embody as a whole the regularities constituting kinematic geometry. In contrast, this experiment shows how the laws of perspective transformation are used, together with the rigidity assumption, to form one particular detail of the percept, namely its 3-D shape. This fits the ideas reviewed in previous sections of this article: regularities in the motions of the wire segments are detected and used to construct a rigid 3-D shape that is compatible with them and, when possible, the rigidity assumption; it is this shape that we experience and which influences subsequent interpretations of motion. A hierarchy of operations occurs in the visual pathways, and at least for the early ones the evidence is now strong that they conform to the principle of exploiting redundancy. In this light, the idea that perception has internalised the rules of kinematic geometry seems vague and implausible. Furthermore it is doubtful if Shepard's experimental tests of his specific idea distinguish it from the more general hypothesis about exploiting statistical regularities.
Conclusions
The principle that the redundancy in sensory messages resulting from regularities in the environment are exploited in sensory pathways illuminates a host of sensory phenomena, such as accomodation, light and dark adaptation, lateral inhibition, the form of feature detectors in the cortex, their relation to the Gestalt laws, the organisation of extrastriate areas, the functional role of figural and contingent after effects, and possibly the nature of intelligence itself. The principle of adaptation to regularities has a very respectable past, it is a fertile inspiration for current research, and looks set for a prosperous future. But Shepard has certainly drawn attention to an interesting phenomenon, and there may be an important lesson for neurophysiologists to learn from it.
Shepard claimed that when an object is presented first in one position, then another, "...one tends to experience that unique, minimum, twisting motion prescribed by kinematic geometry". There may be doubts about the role of kinematic geometry, but there is certainly a rotary component to the motion experienced, and once it has been pointed out it is clear that such rotations must play an important part in the interpretation of the images of moving objects. Furthermore these rotations need to be tightly localised to particular image features when using them in this way, and V1 is the high resolution area of the visual cortex. Hence one must ask "Do neurons in V1 detect rotation directly?" A recent analysis of their responses at different delays after the presentation of an oriented stimulus found that, for some of them, the favoured orientation does in fact change with the delay (Ringach et al, 1997) , so the optimum stimulus would be a twisting motion. Since Hubel and Wiesel we have known that V1 neurons signal the orientation of edges in the visual field: Do they also signal change of orientation with time? This hint that some V1 neurons are tuned to twisting movements, not pure translations, urgently needs to be followed up.
