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Abstract—Mobile edge computing (MEC) has emerged
as a prominent technology to overcome sudden demands
on computation-intensive applications of the Internet of
Things (IoT) with finite processing capabilities. Neverthe-
less, the limited energy resources also seriously hinders
IoT devices from offloading tasks that consume high power
in active RF communications. Despite the development of
energy harvesting (EH) techniques, the harvested energy
from surrounding environments could be inadequate for
power-hungry tasks. Fortunately, Backscatter communica-
tions (Backcom) is an intriguing technology to narrow the
gap between the power needed for communication and
harvested power. Motivated by these considerations, this
paper investigates a backscatter-assisted data offloading
in OFDMA-based wireless-powered (WP) MEC for IoT
systems. Specifically, we aim at maximizing the sum compu-
The work of Dinh-Hieu Tran and Symeon Chatzinotas was sup-
ported in part by the Luxembourg National Research Fund (FNR)
in the framework of the FNR-FNRS bilateral project ”InWIP-NETs:
Integrated Wireless Information and Power Networks.” The work of H.
V. Poor was supported in part by the U.S. National Science Foundation
under Grant CCF-1908308.
Phu X. Nguyen is with Department of Computer Fundamen-
tals, FPT University, Ho Chi Minh City 700000, Vietnam (email:
phunx4@fpt.edu.vn, phunx4@fe.edu.vn).
O. Onireti is with James Watt School of Engineering, Uni-
versity of Glassgow, Glasgow, G12 8QQ, UK.(email: Oluwakay-
ode.Onireti@glasgow.ac.uk).
Dinh-Hieu Tran and Symeon Chatzinotas are with the Inter-
disciplinary Centre for Security, Reliability and Trust (SnT), the
University of Luxembourg, Luxembourg, (e-mail: {hieu.tran-dinh,
symeon.chatzinotas } @uni.lu).
Phu Tran Tin is with Wireless Communications Research Group,
Faculty of Electrical and Electronics Engineering, Ton Duc Thang Uni-
versity, Ho Chi Minh City, Vietnam, (email: phutrantin@tdtu.edu.vn).
Sang Quang Nguyen is with Institute of Fundamental and Applied
Sciences, Duy Tan University, Ho Chi Minh City 700000, Vietnam and
Faculty of Electrical-Electronic Engineering, Duy Tan University, Da
Nang 550000, Vietnam, (email: nguyenquangsang3@duytan.edu.vn).
H. V. Poor is with the Electrical Engineering Department at Prince-
ton University, NJ 08544, (email: poor@princeton.edu).
Corresponding author: Phu Tran Tin, (email:
phutrantin@tdtu.edu.vn).
tation rate by jointly optimizing the transmit power at the
gateway (GW), backscatter coefficient, time-splitting (TS)
ratio, and binary decision-making matrices. This problem
is challenging to solve due to its non-convexity. To find
solutions, we first simplify the problem by determining the
optimal values of transmit power of the GW and backscat-
ter coefficient. Then, the original problem is decomposed
into two sub-problems, namely, TS ratio optimization with
given offloading decision matrices and offloading decision
optimization with given TS ratio. Especially, a closed-
form expression for the TS ratio is obtained which greatly
enhances the CPU execution time. Based on the solutions
of the two sub-problems, an efficient algorithm, termed the
fast-efficient algorithm (FEA), is proposed by leveraging the
block coordinate descent method. Then, it is compared with
exhaustive search (ES), bisection-based algorithm (BA),
edge computing (EC), and local computing (LC) used as
reference methods. As a result, the FEA is the best solution
which results in a near-globally-optimal solution at a much
lower complexity as compared to benchmark schemes. For
instance, the CPU execution time of FEA is about 0.029
second in a 50-user network, which is tailored for ultra-
low latency applications of IoT networks.
Index Terms—Backscatter communication, Internet of
Things (IoT), mobile edge computing (MEC), OFDMA,
wireless power transfer (WPT).
I. INTRODUCTION
Internet of Things (IoT) can play a key role in im-
proving quality of life through applications such as home
automation, smart cars, smart city, health care, industrial
or agriculture monitoring, augmented reality, and smart
grid [1]. The number of IoT devices is estimated to reach
25 billion by 2025 [2], [3]. Moreover, there is an explosive
surge of resource-intensive IoT applications such as inter-
active gaming, multi-view video construction, augmented
reality (AR), virtual reality (VR), and face recognition,
that impose stringent demands on high computation capa-
bility, and low-latency processing [4]. The restricted stor-
age and computation resources of IoT users besides their
constrained battery capacity make them unsuitable for
processing resource-hungry applications. Mobile cloud
computing (MCC) is a promising solution to overcome
the above issues in IoT networks [5]. Specifically, offload-
ing the heavy computation tasks to a central cloud (CC)
mitigates the IoT devices’ workload responding to low
latency and highly accurate applications. Nevertheless, the
MCC faces many problems such as network congestion
and high transmission delay due to many users connect
to the CC simultaneously and distant from users to CC,
respectively, which reduces the system performance. To
this end, Mobile Edge Computing (MEC) was recently
proposed to eliminate the shortcomings of the traditional
MCC due to its compute-intensive capability and the close
proximity to end-users. Consequently, MEC provides high
bandwidth connectivity and comes hand-in-hand with
ultra-low latency in computational offloading tasks [6]–
[9].
Extensive studies have investigated the MEC in IoT
networks [10]–[14]. The works in [10] and [11] investi-
gated the scheduling of tasks for IoT services in MEC.
Specifically, Hu et al. [11] studied the resource schedul-
ing problem in ultra-dense edge computing (UDEC)
networks. The authors in [10] solved the problem of
maximizing the number of admitted tasks based on
their deadline requirements, wherein they mathematically
formulated the dynamic task offloading and scheduling
(DTOS) problem by jointly optimizing the computing
offloading task, resource allocation, and task scheduling.
Then, they applied the Logic-based Benders Decompo-
sition approach to solve it efficiently. Different from
works in [10], [11] that only focused on modeling the
offloading decision, Yousafzai et al. [12] investigated
the process-level computational offloading. Specifically,
the authors proposed a process migration-based com-
putational offloading (PMCO) framework that offloads
a computation-intensive task from resource-limited IoT
devices to a mobile cloud/edge computing. Facilitated
by machine learning, Cui et al. [13] studied the pre-
dicted online learning method to improve the network
association by forecasting the mobility of IoT mobile
machines for ultra-low latency tasks in MEC networks.
The concept of a decentralized and revised content-centric
networking (CCN)-based MEC was presented in [14].
Specifically, they proposed a novel three-tiers hierarchi-
cal MEC network topology encompassing core cloud,
regional cloud, and MEC nodes which outperforms the
conventional two-tiers architecture in term of the average
service discovery time. Despite remarkable achievement,
none of those works [10]–[14] took energy harvesting into
consideration.
Especially, the data offloading process for low-powered
IoT users can be expensive due to high power consump-
tion in conventional RF communications which limited
them to utilize MEC systems [15]. Moreover, since the
IoT’s battery stores a finite amount of energy, it needs
to be replaced or charged, which is infeasible and costly
in the hazardous environments, e.g., in toxic (i.e., gas or
chemical) environments. This is the reason why energy
harvesting (EH) has attracted much attention in the last
decade [16], [17], [18]. Particularly, the integration of
MEC and wireless power transfer (WPT) creates a novel
paradigm called WPMEC which has emerged as a poten-
tial solution to tackle the limitation of energy budget and
computation capability of low-power IoT devices [19]–
[21]. Reference [19] considered a single-user WPMEC
system wherein a multi-antenna source utilized energy
beamforming to power a single-antenna user. Based on the
harvested energy, the user will decide to compute locally
a portion of tasks and offload the rest of tasks to MEC
server. The authors aimed at minimizing the total trans-
mission power of the source while guaranteeing the ac-
complished user’s task operation. In a two-user WPMEC
system [20], the authors studied the maximization of
minimum energy-efficiency by optimizing time allocation
under minimum rate constraint and maximum harvested
energy requirement. Reference [21] investigated a multi-
user WPMEC system with binary offloading, wherein the
authors aimed at maximizing the total computation rate
of all users by jointly optimizing the time allocation and
binary decision-making for each user.
Nevertheless, the harvested energy from surrounding
environments may be insufficient for power-hungry tasks.
This leads to the mismatch between the EH from the
harvester and the required energy by the IoT devices.
To overcome this issue, the authors in [17] designed a
system to push up the amount of harvested energy by
scavenging from multiple sources. However, it required
a more complicated hardware that may not be suitable
for mobile IoT devices. Recently, backscatter communi-
cations (Backcom) has received significant attention from
researchers due to its ability to bridge the gap between
the required power for communication and the supplied
power from the energy source [22], [23]. This is because
the power consumption of a typical backscatter transmit-
ter is less than 1 µW [24] which is well suitable for RF-
power energy ranging from 1 µW to 10 µW [25]. This
motivates us to apply backscatter-assisted data offloading
in MEC for IoT networks. There are few existing studies
on the backscatter-assisted MEC system [15], [26]. In
[15], a deep reinforcement learning (DRL) framework
was adopted to learn the optimal offloading schedule in
different network scenarios. [26] was the first work that
considers a backscatter-assisted hybrid offloading scheme
in MEC. Specifically, based on the different required
workload, the authors aimed to minimize the entire energy
consumption by jointly optimizing the power allocation
and offloading schemes for each device. Nevertheless,
[15] and [26] only considered time-division multiple
access (TDMA) model which was only tailored for delay-
tolerant applications.
In this work, we investigate the backscatter-assisted
data offloading in OFDMA-based wireless power MEC
(WPMEC) for limited computational resources and low-
power IoT devices. Notably, the integration of the latest
wireless advances, e.g., backscatter, OFDMA, WPMEC,
in IoT communication networks aims at designing a
system that overcomes the restrictions of IoT users, i.e.,
low computational capacity and battery constraint, and
suitable with ultra-low latency applications. So clearly,
these technologies have intimate contact with each other,
and combining them is promising. OFDMA can be
considered as an extended version of OFDM which is
optimized for multi-user scenarios [2], [27], [28]. In an
OFDMA-based system, multi-users can operate at the
same time at different sub-channels which is appropriate
for ultra-low latency applications. Meanwhile, OFDMA-
based systems outperforms their TDMA-based counter-
parts wherein each user is allocated a different time slot
to prevent interference, which thus leads to much higher
delay. Despite many advantages, subchannel allocation in
OFDMA-based MEC systems impose a more involved
mixed-integer programming problem which is challenging
to solve [29], [30]. To this end, we design an efficient
decision-making algorithm that efficiently utilizes limited
MEC resources to maximize the overall network per-
formance e.g., sum-rate maximization. In summary, our
contributions are as follows:
• This is the first work that jointly considers the
combination of OFDMA and backscatter-assisted
WPMEC in IoT networks. Specifically, we propose
a novel model in which an IoT user is able to harvest
energy from the gateway (GW) and it then utilizes
the harvested energy for backscattering its own data
to the GW or computes locally.
• We aim at maximizing the sum computation rate sub-
ject to constraints on the maximum transmit power
at the GW, maximum backscatter coefficient, time-
splitting (TS) ratio, and decision-making matrices.
This optimization problem is a mixed-integer non-
linear programming (MINLP) problem, which is NP-
hard. Particularly, the binary nature of the decision-
making variables in the objective function makes
it more troublesome. Instead of applying existing
approximation methods or an Inner Approximation
framework [31]–[33] to solve the problem which is
still highly complex, we design two-layer alternat-
ing algorithms to solve the non-convex optimization
problems by adopting the block coordinate descent
(BCD) method [34].
• We first simplify the problem by obtaining the
optimal values of transmit power at the GW and
backscatter coefficient. Then, the problem is decom-
posed into two sub-problems, namely, TS ratio opti-
mization with fixed offloading decision matrices and
offloading decision optimization with a fixed value
of TS ratio. Particularly, a closed-form solution for
TS ratio optimization is derived which dramatically
pushes up the CPU execution time. Based on the
solutions of these two sub-problems, a BCD-based
algorithm, termed the fast-efficient algorithm (FEA),
is proposed for alternately optimizing the TS ratio
and offloading decision to maximize the sum com-
putation rate. Then, it is compared with benchmark
schemes such as exhaustive search (ES), bisection-
based algorithm (BA), edge computing (EC), and
local computing (LC). Although the ES provides
a globally optimal solution, this method is limited
to a small-scale network because its complexity is
exponentially increasing with the number of IoT
devices. Besides, the EC and LC methods have sig-
nificantly degraded performance. Furthermore, BA
also achieves a near-globally optimal solution but
this scheme consumes a higher CPU execution time
as compared to the FEA method. Thus, the FEA is
adopted to significantly reduce the complexity while
guaranteeing that the performance converges to that
of the exhaustive method.
• The effectiveness of the proposed algorithm is ver-
ified through simulation results, which show sig-
nificant improvements in the maximum sum com-
putation rate in comparison with the benchmark
schemes. Specifically, the benchmark ES algorithm
takes all offloading decisions into consideration, the
benchmark BA algorithm is designed similar to FEA
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Fig. 2: Frame structure of OFDMA-based MEC system.
TS ratio optimization problem instead of using a
closed-form expression. Moreover, the benchmark
EC and LC schemes are designed such that each
IoT user tries to offload all computation tasks to the
MEC server or execute locally without considering
offloading decision-making.
The rest of this work is organized as follows. Section
II introduces the system model and problem formulation.
The sum-rate maximization problem is analyzed in Sec-
tion III. The proposed iterative algorithms is proposed in
Section IV. Section V shows the simulation results and
Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, we consider an OFDMA-
based WPMEC system with M single-antenna
backscatter-assisted IoT users (BUs) denoted by
M = {1, . . . ,m, . . . ,M}, which are served by a
single-antenna GW integrated with MEC server and
a stable power supply. We assume that the EH and
communication operate in the same frequency band.
Without loss of generality, the system bandwidth is
partitioned into N resource blocks (RBs) denoted by
N = {1, . . . , n, . . . , N}, where each RB has a bandwidth
of 180 kHz [2], [28]. Besides, let us define the offloading
decision-making (i.e., offloading or local computing) as
a matrix DM⇥N , {dmn|m 2 M, n 2 N}, then we
have decision-making constraints as follows
dmn 2 {0, 1}, (1)X
m2M
dmn  1, 8n 2 N , (2)
where dmn = 1 or dmn = 0 imply that the BU m
will offload the data to MEC server through RB n or
compute locally, respectively. Constraint (2) means that
one RB n is only allocated to one BU m during the time
period T . During each time frame T , the wireless channel
coefficient between GW and m-th BU operating on RB
n is denoted by hmn, which is assumed to be reciprocal
for the uplink (UL) and downlink (DL) [21]. Moreover,
T is assumed to be sufficiently small such that wireless
channels are static within each time frame T but it may
change across different time frames.
To avoid mutual interference, we apply the time-
splitting (TS) illustrated as in Fig. 2 to optimize the
fraction of time ⌧T and (1   ⌧)T for the EH and
data offloading, respectively. Whereas ⌧ 2 (0, 1] is the
TS ratio, with ⌧ = 1 indicates that all BUs locally
perform their computation tasks during T and ⌧ < 1
means that a portion of time ⌧T is used for EH and
(1   ⌧)T is used for backscattering its own signal to
MEC server. Thus, the harvested energy at the BU m
is Ehm =  ⌧TPw
P
n2N
|hmn|2, where 0     1 is the
energy harvesting efficiency, Pw is the transmit power of
the GW, and |hmn|2 is the channel gain from GW to BU
m using RB n.
Local Computing: The total processed bits at the BU
m can be defined as Sm = fmtm/nc, where fm, tm, and
nc are the processor’s computation speed (cycles/second),
computation time, and the number of cycles used to
process one bit. In local computing mode, we assume
that the BU can perform local computing and energy
harvesting at the same time [35]–[37]. Consequently,
the local computing rate (in bps) at the BU m can be
calculated as RLm = Sm/T = fmtm/(ncT ).
Furthermore, the energy consumption of the BU m
utilized for local computing must be less than or equal to
the harvested energy, which is expressed as  mf3mtm 
Ehm, with  m denotes the computation energy efficiency
coefficient [37]–[39]. In order to maximize the local
computing rate, we assume that BU m utilizes all the















Computing Offloading: The BUs offloads/reflects their
computing tasks to GW based on OFDMA RBs allocation
as known in priori, i.e., the BUs have dmn = 1. During
this mode, the BUs receive the activation RF signal from
GW and reflect back to GW during (1  ⌧)T period. Let
Pc denotes the circuit power consumption of the BU ,
thus we have the following constraint [40, Eq. 6]







Constraint (4) means that the total harvested energy must
be higher than or equal to the circuit power consumption
of the BU in the case of offloading mode.
Let xw denotes the broadcasting RF signal of the GW
with unit power. Thus, the received signal at the BU n








Note that the noise power at the BU is neglected due to
the BU only consists of passive RF components [40]–[42].
The received signal at the GW by reflecting from BU






hmnxscm + nw, (6)
where cm denotes the information signal of BU m, nw ⇠
CN (0, 2w) is the additive white Gaussian noise (AWGN),
and 0  ⌘  1 is the backscatter coefficient of the BU.
Due to the losses in Backscatter device, the value of ⌘
can not achieve 1 in practice [39], [43]. This motivates
us to introduce a threshold for ⌘, i.e., ⌘  ⌘max with
0 < ⌘max < 1. Particularly, the processing delay can be
considered as a very small value and is ignored in this
work which is commonly used in [40]–[42].
Consequently, the achieved offloading rate (in bps) for
BU m over RB n is expressed as











denotes signal to noise
ratio and Bn is the bandwidth of the RB n, i.e., Bn = 180
khz [28], [44].
III. SUM-RATE MAXIMIZATION
In this section, we design an optimal decision-making
for offloading the BU’s data to GW utilizing OFDMA
resource allocation. Specifically, we aim at maximizing
a sum-rate local and offloading throughput by jointly
optimizing the TS ratio, backscatter coefficient, power
allocation, and resource allocation. Specifically, the sum
computation rate is represented as



















mn(Pw, ⌘, ⌧). (8)
Then, the optimization problem can be formulated as
P1 : max
D,Pw,⌘,⌧,
S(D, Pw, ⌘, ⌧) (9a)
s.t. (1), (2), (4), (9b)
⌧ 2 (0, 1], (9c)
0 < ⌘  ⌘max, with 0 < ⌘max < 1, (9d)
0 < Pw  Pmax, (9e)
where Pmax is the power budget of the GW. Constraint
(9e) implies that the transmit power of the GW should be
less than the power budget Pmax.
P1 is a highly non-convex optimization problem due
to the binary nature of dmn and the couple of ⌧ and ⌘
which is difficult to be directly solved. First, we transform
P1 into a more tractable form. Particularly, the following
lemma holds.
Lemma 1: Given D, Pw, and ⌧ , the objective S(⌘)
is a non-decreasing function w.r.t. ⌘ and it obtains the
maximum value at ⌘ = ⌘max.
Proof: See Appendix A.
Lemma 2: Given D, ⌘, and ⌧ , the objective S(Pw) is
a non-decreasing function w.r.t. Pw and it obtains the
maximum value at Pw = Pmax.
Proof: See Appendix A.
Based on Lemmas 1 and 2, problem P1 is simplified




S(D, Pmax, ⌘max, ⌧) (10a)
s.t. (1), (2), (4), (10b)
⌧ 2 (0, 1]. (10c)
Although P2 is more tractable than P1, it is still
non-convex due to the binary nature of D. To solve it,
we propose an efficient algorithm, namely, fast-efficient
algorithm adopting block coordinate descent (BCD) tech-
nique. In this regard, we provide a corresponding solution
in the next section.
IV. PROPOSED ALTERNATING ALGORITHM FOR
SOLVING P1
This section provides an iterative algorithm based on
the BCD method to solve the design problem P1. We first
present the ES scheme for the globally optimal solution.
Then, the proposed FEA scheme is shown in details.
A. Exhaustive Search
We first enumerate all (M + 1)N possible of-
floading decision-making matrices denoted by D ,
{1, . . . ,Dk, . . . ,D(M+1)
N
} with 1  k  (M + 1)N
that satisfy constraints (1) and (2). For each given Dk,
P2 becomes a single-variable optimization problems that
is given as follows:
P3 :max
⌧
S(Dk, Pmax, ⌘max, ⌧) (11a)
s.t. (4), (11b)
⌧ 2 (0, 1]. (11c)
We next specify the feasible set of ⌧ for given Dk.




|hmn|2 , ⇣ which
means that ⇣  ⌧  +1. By combining with constraint
(9c), we obtain ⇣  ⌧  1. Fortunately, since ⇣ always
less than or equal to 1, thus the feasible set of ⌧ always
exists. Consequently, for any given offloading decision
matrix Dk, the optimal time allocation ⌧ of P3 can be
obtained by addressing the following problem
P4 : max
⌧
S(Dk, Pmax, ⌘max, ⌧) (12a)
s.t. ⇣  ⌧  1. (12b)
Lemma 3: Let us define ⌧? as a strict local optimal so-
lution of P4. Then, the following closed-form expression












































Proof: See Appendix B.
The pseudo-code for solving P3 is summarized as in
Algorithm 1.






Convergence Analysis: Firstly, a global optimal solution
of ⌧? can be achieved by utilizing a closed-form ex-
pression as in Lemma 3. Secondly, P2 is addressed
by enumerating all possible offloading decision-making
matrices Dk 2 D satisfying (1) and (2). Combining with
Lemmas 1 and 2, we obtain the global optimal solution
Algorithm 1: Exhaustive Search Algorithm for Solv-
ing P3
1: Enumerate all (M + 1)N possible offloading
decision-makings satisfying (1) and (2),
D = [D1, ...,Dk, ...,D(M+1)
N
)];
2: Initialization: A zero vector f with length
(M + 1)N .
3: Set i := 1;
4: for k = 1 : (M + 1)N do
5: Substitute Dk to P3.






7: Calculate S(Dk, Pmax, ⌘max, ⌧⇤).
8: fk := S(Dk, Pmax, ⌘max, ⌧⇤).
9: end for
10: f? , argmax
Dk
(f).
of the original optimization problem P1.
B. Fast-Efficient Algorithm
Although P2 obtain the global optimal solution by uti-
lizing exhaustive search algorithm, checking all possible
offloading decision-making matrices with a high number
of user is a inefficient method due to its exponential
complexity. In this section, we introduce a fast-efficient
algorithm, which is tailored with large-scale networks.
Moreover, our proposed algorithm obtains a near-global
optimal solution and converges with a super-fast speed,
it thus becomes a promising method for real-time appli-
cations under fast-fading channel. Inspired from Block
coordinate descent (BCD) algorithm, we decompose the
optimization problem P2 into two sub-problems, i.e., TS
ratio optimization with fixed Dk and offloading decision
optimization with fixed ⌧ . Based on the solutions of two
sub-problems, a BCD method is proposed for alternatively
optimizing the TS ratio and offloading decision. Specif-
ically, we first initialize a offloading decision-making
satisfying (1) and (2) and solve the TS ratio optimization
problem to find the sub-optimal ⌧ , then ⌧ is updated and
solve the offloading decision optimization problem to find
the sub-optimal offloading decision-making. These steps
are repeatedly performed until convergence. The details
are presented as follows:
1) TS Ratio Optimization: For given value of
offloading decision matrix Dk 2 D, the optimal value of
⌧ can be achieved by adopting the closed-form expression
in Lemma 3.
2) Offloading Decision Optimization: For the given
TS ratio ⌧ , the optimal value of offloading decision D?




























Fig. 3: Convergence behaviour of fast-efficient algorithm.
can be obtained by solving the following problem
P5 :max
D?
S(D?, Pmax, ⌘max, ⌧) (16a)
s.t. (1), (2). (16b)
For ease of exploration the objective function, let us



















For given TS ratio ⌧ , P5 becomes a binary optimization
problem. It is easy to recognize that X and Y are not
dependent on ⌧ . Therefore, P5 can be solved by allocating
value ”1” on the binary matrix Dk satisfying (1) and
(2) such that S(Dk, Pmax, ⌘max, ⌧) reaches the optimal
value. Notably, constraint (2) is only applied to individual
columns on binary matrix Dk, thus, we independently al-
locate value ”1” for each column, wherein positions with
”1” value are called by offloading positions. Specifically,
the offload position at n-th column is determined via two
following steps:
• Step 1: We define M(c)n as a subset of all elements in
n-th column such that RLm(⌧)  ROmn(⌧). Otherwise,
if RLm(⌧) > ROmk(⌧) for all elements in n-th column,
we then have M(c)n = ?, this means that all BUs do
not offload at n-th RB.
• Step 2: After obtaining all candidates M(c)n at n-th




{ROmn(⌧)}, 8n 2 N . (19)
The pseudo-code for solving P2 is summarized as in
Algorithm 2.
Complexity Analysis: The complexity at each iteration of
Algorithm 2 is O (MN).
Algorithm 2: Fast-Efficient Algorithm for Solving P2
1: Initialization: Offloading decision-making D(r)
satisfying (1) and (2), set r = 0.
2: repeat
3: Solve P4 for the given offloading decision-making
D(r), and denote optimal solution as ⌧ (r+1).
4: for n = 1 : N do
5: Initialization: Set M(c)n = ?;
6: for m = 1 : M do
7: if RLm(⌧ (r+1)) > ROmn(⌧ (r+1)) then
8: dmn = 0;
9: else








14: m? = argmax
m2M(c)n
{ROmn(⌧)};
15: dm?n = 1;
16: end for
17: Obtain the optimal solution as D(r+1);
18: r    r + 1;
19: until The fractional increase of the objective value
of P2 is less than or equal to a small threshold
✏ > 0.
TABLE I: Simulation Parameters
Parameter Value
System bandwidth 1.25 MHz [44]
RB bandwidth 180 kHz [44]
The number of RBs 6 [44]
The number of BUs 4
Maximum reflection coefficient, ⌘max 0.5
Circuit power consumption at each BU, Pc 0.1 mW
Path loss exponent, ' 2.8
Carrier frequency, fs 915 MHz
Power budget at GW, Pmax 3 W
Antenna channel gain, G 4.11
The energy harvesting efficiency,   0.7
The computing efficiency at each BU,  m 10 26
AWGN,  2 10 10
The processor’s computation speed, nc 100 cycles/s
Error tolerance threshold, ✏tol 10 4
Time frame duration T 1 second
Convergence Analysis: First, since the optimal TS ratio
⌧ (r+1) of optimization problem P2 is achieved for the
given offloading decision-making D(r), we have
S(D(r), Pmax, ⌘max, ⌧
(r))
 S(D(r), Pmax, ⌘max, ⌧
(r+1)). (20)
Second, for the given TS ratio ⌧ (r+1), P2 obtains the




































Fig. 4: The maximum computation rate versus power budget
Pmax.
optimal offloading decision-making D(r+1). It is shown
as
S(D(r), Pmax, ⌘max, ⌧
(r+1))
 S(D(r+1), Pmax, ⌘max, ⌧
(r+1)). (21)
From (20) and (21), we obtain
S(D(r), Pmax, ⌘max, ⌧
(r))
 S(D(r+1), Pmax, ⌘max, ⌧
(r+1)). (22)
Inequality (22) proves that the weighted sum computation
rate S(D, Pmax, ⌘max, ⌧) is always non-decreasing after
each iteration as in Algorithm 2. Furthermore, section III
shows that the optimization P1 exists a global optimal
solution, this means that function S(D, Pmax, ⌘max, ⌧)
is upper bounded by a finite value. Therefore, it is
guaranteed that Algorithm 2 converges.
V. NUMERICAL RESULTS
This section provides some numerical results to present
the comparative study of exhaustive search and fast-
efficient algorithm. Two proposed methods are analyzed
adopting Python 3.6 on a PC with an AMD Ryzen 7
3.7-4.3 GHz CPU and 16 GB memory, where simulation
parameters are mainly referenced from the existing works
in [37], [41], [44] and they are presented in Table I.
We consider a system with four BUs and one GW, as
illustrated in Fig. 1. Herein, the distance from the GW to
m-th BU are uniformly distributed between 2.5 and 5.2
meters. The average channel gain between GW and m-th
BU over n-th RB is assumed to follow the free-space path






At time frame T , the time-varying wireless channel gain
of m-th BU over n-th RB, i.e. hTmn, is considered as a
Rayleigh fading channel model hTmn = hmn tmn, where
 tmn denotes the independent random channel fading




































Fig. 5: The maximum computation rate versus maximum re-
flection coefficient ⌘max.
factor which is an exponential distribution with unit mean.
Note that the numerical results in all the figures are
averaged over 10000 different channel realizations. To
show the advantages of designed algorithms, we compare
our proposed methods with benchmark ones. Specifically,
two benchmark schemes are described as follows:
• Exhaustive search (ES) algorithm: it considers all
offloading decision-making matrices, hence, its com-
plexity is proportional to the network size [45].
• Bisection-based algorithm (BA): This method is im-
plemented similar to FEA but it adopts the Bisection
method to solve the TS ratio optimization problem.
• Edge computing (EC): Each BU has to compete with
others to maximize its offloading tasks to the edge
server using OFDMA-based system without con-
sidering offloading decision-making as in proposed
algorithms.
• Local computing (LC): All BUs locally execute their
computation tasks without offloading to the edge
server.
The convergence behaviour of the fast-efficient algo-
rithm is illustrated in Fig. 3, where the error tolerance
is given by ✏tol = 10 4. As can be observed from Fig.
3, the sum computation rate increases with the algorithm
iterations. This can be explained by the fact that the TS
ratio and the offloading decision-making are updated to
better values after each iteration. Particularly, the fast-
efficient algorithm converges to the saturation value only
after 2 iterations. This highlights the superiority of our
proposed fast-efficient method.
Fig. 4 depicts the maximum sum computation rate ver-
sus the power budget at GW. As illustrated, the maximum
sum computation rate is enhanced by increasing the power
budget of GW. This is due to the fact that the offloading
and local computation rate is proportional to the transmit
6 12 25
































Fig. 6: The maximum sum computation rate versus the number
of RBs.
power of GW as in Eqs. (3) and (7). Moreover, while
the LC scheme always executes computation tasks locally
and does not take offloading decision into account, it
thus achieved the worst performance due to the limited
computing resources of BUs, e.g., processing capability,
energy budget. This also explains that the maximum
computation rate of LC is only slightly increased with
a higher value of power budget as compared with other
methods. On the other hand, the EC scheme achieves
better performance compared to that of LC method,
this shows the benefits of edge server to overcome the
limitation of low-power IoT users. Nevertheless, the EC
always try to offload their tasks to the MEC server without
considering local computing which is not a wise strategy
due to the limited resources at the edge server, i.e., limited
bandwidth and computation capability, thus MEC server
can not always serve all users at the same time during
peak hours. This can explain the reason why the perfor-
mance of EC is always lower than that of fast-efficent and
exhaustive search algorithms. Especially, the exhaustive
search and fast-efficient methods are proposed to balance
between offloading and local computing decision. Thus,
they obtain the best results and have almost the identical
performance with the gap is less than 0.3 % which shows
the supremacy of our designed schemes.
In Fig. 5, we study the influence of maximum reflection
coefficient on the maximum sum computation rate. Most
of properties in Fig. 4 remains unchanged except for
the local computing scheme. It is observed that the
sum computation rate of LC is unaltered with different
values of reflection coefficient. This is expected since
the reflection coefficient does not impact on the local
computation rate which is shown in Eq. (3). In contrast
to that, since the reflection coefficient is proportional to
4 12 20





























Fig. 7: The maximum sum computation rate versus the number
of BUs.
the offloading rate as shown in Eq. (7). Therefore, the
performance of exhaustive search, fast-efficient, and EC
methods is significantly improved when we increase the
maximum value of reflection coefficient.
In Figs. 6 and 7, we evaluate the maximum sum com-
putation rate versus the number of RBs and the number of
BUs, respectively. As we know, the exhaustive search’s
complexity tends to grow exponentially as the problem
size increases. Thus, we do not study exhaustive search
method in these figures when the number of RBs and the
number of BUs increase up to 25 and 20, respectively.
In Figs. 6, we see that the sum computation rate of
EC and fast-efficient methods are drastically increased
corresponding to a higher number of RBs while it only
slightly changes with respect to LC method. This is
expected since a higher number of RBs leads to a larger
allocated bandwidth for communication between GW and
BUs. On the one hand, the RB’s bandwidth does not have
an effect on the local computing rate as in Eq. (3), it thus
does not impact on LC scheme. On the other hand, RB’s
bandwidth has an influence directly on the offloading rate
as in Eq. (7), thus it has a positive impact on EC and
fast-efficient schemes. Furthermore, one more interesting
thing is observed that when the number of RBs is large
enough, the performance of EC and fast-efficient is no
discernible difference. This is because the offloading rate
is dominant as compared with local computing rate.
In Fig. 7, we compare the performance of different
algorithms when the number of BUs varies from 4 to 20.
The preeminence of the proposed fast-efficient algorithm
is more perspicuous as the number of BUs is larger. As in
practical scenario, with a limited number of RBs but the
number of IoT users or the traffic demand is dramatically
increasing, it leads to bottleneck problems in which the


















TABLE III: Comparisons of CPU execution latency (sec-
ond)
The number of BUs EC FEA BA ES
4 0.002 0.004 0.01 1.5
50 0.019 0.029 0.037 x
100 0.037 0.056 0.072 x
GW is unable to support all users at the same time. In
these cases, the simple designs such as LC and EC method
are clearly expose their disadvantages. To overcome these
issues, the proposed fast-efficient method finds an optimal
trade-off between the offloading and the local computing
rate to keep the sum computation rate to be as best as
possible.
The results in Figs. 4-7 show that there is no discernible
difference of FEA and BA w.r.t. sum computation rate,
it is because their solutions are both based on the BCD
method. However, the TS ratio optimization problem of
FEA is solved by deriving a closed-form expression while
the Bisection method is adopted in BA. It leads to the
execution time of FEA is better than that of BA. In the
case of achieving closed-form expression is troublesome,
the BA method may become a better solution.
In Table II, we provide the complexity analysis of FEA
and other algorithms, i.e., ES, BA, and EC. Here, ⌥1,
⌥2, and ⌥3 denote the number of iterations needed for
BCD method converges, " is the stopping criterion of
bisection algorithm that used to solve the subproblem P4,
i.e., " = 10 4.
Finally, we study a new metric called CPU execution
time as a function of the number of BUs shown in
Table III. Specifically, CPU execution time is defined as
the running time of algorithms (i.e., EC, FEA, BA, and
ES), to find the offloading decision for BUs. For a fair
comparison, these algorithms are alternately optimizing
TS ratio and offloading decision. It can be seen that the
exhaustive is only feasible in a small-scale network, i.e.,
a system consists of 4 BUs and 6 RBs. Moreover, it
imposes a largest latency as compared with others as it
tries all possible decision matrices, while The EC and
fast-efficient consumes much less time. From practical
aspects, the fast-efficient algorithm is preferred as it has
low complexity and obtain near-global optimal solution.
The EC algorithm is fastest method but it significantly
sacrifices the performance. The LC does not consume
time for calculating offloading decision since it operate
locally, but it has worst performance compared to other
methods, as shown in Figs. 4, 5, 6, and 7.
VI. CONCLUSION AND DISCUSSION
This paper has studied a sum-rate maximization in
backscatter-assisted OFDMA-based WPMEC for IoT net-
works with binary offloading decision. In this context,
we have formulated a problem of maximizing the total
computation rate via joint optimization of transmit power
of the GW, bacscatter coefficient, TS ratio, and computing
mode (i.e., local or offloading). Since the formulated
problem is of MINLP type which is NP-hard, we have
simplified the original problem into a tractable form by
obtaining the optimal values of transmit power of the
GW and backscatter coefficient. Then, we have proposed
FEA to tackle the difficulty of offloading decisions based
on the BCD method. Extensive numerical results have
shown that the proposed method is able to achieve a near-
globally optimal solution and dramatically outperform
other benchmark schemes. In practical scenarios, the FEA
is the best option due to its low complexity and high
performance which is suitable for ultra-low latency appli-
cations in IoT networks such as virtual reality, augmented
reality, remote surgery, and mission-critical applications.
The results obtained in this work open future research di-
rections of backscatter-assisted WPMEC in IoT networks.
One problem of interest is to consider a GW with multiple
antennas, which enhances the network performance, uses
relays in blockage/peak hours, or uses a power splitting
method instead of time-switching. Another promising
problem is to jointly optimize the power allocation and
other metrics in a mobility system model or investigate
the intelligent reflecting surface-based MEC.
APPENDIX A: PROOF OF LEMMA 1 AND LEMMA 2














, 0  ⌘  ⌘max.
(A.1)









  0 with 0  ⌘  ⌘max, thus we can
conclude that S is a non-decreasing function w.r.t. ⌘ and
it can obtain the maximum value at ⌘ = ⌘max, which
proves the Lemma 1.
Similarly, it is also proved that S is a non-decreasing
function w.r.t. Pw and its maximum value obtains at P =
Pmax. Thus, Lemma 2 is proved.
APPENDIX B: PROOF OF LEMMA 3
The objective function S(⌧), ⇣  ⌧?  1, can be
rewritten as







































We consider two special cases:
• Case 1: dmn = 1, 8m 2 M, n 2 N . This means
that ⌦3 = 0. The optimal value of function S(⌧) is
⌧? = ⇣.
• Case 2: dmn = 0, 8m 2 M, n 2 N . This means
that ⌦4 = 0. The optimal value of function S(⌧) is
⌧? = 1.



























substituting ⌧? we can justify the Eq. (C.5).




obtained in (C.6) is a strict optimal solution
[46]. In case of 0  ⌧?  ⇣, the optimal value in (C.6) is
⌧? = ⇣. Meanwhile, if 1  ⌧?, then the optimal in (C.6)
is ⌧? = 1.
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