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iVersion abre´ge´e
La compre´hension du couplage non-line´aire des phe´nome`nes physiques engendre´s par le trans-
port du plasma et ceux lie´s a` l’e´volution a` frontie`re non-prescrite de l’e´quilibre est essen-
tielle dans l’optique de faire fonctionner de futurs tokamaks tels qu’ITER et DEMO dans
les re´gimes d’ope´ration avance´s. Afin d’e´tudier ce couplage non-line´aire, nous ne´cessitons
un outil de simulation capable de calculer d’une manie`re cohe´rente tous les phe´nome`nes
physiques principaux ayant lieu dans le plasma, tout en tenant compte des contraintes
ope´rationnelles. La partie principale de ce travail de the`se a e´te´ de´die´e au de´veloppement
d’un simulateur de de´charges tokamak qui re´alise ces simulations de manie`re comple`te. Un
tel simulateur a e´te´ re´alise´ en combinant un code a` e´volution non-line´aire et a` frontie`re
non-prescrite de l’e´quilibre, DINA-CH, a` un code avance´ de´crivant le transport du plasma,
CRONOS. Ce simulateur de de´charges tokamak a e´te´ utilise´ afin de ve´rifier la faisabilite´
de l’imple´mentation de diffe´rents sce´narii d’ope´ration d’ITER, ainsi que diffe´rentes autres
questions spe´cifiques lie´es au fonctionnement d’ITER. En paralle`le, DINA-CH a e´te´ utilise´
pour l’e´tude des proble`mes de physique des plasmas a` frontie`re non-prescrite, tels que le
de´clenchement magne´tique des modes localise´s au bord du plasma (Edge Localized Modes,
ELMs) et la re´ponse dynamique du plasma a` des perturbations. Un autre obstacle ma-
jeur qu’ITER doit affronter est celui du controˆle actif des profils cine´tiques du plasma. Ce
proble`me a lui aussi e´te´ e´tudie´.
Dans la partie de ce travail de´die´e a` la simulation de de´charges tokamak a` frontie`re non-
prescrite, nous avons e´tudie´ la re´ponse dynamique de l’e´quilibre a` frontie`re non-prescrite du
plasma a` des perturbations des tensions externes ainsi qu’a` des perturbations internes au sein
du plasma. Ce travail a e´te´ re´alise´ en utilisant DINA-CH. Tout d’abord, le comportement
oppose´ observe´ entre TCV et ASDEX Upgrade lors du de´clenchement magne´tique des ELMs
est examine´. Les deux plasmas observent des expansions des flux de surface locaux pre`s de
la bobine-G supe´rieure et de la boucle de stabilisation passive (Passive Stabilisation Loop,
PSL) lorsque les ELMs sont de´clenche´s, de par la pre´sence des PSLs situe´es a` l’inte´rieur de
la chambre a` vide d’ASDEX Upgrade. Puis, nous e´tudions la re´ponse dynamique du plasma
aux fortes perturbations envisage´e lors de l’ope´ration d’ITER, afin d’examiner la capacite´ du
syste`me de controˆle a` rejeter ces perturbations. Des ELMs spe´cifie´es et non controˆle´es sont
controˆlables par les syste`mes de controˆle. Toutefois, les spe´cifications pour les transitions
rapides entre les modes H et L ne sont pas comple`tement re´alisables de par la pre´sence d’un
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e´ve`nement de de´placement vertical (Vertical Displacement Event, VDE) cause´ par un fort
mouvement du plasma vers l’inte´rieur.
Dans la partie de ce travail de´die´e a` la simulation de manie`re comple`te de de´charges
tokamak, nous avons introduit tout d’abord le simulateur de de´charges tokamak comple`tes
DINA-CH/CRONOS. DINA-CH calcule l’e´volution non-line´aire du plasma a` frontie`re non-
prescrite de manie`re consistante avec la diffusion du courant du plasma, re´pondant aux
courants controˆle´s au sein bobines polo¨ıdales (Poloidal Fields coils, PF) et aux courants in-
duits dans les syste`mes conducteurs environnants. CRONOS fournit l’e´volution des profils
du plasma en re´solvant le transport de chaleur et de particules de manie`re consistante avec
les profils des sources. Nous avons simule´ avec succe`s le sce´nario d’ope´ration d’ITER 2,
de´montrant ainsi les possibilite´s d’un tel simulateur combine´. Cette e´tude a par la meˆme
occasion un inte´reˆt d’un point de vue du design. Le ratio de puissance de fusion sur la
puissance totale auxiliaire, Q, est d’environ 10 avec une puissance auxiliaire applique´e de
53 MW re´partie en chauffage auxiliaire et conduite du courant (Heating and Current Drive,
H&CD). Nous avons examine´ plusieurs proble`mes spe´cifiques lie´s a` l’ope´ration du tokamak,
tels que l’instabilite´ verticale, les limites de courant des bobines PF, et la consommation
en flux polo¨ıdaux lors de la phase d’augmentation du courant plasma. L’application de
puissance sous forme d’ondes hybrides infe´rieures (Lower Hybrid, LH) a` partir de la phase
initiale de l’augmentation du courant plasma a augmente´ les marges de se´curite´ lors de
l’ope´ration des bobines PF superconductrices en re´duisant la consommation re´sistive du flux
ohmique ainsi qu’en conduisant le courant plasma de manie`re non-inductive. Finalement,
nous avons e´tudie´ le mode d’ope´ration hybride d’ITER en nous concentrant sur la capacite´
ope´rationnelle d’obtenir un facteur de se´curite´ (q) stationnaire et plat au de´but de la phase
flat-top (Start Of Flat-top, SOF), en le maintenant aussi longtemps que possible par la com-
binaison de diffe´rentes source de conduction du courant plasma non-inductive. L’application
d’une conduction de courant plasma par electron-cyclotron (Electron Cyclotron Current
Drive, ECCD) le´ge`rement de´saxe´e semble eˆtre efficace en comparaison a` la conduction de
courant lointaine et de´saxe´e par LH, du moins sur des e´chelles de temps courtes.
Dans la partie de ce travail de´die´e au controˆle actif des profil du plasma, nous avons
de´veloppe´ une technique de controˆle robuste qui simplifie le controˆle actif en temps re´el
de plusieurs profils cine´tiques du plasma dans ITER. La re´ponse des profils du plasma au
modifications de la puissance auxiliaire des syste`mes H&CD est mode´lise´e. Afin de permettre
la mise a` jour en temps re´el de la mode´lisation de la re´ponse des profils du plasma, la
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description physique du syste`me est simplifie´e par l’introduction de plusieurs hypothe`ses.
La re´ponse du profil de tempe´rature e´lectronique est mode´lise´e en simplifiant l’e´quation
de transport de la chaleur e´lectronique. La re´ponse du profil du facteur de se´curite´ q est
mode´lise´e en la mettant en relation directe avec les modifications du profil de la source de
densite´ de courant. Les modifications requises de la puissance des actuateurs sont calcule´es en
utilisant la technique de de´composition en valeurs singulie`res (Singular Value Decomposition,
SVD), et en tenant compte de la saturation de la puissance des actuateurs. Les possibilite´s
de cette technique de controˆle sont montre´es en les appliquant a` des simulations d’ITER en
mode d’ope´ration hybride.
Mots-cle´s: Tokamak, ITER, non-line´aire, frontie`re non-prescrite, simulateur de de´charges
tokamak comple`tes, re´gime d’ope´ration de tokamak avance´, controˆle actif des profils plasma
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vAbstract
Understanding non-linearly coupled physics between plasma transport and free-boundary
equilibrium evolution is essential to operating future tokamak devices, such as ITER and
DEMO, in the advanced tokamak operation regimes. To study the non-linearly coupled
physics, we need a simulation tool which can self-consistently calculate all the main plasma
physics, taking the operational constraints into account. As the main part of this thesis
work, we have developed a full tokamak discharge simulator by combining a non-linear
free-boundary plasma equilibrium evolution code, DINA-CH, and an advanced transport
modelling code, CRONOS. This tokamak discharge simulator has been used to study the
feasibility of ITER operation scenarios and several specific issues related to ITER operation.
In parallel, DINA-CH has been used to study free-boundary physics questions, such as
the magnetic triggering of edge localized modes (ELMs) and plasma dynamic response to
disturbances. One of the very challenging tasks in ITER, the active control of kinetic plasma
profiles, has also been studied.
In the part devoted to free-boundary tokamak discharge simulations, we have studied
dynamic responses of the free-boundary plasma equilibrium to either external voltage per-
turbations or internal plasma disturbances using DINA-CH. Firstly, the opposite plasma
behaviour observed in the magnetic triggering of ELMs between TCV and ASDEX Up-
grade has been investigated. Both plasmas experience similar local flux surface expansions
near the upper G-coil set and passive stabilization loop (PSL) when the ELMs are trig-
gered, due to the presence of the PSLs located inside the vacuum vessel of ASDEX Upgrade.
Secondly, plasma dynamic responses to strong disturbances anticipated in ITER are exam-
ined to study the capability of the feedback control system in rejecting the disturbances.
Specified uncontrolled ELMs were controllable with the feedback control systems. However,
the specifications for fast H-L mode transitions were not fully achievable due to a vertical
displacement event (VDE) caused by a strong inward plasma movement.
In the part dedicated to full tokamak discharge simulations, firstly, we have introduced
the combined DINA-CH/CRONOS tokamak discharge simulator. DINA-CH self-consistently
calculates the non-linear evolution of the free-boundary plasma equilibrium with the plasma
current diffusion, in response to both controlled poloidal field (PF) coil currents and in-
ductively driven currents in the surrounding conducting system. CRONOS provides the
evolution of the plasma profiles by self-consistently solving heat and particle transport with
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source profiles. Secondly, we have successfully simulated ITER operation scenario 2 as a
demonstration of the capabilities of the combined simulator, as well as being a design study
in itself. The fusion power ratio to the total auxiliary power Q was about 10 with the appli-
cation of 53MW of auxiliary heating and current drive (H&CD) power. We have investigated
several specific issues related to the tokamak operation, such as the vertical instability, PF
coil current limits and poloidal flux consumption during the current ramp-up. Lower hy-
brid (LH) applied from the initial phase of the plasma current ramp-up increased the safety
margins in operating the superconducting PF coils both by reducing resistive ohmic flux con-
sumption and by providing non-inductively driven plasma current. Lastly, we have studied
ITER hybrid mode operation, focusing on the operational capability of obtaining a station-
ary flat safety factor (q) profile at the start of flat-top (SOF) phase and sustaining it as long
as possible by combining various non-inductively driven current sources. Application of a
near on-axis electron cyclotron current drive (ECCD) appears to be effective compared to
the far off-axis lower hybrid current drive (LHCD), at least on short time scales.
In the active plasma profile control part, we have developed a robust control technique
that simplifies the active real-time control of several kinetic plasma profiles in ITER. The
response of the plasma profiles to power changes of auxiliary H&CD systems is modelled.
To allow real-time update of the plasma profile response model, the related physics are
simplified with several assumptions. The electron temperature profile response is modelled
by simplifying the electron heat transport equation. The q profile response is modelled by
directly relating it to the changes of source current density profiles. The required actuator
power changes are calculated using the singular value decomposition (SVD) technique, taking
the saturation of the actuator powers into account. The potential of this control technique
has been shown by applying it to simulations of the ITER hybrid mode operation.
Keywords: Tokamak, ITER, non-linear, free-boundary, full tokamak discharge simula-
tor, advanced tokamak operation regime, active plasma profile control
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Chapter 1
Introduction
1.1 Nuclear fusion and tokamak
The goal of nuclear fusion is to produce reliable electricity by building a commercial power
plant which is environmentally safe and cost-effective. Recent research activities are mainly
focused on demonstrating the feasibility of such a future commercial power plant by studying
either the tokamak [1] or the stellarator [2]. Among the future research activities, the
International Thermonuclear Experimental Reactor (ITER) [3] is seen as one of the most
plausible approach to DEMO (DEMOnstration power plant). Its construction has already
been initiated by means of an international collaboration. It is foreseen to be the world
largest tokamak facility in near future.
ITER is a device based on the concept of magnetic confinement fusion, ‘tokamak’. In
this concept, the fuel, a mixture of deuterium (D) and tritium (T), is ionized and constitutes
a plasma with fast ions and electrons. These ionized particles follow spiral orbits around
helical magnetic field lines generated by the external toroidal field (TF) coil currents and the
toroidal plasma current. Application of a strong plasma heating accelerates the positively
charged ions and enables them to overcome the repelling force between them, which is very
strong at close distance. The fast ions then fuse releasing about 17.6MeV of energy, as well
as producing fusion products such as helium (He) and neutrons. This reaction is given by
2
1D +
3
1T −→ 42He (3.52 MeV) + 10n (14.08 MeV)
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The neutrons carrying 80% of the released energy leave the plasma without interaction and
generate the electricity by converting their kinetic energy into the heat. The ionized alpha
particles stay in the plasma and transfer 20% of the released energy to the plasma through
collisions. This process is called ‘alpha particle self-heating’. If the alpha particle self-heating
power (Pα) is greater than the total energy loss from the plasma, the plasma is self-heated
without requiring any external plasma heating. This is called ‘ignition’.
The ignition condition is generally given by
n T τE > 5× 1021 m−3 keV s (1.1)
where n and T are the peak values of ion density and temperature, τE is the energy confine-
ment time. Present-day tokamak devices have not yet reached this condition and therefore
need additional external plasma heating systems to sustain their operation. ITER will be
the first device which studies this capability with various tokamak operation scenarios and
test blanket modules. A measure of the success in approaching the reactor conditions is
given by the fusion power (Pfusion ) ratio to the applied additional heating power (Padd ), Q,
given by
Q =
Pfusion
Padd
=
5Pα
Padd
(1.2)
If the plasma ignites, Q approaches infinity. In ITER, this value is about 10 for the inductive
15MA baseline operation.
Besides heating the plasma, generating a toroidal plasma current which produces the
poloidal magnetic field is indispensable in the tokamak concept. This toroidal plasma current
is closely linked to the plasma confinement, transport and instabilities.
The variation of currents in the poloidal field (PF) coils drives the plasma current through
the magnetic induction and heats the plasma by Joule effect. The central solenoid (CS)
coils, which are located on the inboard side of the torus, mainly induce a toroidal electric
field which drives the plasma current. This plasma current generates poloidal magnetic
fields and the TF coil currents generate toroidal magnetic fields. These magnetic fields
finally create a nested helical magnetic field structure improving the plasma confinement.
However, the use of magnetic induction in driving the plasma current makes the tokamak
operation unavoidably pulsed. Once the volt-seconds provided by the PF coil system are
fully consumed, the tokamak discharge should be terminated to recharge the power supplies.
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In order to elongate this pulse duration and possibly to operate a tokamak in steady-state, we
need an additional method which can provide non-inductively driven currents. The inductive
component of the plasma current can be completely replaced by a combination of several
non-inductive external current sources [4] and self-generated bootstrap current [5]. We also
need external plasma heating sources since the efficiency of ohmic heating quickly decreases
as the plasma approaches the ignition condition. The plasma conductivity becomes very
high as the electron temperature increases (∼ T
3
2
e ).
In ITER, various auxiliary heating and current drive (H&CD) systems will provide plasma
heating sources and non-inductively driven currents [6]. Neutral beam injection (NBI) heats
the plasma and provides non-inductively driven current by transferring the energy and mo-
mentum of the injected beams of neutral particles to the plasma. 33MW of NBI with 1MeV
of the beam energy will be used in ITER [6]. Electromagnetic waves can also heat the plasma
and provide non-inductively driven currents in various schemes. Ion and electron cyclotron
(IC and EC) waves transfer the injected power to the plasma species, ions and electrons
respectively, at their resonance frequencies. In these schemes, the current can be driven by
the asymmetry in the velocity distribution function of the heated particles. Lower hybrid
(LH) waves can transfer the injected power and momentum to the electrons at a frequency
between IC and EC resonance frequencies, therefore providing plasma heat sources and non-
inductively driven currents. IC resonance heating (ICH)/fast wave current drive (FWCD),
EC resonance heating and current drive (ECH&ECCD), LH resonance heating and current
drive (LHH&LHCD) will be used in ITER. 20MW is specified as the baseline power for each
wave H&CD system, while upgrading these powers for the advanced tokamak operations is
being taken into consideration.
In order to achieve controlled fusion in a tokamak, the plasma heating sources and
inductively/non-inductively driven currents have to be adequately provided together with
a tokamak operation scenario. The plasma heating, which is indispensable for both initi-
ating the plasma burn and approaching the ignition condition, is closely linked to many
physics issues, such as the plasma confinement, transport and instabilities, as well as to
several specific issues, such as the confinement mode transition, build-up of boostrap cur-
rent, consumption of the poloidal flux provided by the PF coil system and heat loads to
the wall and divertor plates. Application of inductive/non-inductive current sources is also
closely linked to many physics and tokamak operation issues, such as the anomalous plasma
transport, improved plasma confinement regimes and onset of MHD instabilities. These
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critical issues issues can be studied by tailoring the plasma current density profile using var-
ious inductive/non-inductive current sources. Active control of kinetic plasma profiles, such
as the plasma pressure and current profiles, will be essential to achieving the steady-state
operation in future tokamaks.
Besides the kinetic plasma profiles, dynamic response of the plasma has to be adequately
controlled throughout a tokamak discharge [7, 8, 9]. The PF coil system not only generates
the plasma current, but also provides the control of the plasma position and shape. The
vertical instability of elongated plasmas, which might lead the plasma to a disruptive ver-
tical displacement event (VDE) [10], can be handled by a plasma position control system.
The controllability of the control system is generally enhanced by placing the toroidally con-
ducting structures close to the plasma. Eddy currents flowing in the toroidally conducting
structures effectively slow down the fast vertical plasma movements so that the feedback
control system can control the plasma postion. The plasma shape control system guides the
desired evolution of the plasma boundary by controlling several gaps between the plasma
boundary and wall. Various magnetic diagnostic measurements provide information on the
plasma parameters to be controlled.
Finally, tokamak operation scenarios have to be designed including all the engineering
constraints and operational limits. The coil current and voltage limits, electromagnetic forces
on the coils and vacuum vessels, thermal heat loads on the wall and divertors, maximum
available poloidal flux provided by the coil systems, and density and beta limits have to
be taken into accounted. These constraints and limits add additional non-linearities to the
plasma evolution which is intrinsically non-linear. Therefore, all the knowledge on the main
plasma physics, techniques and know-how from the past researches should be assembled for
successful operation of ITER.
In order to study the burning plasma physics and the feasibility of reactor relevant toka-
mak operation in ITER, several operation scenarios [3] are proposed considering all the main
physics and engineering aspects.
The baseline operation scenario of ITER is a high confinement mode (H-mode) operation
in which the plasma experiences repetitive onsets of the edge localized modes (ELMs) [11].
This type of ELMy H-mode is routinely achieved in many present tokamaks as one of the
improved plasma confinement modes. In this scenario, the plasma current is inductively
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ramped up to 15MA and the current flat-top is maintained for about 400s producing a
significant amount of fusion power (Q = 10). H-mode physics, such as the H-mode pedestal
in the plasma edge [12], plasma confinement mode transitions [13], sawtooth crashes [14] and
ELMs, and burning plasma physics, such as the energetic particle physics and alpha particle
self-heating [15, 16, 17], are main research subjects.
A hybrid mode operation is proposed to extend the discharge pulse duration over 1000s
with Q = 5. In this scenario, the plasma is operated at a lower plasma current compared with
the inductive 15MA ELMy H-mode operation, to provide the poloidal flux for a long time.
A significant fraction of the plasma current is substituted by non-inductively driven currents
and self-generated bootstrap current. An improved confinement regime can be achieved by
tailoring the plasma current during the plasma current ramp-up phase in such a way of
avoiding undesirable MHD instabilities. Achieving a stationary flat safety factor (q) profile
at the beginning of the flat-top phase and sustaining it for a long time is the key element in
this operation.
A steady-state operation is possible in ITER by fully substituting the inductive compo-
nent of the plasma current with non-inductively driven currents and self-generated bootstrap
current. In this operation, internal transport barriers (ITBs) [18, 19, 20] are generally ob-
served with the reduction of micro-turbulent instabilities in a reversed q profile configuration.
Several MHD instabilities, such as the neoclassical tearing modes (NTMs) [21] and resistive
wall modes (RWMs) [22] should be avoided. This operation will require a robust method
which can maintain ITBs by actively controlling both the plasma pressure and current pro-
files.
1.2 Motivation
This thesis work is divided into 3 parts. In the first part, we study two free-boundary physics
questions which require a non-linear free-boundary plasma equilibrium evolution code, such
as DINA-CH [23, 24]. In the second part, we couple DINA-CH with an advanced transport
modelling code, CRONOS [25], in order to achieve an extended capability of performing full
tokamak discharge simulations. In the last part, we develop a robust control technique that
simplifies the active control of plasma profiles in ITER.
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1.2.1 Free-boundary tokamak discharge simulation
Studying plasma dynamic response to internal and/or external disturbances requires a non-
linear free-boundary plasma equilibrium evolution code, such as DINA-CH.
Magnetic triggering of ELMs was first demonstrated in TCV experiments [26] by injecting
a pre-programmed voltage perturbations on PF coils. The voltage perturbation injected on
the G-coil sets located inside the vacuum vessel for the active control of the vertical instability
induced vertical plasma movements delaying and/or triggering ELMs. This technique was
repeated in ASDEX Upgrade experiments [27], in which the plasma was forced to move
vertically following an imposed reference waveform. Both experiments were successful in
triggering ELMs and controlling the ELM frequency. However, the ELMs were triggered in
ASDEX Upgrade when the plasma was moving down towards the X-point with a consequent
decrease of the plasma current density in the edge region, contrary to the previous observation
on TCV in which ELMs were triggered when the edge current was increased by an upward
plasma movement. In order to investigate this opposite behaviour, we need to study free-
boundary features which have previously received little attention, such as the plasma shape
deformation. We also have to examine the spatial pressure and current gradients, edge
current density (averaged and local), plasma column size and its position, in order not to
erroneously exclude any possible mechanism. Recently, the magnetic triggering of ELMs has
been repeated in JET experiments [61].
Strong plasma disturbances anticipated in ITER, such as uncontrolled ELMs and fast
H-L mode transitions, force the plasma to release its stored energy and particles on plasma
facing components, and result in strong fluctuations of plasma properties such as the plasma
current, position, shape, internal inductance
(
li(3) = 2
∫
B2pdV/µ
2
0I
2
pR is referred to as li
)
and poloidal plasma beta
(
βp = (
∫
pdS/
∫
dS)/(B2p/2µ0)
)
. If the magnitude of these plasma
disturbances is beyond the capability of the feedback control systems, the plasma inevitably
experiences a disruptive VDE. Specifications of the plasma disturbances in ITER have been
recently updated to cover a wider range of disturbances observed in present tokamak experi-
ments [28]. Therefore, the capability of the feedback control systems in rejecting the plasma
perturbations has to be re-examined. In this thesis work, we will study non-linear dynamic
responses of the free-boundary plasma equilibrium to the uncontrolled ELMs and fast H-L
mode transitions using DINA-CH.
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1.2.2 Full tokamak discharge simulation
Studying the feasibility of the ITER operation scenarios and non-linearly coupled physics
issues requires a tool which can self-consistently calculate all the main physics, taking the
operational limits and engineering constraints into account. This tool is called ‘full tokamak
discharge simulator’. However, there was a little interest in developing this type of simulator
in the past, since huge time and effort are required to integrate all the main physics using
adequate numerical schemes and to include a model of entire tokamak system. A few number
of full tokamak discharge simulators have been developed. TSC and PTRANSP have been
combined to form a full tokamak discharge simulator, TSC/PTRANPS [29, 30]. CORSICA
[31, 32, 33] is developed with a capability of coupling core and edge transport. These two
codes use different assumptions in modelling the evolution of the free-boundary plasma
equilibrium. TSC/PTRANSP gives the plasma a finite mass and solves the acceleration of
the plasma in the presence of a net force on the plasma, while CORSICA give the plasma a
zero mass to instantly move to a new free-boundary equilibrium, similarly with DINA-CH.
As the main part of this thesis work, we develop a new full tokamak discharge simula-
tor by combining the free-boundary plasma equilibrium evolution code, DINA-CH, and an
advanced transport modelling code, CRONOS. Both codes has previously shown good accu-
racy and performance in solving the coupled physics in each research area. DINA-CH has
been mainly used to study the non-linear dynamic response of the plasma to disturbances,
as well as to investigate several plasma control issues [34, 35, 36]. CRONOS has been used
for interpretative or predictive plasma transport simulations and source profile calculation
[37, 38, 39].
This combined simulator can self-consistently calculate the non-linear evolution of the
free-boundary plasma equilibrium with the plasma transport and source profiles, in response
to currents flowing in the PF coil and surrounding conducting systems. The operational
constraints can be used as inputs to the control system which follows a given reference
operation scenario. This full tokamak discharge simulator therefore allows us to study a vast
number of physics and control issues anticipated in operating ITER. Optimizing the plasma
current ramp-up and ramp-down scenarios, achieving improved plasma confinement modes,
producing an internal transport barrier and sustaining it with an active control of the plasma
profiles, would be typical physics interests. Rejecting possible plasma disturbances with the
control system and avoiding dangerous disruptive plasma conditions will be critical control
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issues for successful tokamak operation.
In this thesis work, we will study the feasibility of ITER operation scenarios and several
issues related to the tokamak operation using the extended capability of the combined toka-
mak discharge simulator. Our experience acquired while developing the combined tokamak
discharge simulator and simulating ITER tokamak discharges can give insight and guidance
to a recently initiated activity of developing a new tokamak discharge simulator, European
Integrated Tokamak Modelling (EU-ITM) [40].
1.2.3 Kinetic plasma profile control
Controlling the kinetic plasma profiles is one of the very challenging issues for the success of
controlled nuclear fusion. The steady-state and hybrid mode operations in ITER require an
active real-time control of kinetic plasma profiles to achieve the advanced tokamak regimes for
sustained operation. Experiments on this active plasma profile control have been conducted
on several devices, including JET [41, 42], Tore-Supra [43, 44] and DIII-D [45, 46]. A model-
based technique for integrated real-time kinetic plasma profile control, which appears to be
the most promising technique, has been developed and demonstrated in JET experiments
and simulations [47, 48, 49, 50]. In this technique, the response model of the plasma profiles
to power changes of auxiliary H&CD systems is deduced from identification experiments
and is then used to control the plasma profiles. However, the range of applicability of
this experimentally deduced plasma profile response model is still in question. This model
might be not valid if the plasma state varies away from the reference state achieved in the
identification experiments. Real-time update of the plasma profile response model would be
the most plausible approach to resolving this difficulty. This is possible either by selecting
an adequate plasma profile response model from an existing database or by identifying one
in real-time.
In this thesis work, we develop a robust control technique that simplifies the active
control of plasma profiles in ITER. We propose fast incremental plasma profile response
models developed by simplifying the related physics. The potential of this control technique
will be shown by applying it to simulations of the ITER hybrid mode operation.
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1.3 Outline
Part I: Free-boundary tokamak discharge simulations
In this first part, free-boundary tokamak discharge simulations performed using DINA-CH
are presented. These simulations show the capability of a non-linear free-boundary plasma
equilibrium evolution code in studying the free-boundary physics issues.
In chapter 2, magnetic triggering of ELMs in TCV and ASDEX Upgrade is investi-
gated to get a possible explanation for the observed opposite plasma behaviour between
the two experiments. Free-boundary plasma equilibrium responses to the external voltage
perturbations are compared and kink-ballooning mode stability at the plasma edge is inves-
tigated. All the possible candidates which can explain the observed opposite behaviour are
investigated not to erroneously attribute causality in the presence of all correlated plasma
responses. The results of this work have been published as a journal article:
Kim S H, Cavinato M M, Dokuka V, Ivanov A A, Khayrutdinov R R, Lang P T, Lister J
B, Lukash V E, Martin Y R, Medvedev S Yu and Villard L Comparing magnetic triggering
of ELMs in TCV and ASDEX Upgrade 2009 Plasma Phys. Control. Fusion 51 055021
In chapter 3, plasma dynamic responses to disturbances anticipated in ITER are ex-
amined. Giant ELMs and fast H-L mode transitions specified for the inductive 15MA ELMy
H-mode ITER operation are pre-programmed and the plasma responses are investigated fo-
cusing on the capability of the feedback control system in rejecting the disturbances. The
results of this work have been published as a project report:
Kim S H, Artaud J-F, Basiuk V, Dokuka V, Khayrutdinov R R, Lister J B and Lukash
V E Plasma position and shape control for ITER scenarios 2008 Contract TW6-TPO-
PLASMADYN2
Part II: Full tokamak discharge simulations
In this second part, theoretical and technical details of the combined tokamak discharge
simulator are first introduced and its applications to ITER discharges are presented. We
have also investigated several issues related to the tokamak operation.
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In chapter 4, firstly, theoretical formulations of the plasma equilibirum and transport
used in the two codes are introduced and directly compared. Secondly, numerical algorithms
used for the free-boundary plasma equilibrium evolution in DINA-CH and for the coupled
particle and heat transport in CRONOS are explained. Finally, code coupling scheme used to
combine the two codes and several challenges met during developing the combined tokamak
discharge simulator are presented.
In chapter 5, the feasibility of the inductive 15MA ELMy H-mode ITER operation
scenario is studied. All the tokamak operation phases including the plasma current ramp-
up, flat-top and ramp-down phases are successfully simulated. Many issues related to the
plasma physics and tokamak operation, such as the coil current limits, vertical instability,
poloidal flux consumption, confinement mode transition, application of H&CD power, free-
boundary plasma evolution and plasma control, are investigated to achieve a full tokamak
discharge simulation with the ITER operation scenario.
In chapter 6, LH assisted plasma current ramp-up is studied to investigate the capability
of effectively reducing the poloidal flux consumption and lowering li. An application of LH
starting from the early phase of the plasma current ramp-up is very effective for both.
However, the plasma boundary evolution and shape transition are modified due to this early
LH application. As a possible solution of recovering the desired plasma shape evolution,
modifying the evolution of the PF coil currents is tested. The results of this work have been
published as a journal article:
Kim S H, Artaud J F, Basiuk V, Be´coulet A, Dokuka V, Hoang G T, Imbeaux F, Khayrut-
dinov R R, Lister J B and Lukash V E Lower hybrid assisted plasma current ramp-up in
ITER 2009 Plasma Phys. Control. Fusion 51 065020
In chapter 7, 12MA hybrid mode ITER operation is simulated including the plasma
current ramp-up and flat-top phases. The range of the plasma parameter achievable in
the hybrid mode operation is examined with different assumptions on the pedestal, heat
conductivity and plasma confinement. The capability of achieving a stationary flat q profile
at the beginning of the flat-top phase and sustaining it as long as possible by combining
several H&CD schemes is investigated.
An article presenting the combined tokamak discharge simulator (chapter 4), 15MA ITER
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ELMy H-mode simulation results (chapter 5) and 12MA ITER hybrid mode simulation
results (chapter 7) has been submitted to a journal:
Kim S H, Artaud J F, Basiuk V, Dokuka V, Khayrutdinov R R, Lister J B and Lukash V
E Full tokamak discharge simulation of ITER by combining DINA-CH and CRONOS 2009
submitted to Plasma Phys. and Control. Fusion
Part III: Active control of the kinetic plasma profiles
In chapter 8, active control of kinetic plasma profiles in ITER is studied. A robust control
technique allowing the real-time active plasma profile control in ITER is developed. The
plasma profile response models developed by simplifying the related physics are applied to
simulations of the 12MA ITER hybrid mode operation. The results of this work are to be
submitted to a journal:
Kim S H and Lister J B Simplifying plasma profile control in ITER 2009 to be submitted to
Plasma Phys. and Control. Fusion
In chapter 9, conclusions of this thesis work are presented.
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Chapter 2
Comparing magnetic triggering of
ELMs in TCV and ASDEX Upgrade
2.1 Introduction
The H-mode observed in many tokamak plasmas is characterized by a pedestal region in
which the plasma density and temperature profiles have strong radial gradients. While in
the standard/baseline scenarios pressure gradients in the core are limited by micro-turbulent
effects leading to profile stiffness, the pedestal pressure gradient is increased by a spontaneous
formation of edge transport barriers (ETBs), resulting in the localization of large bootstrap
currents in the edge region. However, these continuous increases of the pressure gradient and
the bootstrap current make the plasma edge susceptible to MHD instabilities. The onset of
unstable MHD modes breaks the edge transport barriers and causes the plasma to release
its stored energy and particles rapidly, in a few milliseconds. This fast repetitive regulation
of the plasma energy and particle balances is known as ELMs and various types of ELMs
have been identified in many tokamaks [11].
The ELMs, although degrading the plasma confinement, have some beneficial influences
which allow quasi-stationary tokamak operation. Dangerous disruptive behaviour, such as
an uncontrollable rise of plasma density or an accumulation of impurities in the plasma
interior, is avoided by repetitive ELMs. This aspect made ITER consider an ELMy H-mode
as its baseline operation. However, type-I ELMs anticipated during the main heating phase
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of ITER will produce unacceptably large heat loads on the plasma facing components, if the
present scaling laws are extrapolated to ITER.
Although alternatives to the large type-I ELMs, such as grassy type-II ELMs and mixed
type-I and type-II ELMs, are being studied, they still have very narrow operational windows
[51, 52]. Substantial progress has been made in the study of controlling the ELM frequency
which is found to be inversely related to the heat load per ELM. Pellet injection into the
pedestal region in ASDEX Upgrade [53], ergodization of magnetic field in DIII-D [54] and
magnetic triggering of ELMs in TCV [26] were successful in modifying and controlling the
ELM frequency. In particular, the magnetic triggering of ELMs is relatively easy to apply
in a vertically elongated plasma, without the need of any additional systems.
In the TCV experiments, a pre-programmed voltage perturbation was injected on the
G-coil sets located inside the vacuum vessel for the active control of the vertical instability
[26]. The induced vertical plasma movements locked the ELM frequency to the magnetic
perturbation by delaying and/or triggering ELMs. Similar experiments were carried out in
ASDEX Upgrade by forcing the plasma to move vertically following an imposed reference
waveform [27]. Both experiments were successful in triggering ELMs and controlling the
ELM frequency. However, an unexpected and so far unexplained opposite behaviour was
identified. In ASDEX, ELMs are triggered when the plasma is moving down towards the
X-point with a decrease of plasma current density in the edge region, contrary to the TCV
experiments in which ELMs are triggered when the plasma moves up with an increase of
edge current density. Since the divertor current has the same sign as the plasma current,
reducing their separation causes an increase of the flux linking the plasma, and vice versa.
This linking flux is compensated by an inductively driven current at the plasma surface
which has an opposite sign to the plasma current. Moving towards the X-point therefore
always creates a negative induction by Lenz’s law. In this chapter, the sign of the plasma
current is assumed to be positive for both tokamak plasmas.
This study focuses on understanding this opposite behaviour observed in the magnetic
triggering of ELMs and the possible physics reasons behind it. The geometries of TCV
and ASDEX Upgrade used in our studies are shown in figure 2.1, including the separatrices
of the plasmas studied in these simulations. Free-boundary features which have previously
received little attention, such as plasma shape deformation, are investigated using the DINA-
CH free-boundary tokamak simulator [24]. Analysis of the kink-ballooning modes (toroidal
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Figure 2.1: Definitions of TCV (left) and ASDEX Upgrade (right) used in the DINA-CH
free-boundary tokamak simulations. The poloidal field coils (blue), vacuum vessels (black),
limiters (blue), separatrixes (black dots), flux loops (green circles) and magnetic probes (red
arrows) are shown. The G-coil sets are located inside the vacuum vessel of TCV. The passive
stabilization loops (PSLs), pslon and pslun, and active control coils, CoIo and CoIu, are
located inside and outside the vacuum vessel of ASDEX Upgrade, respectively.
mode numbers up to 60) possibly involved in ELM destabilization is provided by the KINX
ideal MHD stability code [55].
In section 2.2, the magnetic triggering of ELMs is simulated for TCV and ASDEX Up-
grade. These simulations are compared in section 2.3, to examine possible causes of the
observed opposite behaviour. Driving radial plasma movements as another possible tech-
nique of magnetic ELM triggering is studied in section 2.4. A discussion is presented in
section 2.5.
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2.2 Simulating the magnetic triggering of ELMs
2.2.1 Scope of the simulations
Our major concern is to look for plausible mechanisms behind the opposite behaviour ob-
served in the magnetic triggering of ELMs in two tokamaks. We do not model the ELMs
themselves. The approach is simply to look for changes provoked by the magnetic perturba-
tions which might reasonably be considered as candidates for influencing the ELM triggering
conditions.
ELMs are not simulated in detail for two principal reasons. First, the cyclic ELM process
is not yet completely understood. The onset conditions of ELMs and the transport processes
of heat and particles across the pedestal region still have major uncertainties. Second,
temporal variations of the pedestal current and pressure profiles during the ELM cycle can
non-linearly interact with injected magnetic perturbations. This increases the complexity in
the system being modelled and makes it very difficult to distinguish the influences contributed
by the magnetic perturbations.
Including realistic pedestal profiles in the simulations was found not to be critical for
investigating the dynamic plasma response, if the global plasma parameters, such as the
total plasma current, li and βp, are prescribed to be close to the values measured in the
experiments. For convenience, the plasma density and temperature profiles are assumed to
be monotonic from the plasma core to the separatix. The absence of a detailed description of
the pedestal region and the resulting underestimated pressure gradient and bootstrap current
in the edge region does not significantly change the free-boundary features of the plasma
responses. This was verified by free-boundary simulations done by the PET code integrated
into the DINA-CH Simulink environment with differently designed pedestal profiles and
increased numerical resolution, which led to similar qualitative plasma responses [56].
2.2.2 Magnetic triggering of ELMs in TCV
TCV discharge #20333 was chosen to investigate the magnetic triggering of ELMs in TCV. A
comparison between this discharge and its first simulation was originally reported in detail
in reference [26]. This discharge, in which the plasma is in a single-null lower configura-
tion (SNL) with a magnetic centre shifted upward from the mid-plane (zmag = 0.2m), shows
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Figure 2.2: Prescribed monotonic electron temperature (blue solid line) and density (red
dashed line) profiles used in the simulation of TCV discharge #20333. These profiles are
arbitrarily chosen to represent a typical H-mode TCV plasma.
successful ELM frequency locking to the vertical plasma movement induced by magnetic per-
turbations. In the simulation of this discharge, monotonic plasma density and temperature
profiles representing typical H-mode core plasmas in TCV are prescribed as shown in figure
2.2. Transport of heat and particles is not modelled. The free-boundary plasma evolution
is self-consistently calculated with the currents in the poloidal field coils and surrounding
conducting systems using the DINA-CH tokamak simulator.
The plasma responses observed in the experiment [26] were successfully reproduced. The
voltage applied to the G-coil sets (VG) is perturbed by a short and strong signal input (Vpert).
The perturbed current (IG) flowing in G-coil sets induces a vertical plasma movement (∆z
and vz) and results in a variation of the plasma current in the edge region (∆Iedge which
is an integrated plasma current outside ρtor > 0.95 ) as shown in figure 2.3. The plasma
experiences repetitive vertical excursions of its magnetic centre (zmag ) of a few millimetres
in response to G-coil current fluctuations of about 2kA. The magnetic axis and the plasma
centroid calculated taking the plasma current distribution into account show very similar
responses. In the experiment, ELMs are triggered when the plasma moved up at the end of
each magnetic perturbation.
The increase of edge current density resulting from positively induced currents due to
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Figure 2.3: Magnetic triggering of ELMs in TCV discharge #20333 is simulated. Time
traces of the voltage and current in the G-coil sets, the vertical position of the magnetic
centre, the velocity of the vertical movement and the variation of the edge current which
is integrated outside ρtor > 0.95 are shown. ELMs are triggered in the experiment when
the plasma moved up with a consequent increase of edge current density (red dashed). The
edge current density is correspondingly decreased with a downward plasma movement (green
dashed).
an upward plasma movement away from the X-point was originally proposed as a candidate
mechanism which triggers ELMs [26]. This was further emphasized by experiments in a
single null upper configuration (SNU), in which ELMs were triggered with downward plasma
movements away from the X-point which again induce positive currents in the edge region.
Besides the vertical plasma motion sweeping the up-down asymmetric vacuum field, there is
another direct source of current. A net change of external flux linking the plasma, resulting
from the proximity of the plasma column to one or other of the two G-coil sets, can drive
current in the edge region. These drive a surface loop voltage Vsurf as given in reference [26]
by
Vsurf = − d
dt
〈ψext〉 = − ∂
∂t
〈ψext〉 − 〈u · ∇ψext〉 = V directsurf + V motionalsurf (2.1)
where, Vext is the external poloidal flux and the brackets represent averaging over the last
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Figure 2.4: A downward VDE is triggered in TCV discharge #20333 simulation. Time traces
of the voltage and current of G-coil, the vertical position of magnetic centre, the velocity of
the vertical movement and the variation of the edge current are shown. The feedback control
systems are disabled for the plasma to continue the vertical displacement (VG = 0 after the
red dashed line).
closed flux surface. However, the voltage directly driven by the external source considering no
plasma motion, V directsurf , is relatively small and has the opposite sign to the voltage induced by
the vertical plasma motion sweeping the vacuum field, V motionalsurf . For example, if the plasma
is in a SNL configuration close to the upper G-coil set in which current flows in the opposite
direction to the plasma current, the plasma moves down and approaches the X-point, as the
current in the G-coil sets is increased. This plasma movement induces negative currents in
the edge region, while the net surface loop voltage drives a positive current compensating
the decrease of external linking flux from the upper G-coil set to the plasma.
The perturbed edge current shown in figure 2.3 is approximately proportional to the
velocity of the vertical plasma movement, again indicating that the current driven by the
net surface loop voltage is relatively small. An additional simulation in which a VDE was
triggered by a pulsed magnetic perturbation and an immediate disabling of the control system
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Figure 2.5: Prescribed monotonic electron temperature (blue solid line) and density (red
dashed line) profiles used in the simulation of ASDEX Upgrade discharge # 18343. These
profiles are chosen based on the measured data. Blue circles and red crosses indicate the
measured electron temperature and density, respectively.
is shown in figure 2.4. The edge current evolution is clearly related to the velocity of the
vertical plasma motion in the absence of a net surface loop voltage.
2.2.3 Magnetic triggering of ELMs in ASDEX Upgrade
The magnetic triggering of ELMs first demonstrated in TCV was repeated in ASDEX Up-
grade [27]. Instead of injecting short and strong pulses into the coil systems, a reference
vertical plasma position including a sinusoidal waveform is pre-programmed in the feedback
control system to produce the magnetic perturbations. ASDEX Upgrade discharge #18343
showing the ELM frequency locking to the vertical plasma motion [27] is chosen for a free-
boundary tokamak simulation. The plasma density and temperature profiles are prescribed
with monotonic shapes as shown in figure 2.5. The choice of the temperature profile is made
during the initialization of a simulation and is constrained to have a similar shape to the
data points. The assumed profiles show some deviations from the data points, since the
initial temperature profile has to be consistent with the measured plasma pressure (through
βp ) and the assumed density profile.
Simulated plasma responses are shown in figure 2.6. The pre-programmed reference input
(zref ) to the feedback control system generates currents in the active control coils (CoIo and
Chapter 2. Comparing magnetic triggering of ELMs in TCV and ASDEX Upgrade 23
Figure 2.6: Magnetic triggering of ELMs in ASDEX Upgrade discharge #18343 is simulated.
Time traces of the reference and controlled vertical positions, the currents in the fast vertical
position control coils (ICoIo and ICoIu), the currents in the PSLs (Ipslon and Ipslun), the
velocity of the vertical plasma movement and the variations of edge current densities. I85 and
I95 represent integrated currents outside ρtor > 0.85 and ρtor > 0.95, respectively. ELMs are
triggered in the experiments when the plasma is moving down at maximum speed (between
dashed green and red) and the edge current density is decreased.
CoIu) for the control of the vertical plasma position (zmag). Eddy currents are induced in
the vacuum vessel and passive stabilization loops (PSLs, pslon and pslun), in response to the
controlled coil currents and plasma movement. The variation of the plasma current in the
edge region (∆Iedge) is again a mixture of motional (vz ) and direct induction contributions
(equation (2.1)). I85 and I95 represent the edge currents integrated outside ρtor > 0.85 and
ρtor > 0.95, respectively. The times the plasma is moved up and down are indicated by green
and red dashed lines, respectively.
The controlled vertical plasma position responds with a larger phase delay with respect
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to the reference waveform in the simulation (∼ 3pi/2) than that observed in the experiment
(∼ pi) [27]. However key components representing the dynamic plasma response, such as the
magnitude of the vertical excursion (∆zmag ∼ ±0.7cm) and its velocity (∆vz ∼ ±3m/s), are
reproduced similar to the observations in the experiment. The peaks shown in the velocity
of the vertical movement originate from a large mesh size used in determining the plasma
centre. The edge current (I95), is perturbed mainly by the vertical plasma motion, deduced
from the similarity of their evolutions. However, comparing the edge currents, I85 and I95, we
see that the phase difference with respect to the plasma motion varies with the integration
range. When the plasma is moving down, the edge plasma current is reduced by negatively
induced currents, and vice versa. In spite of the complexity of the simulated system, this
matches well with the observations in the experiments.
The peak to peak variation of ∆Iedge (∼ 7kA) is considerably lower than the swing
(∼ 50 − 60kA) shown in figure 4 of reference [27]. This difference can be attributed to the
lower edge temperature used in the simulation (see figure 2.5). The edge current variation
is significantly reduced by the resulting lower plasma conductivity and is further reduced
by a slightly lower surface voltage induced by a smaller vertical movement. The lower edge
temperature and the absence of pedestal-like edge profiles also reduce the edge bootstrap
current which provides the main contribution to the average edge current. Although the
absolute value appears to be quite far from the experiment, the normalized edge current
variation with respect to the average edge current, which defines the relative strength of the
edge current perturbation, is similar for the simulation and the experiment.
2.3 Comparing the two cases of magnetic triggering of
ELMs
The type of ELM observed in the magnetic triggering experiments in TCV has recently been
identified as type-III [57], whereas type-I ELMs are observed during non-triggering phases
in ASDEX Upgrade. This implies that the magnetic perturbations injected into TCV and
ASDEX Upgrade discharges might be triggering ELMs in different ways. Different ELM
types imply different plasma sensitivities to the dynamic changes of physical quantities such
as the edge pressure gradient and plasma current density. The opposite behaviour observed
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in the magnetic triggering of ELMs might then require different explanations. However,
this issue is beyond our current modelling capability which does not yet simulate the ELMs
themselves and therefore can not differentiate between different ELM types.
In the occurrence of natural ELMs, the pedestal pressure gradient increases with a build-
up of bootstrap current, until reaching a threshold value, and then it decreases quickly
releasing the plasma particles and stored energy. This threshold behaviour is generally be-
lieved to be caused by destabilising MHD modes with the increase of pressure gradient and
current density in the edge region. If the edge pressure gradient and/or the edge current den-
sity are/is significantly perturbed externally, the edge stability and therefore the ELM cycle
would clearly be modified. This can either delay or trigger ELMs, leading to synchronization
of the ELMs to the perturbation.
2.3.1 Perturbed plasma current density in the edge region
The evolution of the simulated plasma current density in the edge region is shown in figures
2.7(a) and 2.8(a), respectively for TCV and ASDEX Upgrade. A significant feature is ob-
served in the evolution of the plasma current density. When the plasma current density is
reduced by negatively induced currents at the plasma boundary, the plasma current density
at inner magnetic flux surfaces is increased, and vice versa. In both plasmas, the depth of
the skin current calculated with a given edge temperature is comparable with the distance
between the magnetic flux surface of ρtor = 0.9 and the plasma boundary. This is the range
in which the edge current perturbations are observed. The current diffusion time calculated
with this scale length is less than the period of the magnetic perturbation in both plasmas.
Therefore, the perturbed current penetrating the edge region and its radial diffusion across
flux surfaces produces a complicated pattern of the edge current fluctuation.
Edge current density profiles plotted on the radial grid are given in figure 2.7(c) and
2.8(c) at the moments marked in figure 2.7(b) and 2.8(b), respectively. They clearly show the
inverted perturbations. The edge currents integrated outside are normalized with averaged
unperturbed edge plasma currents and plotted in figure 2.7(b) and 2.8(b). The min/max
variation of the normalized edge current in TCV is about 0.5 (from 0.7 to 1.2), while it is
about 0.25 (from 0.9 to 1.15) in ASDEX Upgrade.
The large perturbation in edge current observed in TCV is mainly due to its faster
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Figure 2.7: Evolution of the plasma current in the simulation of TCV discharge #20333.
Edge current density (a), normalized edge current integrated outside ρtor > 0.95 (b) and
radial edge current density profiles (c) at the times indicated by the markers in (b) are
shown.
vertical plasma movement (±20m/s). In ASDEX Upgrade, although the speed of the vertical
plasma movement (±3m/s) is relatively low, it produces a large perturbation due to its
higher edge temperature. However, triggered ELMs in the ASDEX Upgrade experiments are
observed when the edge current is reduced by negatively induced currents. Although there
is a controversy over the destabilising effect of the edge current gradient increase, the edge
current reduction generally has a strong stabilising effect. Therefore, a simple explanation
based on the sign of the induced edge current perturbation is inadequate to explain both the
magnetic triggering of ELMs in ASDEX Upgrade and the observed opposite ELM behaviour
between two plasmas. In ASDEX Upgrade, we should therefore explore the possibility that
ELMs might be triggered by another perturbed physical quantity.
2.3.2 Perturbed local plasma pressure gradient in the edge region
The response of the plasma to the magnetic perturbation not only induces a plasma motion
but also produces a deformation of the plasma shape. The latter results in a perturbation of
the local plasma pressure gradient in the edge region as shown in figure 2.9. Assuming a non-
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Figure 2.8: Evolution of the plasma current in the simulation of ASDEX Upgrade discharge
#18343. Edge current density (a), normalized edge current integrated outside ρtor > 0.95
(b) and radial edge current density profiles (c) at the times indicated by the markers in (b)
are shown.
variant pressure difference between two neighbouring magnetic flux surfaces, the variation of
the local pressure gradient is calculated from the flux surface separation along the poloidal
angle. This is given by
∆(dp/dr|θ)
dp/dr|θ ∼
x0 − x1
x1
∣∣∣∣
θ
(2.2)
where, x0 and x1 are the distances between two neighbouring magnetic flux surfaces at the
beginning and at the end of an upward or downward vertical movement.
The variations are less than 10% of the unperturbed averaged value. In both TCV and
ASDEX Upgrade, an increase of the local pressure gradient is produced by a downward
plasma movement. In a SNL configuration, both plasmas are shrinking when they are
moving down closer to the X-point, and vice versa. Therefore, although the increase of
the local pressure gradient is destabilizing the edge in ASDEX Upgrade, it can not be an
answer for the observed opposite ELM behaviour between the two devices. In particular,
the upward movement associated with the magnetic triggering of ELMs in TCV reduces the
local pressure gradient in the edge region.
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Figure 2.9: Local pressure gradient change in the edge region is calculated as a function
of the poloidal angle. Downward (solid blue) and upward (red dashed) movements in TCV
discharge #20333 (top) and ASDEX upgrade discharge #18343 (bottom) are compared.
2.3.3 Flux surface deformation and its pattern in the edge region
An interesting feature is observed in the deformation of the plasma shape in ASDEX Up-
grade. The plasma experiences a localized expansion of the flux surfaces near the upper PSL
during its downward movement. In TCV, a similar flux surface expansion near the upper
G-coil set is produced with an upward movement. These are compared in figure 2.10. The
PSLs located inside the vacuum vessel of ASDEX Upgrade play a similar role to that of the
G-coil sets in TCV due to their proximity to the plasma boundary. Positive eddy currents
are induced in the upper PSL as a result of the downward plasma movement and direct
induction by currents in active and passive conducting structures. They create a localized
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Figure 2.10: Flux surface deformations and vacuum flux changes are shown for upward
plasma movement in TCV discharge #20333 (left) and downward plasma movement in AS-
DEX Upgrade discharge #18343 (right). ELMs are triggered in the experiments for these
plasma movements. The arrows are amplified by a factor 20 for visibility.
expansion of the flux surfaces near the upper PSL compared with the overall shrinkage of
plasma column. Both plasma movements generating a localized expansion of flux surfaces,
upward in TCV and downward in ASDEX Upgrade, trigger ELMs in the experiments. The
opposite plasma movement, downward in TCV and upward in ASDEX Upgrade, creates lo-
calized shrinkage of flux surfaces as shown in figure 2.11. In these figures, the deformation of
the plasma flux surfaces is calculated by using a moving frame in which the origin is fixed to
the magnetic axis. The arrows, magnified 20 times for visibility, represent the deformation
of the last closed flux surface. The increase and decrease of the external linking fluxes are
shown in red and blue, respectively.
The responses of plasma shape parameters to the magnetic perturbations are shown in
figure 2.12. The red dashed lines indicate the times ELMs are triggered in the experiments
[26, 27]. In both plasmas, the plasma elongation is slightly delayed with respect to the
vertical plasma movement and the size of the elongation perturbations is less than 1%. The
plasma triangularities respond promptly and exhibit a few percent variation. These global
parameters do not reveal any additional clue for the opposite behaviour observed in the
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Figure 2.11: Flux surface deformations and vacuum flux changes are shown for downward
plasma movement in TCV discharge #20333 (left) and upward plasma movement in ASDEX
Upgrade discharge #18343 (right). ELMs are not observed in the experiments for these
plasma movements. The arrows are amplified by a factor 20 for visibility.
magnetic triggering of ELMs. However, a stability study on the ASDEX Upgrade plasmas,
including the separatrices, showed that the increase of the plasma squareness in the low field
side (LFS) and upper half plane of the poloidal cross section has a tendency to destabilize the
plasma edge [56]. This tendency matches well with the localized expansion of flux surfaces
near the upper PSL during the downward plasma movement in ASDEX Upgrade.
Although the localized expansion of flux surfaces observed both in the simulation of
TCV and ASDEX Upgrade plasmas provides a new clue for understanding the magnetic
triggering of ELMs, the shape deformation in TCV plasmas still has some open questions.
DINA-CH/SPIDER simulations dedicated to the study of edge stability of TCV plasma
during the magnetic triggering of ELMs [58] show that the plasma squareness in the LFS
and upper half plane of the poloidal cross section decreases a little during the upward plasma
movement resulting in a small stabilising effect.
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Figure 2.12: Vertical plasma movement and the response of the plasma elongation and tri-
angularity to the magnetic perturbation are shown for TCV discharge #20333 (left) and
ASDEX Upgrade discharge #18343 (right). The times ELMs are triggered in the experiment
are indicated by red dashed lines.
2.4 Magnetic perturbation with radial plasma move-
ments in ASDEX Upgrade
The effect of the plasma shape deformation was investigated further by minimizing fluctu-
ations in the edge plasma currents. Instead of inducing a vertical plasma motion, a radial
motion is induced to produce a different type of magnetic perturbation in the simulation of
ASDEX Upgrade discharge #18343. To avoid saturation of the input voltages to the active
coils, the amplitude of the reference waveform modulation was reduced to half of that used
to control the vertical plasma position.
The plasma shape is easily deformed by a radial plasma movement due to the eddy
currents induced in the PSLs and vacuum vessel as shown in figure 2.13. The deformation
of the plasma shape shows a weak change in squareness in the LFS and upper half plane.
The plasma elongation is the dominant parameter linked to the plasma shape deformation.
The deformation of the plasma boundary during vertical and radial plasma movements is
compared in figure 2.14. The deformation patterns which accompany the radial movement
(poloidal mode number, m = 2) are simpler than those which accompany the vertical move-
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Figure 2.13: Flux surface deformations and vacuum flux changes are shown for inward (left)
and outward (right) radial plasma movements in ASDEX Upgrade. The arrows are amplified
by a factor 20 for visibility.
ment (m = 3) and the area of the plasma column is changed less, compared with the case of
vertical plasma movement. In particular, the strongly localized expansion of the flux surface
near the upper PSL against the shrinkage of the plasma column is observed only with the
downward plasma movement, as indicated by blue circles.
The experiments reported in ASDEX Upgrade showed that the plasma shape deformation
produced by a radial plasma movement does not trigger ELMs [59] and this observation
is supported by a stability analysis with the KINX code [60]. The detailed analysis of
the plasma boundary curvature perturbation shows similar changes for vertical and radial
movement in the LFS and upper half plane. However, there is a difference affecting the edge
stability in ASDEX Upgrade. The plasma boundary curvature in the LFS and lower half
plane is increased only when the plasma column size is reduced by the downward plasma
movement.
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Figure 2.14: Plasma boundary deformations for vertical movement (top) and for radial move-
ment (bottom) in ASDEX Upgrade. Localized expansion of the flux surfaces near the upper
PSL is indicated (blue circles).
2.5 Discussion
The experimental evidence for ELM triggering from TCV and ASDEX Upgrade is clear,
and has been subsequently confirmed on JET [61]. The original explanation by TCV was
an inductive increase in the edge current due to the plasma movement away from the di-
vertor current. The observations on ASDEX Upgrade and JET confirmed that the original
prediction that the effect would become clearer on larger plasmas with higher edge tempera-
tures was correct. However, the change in sign of the edge current density change indicated
that the simplicity of the original TCV explanation is probably inadequate. In this chap-
ter, we have explored the physics of this phenomenon with two advanced codes, namely a
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free-boundary evolution code, DINA-CH, and a free boundary stability code including the
separatrix, KINX. The qualitative observations obtained with these two models are summa-
rized in table 2.1.
The preceding discussions on the various effects investigated have not clearly defined a
unique mechanism for destabilizing the ELMs. While the edge current increase by an up-
ward vertical movement is the strongest candidate in TCV, in ASDEX Upgrade the onset
of ELMs seems to depend not only on the equilibrium quantities such as the edge pressure
and current gradients, but also on free-boundary motion and deformation. The role of the
PSL in changing the separatrix shape during fast transients has been exposed. Localized
expansion of the flux surfaces near the upper PSL in ASDEX Upgrade, compared with the
overall shrinkage of the plasma column accompanied by the downward plasma movement,
shows a tendency to destabilize the plasma edge in the KINX stability analysis. The per-
turbation induced by a radial plasma movement, such as a strong elongation change, seems
not sufficient to trigger ELMs by itself.
The explorations conducted in this paper have underlined the difficulty in attributing a
complex phenomenon to a single effect, since for a single given cause, namely fast stimulation
of an equilibrium change, all potentially relevant mechanisms are excited, namely changes
to the spatial pressure and current gradients, to the edge current density (averaged and
local), to the boundary shape, to the plasma column size and to its position. Since all
these effects are demonstrably linked to MHD instability, there is a worrying possibility
of erroneously attributing causality in the presence of all correlated effects. Furthermore,
since such fast effects are intimately linked to the physical construction of the passive and
active conductors, with possible 3-D effects not excludable, there is even a strong possibility
that similar plasmas in different tokamaks might behave differently, underlining the risk of
extrapolating the results from these three experiments to ITER. However, the fact remains
that the phenomenon of magnetic triggering might offer a control mechanism for ELMs
in ITER, with no additional infrastructure required since internal coils have already been
added.
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Table 2.1: The observations in the experiments and simulations of magnetic triggering of
ELMs are summarized
Observations TCV ASDEX Upgrade Comments
Plasma movement Upward Downward Inward
Type of natural Type III Type I Type I
ELMs
Triggered ELMs Observed Observed Not
observed
Edge current Increasedb Decreased -
density
Edge current Decreased Increased - Mixed contributions
gradient (locally (locally -
increased) decreased) -
Edge pressure Decreased Increasedb -
gradient
Plasma area Expanded Shrunkenb -
Shape Locally Locally Elongated
deformation expanded in expanded in
upper LFSb upper LFSb
Squareness Decreased Increasedb - Squareness decrease in TCV
(upper LFS)a is not yet clearly explained
Curvature - Locally Locally Similar patterns
(upper LFS)a increased increased
or decreased or decreased
Curvature - Increasedb Decreased Systematic differences in the
(lower LFS)a stability margin behaviour
a Observations from the KINX analysis [58, 60]
b Possible candidates for triggering ELMs
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Chapter 3
Plasma dynamic response to
disturbances
3.1 Introduction
Strong plasma disturbances, such as an uncontrolled ELM and a fast H-L mode transition,
cause the plasma to release its stored energy and particles on plasma facing components
resulting in a plasma movement. If the plasma movement is fast and beyond the capability of
the plasma vertical position controller, the discharge is terminated through a VDE. Recently,
specifications of plasma disturbances anticipated in ITER have been updated to cover a wider
range of plasma disturbances observed in present tokamak experiments [28]. The updated
specifications could exceed the capability of the present ITER control systems and may
require an upgrade of them. A new assessment of the control systems is indispensable to
investigate this issue. Although the main focus is on the plasma position control system,
the plasma current and shape control system should be investigated together. In ITER, the
plasma position control system only slows down the speed of the vertical plasma movement.
The plasma position in a stationary state is determined by the slow control of the plasma
boundary shape. The slow power supplies for the shape control are also used for the control of
the total plasma current. These issues require a non-linear free-boundary plasma equilibrium
evolution code, such as DINA-CH, which can model the non-linear dynamic plasma responses
to a plasma disturbance.
38 Chapter 3. Plasma dynamic response to disturbances
The updated plasma disturbances in ITER with high priorities are controlled and uncon-
trolled ELMs, transport barrier collapse, minor disruptions and fast H-L mode transitions
[28]. In this chapter, we have modelled the uncontrolled ELMs and fast H-L mode transitions
in inductive 15MA ITER scenario 2 [6] using the updated specifications. The efforts are con-
centrated on preparing a target plasma by simulating the ITER scenario 2 and developing
a systematic procedure, in which plasma disturbances are automatically pre-programmed
based on the given specifications.
In section 3.2, the pre-programming of plasma disturbances, the uncontrolled ELMs
and fast H-L mode transitions, are described. The non-linear dynamic plasma response to
the applied plasma disturbances is investigated in section 3.3. A bug in DINA-CH which
artificially stabilised the plasma dynamic responses has been fixed. A discussion is presented
in section 3.4.
3.2 Pre-programming appropriate plasma disturbances
A simple routine has been developed to pre-program the plasma disturbances in a repro-
ducible and systematic way. This routine basically controls the release and recovery of
the total stored plasma energy to follow a prescribed waveform. In this routine, the heat
conductivity profiles consistent with the initial plasma profiles are prescribed. These heat
conductivity profiles are then multiplied by a time-varying factor which controls the global
energy confinement of the plasma. This factor is determined by taking the difference be-
tween the present and reference stored plasma energy into account. As a result, the electron
and ion temperature profiles are controlled with a prescribed plasma density profile. The
multiplication factor to the heat conductivity profiles, Cm, is given by
Cm = 1 + Csd
Wth −W refth
W refth
, in range [10−3, 103] (3.1)
where, Wth and W
ref
th represent the present and reference stored plasma energy. Csd is a
coefficient determining the speed of the dynamics. Localized release of plasma energy from
the pedestal is modelled by imposing a heat conductivity at the plasma boundary, χb. The
heat conductivity profiles are smoothed to make the pedestal nicely continuous with reduced
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Figure 3.1: Pre-programmed evolution of the electron heat conductivity profile to simulate
an uncontrolled ELM. The electron heat conductivity at the plasma boundary is temporarily
increased up to 2000m2s−1 for 1ms.
edge gradients. Uncontrolled ELMs and fast H-L transitions are pre-programmed in this
routine.
3.2.1 Uncontrolled ELMs
In ITER, the uncontrolled ELMs in an H-mode plasma are expected to release plasma energy
of about 20-25MJ in 200µs. This disturbance would produce a decrease of βp of about 0.05
(from 0.65 to 0.60) and an increase of li of about 0.05 (from 0.85 to 0.9) on a similar time-
scale. At a later time, as the plasma current diffuses, the slow increase of li could be up to 0.1
as an upper range. In our simulations, this fast plasma energy release is pre-programmed by
imposing a very high heat conductivity at the plasma boundary (χb = 500 ∼ 2000m2s−1) for
1ms. Although this time duration is much longer than specified for the uncontrolled ELMs,
the plasma control does not feel any significant change and is found to produce similar
dynamic responses. This also accelerates the simulation by allowing a larger maximum
time-step. On the contrary, if a smaller duration (< 1ms) is used for pre-programming the
fast plasma energy release, the simulation is not only decelerated, but also becomes unstable
numerically with a smaller time-step. After this fast loss of plasma energy, the original heat
conductivity profiles are re-assigned to increase the total stored plasma energy back to the
previous level. The speed of this recovery process mainly depends on the coefficient, Csd.
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Figure 3.2: Pre-programmed evolution of the electron heat conductivity profile to simulate
a fast H-L mode transition. The electron heat conductivity at the plasma boundary is in-
creased up to 50 m2s−1 for 10ms at the first stage, then reduced down to 3 m2s−1. The heat
conductivity profiles are dynamically controlled to simulate L-mode after the disturbance.
An example of the electron heat conductivity profile evolution is shown in figure 3.1.
3.2.2 Fast H-L mode transitions
The fast H-L mode transition in ITER can be divided into 2 stages. First, plasma energy of
about 20-40MJ is expected to be released from the pedestal with an exponential time-scale
of 10-100ms. This corresponds to a decrease of βp of about 0.05-0.08 (from 0.65 to 0.57-0.60)
and an increase of li of about 0.05 (from 0.85 to 0.90). Then, a slower decrease of the plasma
energy is followed with an exponential time-scale of 1.8s completing a mode transition to
L-mode. This slow change corresponds to a decrease of βp of about 0.37-0.50 (from 0.57-0.60
to 0.10-0.20) and an increase of li of about 0.05-0.20 (from 0.9 to 0.95-1.10).
The first stage is pre-programmed by imposing a high heat conductivity at the plasma
boundary, χb = 50m
2s−1 for 100ms. After the first stage, this imposed boundary heat
conductivity is reduced to 3m2s−1 to produce L-mode edge. The profile evolution is shown
in figure 3.2. The exponential decay of the total stored plasma energy during a fast H-L mode
transition is shown in figure 3.3. The reference stored plasma energy, W refth , is prescribed to
be decreased with exponential time-scales of 0.10s and 1.80s for the first and second stages,
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Figure 3.3: Release of the plasma energy (solid lines) following a preprogrammed waveform
(dashed lines). The stored plasma energy is decreased quickly with an exponential time-scale
of τ1 at the first stage (top) and slowly reaches to L-mode with an exponential time-scale of
τ2 (bottom).
respectively. The decrease of stored plasma energy in each stage is simply defined using the
following expression.
W refth (t) = W
ref
th (tstart)exp
(
t− tstart
τ
)
(3.2)
where, tstart is the starting time of plasma energy release and τ is the exponential time-scale.
Therefore, the final state is determined by the duration of each stage.
3.2.3 Transport simulation with frozen heat conductivity profiles
At the early stage of preparing the routine controlling the heat conductivity profiles, a series
of simulations has been performed to answer a simple question: What is the consequence if
frozen heat conductivity profiles are used in modelling the plasma transport? In other words,
if the heat conductivity obtained from a stationary plasma state is reused in the modelling
of plasma transport, can the plasma find the same stationary state again? To answer this
question, first, heat conductivity profiles are obtained from a stationary plasma state. Then
these are frozen in time and re-used in the same simulation. In the second simulation, the
plasma temperature evolves exponentially, and then either reaches a new stationary state
with much lower plasma temperature or diverges to very high plasma temperature. These
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Figure 3.4: Comparison of electron temperature evolution calculated by DINA-CH. The elec-
tron and ion heat conductivity profiles are multiplied by C1 and frozen in time.
are shown in figure 3.4. A very small difference in the multiplication factor (< 1%) pro-
duces completely different final states. Similar behaviour was reproduced in other transport
modelling codes, namely CRONOS and ASTRA [62]. It seems that the stationary plasma
state maintained by heat conductivity profiles being controlled continuously is a meta-stable
state which is very sensitive to a small change. Having a stable point at a very low plasma
temperature implies that alpha particle heating is responsible for these behaviours. This is
checked with CRONOS and the results are shown in figure 3.5. When the alpha particle
heating profiles are frozen together with the heat conductivity profiles, the plasma reaches
a new stationary state very quickly near the original state.
3.3 Dynamic plasma responses
Dynamic plasma responses to the disturbances, uncontrolled ELMs and fast H-L mode tran-
sitions, has been studied by using a non-linear plasma response modelling code, DINA-CH
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Figure 3.5: Comparison of electron temperature evolution calculated by CRONOS. The elec-
tron and ion heat conductivity profiles are multiplied by C1 and frozen in time. When the
alpha heating powers are constant, the electron temperature profiles are stabilized quickly
and an updated electromagnetic ITER description [63], in which the geometry of the poloidal
field coils, limiters, passive stabilizers and diverters were slightly modified (see figure 7.2)
Input profiles for the inductive 15MA H-mode ITER plasma are taken from the full tokamak
discharge simulation introduced in chapter 5 in this thesis. The disturbances are generated in
a pre-programmed manner by using the simple routine controlling heat conductivity profiles
as explained in section 3.2.
The density profiles are prescribed with a flat profile shape and the electron temperature
at the pedestal top is about 3keV. The external source profiles obtained from a time-slice
of the full simulation is assumed to be non-varying in time. The H-L mode transition is
simulated by increasing the level of heat conductivity instead of decreasing the additional
H&CD power. The non-linear changes of the plasma-antenna coupling power during the
disturbances are not explicitly considered. The ohmic and alpha particle heating powers
are self-consistently calculated with the evolution of the plasma profiles at every time-step.
Both the uncontrolled ELMs and fast H-L mode transitions are simulated with a time-step
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Figure 3.6: Dynamic plasma response to a pre-programmed fast H-L mode transition. The
release of the plasma energy consists of two successive stages, fast energy release from the
pedestal (green) and slow mode transition to L-mode (red). The radial plasma movement is
underestimated in this simulation.
of 1ms.
The plasma current, position and shape controllers used in this simulation work are
equivalent to those presented in reference [63] except the time constant of the first-order filter
for the vertical plasma position. In this work, the time constant is set equal to the time-step
of the simulations. The changes in the plasma dynamic responses due to this modification
were checked with uncontrolled ELMs resulting in a fast vertical plasma movement. The
simulated plasma dynamic responses with a time constant of 1ms, 3ms [63] and 7ms were
almost indistinguishable.
3.3.1 First trial simulations and a bug
In the first trial simulations performed using the version of DINA-CH which was used for
the full tokamak discharge simulator in chapter 5, the radial dynamic response during the
L-H and H-L mode transitions was unfortunately underestimated. At the first stage of the
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Figure 3.7: Comparison of 1D (left) and 2D (right) plasma current density profiles before
and after a fast H-L mode transition. 2D plasma current density was frozen in time resulting
in an artificial stabilization of the free-boundary plasma equilibrium evolution.
L-H mode transition with the pedestal energy loss (indicated in green in figure 3.6), βp was
reduced from 0.65 to 0.60 and li was increased a little, but less than expected. At the second
stage of slow mode transition to L-mode (indicated in red in figure 3.6), the βp was reduced
as pre-programmed while the li was slowly increasing. The resulting radially inward plasma
movement was less than 15mm. This value is very small compared with the expected one of
about 100mm.
The reason for this smaller radial dynamic response was a bug in the source code. The
shape of the 2D current profile used for the free-boundary equilibrium calculation had been
fixed and re-scaled to the total plasma current during the simulation. Therefore, the initial
2D current profile was frozen in time, while the 1D current profile evolves as a result of the
1D transport calculation. These profile changes are shown in figure 3.7. The figure in the left
compares 1D current profiles at different times before and after the disturbance. The figures
in the right compare 2D current profiles along radial and vertical chords. This bug is fixed
to study the free-boundary dynamic responses to the disturbances in this work. However, a
consistent version for the full tokamak discharge simulator is now being prepared.
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Figure 3.8: Dynamic plasma responses to pre-programmed uncontrolled ELMs. The amount
of released plasma energy is varied by imposing a heat conductivity at the plasma boundary
(2000m2s−1, 1000m2s−1 and 500m2s−1). The time traces of stored plasma energy, βp and li
are compared.
3.3.2 Uncontrolled ELMs
The uncontrolled ELMs in an H-mode ITER plasma are simulated with different heat con-
ductivity values (χb = 500 ∼ 2000m2s−1) at the plasma boundary as shown in figure 3.8.
Stored plasma energy of about 20 ∼ 45MJ is released about in 1ms and recovered within
0.5 ∼ 1.0s. This cycle corresponds to a 1 ∼ 2Hz ELM frequency. The decrease of βp is about
0.04 ∼ 0.08 for the simulated plasma energy release from the pedestal. These values are
similar to the value (0.05) given in the disturbance specifications. The fast increase of li is
about 0.045, when 43MJ of the plasma energy is released. However, this li change is smaller
than expected one (see table 3.1). When 24MJ of plasma energy is released, the li increases
by only about 0.01. The slow increase of li up to 0.95 at a later time was not observed due
to the pre-programmed recovery of the plasma profiles.
The evolution of the electron temperature and plasma current density profiles is shown in
figure 3.9. The stored plasma energy is released from the pedestal resulting in the relaxation
of the pedestal gradient. The current density profile shows a relatively small change due to
the fast recovery of pedestal and a very slow radial current diffusion.
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Figure 3.9: Dynamic plasma responses to pre-programmed uncontrolled ELMs. The evolu-
tions of electron temperature and plasma current density profiles are compared. The stored
plasma energy in the pedestal was released in 1ms. The plasma current density profile expe-
rienced a little change due to a slow current diffusion and a fast recovery of the pedestal.
The dynamic plasma responses are shown in figure 3.10. Larger releases of the plasma
energy produce larger fluctuations in the total plasma current, radial and vertical position,
and minor radius. The evolution of the 6 gaps between the plasma boundary and wall is
shown in figure 3.11. The plasma position and shape are well-controlled overcoming the
vertical instability during the disturbances. The separatrix expands during the release of
plasma energy. Full recovery of the plasma current, position and shape was possible within
4 seconds. The given specifications of this disturbance and the observed plasma responses
are summarized in table 3.1.
3.3.3 Fast H-L mode transition
The fast H-L mode transitions in ITER are simulated with several variants. The amount of
released plasma energy and its rate of change in the second stage (slow mode transition to
L-mode) have been varied.
Firstly, the amount of released plasma energy during the mode transition to L-mode
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Figure 3.10: Dynamic plasma responses to pre-programmed uncontrolled ELMs. The time
trace of the total plasma current, plasma centre and minor radius are compared. The fluctu-
ations caused by the disturbances are stabilized quickly within 4 seconds.
Figure 3.11: Dynamic plasma responses to pre-programmed uncontrolled ELMs. The time
traces of the 6 gap measurements are compared. The fluctuations caused by the disturbances
are stabilized quickly within 4 seconds.
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Table 3.1: The given specification for uncontrolled ELMs and simulated dynamic plasma
responses to the disturbances are summarised. The released plasma energy by the ELM is
varied by imposing electron and ion heat conductivities at the plasma boundary. * indicates
the specification at a later time as the plasma current diffuses.
Plasma Given Simulation 1 Simulation 2 Simulation 3
responses specifications (χb = 2000m2/s) (χb = 1000m2/s) (χb = 500m2/s)
Wth drop -20∼-25MJ -43MJ in 1ms -33MJ in 1ms -24MJ in 1ms
in 200µs
βp drop -0.05
(0.65 to 0.60)
-0.077 in 1ms -0.058 in 1ms -0.043 in 1ms
li(3) increase +0.05 +0.045 in 200ms +0.027 in 200ms +0.011 in 150ms
(0.85 to 0.90)
+0.10 +0.006 after 8s +0.003 after 8s +0.0015 after 8s
(0.85 to 0.95)*
∆Rmag - +15mm in 1s +8mm in 500ms +7mm in 350ms
∆Rmag - +120mm in 300ms +70mm in 200ms +30mm in 100ms
∆aminor - +60mm in 250ms +38mm in 160ms +19mm in 100ms
∆Ipl - +100kA in 400ms +80kA in 800ms +30kA in 800ms
Shape transition - No No No
is varied with the period of the second stage, ∆t2, as shown in figure 3.12. The speed of
energy release is pre-programmed to be similar to the given specifications for this disturbance
(τ1 = 100ms and τ2 = 1.8s). The li increases fast as the edge bootstrap current is reduced
by the relaxation of the pedestal pressure gradients. The slow increase of the li after the
mode transition to L-mode is affected by the plasma boundary shape evolution. The details
of this will be addressed later.
The evolution of the electron temperature and plasma current density profiles is shown in
figure 3.13. The fast plasma energy release from the pedestal for 10ms significantly reduces
the pedestal gradients and edge bootstrap currents. Then the mode transition to L-mode
results in a decrease of the plasma temperature (pressure) across the entire plasma column.
The dynamic plasma responses are compared in figure 3.14. When ∆t2 is set to 1.8s, the
50 Chapter 3. Plasma dynamic response to disturbances
Figure 3.12: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
amount of released plasma energy is varied by imposing the duration of slow energy release
at second phase, ∆t2. The time traces of stored plasma energy, βp and li are compared.
Figure 3.13: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
evolutions of electron temperature and plasma current density profiles are compared. The
stored plasma energy in the pedestal was released in 10ms at the first stage and the elec-
tron plasma temperature is slowly reduced during the mode transition to L-mode. The edge
bootstrap current is reduced and diffuses into the plasma centre.
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Figure 3.14: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
time trace of the total plasma current, plasma centre and minor radius are compared. The
fluctuations caused by the disturbances are stabilised within 10 seconds, unless the plasma
experience a strong disturbance causing a VDE.
plasma experiences a VDE due to a large inward radial movement which makes the plasma
limited and smaller in volume resulting in a decrease of li after the H-L mode transition as
already shown in figure 3.12. When ∆t2 is reduced to 1.50s, although the plasma is limited
for several seconds, it recovers a diverted shape. After the limiting phase, the total plasma
current, position and minor radius are re-stabilized. The li is again closely linked to the
plasma volume change as deduced from the similarity of its evolution to the minor radius
variations. When ∆t2 is further reduced to 1.0s, the plasma is well-controlled without expe-
riencing a shape transition. The fluctuations are quickly stabilized producing a monotonic
increase of the li. In these simulations, the minimum inward movement caused by the dis-
turbances is larger than 130mm. This is about 10 times larger than observed in the previous
simulations with the frozen 2D current profile.
The evolutions of the 6 gaps are compared in figure 3.15. Full recovery of the total plasma
current, position and shape is achieved within 10 seconds, unless the plasma experiences a
strong disturbance causing a VDE. As the released plasma energy is smaller, the recovery
takes less time. The given specifications of this disturbance and observed plasma responses
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Figure 3.15: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
time traces of the 6 gap measurements are compared.
are summarised in table 3.2. The specifications for fast H-L mode transitions, such as the
decrease of βp down to 0.1 ∼ 0.2, were not fully demonstrated due to the onset of a VDE.
Secondly, the speed of plasma energy release during the mode transition to L-mode is
varied by changing the exponential time-scale in the second stage, τ2. In these simulations,
∆t2 is varied to produce same amount of plasma energy release as shown in figure 3.16. A
fast plasma disturbance produced by imposing τ2 = 1.30s causes the plasma to experience a
VDE. This VDE is very similar to the previous one caused by a large plasma energy release.
The li decreases and fluctuates similar to the evolution of the minor radius shown in
figure 3.17. As the release of plasma energy is slower, the recovery of a stable L-mode state
is slightly easier. When τ2 is set to 2.30s, the inward plasma movement is slow and small. The
li monotonically increases after the disturbance. Full recovery of the total plasma current,
position and shape again takes less than 10 seconds, unless the plasma experiences a strong
disturbance causing a VDE. However, slowing down the release of plasma energy does not
significantly reduce the recovery time (see figure 3.17).
Additional simulations have performed with an increased maximum control voltage in the
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Figure 3.16: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
speed of plasma energy release is varied by imposing the exponential time-scale of slow energy
release at second phase, τ2. The time traces of stored plasma energy, βp and li are compared.
vertical stabilization (VS) loop. The maximum VS voltage originally set to 6kV is increased
to 9kV. However, this modification does not improve the controllability during the fast H-L
mode transitions, because the VDEs observed in the previous simulations are caused by an
inward plasma movement resulting in the plasma touching the wall located in the high field
side (HFS). At that time, the vertical motion was not large and the voltage in the VS loop
was not yet saturated. However, stronger and faster disturbances, such as larger uncontrolled
ELMs than those simulated in this work, could be vertically unstable saturating the voltages
in the VS loop.
3.4 Discussion
The specifications regarding the plasma disturbances in ITER has recently been updated.
The capability of the present control systems in rejecting these disturbances is studied using
a non-linear free-boundary equilibrium evolution code, DINA-CH. Uncontrolled ELMs and
fast H-L mode transitions are pre-programmed. The target H-mode plasma is obtained from
a full tokamak discharge simulation of the inductive 15MA ITER scenario 2. A routine
controlling the stored plasma energy by modifying the plasma heat conductivity profiles is
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Figure 3.17: Dynamic plasma responses to pre-programmed fast H-L mode transitions. The
time trace of the total plasma current, plasma centre and minor radius are compared. The
fluctuations caused by the disturbances are stabilised within 10 seconds, unless the plasma
experience a strong disturbance causing a VDE.
developed and used to pre-programme the plasma disturbances. A bug found in DINA-CH
was investigated and fixed for this task.
Stronger uncontrolled ELMs than the given specifications were controllable with the
present feedback control systems. However, the specifications for fast H-L mode transitions
were not fully achievable due to a VDE caused by a strong inward plasma movement. A
stepwise reduction of additional plasma heating and current drive powers before the H-
L mode transition might be required with the present control systems, to reduce the βp,
although the precise details of the back-transitions are not well enough known to assure this
could help. The maximum voltage in the VS loop seems not to need an increase for the
updated disturbances, fast H-L transitions and uncontrolled ELMs. The disturbances not
yet investigated in this task, such as a minor disruption and uncontrolled ELMs in ITER
scenario 4, could be studied in a similar manner.
It is worth mentioning the challenges of this task. First, the target H-mode ITER plasma
and the vacuum field produced by currents in the poloidal field coils and surrounding passive
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conductors only represent a time-slice of the whole tokamak operation. Therefore, the dy-
namic responses reported in this chapter do not guarantee a successful disturbance rejection
for whole ITER operation phase. Second, as briefly addressed before, the minimum time-
step in the simulations are set to 1ms due to the computational performance and numerical
stability. Although the time-step seems to be reasonably chosen for both the uncontrolled
ELMs and fast H-L mode transitions, it is necessary to try a smaller time-step after identify-
ing the numerical problems. One of the possible reasons is that the 2D rectangular grid used
in the free-boundary plasma equilibrium evolution is not dense enough to distinguish small
equilibrium changes made in a given time-step, therefore sometimes resulting in a jump. For
smaller time-steps, the impact of discontinuous jumps could be larger for the controllers.
Third, the requirements for plasma-wall clearance [28] may require a strategic modification
to the shape references during the disturbances. This has not yet been attempted.
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Table 3.2: The given specification for fast H-L mode transitions and simulated dynamic
plasma responses to the disturbances are summarised. The released plasma energy during
the transition to L-mode is varied by imposing the duration of slow energy release at second
phase, ∆t2. ∆t1(=10ms) is same for all cases.
Plasma Given Simulation 1 Simulation 2 Simulation 3
responses specifications (∆t2 = 1.80s) (∆t2 = 1.50s) (∆t2 = 1.00s)
Wth drop (∆t1) -20∼-40MJ -29MJ with -29MJ with -29MJ with
with
t1=10∼100ms τ1=100ms τ1=100ms τ1=100ms
Wth drop (∆t2) Back to L-mode -210MJ with -185MJ with -138MJ with
with τ2 ∼ 1.8s τ2 = 1.8s τ2 = 1.8s τ2 = 1.8s
βp drop (∆t1) -0.05∼-0.08 -0.05 -0.05 -0.05
(0.65 to 0.60∼0.57)
βp drop (∆t2) -0.37∼-0.50 -0.40 -0.35 -0.26
(0.60∼0.57 to
0.10∼0.20)
li(3) increase +0.05 +0.005 +0.005 +0.005
(∆t1) (0.85 to 0.90)
li(3) increase +0.10∼+0.25 +0.05 +0.052 +0.05
(∆t2) (0.85 to 0.95∼1.10) +0.14 after 8s +0.12 after 8s
∆Rmag - -190mm -170mm -130mm
∆zmag - +100mm in
400ms
+100mm in
400ms
+100mm in
400ms
VDE after 1.1s +200mm after 3s
∆aminor - +40mm in 400ms +40mm in 400ms +40mm in 400ms
+70mm after 4.7s
∆Ipl - Increasing +650kA after 3s +450kA after 2s
Shape transition - Limited after 1.1s Limited after 1.1s No
and diverted after
4.7s
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Chapter 4
Full tokamak discharge simulator
In this chapter, we present the combined full tokamak discharge simulator developed by
combining DINA-CH and CRONOS. Although both codes have the same equilibrium and
transport physics, they have been used in different research areas. DINA-CH is a non-
linear free-boundary plasma equilibrium evolution code which self-consistently calculates
dynamic response of the free-boundary equilibrium to currents flowing in the PF coil and
surrounding conducting systems. CRONOS is an advanced transport modelling code which
self-consistently calculates plasma profile evolution with source profiles. Theses two codes
are combined maintaining their original strengths in each research area. Firstly, we introduce
the plasma equilibrium and transport implemented in the both codes. Secondly, we present
algorithms used for evolving the free-boundary plasma equilibrium in DINA-CH and the
plasma transport in CRONOS. Lastly, we present the code coupling scheme and challenges
met during the code integration. In this chapter, we derive ‘standard’ formulations of the
plasma equilibrium and transport in MKS units. These formulations are compared with
both CRONOS and DINA-CH ones which are additionally introduced in Appendix A. Units
are omitted in deriving these formulations for simplicity.
4.1 Plasma equilibrium
Both DINA-CH and CRONOS calculate the plasma equilibrium using the non-linear Grad-
Shafranov equation [1]. However, while CRONOS calculates 2D fixed boundary plasma equi-
librium [64] taking the plasma boundary as an input, DINA-CH calculates 2D free-boundary
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plasma equilibrium consistent with currents in the PF coil and surrounding conducting coil
systems.
4.1.1 Non-linear Grad-Shafranov equation
The plasma equilibrium is determined by the following set of coupled equations assuming
stationary ideal MHD conditions.
j×B = ∇p (4.1)
∇ ·B = 0 (4.2)
∇×B = µ0j (4.3)
where p, j and B are respectively the plasma pressure, current density and magnetic field.
Introducing a flux function ψ defined as the poloidal flux per radian in φ and relating
∇ ·B = 0 and B · ∇ψ = 0, the poloidal component of the magnetic fields can be expressed
as follows.
BR = − 1
R
∂ψ
∂z
, Bz =
1
R
∂ψ
∂R
. (4.4)
From the symmetry of j and B in the force balance equation, the poloidal component of the
plasma current can be expressed using a current flux function f .
jR = − 1
R
∂f
∂z
, jz =
1
R
∂f
∂R
. (4.5)
Comparing these relations with Ampe`re’s law
jR = − 1
µ0
∂Bφ
∂z
, jz =
1
µ0R
∂(RBφ)
∂R
, (4.6)
the current flux function f is given as
f =
RBφ
µ0
. (4.7)
Since the plasma pressure p is a function of ψ, the poloidal current function f is also a
function of ψ.
Decomposing the poloidal and toroidal components of the plasma current and magnetic
fields in the force balance equation
jp × iφBφ + jφiφ ×Bp = ∇p, (4.8)
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and substituting the poloidal components using the flux functions
Bp =
1
R
(∇ψ × iφ) and jp = 1
R
(∇f × iφ), (4.9)
the force balance equation can be rewritten as
jφ = R
dp
dψ
+
µ0
R
f
df
dψ
. (4.10)
The toroidal current density, jφ, can also be written in terms of ψ using Ampe`re’s law as
follows
−µ0Rjφ = R ∂
∂R
1
R
ψ
∂R
+
∂2ψ
∂z2
. (4.11)
Substituting the jφ into this equation, the non-linear Grad-Shafranov equation (standard
formulation with MKS units) is written as
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
= −µ0R
(
R
dp
dψ
− µ0
2R
df 2
dψ
)
= −µ0R2 dp
dψ
− µ20f
df
dψ
. (4.12)
The non-linear Grad-Shafranov equations in DINA-CH and CRONOS are derived using
different units and expressions. The detail derivations are shown in Appendix A.1.
DINA-CH : CGS units
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
= −4piR2 dp
dψ
− 1
2
dF 2
dψ
= −4piR2 dp
dψ
−
(
4pi
c
)2
f
df
dψ
, (4.13)
where
F = RBφ =
4pif
c
.
CRONOS : MKS units
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
= −R2dp1
dψ
− F dF
dψ
= −µ0R2 dp
dψ
− µ20f
df
dψ
, (4.14)
where
F = RBφ = µ0f, p1 = µ0p.
62 Chapter 4. Full tokamak discharge simulator
4.1.2 Free-boundary plasma equilibrium
The fixed boundary plasma equilibrium is determined by solving the non-linear Grad-Shafranov
equation with the toroidal plasma current density jφ for a given plasma boundary. In the case
of calculating a free-boundary plasma equilibrium, external circuit currents are additionally
taken into account in solving the Grad-Shafranov equation.
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
=

−µ0Rjφ if(R, z) ∈ S
−µ0
N∑
i=1
RiIiδ(R−Ri)δ(z − zi) if(R, z) /∈ S
(4.15)
where N external toroidal circuits with current Ii are located in the position (Ri, zi). S is
the poloidal cross-section of the plasma. The plasma boundary is iteratively determined by
defining the boundary flux of the plasma.
4.2 Plasma transport
Both DINA-CH and CRONOS calculate the plasma transport by solving a set of coupled 1D
plasma transport equations averaged on the magnetic flux surface, such as the plasma current
diffusion, particle and heat transport. CRONOS is a transport modelling code, in which all
the transport equations are self-consistently calculated while the evolution of the plasma
boundary is given as an input. On the other hand, DINA-CH is a free-boundary plasma
equilibrium evolution code which calculates the plasma current diffusion self-consistently
with the evolution of the free-boundary plasma equilibrium. In this code, the coupling
between the plasma current diffusion and the particle and heat transport is slightly relaxed
to improve the computational performance.
4.2.1 Magnetic flux surface averaging technique
The average of an arbitrary quantity A over a magnetic surface S which is labeled by ρ is
defined
〈A〉 = ∂
∂V
∫
V
AdV =
1
V ′
∫
S
A
dS
|∇ρ| , (4.16)
where
V ′ =
∂V
∂ρ
=
∫
S
dS
|∇ρ| . (4.17)
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V is the volume enclosed inside the magnetic surface S. This averaging has the properties
(see Appendix A.2 for proofs),
〈∇ ·H〉 = ∂
∂V
〈H · ∇V 〉 , ∀H, (4.18)
d
dt
(V ′ 〈A〉) = V ′
〈
∂A
∂t
〉
+
∂
∂ρ
〈Auρ · ∇V 〉 , ∀A, (4.19)
where d/dt is the time derivative at a fixed ρ and ∂/∂t is the time derivative at a fixed point
(R, z). Using these properties, the 1D transport equations defined on the flux surface can
have the time derivative d/dt.
The velocity of a constant ρ surface uρ is defined by
dρ
dt
=
∂ρ
∂t
+ uρ · ∇ρ = 0 (4.20)
4.2.2 Magnetic field diffusion
The 1D magnetic field diffusion equation can be derived starting from the generalized Ohm’s
law averaged on the magnetic flux surface.
〈j ·B〉 = σ 〈E ·B〉+ 〈jni ·B〉 (4.21)
Using the following definitions
B = Bp + Bφ =
1
R
∇ψ × iφ +Bφiφ (4.22)
j = jp + jφ =
1
R
∇f × iφ + jφiφ (4.23)∮
C
E · dl = Eφ (2piR)− 2pi∂ψ
∂t
= 0 (4.24)
dψ
dt
=
∂ψ
∂t
+ uρ · ∇ψ (4.25)
∂ψ
∂t
+ uψ · ∇ψ = 0 (4.26)
∇ψ = ∇ρ∂ψ
∂ρ
(4.27)
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〈j ·B〉 is given as (see Appendix A.3)
〈j ·B〉 = −f 2 1
V ′
∂
∂ρ
(
c2
f
∂ψ
∂ρ
)
, (4.28)
where
c2 =
〈
|∇ρ|2
R2
〉
=
∫
S
|∇ρ|2
R2
dS
|∇ρ| . (4.29)
〈E ·B〉 is given as (see Appendix A.3)
〈E ·B〉 = −µ0f
〈
1
R2
〉
dψ
dt
. (4.30)
Inserting these 〈E ·B〉 and 〈j ·B〉 into the generalized Ohm’s law, we have
dψ
dt
= − 〈j ·B〉
σµ0f
〈
1
R2
〉 + 〈jni ·B〉
σµ0f
〈
1
R2
〉
=
f
σµ0
〈
1
R2
〉
V ′
∂
∂ρ
(
c2
f
∂ψ
∂ρ
)
+
〈jni ·B〉
σµ0f
〈
1
R2
〉
=
f
σµ0c3
∂
∂ρ
(
c2
f
∂ψ
∂ρ
)
+
V ′ 〈jni ·B〉
σµ0fc3
, (4.31)
where
c3 =
〈
1
R2
〉
V ′. (4.32)
The magnetic field diffusion equations in DINA-CH and CRONOS are respectively ex-
pressed as (see Appendix A.3)
DINA-CH : CGS units
dψ
dt
=
c c2C3
4piσ
∂2ψ
∂ρ2
+
cC23ρ
4piσ
∂
∂ρ
(
c2
C3ρ
)
∂ψ
∂ρ
+
V ′
4piσρ
〈jni ·B〉 , (4.33)
where C3 = c
−1
3 and f = cρ/c3.
CRONOS : MKS units
dψ
dt
=
c2
σµ0c3
∂2ψ
∂ρ2
+
F
σµ0c3
∂
∂ρ
(c2
F
) ∂ψ
∂ρ
+
V ′
σFc3
〈jni ·B〉 , (4.34)
Chapter 4. Full tokamak discharge simulator 65
where F = RBφ = µ0f .
The evolution of the poloidal flux at the plasma boundary is given by
dψb
dt
=
dψpl
dt
+
dψext
dt
=
d
dt
(LpIp) +
dψext
dt
. (4.35)
Using an implicit discretization scheme
ψn+1b − ψnb
τ
=
Ln+1p I
n+1
p − LnpInp
τ
+
ψn+1ext − ψnext
τ
(4.36)
and the relation of the total plasma current (see appendix A.4)
Ip = − 1
2piµ0
c2V
′∂ψ
∂ρ
∣∣∣∣
ρ=ρb
, (4.37)
the mixed boundary condition can be written as
1
2piµ0
c2V
′Ln+1p
∂ψ
∂ρ
∣∣∣∣n+1
b
+ ψn+1b = ψ
n
b + ψ
n+1
ext − ψnext − LnpInp . (4.38)
In the fixed boundary equilibrium case, there are usually 5 options for imposing the boundary
condition:
1. Prescribe the external poloidal flux, ψn+1ext .
2. Prescribe the boundary poloidal flux, ψb(t).
3. Prescribe the boundary loop voltage, Vloop(t) = −2pidψ
dt
∣∣
b
+
1
qb
dΦ
dt
∣∣
b
.
4. Prescribe the boundary surface voltage, Vsurf (t) = −2pidψ
dt
∣∣
b
.
5. Prescribe the total plasma current, Ip(t) = − 1
2piµ0
c2V
′∂ψ
∂ρ
∣∣
b
.
In the free-boundary equilibrium case, the poloidal flux at the plasma boundary ψn+1b is
self-consistently calculated with the external poloidal flux ψn+1ext provided by currents in the
PF coil and surrounding conducting systems.
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4.2.3 Particle transport
The evolution of the density of a species indicated by j is described by the continuity equation
∂nj
∂t
+∇ · (njuj) = Sj. (4.39)
Averaging this equation over the flux surface and multiplying by V ′, we have〈
∂nj
∂t
〉
V ′ + 〈∇ · (njuj)〉V ′ = 〈Sj〉V ′. (4.40)
Using the properties of the flux surface average, this equation can be rewritten as
d
dt
(V ′ 〈nj〉)− ∂
∂ρ
〈njuρ · ∇V 〉+ ∂
∂V
〈njuj · ∇V 〉V ′ = 〈Sj〉V ′. (4.41)
Converting ∇V = ∇ρ∂V
∂ρ
, this equation is further rewritten as
d
dt
(V ′ 〈nj〉) + ∂
∂ρ
[〈nj (uj − uρ) · ∇ρ〉V ′] = 〈Sj〉V ′. (4.42)
Defining the particle flux relative to a constant ρ surface by Γj = 〈nj (uj − uρ) · ∇ρ〉, the
final equation can be simplified as
d
dt
(njV
′) +
∂
∂ρ
(ΓjV
′) = SjV ′. (4.43)
Here the density and source are defined as functions of ρ. The particle flux can be defined
as a sum of diffusion (D) and inward pinch velocity (Vp) terms by
Γj = nj (uj − uρ) = −D∇nj + njVp. (4.44)
Using this definition, the particle flux relative to a constant ρ surface is written as
Γj = −D
〈|∇ρ|2〉 ∂nj
∂ρ
+ nj 〈Vp · ∇ρ〉 . (4.45)
The particle transport equations in DINA-CH and CRONOS are identical.
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4.2.4 Electron heat transport
Neglecting the viscosity terms, the energy balance equation of the electrons can be written
as
3
2
∂pe
∂t
+∇ ·
(
qe +
5
2
peue
)
= j · E−Qei − ui · ∇pi +Qe, (4.46)
where pe and pi are respectively the electron and ion pressure. ue and ui are respectively
the electron and ion velocities and qe is the electron heat flux. Qei is the electron-ion
equipartition power and Qe is the electron heat source.
Since j = je + ji ≈ je, j2 can be given as
DINA-CH : CGS units
j2 = j · j = σ‖
(
E +
ue ×B
c
)
· j = σ‖E · j + σ‖ue · (j×B)
c
= σ‖E · j + σ‖ue · ∇p (4.47)
CRONOS : MKS units
j2 = j · j = σ‖ (E + ue ×B) · j = σ‖E · j + σ‖ue · (j×B) = σ‖E · j + σ‖ue · ∇p (4.48)
From these equations, j · E is given as
j · E = ue · ∇p+ j
2
σ‖
= ue · ∇p+Qohm, (4.49)
where Qohm is the ohmic heat source.
Using this expression, the energy balance equation of the electrons is rewritten as
3
2
∂pe
∂t
+∇ ·
(
qe +
5
2
peue
)
− ue · ∇p+ ui · ∇pi = Qe +Qohm −Qei. (4.50)
Averaging this equation over the flux surface and multiplying by V ′, we have
3
2
〈
∂pe
∂t
〉
V ′ +
〈
∇ ·
(
qe +
5
2
peue
)〉
V ′ − 〈ue · ∇p+ ui · ∇pi〉V ′ = 〈Qe +Qohm −Qei〉V ′.
(4.51)
The left-hand side of this equation can be rewritten as (see Appendix A.5)
3
2
〈
∂pe
∂t
〉
V ′ +
〈
∇ ·
(
qe +
5
2
peue
)〉
V ′ − 〈ue · (∇p−∇pi)〉V ′
=
3
2V ′2/3
d
dt
(
peV
′5/3)+ ∂
∂ρ
[(
qe +
5
2
TeΓe
)
V ′
]
+
Γe
ne
∂pe
∂ρ
V ′. (4.52)
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The electron heat transport equation is finally given by
3
2
d
dt
(
peV
′5/3)+ V ′2/3 ∂
∂ρ
[(
qe +
5
2
TeΓe
)
V ′
]
= V ′5/3
(
Qe +Qohm −Qei + Γe
ne
∂pe
∂ρ
)
. (4.53)
In this equation, the electron heat flux and sources generally defined as
qe = −χene∇Te − peV qe ∇ρ, (4.54)
qe = 〈qe · ∇ρ〉 = −χene
〈|∇ρ|2〉 ∂Te
∂ρ
− peV qe
〈|∇ρ|2〉 , (4.55)
Qe = Qe,add +Qe,fus −Qline −Qcyclo −Qbrem, (4.56)
where χe and V
q
e are respectively the electron heat conductivity and convective velocity.
Qe,add and Qe,fus are respectively the additional electron heat source and alpha particle
self-heating power to electrons. Qline, Qcyclo and Qbrem are respectively the line radiation,
cyclotron and bremsstrahlung heat losses.
The electron heat transport equations in DINA-CH and CRONOS are identical.
4.2.5 Ion heat transport
Neglecting the viscosity terms, the energy balance equation of the ions can be written as
3
2
∂pi
∂t
+∇ ·
(
qi +
5
2
piui
)
= Qei + ui · ∇pi +Qi, (4.57)
where qi is the ion heat flux and Qi is the ion heat source. Averaging this equation over the
flux surface and multiplying by V ′, we have
3
2
〈
∂pi
∂t
〉
V ′ +
〈
∇ ·
(
qi +
5
2
piui
)〉
V ′ − 〈ui · ∇pi〉V ′ = 〈Qi +Qei〉V ′. (4.58)
The left hand side of the above equation is rewritten as (see Appendix A.6)
3
2
〈
∂pi
∂t
〉
V ′ +
〈
∇ ·
(
qi +
5
2
piui
)〉
V ′ − 〈ui · ∇pi〉V ′
=
3
2V ′2/3
d
dt
(
piV
′5/3)+ ∂
∂ρ
[(
qi +
5
2
TiΓi
)
V ′
]
+
Γe
ne
∂pi
∂ρ
V ′. (4.59)
The ion heat transport equation is finally given by
3
2
d
dt
(
piV
′5/3)+ V ′2/3 ∂
∂ρ
[(
qi +
5
2
TiΓi
)
V ′
]
= V ′5/3
(
Qi +Qei +
Γe
ne
∂pi
∂ρ
)
. (4.60)
Chapter 4. Full tokamak discharge simulator 69
In this equation, the ion heat flux and sources are generally given as
qi = −χini∇Ti − piV qi ∇ρ, (4.61)
qe = 〈qi · ∇ρ〉 = −χini
〈|∇ρ|2〉 ∂Ti
∂ρ
− piV qi
〈|∇ρ|2〉 , (4.62)
Qi = Qi,add +Qi,fus, (4.63)
where χi and V
q
i are respectively the ion heat conductivity and convective velocity. Qi,add
and Qi,fus are respectively the additional ion heat source and alpha particle self-heating
power to ions.
The ion heat transport equations in DINA-CH and CRONOS are identical.
4.3 Plasma transport evolution scheme in CRONOS
The transport equations of the magnetic field, particles and heat can be rewritten in the
following form which can be solved in either implicit or explicit mode.
dF
dt
= A
∂2F
∂ρ2
+B
∂F
∂ρ
+ CF +D (4.64)
The computational mode is defined by a scalar f in the range of [0, 1].
f =

0 Pure implicit
0.5 Crank-Nicolson
1 Pure explicit
(4.65)
For the prediction of F n+1i located ith radial position at the time of (n+ 1)∆t, the above
equation can be rewritten as
F n+1i − F ni
∆t
= An+fi
∂2F
∂ρ2
∣∣∣∣n+f
i
+Bn+fi
∂F
∂ρ
∣∣∣∣n+f
i
+ Cn+fi F
n+f
i +D
n+f
i . (4.66)
Using the central difference scheme, the time derivatives are rewritten as
∂F
∂ρ
∣∣∣∣n+f
i
=
1
2∆ρ
(
F n+fi+1 − F n+fi−1
)
, (4.67)
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∂2F
∂ρ2
∣∣∣∣n+f
i
=
1
(∆ρ)2
(
F n+fi+1 − 2F n+fi + F n+fi−1
)
. (4.68)
Using these relations, the differential equation can be simplified to the following form (see
Appendix A.7)
aiF
n+1
i+1 + biF
n+1
i + ciF
n+1
i−1 = di. (4.69)
The coefficients are given by
ai = (1− f)
(
fAni + (1− f)An+1i
(∆ρ)2
+
fBni + (1− f)Bn+1i
2∆ρ
)
,
bi = (1− f)
(
−2fA
n
i + (1− f)An+1i
(∆ρ)2
+ fCni + (1− f)Cn+1i
)
− 1
∆t
,
ci = (1− f)
(
fAni + (1− f)An+1i
(∆ρ)2
− fB
n
i + (1− f)Bn+1i
2∆ρ
)
,
di = −f
(
fAni + (1− f)An+1i
(∆ρ)2
+
fBni + (1− f)Bn+1i
2∆ρ
)
F ni+1
+
{
−f
(
−2fA
n
i + (1− f)An+1i
(∆ρ)2
+ fCni + (1− f)Cn+1i
)
− 1
∆t
}
F ni
− f
(
fAni + (1− f)An+1i
(∆ρ)2
− fB
n
i + (1− f)Bn+1i
2∆ρ
)
F ni−1
+ fDni + (1− f)Dn+1i .
By collecting this relation for all radial points, a matrix relation can be constructed.
b0 a0 0 · · · 0 0
c1 b1 a1 · · · 0 0
0 c2 b2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · bN−1 aN−1
0 0 0 · · · cN bN


F n+10
F n+11
F n+12
...
F n+1N−1
F n+1N

=

d0
d1
d2
...
dN−1
dN

, (4.70)
where the boundary condition is applied for i = 1 and N . The following scheme is used to
solve this matrix relation with an implicit method:
1. Calculate the coefficients ai, bi ,ci and di using the explicit method (f = 1) at the first
iteration.
2. Calculate the explicit solution F n+1i by solving the matrix relation.
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3. Recalculate the coefficients using the implicit method (f 6= 1) and F n+1i .
4. Calculate the implicit solution F n+1i by solving the matrix relation.
5. Repeat these procedures until a good convergence is achieved.
6. If the convergence is not achieved, decrease the transport time-step and restart from
the first step.
4.4 Free-boundary plasma equilibrium evolution scheme
in DINA-CH
To calculate the non-linear free-boundary plasma evolution, the free-boundary plasma equi-
librium has to be self-consistently calculated with a set of the plasma transport equations
and circuit equations for the PF coil and surrounding conducting systems. DINA-CH self-
consistently calculates the magnetic field diffusion with the evolution of the free-boundary
plasma equilibrium and circuit currents, using an iterative implicit scheme. The particle
and heat transport are coupled to the free-boundary plasma equilibrium evolution using an
explicit scheme.
4.4.1 Circuit equations
The toroidal current density in the ith axisymmetric external toroidal circuit located in the
position (ri, zi) is given by
ji = σiEi, (4.71)
where σi is the electrical conductivity. The toroidal electric field Ei is given by
Ei =
1
2piri
(
−∂ψi
∂t
+ Vi
)
, (4.72)
where −∂ψi/∂t is the induced voltage in the ith circuit and Vi is the applied voltage to
the ith circuit. Using the definition of electrical resistivity of the element with the area Si,
Ri = σiSi/2piri, the above equation can be written as
−∂ψi
∂t
+ Vi = RiIi (4.73)
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The poloidal flux ψi for each current element is given by
ψi = LiIi +
∑
j 6=i
MijIj +
∑
k
M cpik Ik (4.74)
where Mij is the mutual inductance between the ith and jth conducting element, M
cp
ik is
the mutual inductance between the ith conducting element and kth filament current in the
plasma.
Combining the two equations and assuming the self-inductance and mutual inductance
are time independent for a solid conductor, we can get the following equation.
Li
∂Ii
∂t
+
∑
j 6=i
Mij
∂Ij
∂t
+
∑
k
M cpik
∂Ik
∂t
+RiIi = Vi (4.75)
Using the matrix and vector notations, this equation is rewritten as
M
∂Ic
∂t
+M cp
∂Ip
∂t
+RIc = Vc (4.76)
where
M =

L1 M12 · · · M1nc
M12 L2 · · · M2nc
...
...
. . .
...
M1nc M2nc · · · Lnc
 , M cp =

0 M12 · · · M1np
M12 0 · · · M2np
...
...
. . .
...
Mnc1 Mnc2 · · · 0
 ,
R =

R1 0 · · · 0
0 R2 · · · 0
...
...
. . .
...
0 0 · · · Rnc
 , Ic =

I1
I2
...
Inc
 , Ip =

I1
I2
...
Inp
 , and Vc =

V1
V2
...
Vna
0
...
0

The numbers of the conductors and plasma elements are respectively nc and np. Voltages in
the na active conductors can be non-zeros.
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4.4.2 Free-boundary plasma equilibrium evolution algorithm
1. At the beginning of nth time-step, the following information is obtained from the pre-
vious (n−1)th time-step results: the toroidal current density jφ(tn, R, z) = jpl(tn, R, z)
+ jext(tn, R, z), poloidal flux ψ(tn, R, z), normalized magnetic flux surface coordinate
(ρ(tn, R, z), θ(tn, R, z)) and flux surface averaged 1D plasma profiles ψ(tn, ρ), ne,i(tn, ρ)
and pe,i(tn, ρ).
2. At the beginning of sth iteration in the nth time-step, solve the magnetic field diffusion
with a given time-step ∆t to get the sth estimate of the poloidal flux for the (n+ 1)th
time-step ψs∗(tn+1, ρ).
(a) For the first iteration (s = 1), use an explicit scheme with ψ(tn, ρ)
(b) From the second iteration (s > 1), use an implicit scheme with ψ(tn, ρ) and
ψ(s−1)(tn+1, ρ).
3. Calculate the plasma current js∗pl (tn+1, R, z) using the estimate of the poloidal flux.
4. Solve the circuit equations to get the external circuit current js∗ext(tn+1, R, z).
5. Solve the free-boundary G-S equation using js∗φ (tn+1, R, z) = j
s∗
pl (tn+1, R, z) + j
s∗
ext(tn+1, R, z)
to get the poloidal flux ψs(tn+1, R, z).
6. Calculate the normalized magnetic flux surface coordinate (ρs∗(tn+1, R, z), θs∗(tn+1, R, z))
and the flux surface averaged 1D plasma profiles, such as ψs∗(tn+1, ρ), ns∗e,i(tn+1, ρ) and
ps∗e,i(tn+1, ρ)
7. Check the convergence condition for the poloidal flux given by∣∣∣∣ψs(tn+1, R, z)− ψ(s−1)(tn+1, R, z)ψ(s−1)(tn+1, R, z)
∣∣∣∣ < ψ, ∀(R, z). (4.77)
If the convergence condition is not satisfied, go to the step 2.
8. Calculate the particle and heat transport using an explicit scheme.
9. Check the constraint on the vertical plasma motion given by∣∣∣∣ z˙pl(tn+1)− z˙pl(tn)z˙pl(tn)
∣∣∣∣ < z˙pl , (4.78)
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where
zpl =
∫
S
zjpl(R, z)dS∫
S
jpl(R, z)dS
. (4.79)
If this constraint is not satisfied, decrease the time-step ∆t and go to the step 1.
Otherwise, go to the next (n+ 1)th time-step.
4.5 Combined tokamak discharge simulator
Coupling two physics codes is a general method of studying the effect of non-linear coupling of
the different physics represented by each code independently. However, this requires a reliable
code coupling scheme to prevent the coupled system from being subjected to significant
uncertainty caused by the coupling itself in conditions in which each code normally behaves
correctly.
4.5.1 Code coupling scheme
In the combined tokamak discharge simulator, DINA-CH provides the non-linear evolution
of the free-boundary plasma equilibrium self-consistently calculated with the plasma current
diffusion, in response to both controlled PF coil currents and inductively driven currents
in the surrounding conducting system. CRONOS provides the evolution of the plasma
profiles by self-consistently solving heat and particle transport with source profiles. The free-
boundary plasma equilibrium provided by DINA-CH is directly used for CRONOS transport
and source calculations. The plasma and source profiles provided by CRONOS are directly
used for DINA-CH in calculating the free-boundary equilibrium and current diffusion.
The code coupling scheme used for the combined tokamak discharge simulator is shown
in figure 4.1. All the exchanged data between DINA-CH and CRONOS are passed as
SIMULINK variables explicitly treated in time. Therefore, the heat and particle trans-
port calculated by CRONOS and the plasma current diffusion are not implicitly coupled.
This slightly deteriorates the consistency in implicitly solving a complete set of coupled
transport equations. Nevertheless, this was an inevitable choice to guarantee computational
performance and reliability of the combined tokamak discharge simulator. The computa-
tional performance of the combined simulation was not significantly deteriorated by the
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Figure 4.1: Code coupling scheme used for the combined tokamak discharge simulator. Inputs
provide initial plasma equilibrium information only at the beginning of simulation (dashed
lines). Control of the kinetic plasma profiles is not yet in the closed loop (dotted line).
explicit data exchange scheme and propagation of numerical errors between the two codes
was avoided. With this code coupling scheme, the two codes were combined maintaining
their original code structures.
Inputs for a full tokamak discharge simulation consist of initial plasma profiles and a
reference operation scenario. The initial plasma profiles are prepared by performing a pre-
liminary CRONOS simulation with a prescribed plasma boundary given by the reference
operation scenario. The reference operation scenario provides guidance for the tokamak dis-
charge evolution. The evolution of the total plasma current, position and shape are guided by
pre-programmed PF coil current waveforms and also feedback controlled respecting their tar-
get waveforms. The average electron density evolution and the H&CD scheme are generally
prescribed. At the first time-step, an initial free-boundary plasma equilibrium is calculated
by DINA-CH with the input plasma profiles. In order to make the initial plasma boundary
close to that given by the reference operation scenario, the initial currents in the PF coils
are determined by trial. Initial eddy currents in the surrounding conducting systems are
extrapolated back from the stationary currents built up after the simulation starts. Once
the tokamak discharge simulation starts with a reasonable plasma configuration, the two
codes exchange data at every subsequent time step.
This combined tokamak discharge simulator inherits much useful functionality from both
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DINA-CH and CRONOS. DINA-CH provides magnetic diagnostic models, such as the mag-
netic probes and flux loops, and kinetic diagnostic models, such as the interferometer,
bolometer and neutron camera. These measurements can be used for either magnetic or
kinetic plasma control, by reconstructing the plasma equilibrium in the feedback loop. Mag-
netic plasma control provides PF coil voltages through the power supplies linked to the
controllers for the total plasma current, position and shape. Kinetic plasma control, which
is work in progress, provides auxiliary H&CD power for controlling the plasma profiles. Var-
ious auxiliary H&CD source modules, such as SINBAD [71, 72] for NBH&CD, PION [73] for
ICRH&FWCD, DELPHINE [74] and LUKE [75] for LHH&CD, REMA [76] for ECH&CD
and SPOT [77] for alpha particle self-heating, are available in CRONOS. CRONOS also
provides various transport models based on either empirical formulation or theory, such as
NCLASS [78], Weilend model [79], GLF23 [80] and KIAUTO [37]. Toroidal plasma rota-
tion can be included into the set of coupled transport equations. The SIMULINK graphical
user interface (see figure 4.2) of the combined DINA-CH and CRONOS simulator provides
improved accessibility to this tokamak model for non-programmer users.
4.5.2 Challenges met during the code coupling
DINA-CH has a free-boundary equilibrium solver and CRONOS has a fixed boundary equi-
librium solver. The same plasma equilibrium is implemented in the two codes with slightly
different expressions and assumptions [23, 24, 25]. Therefore, in principle, CRONOS can
reconstruct a DINA-CH free-boundary equilibrium taking the plasma boundary information
and use it for its own plasma transport and source profile calculations. However, the recon-
structed equilibrium would be slightly different from the original DINA-CH equilibrium and
this inconsistency can be a possible seed for numerical errors in a time simulation. A safe
coupling method avoiding this problem [65] is to directly provide the DINA-CH equilibrium
for CRONOS transport and source calculations [66]. This also improves the computational
performance and does not cause any loss of information in studying the physics as far as the
selected code has superior functionality. The heat and particle transport solver in DINA-CH
has to be turned off for the same reason.
The choice of data exchange scheme is another issue which has an influence on the com-
putational performance, consistency and numerical stability. The simplest way to exchange
data between two codes avoiding these difficulties is to use an explicit scheme in time. This
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scheme does not require any additional iteration which can significantly deteriorate the com-
putational performance and possibly cause continuous propagation of numerical errors. This
is also useful for maintaining the original code structures and therefore to independently
manage and upgrade each code. To ensure the convergence of this explicit data exchange
scheme, a sufficiently small time-step is used.
Computational performance of the combined tokamak discharge simulations is reduced
with respect to the sum of the independent computational performance of each code. DINA-
CH already uses a fixed time-step in advancing the free-boundary plasma equilibrium evo-
lution and has no modification which slowed down the computation, except preparing addi-
tional outputs for CRONOS. However, CRONOS, which originally used an advanced acceler-
ation scheme while solving the plasma transport, is significantly slowed down by limiting the
maximum time-step of the acceleration scheme. In the combined simulator, the fixed time-
step of DINA-CH is used as the maximum time-step of the CRONOS acceleration scheme.
In order to improve this computational performance, a time-varying source profile update
interval is used. For a time-consuming source profile calculation, frequent source profile
updating is only prescribed when the plasma state is changing fast or significantly enough.
During the test of this idea, it was identified that several source profiles are erroneously
dependent on the source profile update interval. This problem was resolved by upgrading
the CRONOS source modules.
Several new numerical instabilities were observed in the combined tokamak discharge sim-
ulations. The SPIDER equilibrium solver [67] was adopted to resolve a numerical difficulty
that occurred when treating a highly peaked edge bootstrap current profile in ITER. The
density of the original 2D grid points used for calculating the free-boundary equilibrium was
insufficient to correctly represent the peaked edge bootstrap current. As a new candidate
to further improve the numerical stability, an adaptive grid solver is now being developed.
Another numerical difficulty was identified in the heat transport calculation. This was an ex-
ceptional situation for a transport modelling code with a fixed boundary equilibrium solver,
such as CRONOS. When a diverted plasma experiences a back-transition to a limited con-
figuration and moves fast in the radial direction, the plasma temperature profile at the edge
is set to a prescribed minimum value, resulting in a discontinuity in the radial gradient. The
heat loss during a particular transport time-step was unexpectedly high. This difficulty was
resolved by allowing the transport solver to use a much smaller internal time-step when the
convergence is poor.
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Validation of the combined tokamak discharge simulator for present experiments is a
remaining issue. DINA-CH, originally used to study non-linear plasma responses to the
plasma disturbances, was validated for TCV plasmas for the dynamic plasma response to
PF coil voltage stimulation and non-linear evolution of the vertical displacement events
(VDEs) [24, 34, 35, 36]. At the same time it was benchmarked against several linear plasma
dynamic response models. The plasma transport modelling of CRONOS and its source
calculation modules were validated for Tore Supra plasmas [25, 37, 38, 39] and benchmarked
on JET experiments [68, 69, 70]. Although the combined tokamak discharge simulator has
not yet been validated as a whole against present experiments, we have directly used it
for simulating ITER discharges. The code coupling scheme used for this simulator does
not appear to add any significant additional uncertainty which invalidates the previously
conducted validation of each code, since each code in the combined simulator still keeps
its original structure and physics by treating the exchanged data explicitly in time. The
exchanged data in the combined simulation simply plays a role of experimental inputs in
an independently conducted simulation using the original code. We will demonstrated the
capability of the combined tokamak discharge simulator by simulating ITER scenario 2 in
chapter 5, as well as the 12MA hybrid mode scenario in chapter 7 of this thesis.
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Figure 4.2: Simulink model of ITER in the combined tokamak discharge simulator
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Chapter 5
Full tokamak discharge simulation of
ITER scenario 2
5.1 Introduction
Understanding non-linearly coupled physics between plasma transport and free-boundary
equilibrium evolution is essential to successfully achieving advanced tokamak operation in
future devices, such as ITER and DEMO.
Tailoring the plasma current density profile by injecting a non-inductively driven current
source during the plasma current ramp-up phase is an example which clearly shows non-
linear coupling. Auxiliary H&CD applied during the plasma current ramp-up results in
changes not only in the plasma profiles, but also in the dynamic evolution of the plasma
equilibrium. First, the applied auxiliary heat and current sources modify the plasma pressure
and current density profiles through the transport process. Then, these changes modify the
force balance between the plasma and the surrounding conducting systems and lead to
modifications of the evolution of the poloidal field (PF) coil currents. All these changes force
the plasma to be in a new free-boundary equilibrium configuration with different plasma
position and shape. Finally the location of the power deposition, source profile shape and
absorbed power of auxiliary H&CD are non-linearly modified by these changes. In addition
to this basic mechanism, modifications to the plasma state, such as the plasma confinement,
transport and stability, non-linearly interact with each other. The constraints in operating
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the tokamak device, such as the coil current and force limits, also can provide additional
non-linearities into the tokamak. To study these non-linearly coupled physics in a tokamak,
we need a simulation tool which can self-consistently take all the related plasma physics and
operational constraints into account.
For this reason, we have developed a full tokamak discharge simulator by combining
DINA-CH and CRONOS (see chapter 4). This combined simulator self-consistently calcu-
lates the plasma transport and source profiles with the free-boundary plasma equilibrium
evolution non-linearly determined in response to currents flowing in the surrounding con-
ducting and PF coil systems. Using this simulator, a full tokamak discharge simulation of
inductive 15MA ITER operation scenario 2 has been successfully simulated taking the op-
erational constraints into account [81]. This simulation demonstrates the present capability
of the combined tokamak discharge simulator in simulating a full tokamak discharge. Many
physics and tokamak operation issues, such as the PF coil current limits, vertical instability,
poloidal flux consumption, confinement mode transition, application of H&CD power, free-
boundary plasma shape evolution and plasma control, are studied to achieve the full tokamak
discharge simulation of the ITER scenario operation 2. Details of the PF coil current limits,
vertical stability and poloidal flux consumption, are presented in section 5.4.
5.2 Setting up the simulation of ITER operation sce-
nario 2
ITER operation scenario 2 aims at inductively driving the plasma current up to 15MA and
operating it for about 400s of plasma burn in ELMy H-mode conditions as shown in figure
5.1 [6]. In this scenario, the total plasma current is ramped up to 15MA at 100s starting
from 0.4MA at 1.6s, and then it is maintained for about 400s of a flat-top phase. After
consuming the available poloidal flux supplied by the super-conducting PF coils, the total
plasma current is ramped down at a slow rate compared with the current ramp-up rate
to avoid peaking the plasma current profile, for a safe plasma termination. The average
electron density is assumed to be linearly ramped up along with the total plasma current,
starting from 4× 1018m−3 at 1.6s and reaching 4× 1020m−3 at 100s, and then it is ramped
further up to 1 × 1020m−3 within 30s along with the application of the main H&CD [82].
Chapter 5. Full tokamak discharge simulation of ITER scenario 2 83
Figure 5.1: Inductive 15MA ITER ELMy H-mode operation scenario (ITER operation sce-
nario 2). (a) The total plasma current, average electron density, (b) minor radius, plasma
elongation, (c) plasma triangularity and (d) auxiliary H&CD powers (20MW of IC and
33MW of NB) are shown.
The ramp-down of the average electron density is imposed by trial to avoid the onset of a
radiative collapse during the termination of the plasma pulse. The electron density profile is
prescribed to experience a smooth transition from a parabolic profile at the beginning of the
current ramp-up to a flat profile as the average electron density reaches its maximum value.
The ion and impurity density profiles are self-consistently calculated with an effective charge
profile which is assumed to be flat and to decrease monotonically as the electron density
increases [82]. The ratio of deuterium to tritium is assumed to be 50:50 and the impurities
species, He (3% of D), Be (respecting the assumed average effective charge) and Ne (10% of
Be) are assumed.
The evolution of the plasma shape is guided by the coil current waveforms which are
pre-programmed inputs to the shape controller. The plasma starts with a small bore,
a(t = 1.6s) = 0.8m, and then experiences a transition to a diverted single null lower (SNL)
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configuration from a limited configuration at about 29s. The minor radius in the fully di-
verted configuration is about 2.0m. The plasma elongation increases as the plasma column
expands, and then it is gradually reduced during the plasma termination to avoid the onset
of disruptive VDEs.
53MW of total auxiliary H&CD power is proposed to trigger an L-H mode transition
and to maintain the plasma burn during the flat-top phase. 33MW of NBI provides plasma
heating and non-inductively driven current with a broad profile shape. 20MW of ICRH
provides localized on-axis heat deposition at a frequency of 55MHz using a second harmonic
of tritium. 8.25MW of NBI is applied earlier starting from 70s, and then the power is stepped
up to 16.5MW at 90s. Although the total NBI power in ITER appears to be varied only
with a few steps, we have allowed more flexibility of controlling the power in the simulations.
Applying H&CD during the current ramp-up phase was an obligatory choice to avoid the
coil current limits by effectively reducing the resistive ohmic flux consumption and adding
non-inductively driven current. The early NBI can be replaced by other H&CD sources, such
as EC and LH, in which the power can be modulated to provide the best source profiles.
The KIAUTO transport model [37] controls the plasma energy confinement and mode
transitions respecting the global energy confinement time scaling laws. It gives gyroBohm-
like radial profile dependence for the core plasma. The pedestal width and height can be
either prescribed by a scaling law or calculated using the critical pressure gradient. The
thermal collapse and plasma current redistribution at the plasma centre during sawtooth
crashes are synchronized between the two codes. When the sawtooth is triggered in DINA-
CH (Kadomtsev model), the plasma current is redistributed. When this event is detected
from the safety factor profile change, CRONOS produce an effective thermal collapse by
applying high enough heat conductivities inside the inversion radius.
The electromagnetic definition of ITER used for simulating this operation scenario is
shown in figure 5.2. A toroidally axi-symmetric plasma surrounded by limiters, passive sta-
bilizers, vacuum vessel shells and poloidal field coils is assumed. The electromagnetic interac-
tion between the plasma current and the surrounding conducting system is self-consistently
calculated using these ITER design parameters [6].
The ITER plasma control system consists of two feedback loops, a fast vertical stabiliza-
tion loop and a slow loop providing control of the plasma current and shape [63]. The fast
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Figure 5.2: Electromagnetic definition of ITER used for simulating 15MA ELMy H-mode
operation scenario. The poloidal field coils (blue closed squares), vacuum vessel shells (green
open squares), limiters (thick black lines), separatrix (blue dotted lines), 6 gap measurements
between the plasma boundary and wall (violet lines with numbers) are shown.
vertical stabilization loop feedback controls the vertical plasma motion taking the vertical
velocity of the plasma current centroid as input. The slow plasma shape controller feedback
controls 6 gaps between the plasma boundary and wall in the diverted plasma configura-
tions. This ITER controller was originally developed to operate around 15MA total plasma
current. It has been modified to function with a varying plasma current [83], enabling its
use for a full operation scenario including the plasma current ramp-up and ramp-down. The
position and shape control inputs, the vertical plasma velocity and 6 gaps, are multiplied
by the plasma current to generate control parameters which are directly related to the flux
produced by the PF coil voltages. Standard ITER power supplies [63] are used to provide
the PF coil voltages for both the fast vertical stabilization and slow plasma shape control.
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Including an integral control into the slow plasma shape feedback loop to eliminate the offset
will be the object of further work.
In the early phase of the plasma current ramp-up, the plasma is in a limited configuration,
without feedback control of the plasma shape, but with pre-programmed reference PF coil
currents. In this phase, a radial position controller is applied to stabilize the plasma boundary
evolution. Both vertical and radial position controls are additionally weighted at low plasma
current (0.4-7.5MA) to enhance the controllability. The radial position controller is switched
to the plasma shape controller with a smooth transition after the plasma has a fully diverted
configuration at around 29s.
5.3 Full tokamak discharge simulation results
The combined tokamak discharge simulation results are shown in figure 5.3. The non-
inductively driven current was produced by the application of NBI and the bootstrap current
fraction was varied in response to the plasma heating and density evolution. The alpha
particle self-heating power is slightly over 100MW during the flat-top phase, indicating that
Q is close to 10. The time traces of the βp, li and q values at the centre and edge are similar to
those given by the reference operation scenario. The βp increases fast around the L-H mode
transition triggered by the application of the main H&CD at the start of the flat-top phase
(SOF). It then decreases with a stepwise reduction of auxiliary power during the plasma
termination. The li at SOF is slightly higher than the value given by the reference operation
scenario. However, the vertical instability associated with a high li was controllable with
the vertical position control system. The central q was reduced fast at the beginning of the
plasma current ramp-up, causing an early onset of sawtooth events.
The evolution of the currents in the CS and PF coils is shown in figure 5.4. All the CS
coil currents are within the coil current limits [63] for all the operation phases. The current
in the PF6 coil approached its limit at the beginning of the flat-top phase and the current in
the PF2 coil briefly violated its limit around the end of the flat-top phase (EOF). However,
this violation seems avoidable by either changing the plasma shape evolution or increasing
the coil current limit itself, as addressed in the recent ITER design review [84]. The coil
voltages were automatically within the coil voltage limits [63], since they were imposed in
the control system as power supply voltage saturation limits.
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Figure 5.3: Time traces of (a) bootstrap and driven currents, (b) alpha particle and auxiliary
heating powers, (c) βp, (d) li and (e) q values (q0 and q95). Values given by the reference
ITER operation scenario 2 are shown as red dashed lines.
The consumption of the poloidal flux provided by the coil system is slightly less than
the estimated one in the reference operation scenario, figure 5.5. Either the total H&CD
power can be reduced or the burn duration can be extended with 53MW of total H&CD
power. The imbalance current flowing in the vertical stabilization converter (VSC), Iimb =
IPF2 + IPF3 − IPF4 − IPF5 [A], and the total active power provided by the power supply
system, Pact =
∑
k VkIk + VV SCIimb [W], are well within the operational limits [63]. The
electromagnetic force on CS and PF coils which has not yet been evaluated in this simulation
will be the subject of further work.
The time traces of 6 gap measurements reflecting the evolution of the plasma shape are
shown in figure 5.6. At the beginning of the plasma current ramp-up, the evolution of the
plasma boundary in a limited shape configuration was guided by the pre-programmed coil
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Figure 5.4: Time traces of currents in the PF coils. The coil current limits are shown as
thick gray lines. The PF2 coil current violated its limit (PF2lim) around the end of the flat-
top phase. However, in the recent ITER design review [84], this coil current limit has been
increased in absolute value (PF2 ∗lim).
current and prescribed feed-forward voltage waveforms. After the plasma had a fully diverted
configuration at about 29s, the shape controller started to control the 6 gaps and continued
until the end of the current ramp-down.
5.4 Issues related to the ITER tokamak operation
Several issues related to the ITER tokamak operation and their details are introduced in
this section.
Chapter 5. Full tokamak discharge simulation of ITER scenario 2 89
Figure 5.5: Time traces of the poloidal flux, imbalance current flowing in the vertical sta-
bilization converter and total active power of the power supply system. The limits of the
imbalance current and total active power are shown as gray lines.
5.4.1 Avoiding the PF coil current limit
The coil current limit in operating the super-conducting PF coils is a critical issue not only in
safely operating the tokamak, but also in studying burning plasma physics in ITER. As any
PF coil current reaches its limit, the operation scenario will have to be modified in real-time
to protect the PF coil itself and to prevent the loss of plasma control. Uncontrolled plasma
termination in ITER would result in dangerous electromagnetic and thermal loads onto the
tokamak system. This issue is particularly critical for inductive ITER operation scenario 2
which is designed to use the maximum capability of the coil system in inductively driving
the plasma current. In this scenario, the PF coil currents are close to their limits at the end
of the current ramp-up phase.
The most critical coils, in which the currents approach their limits, are CS1 and PF6 (see
figure 5.4). The CS1 coil located close to the plasma is designed to fully consume its volt-
seconds mainly in inductively driving the plasma current. The PF6 coil, in which the current
flows in the same direction to the plasma current, is mainly responsible for maintaining the
diverted SNL configuration. Therefore, as the plasma current increases, the CS1 coil current
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Figure 5.6: Time traces of 6 gap measurements. (a) Gaps measured from the divertor legs,
G1 and G2. (b) Outboard and inboard gaps, G3 and G6. (c) Gaps measured at the upper low
field side and top, G4 and G5. Locations of the gap measurements are shown in figure 5.2.
The plasma shape controller is switched on after the plasma has a fully diverted configuration
at about 29s.
approaches its minimum limit and the PF6 coil current approaches its maximum limit. In
the simulation of ITER operation scenario 2 without the application of auxiliary H&CD
during the current ramp-up phase, CS1 coil current violated its coil current limit at the end
of the current ramp-up. The time traces of the coil currents in this reference simulation are
shown as dashed lines in figure 5.7 and 5.8. To find an effective method of avoiding this
violation of the CS1 coil current limit, applying early H&CD and modifying the coil current
evolution were investigated.
Applying an early H&CD was very effective in saving volt-seconds of the PF coils by
reducing the resistive ohmic flux losses as shown in figure 5.7. Volt-seconds in all CS, PF1
and PF6 coils are saved by injecting 8.25MW of NBI, starting at 70s. The resistive ohmic
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Figure 5.7: Time traces of currents in the PF coils. 8.25MW of NB injected starting at
70s to avoid the CS1 coil current limit at SOF. Time traces of coil currents in the reference
simulation (no auxiliary H&CD during the current ramp-up phase) are shown as dashed
lines.
flux losses are reduced due to the higher plasma conductivity resulting from the plasma
heating. In this method, although the violation of the CS1 coil current limit was avoided,
the current in the PF6 coil was actually closer to its limit. This would be dangerous if too
much auxiliary H&CD power is applied without paying attention to the resulting changes
to the coil current evolution.
As an alternative to the previous method, in the absence of the early H&CD the evolution
of the PF coil currents was modified in such a way that the volt-seconds of the CS1 coil is
saved. The pre-programmed current waveforms of the CS2U, CS2L, CS3U, CS3L, PF1 and
PF6 coils were modified to provide additional volt-seconds. The results of this simulation are
shown in figure 5.8. The volt-seconds of the CS1 coil were saved, however it was not sufficient
to allow the CS1 coil current to avoid the violation of its limit. This method appears to be
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Figure 5.8: Time traces of currents in the PF coils. The pre-programmed current waveforms
of CS2U, CS2L, CS3U, CS3L, PF1 and PF6 coils were modified to provide additional volt-
seconds. Time traces of coil currents in the reference simulation are shown as dashed lines.
less effective due to a conflict between controls. The plasma shape control strongly rejects
any coil current modifications resulting in a deviation of 6 gaps from their target values.
Therefore, the PF1 and PF6 coil currents increased to more positive values, opposite to the
modification to the pre-programmed coil current waveforms, and the change of the plasma
boundary was very small as shown in figure 5.9.
5.4.2 Vertical stability with high li
In ITER, the plasma current ramp-up rate is limited by the engineering constraints in op-
erating super-conducting PF coils and this makes it difficult to prevent the plasma current
density profile from being peaked at the centre. Particularly at the SOF of the reference
ITER operation scenario 2, li can be very high above the assumed value in the reference
scenario, due to the absence of non-inductively driven current and a very low bootstrap cur-
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Figure 5.9: Plasma boundaries at SOF in the reference simulation and in the simulation
in which the pre-programmed current waveforms of CS2U, CS2L, CS3U, CS3L, PF1 and
PF6 coils were modified. Increase and decrease of coil currents with respect to those in the
reference simulation are respectively indicated by upward and downward arrows.
rent fraction. In this condition, the vertical instability associated with a high li can trigger
the onset of dangerous VDEs. Although the vertical instability in the simulation of ITER
operation scenario 2 was controllable with the present ITER control system (see section 5.2),
there is still an uncertainty on the appropriate range of li. Recent JET and ASDEX Upgrade
experiments [85] demonstrated that the li can be much higher than the assumed maximum
value (li=1.0) in the reference ITER scenario 2 [6].
Therefore, we examined the vertical instability growth rates (γ[s−1]) of the plasmas with
different li and βp . The growth rate is calculated from either upward or downward drift
motion of the plasma in the absence of the feedback control of the plasma position and
shape (see figure 5.10). The plasma drift motion is fitted to an exponential function f(t) =
aexp(γt) + b and the result is confirmed by using the logarithm method [86] which gives
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Table 5.1: Vertical instability growth rates calculated from DINA-CH simulations. The plas-
mas are assumed to be at SOF in the ITER operation scenario 2.
li(3) βp γ
dn
fit γ
up
fit
Ref.sim. 1.0 0.055 11.36 12.09
Low li 0.7 0.1 6.93 7.95
Middle li 1.0 0.1 10.58 12.22
High li 1.2 0.1 12.71 13.34
time-varying growth rate γ(t) (see figure 5.11). The growth rates obtained using the two
methods were very similar for the downward plasma drift continued for a longer time before
the simulation has stopped. The downward plasma drift was about 0.7m for 0.5 ∼ 1.0s,
while the upward drift was about 0.2m for 0.3 ∼ 0.6s.
The results are summarized in table 5.1. The vertical instability growth rate is higher
for the plasma with higher li and lower βp, similar to the previously reported results using
the CREATE plasma response model [87]. As clearly shown in our results, reducing li and
increasing βp can improve the vertical stability of the plasma. Applying early H&CD would
be a good solution as introduced in the next section. Enhancing the control of the vertical
plasma position, for example by adding an additional control loop [87], could be a direct
solution for widening the tokamak operation widow.
A very high li deteriorating the vertical stability of the plasma can be produced by
ramping down the plasma current too fast (see figure 5.3 (d)). In this case, progressively
reducing the plasma elongation during the plasma current ramp-down is an effective method.
This method is already applied in the simulation of ITER scenario 2 to achieve a safe plasma
termination (see figure 5.1).
5.4.3 Reducing the poloidal flux consumption
The plasma burn duration can be significantly extended by reducing the poloidal flux con-
sumption during the current ramp-up phase. Injecting early H&CD with sufficient power is
the most plausible method, if the resulting plasma disturbances can be safely rejected. This
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Figure 5.10: (a) Upward and (b) downward vertical plasma drift motions after disconnecting
the feedback control of PF coil currents.
Figure 5.11: Vertical instability growth rates calculated by (a) fitting vertical plasma drift to
an exponential function and (b) using the logarithm method [86]
96 Chapter 5. Full tokamak discharge simulation of ITER scenario 2
can be very effective not only in saving the poloidal flux consumption and extending the
plasma burn duration, but also in reducing the li and preventing the CS coil currents from
approaching their limits. Previously reported simulations of lower hybrid assisted plasma
current ramp-up in ITER [88] were very successful in demonstrating these capabilities. This
simulation was conducted with a large bore start-up scenario including the recently updated
ITER design [84]. The li was reduced to 0.71 and about 43Wb of poloidal flux was saved
at the end of the current ramp-up phase by progressively increasing the LH power up to
20MW, starting from 8s. The details are presented in chapter 6.
5.5 Summary and Discussion
A full tokamak discharge simulator has been developed by combining two codes, DINA-CH
and CRONOS. This tool enables us to study the non-linearly coupled free-boundary physics
between the plasma equilibrium evolution and transport. A full simulation of the ITER
reference scenario 2 has been successfully conducted as a demonstration of the capabilities
of the combined simulator, as well as being a design study in itself.
The non-inductively driven current was produced by the application of NBI and the alpha
particle self-heating power was slightly over 100MW during the flat-top phase (Q ∼ 10). A
L-H confinement mode transition was triggered by the application of the main H&CD at
SOF. The time traces of the βp, li and q values are similar to those given by the reference
operation scenario. The vertical instability associated with a high li was controllable with
the vertical position control system. The central q was reduced fast at the beginning of the
plasma current ramp-up, causing an early onset of sawtooth events.
All the CS coil currents were within the coil current limits for all the operation phases.
The current in the PF2 coil briefly violated its limit around the EOF. However, this violation
seems avoidable by either changing the plasma shape evolution or increasing the coil current
limit itself, as addressed in the recent ITER design review. The consumption of the poloidal
flux provided by the coil system was slightly less than the estimated one in the reference
operation scenario. Either the total H&CD power can be reduced or the burn duration can be
extended with 53MW of total H&CD power. The imbalance current flowing in the VSC and
the total active power provided by the power supply system were well within the operational
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limits. The evolution of the plasma boundary in a limited shape configuration was guided
by the pre-programmed coil current and prescribed feed-forward voltage waveforms. After
the plasma had a fully diverted configuration at about 29s, the shape controller started to
control the 6 gaps and continued until the end of the current ramp-down.
Several issues related to ITER operation have been studied. Avoiding the violation of coil
current limits were possible either by applying early heating or by modifying the evolution
of the PF coil currents during the current ramp-up phase. The vertical instability growth
rates of the plasma with different li and βp were investigated to find ways of meeting this
problem. Application of early LH was effective to save the poloidal flux consumption and to
reduce li down to the level at which the vertical instability is sufficiently controllable.
Avoiding possible disruptive plasma behaviours by intelligently self-regulating the oper-
ational scenario and actively controlling the plasma profiles can be studied with the present
capability of the combined tokamak discharge simulator and will be the subject of future
study. Considering 3D effects, such as the toroidal magnetic field (TF) ripple and the ferro-
magnetic inserts [89, 90], would be possible by applying an estimated correction term to the
2D free-boundary equilibrium in near future.
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Chapter 6
Lower Hybrid assisted plasma current
ramp-up in ITER
6.1 Introduction
The engineering constraints in operating the superconducting poloidal field coils in ITER
[6] limit both the poloidal flux available for inductively driving the plasma current and its
rate of change. These give rise to difficulties in designing plasma current ramp-up scenarios.
First, the lack of poloidal flux provided by the PF coils can either limit the maximum total
plasma current or reduce the duration of the plasma burn required for the study of advanced
tokamak operation in ITER. Second, a slow plasma current ramp-up can lead the plasma
current density profile to be too peaked in the plasma core. This not only brings unfavourable
sawtooth activity into the current ramp-up phase, but also can reduce the vertical control
margins associated with a high li. Therefore a tool which can reduce the demand on the
poloidal flux by reducing resistive ohmic flux consumption and can control the li by tailoring
the plasma current density profile, becomes indispensable for advanced tokamak operation
in ITER. As a candidate solution [91], LHCD is considered in this chapter.
Previous studies on the plasma current ramp-up conducted using a transport modelling
code with a prescribed plasma boundary have shown the capabilities of using LH [92]. How-
ever, these studies were not complete in the strict sense, because missing free-boundary
features could alter their conclusions, and not only increase the uncertainties in the re-
sults. The plasma transport during the plasma current ramp-up can non-linearly interact
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with the free-boundary equilibrium. The evolution of the plasma profiles and PF coil cur-
rents should therefore be self-consistently calculated with eddy currents in the surrounding
conducting systems and controlled within the operational limits of the PF coil system. The
free-boundary full tokamak discharge simulator, the combined DINA-CH and CRONOS sim-
ulator [81], has been used to take all the necessary physics and engineering constraints into
account.
6.2 Modelling the plasma current ramp-up
The plasma current ramp-up scenario used in this study is shown in figure 6.1. The total
plasma current is ramped up to 15MA at 100s, starting from 0.5MA at 1.55s. Linear ramp-
up of the averaged electron density is prescribed with a profile shape given by f(ρtor) =
0.4 + 0.6 × (1 − ρ3tor) where ρtor is the square root of the normalized toroidal flux. The
average effective charge monotonically decreases in time together with the electron density
rise and has a flat profile. The ion and impurity densities are calculated from the electron
density and effective charge profiles. Anomalous electron and ion heat conductivity profiles
are prescribed by using a shaping function, g(ρtor) = 1 + 6ρ
2
tor + 80ρ
20
tor and normalized in
the KIAUTO transport model [37] which controls the plasma confinement level and mode
transitions in such a way as to respect the global energy confinement time scaling laws.
The choice of this particular profile shape for the heat conductivity comes from the analysis
of JET current ramp-up experiments reported in [93, 94]. Based on this work, we assume
that the plasma stays in L-mode confinement during the whole current ramp-up phase and
the L-mode confinement is given by the IPB98(y,2) H-mode scaling using a low correction
factor, H98 = 0.5. Initial eddy currents in the passive conducting systems are determined
by trial and then self-consistently calculated with the evolution of the free-boundary plasma
equilibrium. Sawtooth events are synchronized between the two codes by triggering an
effective thermal collapse in CRONOS when the plasma current is redistributed in DINA-
CH.
The plasma starts with a large bore, a(t = 1.55s) = 1.6m, and then forms a diverted
shape in a single null lower (SNL) configuration at about 20s. For the initial phase with
limited plasma, the feedback control system is programmed to control only the total plasma
current and position, focusing on the stabilization of the plasma motion and on the plasma
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Figure 6.1: Plasma current ramp-up scenario. The total plasma current, averaged effec-
tive charge and electron density, minor radius and plasma elongation, and three variants of
applied LH (without/early/late LH) are shown.
size. Once the plasma shape becomes diverted due to the reference waveforms of the PF
coil currents, a shape controller is switched on with a smooth transition minimizing the
disturbance to position control.
Three variants of LHCD have been simulated to investigate their effect on the plasma
current ramp-up in ITER as shown in figure 6.1. In the first, fully inductive current ramp-up
without any additional current drive source is simulated as a reference. Then two plasma
current ramp-up scenarios, in which LH is applied either before or after the plasma has a
diverted configuration, are simulated for comparison. In the early LH application scenario,
the LH power starts at t = 8s and is progressively ramped up to its maximum value of
20MW over about 30 seconds. The purpose of this power waveform is to drive the maximum
fraction of the plasma current with LH waves while avoiding overdriving it. In the late LH
application scenario, the same power waveform is moved later in time, resulting in a power
ramp-up between t = 32s and 62s.
Heat deposition and LH driven current profiles are calculated every 3.4s by a combined
toroidal ray-tracing/Fokker Planck code, DELPHINE [74]. The 20MW of LH power is
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distributed among two peaks of the power spectrum. 70% of the power (14MW) belongs
to a co-current peak with a maximum at n‖ = 2.0 and the remaining 30% (6MW) belongs
to a counter-current peak with a maximum at n‖ = −6.0. The latter lobe of the power
spectrum, owing to its large n‖ absolute value, drives a very small amount of counter-
current far off-axis. The calculated LH power deposition and driven current profiles are then
slightly broadened just prior to solving the transport equations. The broadening is done
by considering the RT/FP output as the source term of a simple radial diffusion equation
with diffusion coefficient D = 1.0m2s−1 and a slowing down time τ = 5ms. Note that in
this simple procedure, there is no consistency between the diffused fast electron profiles and
the wave absorption. The steady-state solution of the radial diffusion equation is then used
as input for the source terms (electron heat and current drive) to the CRONOS transport
equations. This method, implemented in the DELPHINE/CRONOS coupling [74], is useful
to avoid possible numerical difficulties in the transport evolution owing to the sometimes
sharp deposition profiles given by the RT/FP calculation. Physically, this empirical method
is also a way to qualitatively account for the fact that measured LH power deposition profiles
are systematically broader than the prediction of standard RT/FP codes [95]. However, for
D = 1.0m2s−1 the broadening is quite small and results only in a slight smoothing of the
RT/FP profiles.
6.3 Lower Hybrid assisted plasma current ramp-up
Full simulation results are compared in figure 6.2. Early application of LH provides a large
fraction of the plasma current until the LH power reaches its maximum at about 38s. The
LH driven current then remains approximately constant until t = 50s. A possible reason
for this high level of LHCD is that the increase of the plasma current may enhance the
current drive efficiency [74] and compensate the density increase during this phase. After
t = 50s, the LH driven current decreases as the plasma density increases further. The current
driven by late application of LH reaches its maximum at about 60s. However the fraction
of LH driven current during the LH power rise is much smaller, because the total plasma
current has already reached a higher value. In both cases, the plasma temperatures are
quickly increased by the LH heating, resulting in a rise of βp. The LH deposition and driven
currents become very similar in both early and late application cases, once the same LH
power level is reached at about t = 60s.
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Figure 6.2: Time traces of LH driven currents, poloidal plasma betas, li and central q values.
Three cases, without/early/late LH, are compared.
The li is reduced by the off-axis current driven by the LH application. At the end of
plasma current ramp-up, it is reduced to 0.71 by the early LH application and to 0.75 by the
late LH application. These values are considered to be low enough to control the vertical
instability with the present PF coil limits [87]. Even without the application of LH, and
therefore with a higher li compared with the reference value, it was possible to avoid loss of
vertical control by only slightly reducing the plasma elongation. Further details of this will
be the subject of future work. The late LH application shows a faster decrease of the li than
the early application.
When LH is not applied, the q value at the plasma centre, q0, decreases progressively and
stays around 1.0 due to the onset of sawtooth activity. Early LH application initially increases
q0 up to 4 and keeps it above 3 producing a negative or very low magnetic shear at the plasma
centre. The late LH maintains q0 above 1, barely avoiding the sawtooth instability during
the plasma current ramp-up, showing a capability of exploiting hybrid scenario operation
conditions. The q profiles at the end of the current ramp-up are compared in figure 6.3.
With early LH, the LH driven off-axis currents are initially concentrated near the plasma
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Figure 6.3: q profiles at the end of the current ramp-up (t = 100s). Three cases, with-
out/early/late LH, are compared. Smaller q95 values (∼ 2.5) than the reference scenario
value (qref95 ∼ 2.9) are induced by the change of the plasma boundary (the plasma elongation
is reduced to improve the vertical stability in these simulations).
centre (ρtor ≈ 0.2) with a very high fraction of the total plasma current. This makes it very
efficient for increasing q0. As the plasma temperature is increased by LH heating and the
total plasma current and electron density increase, the location of the LH driven off-axis
current progressively moves outward radially (up to ρtor ≈ 0.6) as shown in figure 6.4.
The evolution of the poloidal flux supplied by the PF coils and consumed for the induc-
tively driven plasma current fraction is calculated for the three variants of LH application,
compared in figure 6.5. Without LH, the consumption of poloidal flux is slightly above
the reference scenario, possibly causing a shortage of poloidal flux available for the required
plasma burn duration in ITER scenario 2 [6]. With the early LH, the poloidal flux consump-
tion at the end of the plasma current ramp-up phase is reduced from −124Wb to −81Wb
saving 43Wb. This amount is equivalent to about 500s of additional burn duration if the
poloidal flux is consumed at the rate assumed in the ITER reference scenario 2, in which
about 30Wb is consumed for the plasma burn of about 400s [6]. The ITER reference sce-
nario 2 was originally designed to use maximum inductive plasma current ramp-up capacity
to reach 15MA plasma current at the beginning of the flat-top phase, and then the ELMy H-
mode burning plasma sustained by 53MW of auxiliary H&CD power consumes the poloidal
flux until to reach the coil current limits. Therefore, this scenario is very challenging for the
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Figure 6.4: (a) Radially outward shift of LH driven currents during the current ramp-up
assisted by an early LH and simultaneous broadening of electron temperature profiles. (b)
Detail evolution of electron temperature and currents driven by LH.
ITER PF coil system.
To estimate the separate contributions of the plasma heating and the non-inductively
driven current to the volt-second saving, an additional simulation has been performed with
only early LH heating. LH heating profiles are obtained from the previous early LH simu-
lation results and prescribed for this simulation. This case is additionally shown as a black
dotted line in figure 6.5. The contribution from the LH heating is about 35.5Wb (82%)
while the remaining contribution from LH current drive is estimated to be about 7.5Wb
(18%). The increased electron temperature resulting from LH heating is therefore mostly re-
sponsible for reducing the resistive ohmic flux consumption. The LH non-inductively driven
current replaces part of the inductively driven current and further reduces the consumption
of poloidal flux.
The shape and position feedback control system generates PF coil demand voltages within
their prescribed limits [63]. The evolution of the controlled currents in the CS1 and PF6
coils, which are the most critical in the avoidance of the PF coil current limits, are shown in
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Figure 6.5: Time traces of poloidal fluxes. Four cases, without LH H&CD, early LH H&CD,
early LH H (heating profiles are obtained from early LH H&CD case, and then prescribed)
and late LH H&CD are compared.
Figure 6.6: Time traces of currents in CS1 (left) and PF6 (right) coils. Three cases, with-
out/early/late LH, are compared.
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figure 6.6. The CS coils, which primarily provide poloidal flux and therefore plasma current,
generally benefit from increased safety margins with the application of LH. However, the
currents in the outer PF coils can actually become closer to the limits, unless the prescribed
plasma shape evolution is redesigned.
6.4 Free-boundary plasma evolution
A critical problem related specifically to free-boundary features has been identified, when
LH is applied before the plasma has a fully diverted shape. The early LH produces large
changes in the plasma profiles, exceeding the uncertainties assumed in designing the reference
scenario PF coil currents. These changes can cause the plasma to remain limited over
the whole ramp-up phase, unless the reference coil current waveforms are modified. If the
plasma fails to form a diverted shape, the shape controller is never turned on. In this study,
instead of fully redesigning the operation scenario, an elongation controller is added with
a weight determined by trial to force a transition to a diverted shape. This elongation
controller provides modification to the PF coil currents which in turn modify the inboard
and outboard gaps between the plasma boundary and wall, according to the heating and
current drive scheme in the operation scenario. Plasma shapes with this elongation control
are compared with those without the control at the times before and after the preset time
of the shape transition, tXPF = 20 ∼ 25s in figure 6.7. When LH is applied after the plasma
has a diverted shape, the back-transition to a limited shape is not seen. The reason appears
to be that the relative strength of LHCD is lower owing to the higher total plasma current at
later times. The development of explicit strategies considering this effect will be the object
of further work.
Vertical position oscillations are observed at the end of plasma current ramp-up in the
reference scenario, in which LH is not applied, shown in figure 6.8. These oscillations appear
to be caused by the interaction between the feedback control and the plasma profile and
shape evolution. In the simulation with the original reference shape, the vertical oscillations
grow until control is lost at the end of the plasma current ramp-up phase. When the plasma
elongation is reduced by modifying the reference Gap5 (see insert in figure 6.8), the oscilla-
tions are significantly reduced and the plasma survives until the end of the ramp-up phase.
The application of LH added to the modification of Gap5 (red dash-dot line in figure 6.8)
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Figure 6.7: Plasma shapes with the elongation control (dashed blue) are compared with those
without the control (red solid) at the time before (left) and after (right) the preset time of
shape transition.
Figure 6.8: Time traces of Gap5 indicated at the top of vacuum vessel in the nested small
figure.
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completely removes the oscillations. However, the changes of the plasma boundary adopted
in our simulations (with and without LHCD) induce lower q95 the q value at the 95% nor-
malized poloidal flux surface, than the reference ITER shape (see figure 6.3). This aspect
may require further optimization to operate with larger margins regarding the avoidance of
an external kink mode.
6.5 Conclusions
By simulating the LH assisted plasma current ramp-up in ITER with the combined full
tokamak discharge simulator, the capacity of LH for saving the poloidal flux consumed to
produce plasma current and for increasing the safety margins in operating the supercon-
ducting poloidal field coils are self-consistently studied. With an early application of 20MW
of LH power during the current ramp, up to 43Wb of flux consumption can be saved with
respect to the ohmic ramp-up case. A range of slightly reversed to flat target q profile shapes
can be achieved, as is needed to operate ITER in advanced scenarios, as well as avoiding the
onset of sawteeth during the ramp-up. By reducing li, LHCD also makes the vertical posi-
tion stabilization much easier. The early application of LH before the plasma has a diverted
shape requires either redesigning the reference coil current waveforms or adding additional
shape controls, such as an elongation control, due to the importance of the changes to the
current profile. The latter option has been successfully implemented and applied in the
simulation. These simulations demonstrate LHCD as a useful and effective tool for reducing
the flux consumption and controlling the target q profile during the ITER current ramp-up,
while remaining fully compatible with the constraints of the present PF coil system design.
110 Chapter 6. Lower Hybrid assisted plasma current ramp-up in ITER
Chapter 7. ITER hybrid mode operation 111
Chapter 7
ITER hybrid mode operation
7.1 Introduction
ITER hybrid mode operation aims at operating the plasma for a long plasma burn time
(> 1000s) with sufficient fusion gain (Q > 5) [6]. The plasma is operated at lower plasma
current compared with the ITER operation scenario 2 to provide the poloidal flux for a long
flat-top. Slightly lower average electron density is assumed to reduce the resistive ohmic
flux losses by increasing the plasma conductivity for a given plasma pressure. The plasma
burn time in ITER can be further extended, if the plasma confinement is higher than ELMy
H-mode confinement as observed in present experiments [96, 97, 98]. In these experiments,
operating the plasma with a stationary flat q profile above 1.0 at the plasma centre was the
key element in achieving the improved confinement regime. A low magnetic shear appears to
be favourable for stabilizing MHD instabilities and the sawtooth crash has been avoided by
a self-regulating mechanism, such as 3/2 NTM in DIII-D and fishbone (in the core) and/or
3/2 NTM in ASDEX Upgrade, preventing the central q value from being decreased below 1.0
[97, 99, 100]. Although the central q value is observed to be maintained above 1.0 by virtue
of the existence of this self-regulating mechanism, the possibility of obtaining a flat q profile
at the beginning of the flat-top phase and sustaining it as long as possible by combining
various non-inductively driven current sources still has to be studied in view of operation of
ITER.
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Figure 7.1: ITER 12MA hybrid mode operation scenario (ITER operation scenario 3). (a)
The total plasma current, average electron density, (b) minor radius, plasma elongation (c)
plasma triangularity and (d) auxiliary H&CD powers (20MW of IC and 33MW of NB) are
shown.
7.2 Modelling the plasma current ramp-up
The plasma current ramp-up scenario for ITER hybrid mode operation is generated by
tailoring the initial part of the 15MA ELMy H-mode ITER operation scenario 2 presented
in chapter 6, figure 7.1. The total plasma current is ramped up to 12MA at 77s starting
from 0.5MA at 1.5s. The average electron density is again assumed to be linearly ramped
up along with the total plasma current, starting from 2.125× 1018m−3 at 1.5s and reaching
2.5 × 1019m−3 at 77s, and then it is ramped further up to 8.5 × 1019m−3 within 30s. The
density profile starts with a parabolic shape at 1.5s and becomes completely flat in the core
at 107s. The electron density at the separatrix is assumed to be 35% of the central value. The
pedestal top is assumed to be at ρtor = 0.95, where ρtor is the square root of the normalized
toroidal flux.
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Figure 7.2: Electromagnetic definition of ITER used for simulating the 12MA hybrid mode
operation scenario. The poloidal field coils (blue closed squares), vacuum vessel shells (green
open squares), limiters (thick black lines), separatrix (blue dotted lines), 6 gap measurements
between the plasma boundary and wall (violet lines with numbers) are shown.
The plasma starts with a large bore, a(t = 1.6s) = 1.6m. It then experiences a transition
to a diverted SNL configuration at about 20s. This is clearly shown in the evolution of
plasma elongation and triangularity. At the beginning of the flat-top phase, 33MW of NBI
and 20MW of ICRH are applied to trigger an L-H mode transition and to initiate the plasma
burn. Shifted deuterium beams with 1MeV energy are applied to provide off-axis plasma
H&CD (see figure 7.7) and the second harmonic of tritium at a frequency of 55MHz has
been used to provide on-axis plasma heating.
The electromagnetic definition of ITER [63] used for simulating this operation scenario
is shown in figure 7.2. The geometry of limiters, passive stabilizers, vacuum vessel shells and
poloidal field coils is slightly changed compared with the previous design [6] (see figure 5.2).
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Figure 7.3: Time traces of (a) bootstrap and driven currents, (b) alpha particle and auxiliary
heating powers, (c) βp, (d) li and (e) q values (q0 and q95).
Anomalous electron and ion heat conductivity profiles are calculated by the KIAUTO
transport model. To take into account the confinement improvement observed in the exper-
iments targeting hybrid mode operation, a confinement enhancement factor for the H-mode
scaling, H98 = 1.2, is used as a multiplication factor on the confinement time. These are the
assumptions used for our simulation of ITER hybrid mode operation, which is referred as
reference simulation in this section.
The combined tokamak discharge simulation results are shown in figure 7.3. The non-
inductively driven current was produced by the application of NBI and the bootstrap current
fraction evolved in response to the plasma heating and density evolution. The alpha particle
self-heating power is slightly over 70MW during the flat-top phase, indicating that the fusion
gain Q is about 6∼7. βp is increased by the application of the main H&CD up to about
0.85 and li is maintained around 0.75 during the flat-top phase. The central q value was
slightly above 1.0 at the SOF, avoiding an early onset of sawtooth crashes during the current
ramp-up phase. At t = 200s of this simulation, the electron temperature at the centre and
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Figure 7.4: Time traces of currents in the PF coils. The coil current limits are shown as
thick gray lines. The PF1 coil current violated its limit (PF1lim.) around the plasma shape
transition to a diverted configuration.
pedestal top were about 25.5keV and 3.14keV, respectively. The normalized plasma beta
(βN = β/(Ip/aBT )) was slightly over 2.0 and li was about 0.76. The central q value was 0.94
and Q was about 6.75. These values are summarized in table 7.1.
The evolution of the currents in the CS and PF coils is shown in figure 7.4. All the CS
coil currents evolve far away from the coil current limits [63] due to the reduced volt-second
consumption during the current ramp-up phase. However, the PF1 coil violated its limit
around the plasma shape transition to a diverted configuration. The cause of this violation
is investigated and a possible method avoiding it is studied in section 7.5. The coil voltages
limits [63] were imposed in the control system as power supply voltage saturation limits.
The time traces of 6 gap measurements reflecting the evolution of the plasma shape are
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Figure 7.5: Time traces of 6 gap measurements. (a) Gaps measured from the divertor legs,
G1 and G2. (b) Outboard and inboard gaps, G3 and G6. (c) Gaps measured at the upper low
field side and top, G4 and G5. Locations of the gap measurements are shown in figure 7.2.
The plasma shape controller is switched on after the plasma has a fully diverted configuration
at about 20s.
shown in figure 7.5. After the plasma had a fully diverted configuration at about 20s, the
shape controller started to control the 6 gaps and continued until the end of the current
ramp-down. The outboard (G3) and inboard (G6) gaps show significant offsets from the
reference inputs indicating that the pre-programmed coil current waveforms are not fully
compatible with the desired plasma shape evolution.
7.3 Achieved plasma parameters
Various simulations with slightly different assumptions are compared to examine the achiev-
able range of plasma parameters in ITER hybrid mode operation and to test feasibility to
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Figure 7.6: Electron temperature profiles at t = 200s. Five cases are compared. (a) Reference
simulation, (b) with wider and higher pedestal assumption, (c) with an assumed heat conduc-
tivity profile resulting in a peaked plasma temperature profile shape, (d) without considering
confinement enhancement and (e) with DS03 confinement time scaling law.
these assumptions. The results are summarized in table 7.1 and the electron temperature
profiles are compared in figure 7.6.
Firstly, a wider and higher pedestal was applied assuming the pedestal top at ρtor = 0.92
and about twice the stored energy of the reference pedestal. The electron temperature at
the centre is significantly reduced due to the re-normalization by the KIAUTO transport
model, while it is much higher at the pedestal compared with the reference simulation. li is
reduced by the increased bootstrap current at the edge.
Secondly, the heat conductivity profile was imposed with a shaping function, f(ρ) =
1 + 3ρ2, to produce a more peaked temperature profile. The peaked temperature profile
resulted in a higher li and slow decrease of the central q value. The neutral beam driven
current is slightly increased.
Thirdly, H98 = 1.0 was assumed to examine the case in which the plasma stays in a
standard ELMy H-mode confinement. The electron temperature, βN and Q were significantly
reduced and higher li was produced.
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Table 7.1: Plasma parameters achieved at t = 200s in various simulations of ITER hybrid
mode operation.
Ref. Pedest. Peaked Low DS03 EC LH EC
sim. conf. &LH
Wth (MJ) 291 286 287 220 369 312 314 330
H98 1.18 1.19 1.17 0.97 1.39 1.20 1.20 1.20
βN 2.07 2.03 2.05 1.56 2.62 2.21 2.22 2.33
li(3) 0.76 0.68 0.82 0.82 0.66 0.75 0.70 0.70
q(0) 0.94 0.90 1.00 0.96 1.25 1.31 0.96 1.23
Te(0) (keV) 25.5 21.5 28.6 20.1 30.4 30.3 27.3 31.2
Ti(0) (keV) 23.8 20.0 26.5 19.0 27.9 23.5 25.3 25.1
T Ped.e (keV) 3.14 5.48 3.14 2.34 4.87 3.41 3.46 3.66
(ρPed.tor ) (0.95) (0.92) (0.95) (0.95) (0.92) (0.95) (0.95) (0.95)
IBS (MA) 3.44 3.51 3.37 2.51 4.65 3.79 3.84 4.10
INB (MA) 0.71 0.66 0.83 0.46 0.99 0.65 0.67 0.67
IEC (MA) - - - - - 0.41 - 0.33
ILH (MA) - - - - - - 0.89 0.94
Pα (MW) 71.9 65.4 72.1 41.8 109.7 76.3 82.1 84.7
Q 6.75 6.19 6.79 3.92 10.27 4.98 5.61 4.55
Lastly, purely gyroBohm global energy confinement scaling law (DS03) proposed by Mc-
Donald [102] was applied without the multiplication factor which enhances the H-mode
confinement. In this case, the wider and higher pedestal was again assumed to generate an
acceptable electron temperature at the centre and pedestal. Estimated H98 was about 1.39
and βN was 2.62. li is reduced down to 0.66 and the central q values are maintained above
1.0.
These simulations show that the reference simulation is in the middle of parameter space
bounded by conservative and promising plasma confinement assumptions.
Chapter 7. ITER hybrid mode operation 119
7.4 q profile evolution
To study the effect of different H&CD method on the evolution of the q profile, slightly off-
axis ECH&ECCD and/or far off-axis LHH&LHCD were/was added to the reference H&CD
scheme, starting from 110s. The results are shown in the three last columns of table 2. The
current density profiles modified with different H&CD methods are compared in figure 7.7.
Application of 20MW of additional EC though the upper launchers mainly modified the
plasma current density profile at the centre by adding a slightly off-axis current in which its
maximum is localized inside ρtor = 0.2. Application of 20MW of additional LH provides a
localized far off-axis current in which its maximum is localized around ρtor = 0.8.
The evolution of the central q value and the q profiles at t = 200s are compared in figure
7.8. The slightly off-axis EC driven current was effective in modifying the central q value,
while the far off-axis LHCD had a small and delayed influence on the central q profile. When
the far off-axis LH driven current was applied, q values were increased around the deposition
location. Although the contribution of the far off-axis LHCD over a longer time scale has not
been investigated, it appears less effective for an active control of q profile during the flat-top
phase, in which the plasma current is high. Although the application of ECCD was effective
in modifying the central profile, the resulting profile was not flat at the centre. Application
of an off-axis current located near the centre with a broad shape would be more promising
for achieving a stationary flat q profile above 1.0. Application of both ECCD and LHCD, in
which half of the power is stepped up at 160s, showed combined contributions at different
locations.
7.5 Coil current limits
In the reference simulation of the ITER hybrid mode operation, a violation of the PF1
coil current limit was identified after the plasma configuration is fully diverted at 20s, as
shown again in figure 7.9. This appears to be caused by imposing a heat conductivity profile
which produces a relatively broad temperature profile. The PF1 coil current is increased
above its limit due to the reduction of volt-second consumption caused by the confinement
improvement.
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Figure 7.7: The total plasma, bootstrap and source current density profiles at t = 200s are
compared. (a) 20MW of EC is added to the reference H&CD scheme (33MW of NB and
20MW of IC). (b) 20MW of LH is added to the reference H&CD scheme.
Figure 7.8: (a) Time traces of central q values and (b) q profiles at t = 200s. Four cases
are compared. Reference simulation, with additional 20MW of EC, with additional 20MW
of LH and with both additional 20MW of EC and 20MW of LH.
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Figure 7.9: Time traces of (a) currents in PF1 coil and (b) poloidal fluxes. Three cases,
reference simulation, with an assumed heat conductivity profile resulting in a peaked plasma
temperature profile shape and with modified pre-programmed coil current waveforms, are
compared. The PF1 coil current limit (PF1 ∗lim.) given in the recent ITER design review [84]
is shown in (a). The poloidal flux evolution given in the reference ITER operation scenario
2 is shown in (b).
Another simulation has been performed following the assumptions used in the simula-
tion of ITER operation scenario 2 [88]. In this simulation, the heat conductivity profile is
prescribed by using a shaping function, f(ρtor) = 1 + 6ρ
2
tor + 80ρ
20
tor and L-mode confinement
is assumed during the plasma current ramp-up using a correction factor, H98 = 0.5. These
original assumptions were chosen based on JET plasma current ramp-up experiments [40-41].
In this simulation, the plasma temperature profile was more peaked and the violation of the
PF1 coil current limit was easily avoided while more poloidal flux was consumed. The time
trace of the PF1 coil current is compared with that of the reference simulation in figure 7.4.
An active method to avoid the violation of the PF1 coil current limit was attempted by
modifying the evolution of the PF coil currents of the reference simulation. Although the
violation of the PF1 coil current limit was only just avoided with this method, the vertical
stability of the plasma was significantly deteriorated leading to a VDE at SOF. To avoid
this difficulty, the evolution of the plasma shape was additionally modified in such a way to
reduce the plasma elongation [17]. The time trace of the PF1 coil current in this simulation
is additionally shown in figure 7.9.
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7.6 Summary and discussion
Hybrid mode operation has been simulated, focusing on the study of the operational capa-
bility of obtaining a stationary flat q profile at SOF and sustaining it as long as possible
by combining various non-inductively driven current sources. Achievable range of plasma
parameters in ITER hybrid mode operation is examined by comparing various simulations
with slightly different assumption. Application of a slightly off-axis ECCD appears to be
effective compared to the far off-axis LHCD, at least on short time scales. The violation
of the PF1 coil current limit has been investigated and an active method of avoiding it is
further studied. Modifying the evolution of the PF coil currents has shown its potential,
although the vertical stability of the plasma is deteriorated. The study of the advanced
tokamak operations in ITER, such as the hybrid and steady-state operations, is the main
subject of future work which requires theory-based transport models including the related
physics.
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Active control of the kinetic plasma
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Chapter 8
Simplifying plasma profile control in
ITER
8.1 Introduction
Advanced tokamak operations in ITER, such as the steady-state and hybrid modes [3], re-
quire an active real-time control of several kinetic plasma profiles to achieve the advanced
regimes for sustained operation. Experiments on this active plasma profile control have
been conducted on several devices, including JET [41, 42], Tore-Supra [43, 44] and DIII-D
[45, 46]. Particularly, the experiments and simulations in JET using a model-based tech-
nique for integrated real-time profile control [47, 48, 49, 50] demonstrated its capability of
simultaneously controlling several plasma profiles. The response model of the plasma profiles
to power changes of auxiliary H&CD systems was deduced from identification experiments
and was then used to control the plasma profiles.
However, there is still concern on the range of applicability of this experimentally deduced
plasma profile response model. This model might be not valid if the plasma state varies
away from the reference state achieved in the identification experiments. Real-time update
of the plasma profile response model would be the most plausible approach to resolving
this difficulty. This is possible either by selecting an adequate plasma profile response model
from an existing database or by identifying one in real-time. Both methods are worth trying.
However, due to the cost of preparing a database of plasma profile response models, the latter
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will be more attractive if an adequate method for calculating the plasma profile response
model in real-time without consuming too much computational time is provided.
In this chapter, we propose and test a robust control technique that simplifies the active
real-time control of plasma profiles in ITER. The plasma profile responses to the power
changes of several H&CD systems are modelled by simplifying the related physics, to allow
real-time update of them. In section 8.2, the incremental electron temperature and q profile
response models are introduced. In section 8.3, ITER hybrid mode operation has been
simulated using the CRONOS transport modelling code [25] and the feasibility of control
based on the incremental plasma profile response models is investigated. In section 8.4,
the capability of the developed active plasma profile control technique has been shown by
applying it to simulations of the ITER hybrid mode operation. A summary and discussion
is presented in section 8.5.
8.2 Plasma profile response models
In this section, the electron temperature profile response is modelled by simplifying the
electron heat transport equation and the q profile response is modelled by directly relating it
to the changes of the source current density profiles. These plasma profile response models
are based on the dual assumptions of linearity and time-invariance. In reality, the response
of the plasma is neither linear, since the electron and ion pressure profiles on which we
estimate the coefficients will change with the changes of H&CD, nor time-invariant, due to
the strong evolution of the profiles themselves. In our electron temperature profile response
model, the dependence of the alpha particle self-heating on the ion temperature profile
evolution and the influence of the electron-ion equipartition power change are not included.
Most importantly, confinement degradation with the additional H&CD power is ignored. In
our q profile response model, the dependence on the self-generating bootstrap current on
the pressure profile change and the diffusion of the plasma current are not included. We
therefore do not expect our incremental plasma profile response models to predict the exact
evolution of the plasma profiles.
The formulations introduced to describe the plasma transport in CRONOS [25] are used
to derive the incremental profile response models. This allows direct application of the
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plasma profile response models to CRONOS simulations. For simplicity, the clear radial
and time dependence of the variables is omitted in the formulations unless it is explicitly
required.
8.2.1 Incremental electron temperature profile response model
The evolution of the electron pressure [25] is given by
3
2
∂
∂t
(
PeV
′ 5
3
)
+ V ′
2
3
∂
∂ρ
[
V ′
〈|∇ρ|2〉 (qe + λTeγe)] = V ′ 53Qe (8.1)
where Pe, qe, Te, γe and Qe are respectively the local electron pressure (Pa), heat flux
(Wm−2), temperature (eV), particle flux (m−2s−1) and heat source (Wm−3). V ′,
〈|∇ρ|2〉
and γ are the derivative plasma volume element dV/dρ, a geometric coefficient averaged
on the magnetic flux surface and a parameter to take into account the contribution of the
particle flux to the heat flux. The radial coordinate, ρ, is defined by
ρ =
√
Φ
piB0
(8.2)
where Φ and B0 are respectively the toroidal magnetic flux (Tm
2) and magnetic field (T) on
the geometric axis. The electron heat flux [25] is calculated with
qe = −χene∂Te
∂ρ
− PeV qe (8.3)
where χe, ne and V
q
e are respectively the electron heat conductivity (m
2s−1), density (m−3)
and convective speed (ms−1).
Assuming a stationary state, no electron particle flux and zero electron heat convective
speed, the electron heat transport equation is simplified as
∂
∂ρ
[
V ′
〈|∇ρ|2〉(−χene∂Te
∂ρ
)]
= V ′Qe (8.4)
Integrating this equation twice along the radial coordinate ρ, we have
Te (ρ)− Te (ρmax) =
∫ ρmax
ρ
(
1
V ′
〈|∇ρ|2〉χene
∫ ρ
0
V ′Qedρ
)
dρ (8.5)
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The electron heat source contains the following contributions.
Qe = Qe,EC +Qe,IC +Qe,LH +Qe,NB +Qe,etc (8.6)
where Qe,index is the electron heat source provided by each auxiliary H&CD listed in index ∈
{EC, IC, LH,NB}. Qe,etc is the sum of the other electron heat sources including ohmic heat-
ing, alpha particle self-heating, radiative loss, neoclassical sources and electron-ion equipar-
tition power. This term is assumed to be non-time-varying on a short timescale for simplic-
ity while each electron heat source quickly responds to its auxiliary H&CD power change.
Furthermore, assuming that the radial profile shapes of the electron heat sources are non-
time-varying for given launching conditions, each electron heat source can be expressed as a
product of two factors, the auxiliary heating power pe,index(t) and normalized electron heat
source profile Qˆe,index(ρ). The electron heat source can be rewritten as
Qe(ρ, t) =
∑
index
pe,index(t)Qˆe,index(ρ) +Qe,etc(ρ), for index ∈ {EC, IC, LH,NB} (8.7)
Inserting this into equation (8.5), the electron temperature profile response to the power
changes of the auxiliary H&CD systems is given by
∆Te(ρ, t) =
∑
index
Ce,index(ρ)∆pe,index(t), for index ∈ {EC, IC, LH,NB} (8.8)
where
Ce,index(ρ) =
∫ ρmax
ρ
(
1
V ′
〈|∇ρ|2〉χene
∫ ρ
0
V ′Qˆe,index(ρ)dρ
)
dρ (8.9)
This relation shows that an approximation ∆T approx.e (ρ, t) to the desired change of the
electron temperature profile ∆T desirede (ρ, t) can be provided by linearly combining several
auxiliary H&CD power changes ∆pe,index(t) for given electron temperature profile responses
Ce,index(ρ) in such a way as to minimize the error between the two profiles
min
∥∥∥∆T desirede (ρ, t)−∆T approx.e (ρ, t)∥∥∥ (8.10)
The assumptions used in deriving this electron temperature profile response model are
linearity and time-invariance. These assumptions are those generally used for simple identi-
fication of a system to be controlled. This incremental electron temperature profile response
model can be updated in real-time in ITER, if the equilibrium quantities and source profile
shapes are provided within the control interval with a modest accuracy.
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8.2.2 Incremental q profile response model
The q profile is directly related to the source current density profiles in this model. The q
profile [25] is given by
q = −
V ′F
〈
1
R2
〉
4pi2
1
∂Ψ
∂ρ
(8.11)
where F and 〈1/R2〉 are the diamagnetic function (Tm) and a geometric coefficient averaged
on the magnetic flux surface. The plasma current density (Am−2) profile averaged on the
magnetic flux surface [25] is given by
jpl = − 1
µ0V ′
〈
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〉 ∂
∂ρ
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〉
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]
(8.12)
where Ψ and µ0 are the poloidal flux (Tm
2) and vacuum permeability (TmA−1).
〈|∇ρ|2/R2〉
and 〈1/R〉 are geometric coefficients.
Integrating this equation along the radial coordinate ρ and inserting it into the equation
(8.11), we have
q =
C1∫ ρ
0
C2jpl dρ
(8.13)
where
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V ′2F
〈
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〉〈 |∇ρ|2
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〉
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and C2 = V
′
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R
〉
(8.14)
The plasma current density contains the following contributions.
jpl = jbs + johm + jEC + jIC + jLH + jNB (8.15)
where jindex is the driven current source provided by each H&CD system listed in index ∈
{ohm,EC, IC, LH,NB}. jbs is the bootstrap current density assumed for simplicity to be
non-time-varying while the ohmic and driven currents quickly respond to the loop voltage
and auxiliary H&CD power changes, respectively. This assumption would be not valid for
steady-state operation in which the bootstrap current fraction is usually above 50%, as well
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as during fast L-H and H-L confinement mode transitions. This model will be applicable only
when the bootstrap current density is either stationary or slowly evolving compared with the
change rates of the driven current density profiles. Furthermore, assuming that the radial
profile shapes of the driven currents are non-time-varying for given launching conditions,
each current source can be expressed as a product of two factors, the H&CD power pq,index(t)
and normalized current density profile jˆindex(ρ). The plasma current density can then be
rewritten as
jpl(ρ, t) =
∑
index
pq,index(t)jˆindex(ρ) + jbs(ρ), for index ∈ {ohm,EC, IC, LH,NB} (8.16)
Inserting this into equation (8.13), we have
q(ρ, t) =
C1(ρ)
C3(ρ) +
∑
index
Ci(index)(ρ)pq,index(t)
,
for index ∈ {ohm,EC, IC, LH,NB} & i(index) ∈ {4, 5, 6, 7, 8} (8.17)
where
C3(ρ) =
∫ ρ
0
C2(ρ)jbs(ρ) dρ (8.18)
and
Ci(index)(ρ) =
∫ ρ
0
C2(ρ)jˆindex(ρ) dρ (8.19)
The q profile response to the power changes of the H&CD systems is then given by
∆q(ρ, t) =
∑
index
∆pq,index(t)Ci(index)(ρ),
for index ∈ {ohm,EC, IC, LH,NB} & i(index) ∈ {10, 11, 12, 13, 14} (8.20)
where
Ci(index)(ρ) =
−C1(ρ)
C9(ρ)
× Ci(index)−6(ρ) (8.21)
and
C9(ρ) =
(
C3(ρ) +
∑
index
pq,index(t)Ci(index)−6(ρ)
)2
(8.22)
In general, the ohmic current is controlled by the applied loop voltage to satisfy the
constraints on the total plasma current. Therefore, we have assumed that the ohmic current
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counteracts each auxiliary driven current in such a way that the edge q value is not time-
varying for given total plasma current and shape. The ohmic power change is divided into 4
parts to independently compensate the edge q variation resulting from each auxiliary driven
current change.
∆q(ρ, t) =
∑
index
(
C10(ρ)∆p
index
q,ohm(t) + Ci(index)(ρ)∆pq,index(t)
)
,
for index ∈ {EC, IC, LH,NB} & i(index) ∈ {11, 12, 13, 14} (8.23)
Following the assumption that each pair results in no edge q variation, we have
∆pindexq,ohm(t) = −
Ci(index)(ρ = ρmax)
C10(ρ = ρmax)
∆pq,index(t),
for index ∈ {EC, IC, LH,NB} & i(index) ∈ {11, 12, 13, 14} (8.24)
Inserting this relation into equation (8.23), the q response to the power changes of the
auxiliary H&CD systems is finally given by
∆q(ρ, t) =
∑
index
Cq,index(ρ)∆pq,index(t),
for index ∈ {EC, IC, LH,NB} & i(index) ∈ {11, 12, 13, 14} (8.25)
where
Cq,index(ρ) = Ci(index)(ρ)−
Ci(index)(ρ = ρmax)
C10(ρ = ρmax)
C10(ρ) (8.26)
This relation shows that an approximation ∆qapprox.(ρ, t) to the desired change of the q
profile ∆qdesired(ρ, t) can be provided by linearly combining several auxiliary H&CD power
changes ∆pq,index(t) for given q profile responses Cq,index(ρ) in such a way as to minimize the
error between the two profiles
min
∥∥∥∆qdesired(ρ, t)−∆qapprox.(ρ, t)∥∥∥ (8.27)
The assumptions used in deriving this q profile response model are again linearity and
time-invariance. Therefore, the diffusion of the plasma current which is very slow under the
ITER operating conditions is not considered. This incremental q profile response model can
be updated in real-time in ITER, if the equilibrium quantities and source profile shapes are
provided within the control interval with a modest accuracy
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8.2.3 Simultaneous control of the electron temperature and q pro-
files
The electron temperature profile can be controlled using the incremental electron temper-
ature profile response model. For example, assuming 5 radial control locations, we can
construct a matrix relation such as
∆Te(ρe,1)
∆Te(ρe,2)
∆Te(ρe,3)
∆Te(ρe,4)
∆Te(ρe,5)

=

Ce,EC(ρe,1) Ce,IC(ρe,1) Ce,LH(ρe,1) Ce,NB(ρe,1)
Ce,EC(ρe,2) Ce,IC(ρe,2) Ce,LH(ρe,2) Ce,NB(ρe,2)
Ce,EC(ρe,3) Ce,IC(ρe,3) Ce,LH(ρe,3) Ce,NB(ρe,3)
Ce,EC(ρe,4) Ce,IC(ρe,4) Ce,LH(ρe,4) Ce,NB(ρe,4)
Ce,EC(ρe,5) Ce,IC(ρe,5) Ce,LH(ρe,5) Ce,NB(ρe,5)


∆pe,EC
∆pe,IC
∆pe,LH
∆pe,NB
 (8.28)
Simplifying this relation using matrix and vector notations, we have
∆Te = Ce∆pe (8.29)
The required power changes of the auxiliary H&CD systems are obtained by solving
∆pe =geC
−1
e ∆Te, (8.30)
where ge is the proportional gain of the electron temperature control loop.
In the same way, the q profile can be controlled using the incremental q profile response
model. For example, assuming 3 radial control locations, we can construct a matrix relation
such as
∆q(ρq,1)
∆q(ρq,2)
∆q(ρq,3)
 =

Cq,EC(ρq,1) Cq,IC(ρq,1) Cq,LH(ρq,1) Cq,NB(ρq,1)
Cq,EC(ρq,2) Cq,IC(ρq,2) Cq,LH(ρq,2) Cq,NB(ρq,2)
Cq,EC(ρq,3) Cq,IC(ρq,3) Cq,LH(ρq,3) Cq,NB(ρq,3)


∆pq,EC
∆pq,IC
∆pq,LH
∆pq,NB
 (8.31)
Simplifying this relation using matrix and vector notations, we have
∆q = Cq∆pq (8.32)
The required power changes of the auxiliary H&CD systems are obtained by solving
∆pq =gqC
−1
q ∆q (8.33)
where gq is the proportional gain of the q profile control loop.
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To calculate the inverse matrix (C−1e or C
−1
q ) of either an over-determined (∆Te) or an
under-determined (∆q) system, the SVD technique is used. The saturation of the auxiliary
H&CD power is taken into account in an iteration procedure. If the demand on an auxiliary
H&CD power goes either above the maximum or below the minimum, this H&CD power
remains unchanged to the previous value and the demand on the H&CD power is recalculated
only for the other H&CD systems. At every control time-step, the demand on H&CD power
is newly calculated including the previously saturated H&CD systems, in order to see if this
new power demand can make the saturated H&CD powers to be controllable. Discretization
of the auxiliary power change for a H&CD system which consists of several modules delivering
a constant power can be additionally taken into account in the iteration procedure.
Simultaneous control of the electron temperature and q profiles is possible by combining
the two incremental plasma profile response models.
∆Te(ρe,1)
∆Te(ρe,2)
∆Te(ρe,3)
∆Te(ρe,4)
∆Te(ρe,5)
∆q(ρq,1)
∆q(ρq,2)
∆q(ρq,3)

=

Ce,EC(ρe,1) Ce,IC(ρe,1) Ce,LH(ρe,1) Ce,NB(ρe,1)
Ce,EC(ρe,2) Ce,IC(ρe,2) Ce,LH(ρe,2) Ce,NB(ρe,2)
Ce,EC(ρe,3) Ce,IC(ρe,3) Ce,LH(ρe,3) Ce,NB(ρe,3)
Ce,EC(ρe,4) Ce,IC(ρe,4) Ce,LH(ρe,4) Ce,NB(ρe,4)
Ce,EC(ρe,5) Ce,IC(ρe,5) Ce,LH(ρe,5) Ce,NB(ρe,5)
Cq,EC(ρq,1) Cq,IC(ρq,1) Cq,LH(ρq,1) Cq,NB(ρq,1)
Cq,EC(ρq,2) Cq,IC(ρq,2) Cq,LH(ρq,2) Cq,NB(ρq,2)
Cq,EC(ρq,3) Cq,IC(ρq,3) Cq,LH(ρq,3) Cq,NB(ρq,3)


∆pEC
∆pIC
∆pLH
∆pNB
 (8.34)
Simplifying this relation using matrix and vector notations and multiplying by weights we
and wq, we have [
we∆Te
wq∆q
]
=
[
weCe
wqCq
] [
∆p
]
(8.35)
The electron temperature and q profile responses are appropriately weighted by trials to give
a balance between the two profile response models. Otherwise, the SVD would produce a
biased result on one of the profile controls. The required power changes of the auxiliary
H&CD systems can be obtained by solving
[
∆p
]
=
[
weCe
wqCq
]−1 [
ge 0
0 gq
][
we∆Te
wq∆q
]
(8.36)
In our simulations, the proportional gains of the control loops ge and gq are respectively
1.0 and 0.5. The weights we and wq are respectively 1 and 10
5. These weights can be
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determined using a systematic method which contains an appropriate normalization and
respects different dynamics of the different plasma profiles.
8.3 Plasma profile responses in ITER hybrid mode op-
eration
The hybrid mode operation in ITER [3] aims at operating the plasma with improved plasma
confinement for a long plasma burn time. In this operation mode, maintaining a stationary
flat q profile above 1.0 is the key to avoid MHD instabilities deteriorating the plasma confine-
ment. This capability has been experimentally demonstrated in several devices [98, 96, 97].
Active real-time control of the q profile will be an essential tool for achieving the hybrid
mode operation for a long time. In this chapter, the ITER hybrid mode operation has been
simulated using CRONOS with a prescribed evolution of the plasma boundary. The plasma
current ramp-up scenario is generated by tailoring the initial part of the 15MA ITER opera-
tion scenario 2 [88]. The evolution of the plasma boundary is prescribed with a large initial
bore, a(t = 1.6s) = 1.6m. During the flat-top phase, the total plasma current is maintained
at 12MA and the average electron density is assumed to be 8.5 × 1019m−3. Anomalous
heat conductivity profiles are calculated by the KIAUTO transport model [37]. A slight im-
provement of the plasma confinement observed in the hybrid mode experiments [98, 96, 97]
is assumed using a confinement time correction factor for H-mode, H98 = 1.2. 33MW of
slightly off-axis NBI and 20MW of on-axis ICRH are applied as the main H&CD scheme.
Hereinafter, the simulation conducted with these assumptions is referred to as reference sim-
ulation. The electron and ion temperature profiles, and the safety factor profiles are shown
in figure 8.1.
To study the usefulness of the incremental plasma profile response models, additional
auxiliary H&CD power is added to the main H&CD scheme, and then the resulting changes
of the electron temperature and q profiles are calculated. Our first question is what the
difference is between the incremental models and a full plasma evolution simulation.
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Figure 8.1: Plasma profiles in the reference simulation. (a) Electron and ion temperature
profiles at t = 300s. (b) Safety factor profiles at t = 300s and t = 500s.
8.3.1 Plasma profile responses to additional H&CD power
The changes of the electron temperature and q profiles due to the application of 20MW
of additional ECH&CD are respectively shown in figure 8.2 (a) and (c). A second case in
which 20MW of additional LHH&CD is applied is shown in figure 8.2 (b) and (d). The
electron temperature profile changes are calculated about 10 seconds after the application
of the additional auxiliary power at which time the electron temperature profile evolution
is stationary. These are then compared with the profile changes modelled using our simple
incremental electron temperature profile response model. The electron heat source profile
is amplified 5 times for visibility. The radial coordinate is given by the square root of the
normalized toroidal flux, ρtor. The q profile changes are calculated about 200 seconds after the
application of the additional auxiliary power at which time the fast transient redistribution
of the plasma current is almost disappeared and the q profile is slowly evolving. These
are then compared with the profile changes modelled using our simple incremental q profile
response model. The modelled electron temperature and q profile changes are calculated at
the time that the additional auxiliary power is applied.
In both EC and LH cases, the electron temperature profile changes in the simulations
are much smaller than the modelled ones (multiplied by 0.4), because a significant amount
of the electron heating power is consumed for heating the ions through the electron-ion
equipartition power as shown in table 8.1. When 20MW of EC power is applied, the increases
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Figure 8.2: Changes of the electron temperature ((a) and (b)) and q ((c) and (d)) profiles
with respect to the reference simulation. 20MW of ECH&CD ((a) and (c)) and 20MW of
LHH&CD ((b) and (d)) are additionally applied. The changes of the electron temperature
profiles modelled using the incremental electron temperature profile response model are mul-
tiplied by 0.4 and the electron heat deposition profiles are amplified 5 times for visibility.
of the total electron and ion heating powers are respectively about 8.88 and 10.64MW (see
table 8.1). The electron energy confinement time is reduced by about 14%. When 20MW of
LH power is applied, the increase of the total electron and ion heating powers are respectively
about 15.65 and 7.65MW. Although the LH power consumed for heating ions is relatively
smaller than the EC case, the electron energy confinement time is significantly reduced by
about 23%. Therefore, the electron temperature profile changes in the simulations generally
correspond to about 30 ∼ 50% of the modelled profile changes. Including the electron-ion
equipartition term and considering the confinement degradation will improve our present
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Table 8.1: Increase and decrease of the total electron and ion heating powers, ohmic power,
alpha particle self-heating powers to electron and ion, external auxiliary heating powers to
electron and ion, electron-ion equipartition and loss power (MW). The electron thermal en-
ergy confinement time changes are compared. These values are calculated about 10 seconds
after the application of 20MW of EC and/or 20MW of LH.
∆Pe,tot ∆Pi,tot ∆Pohm ∆Pe,α ∆Pi,α ∆Pe,add ∆Pi,add ∆Pei ∆Ploss
∆τE,e
τ ref.E,e
EC 8.88 10.64 -0.08 0.29 1.98 19.90 -0.92 9.58 1.65 -14%
LH 15.65 7.65 -0.14 4.86 2.49 19.21 -2.48 7.64 0.64 -23%
EC&LH 24.42 19.49 -0.19 4.28 4.29 39.23 -1.30 16.51 2.39 -35%
∆Pe,tot ≈ ∆Pohm + ∆Pe,α + ∆Pe,add −∆Pei −∆Ploss and
∆Pi,tot ≈ ∆Pi,α + ∆Pi,add + ∆Pei, where ∆Ploss ≈ ∆(Pline + Pcyclo + Pbrems)
incremental electron temperature profile response model.
Major differences between the simulation and modelled electron temperature profile
changes are observed in the central region for both cases. These are mainly due to the
simplifications applied to the electron heat transport. In the full plasma evolution simula-
tions, the electron heat conductivity in the central region is increased with the application
of EC, while it is reduced with the application of LH.
Application of the near on-axis EC driven current profile increased the central q values
while slightly decreasing the q values around the current deposition location. Application of
the far off-axis LH driven current increased the q values both around the current deposition
location and in the central region. These q profile changes are similar to the modelled
ones. However, mainly at the central region, there are significant differences between them.
When near on-axis EC was additionally added, the resulting central plasma heating reduced
the radial diffusion of the plasma current delaying the evolution of the central q value.
When far off-axis LH was additionally added, the plasma current density at the centre
region was affected a little due to the very slow radial current diffusion. The changes of
inductive/non-inductive currents are shown in table 8.2. The bootstrap and NB driven
currents are increased due to the plasma heating and the ohmic current is decreased to
maintain the total plasma current.
138 Chapter 8. Simplifying plasma profile control in ITER
Table 8.2: Increase and decrease of the ohmic current, EC, LH and NB driven currents,
bootstrap current and total plasma current (MA). These currents are calculated about 200
seconds after the application of 20MW of EC and/or 20MW of LH.
∆Iohm ∆IEC ∆ILH ∆INB ∆IBS ∆Ipl
EC -0.87 0.43 - 0.18 0.26 0.00
LH -1.72 - 1.09 0.13 0.53 0.03
EC&LH -2.53 0.42 1.08 0.29 0.77 0.03
8.3.2 Application of both ECH&CD and LHH&CD
The electron temperature profile change due to the application of both the additional
ECH&CD and LHH&CD is compared with the modelled one in figure 8.3 (a). The increases
of the total electron and ion heating powers are respectively about 24.42 and 19.45MW
as shown in the third row in table 8.1. The electron energy confinement time is reduced
by about 35%. Therefore, the electron temperature profile change in the simulation again
corresponds to about 40% of the modelled profile change. The shape of the electron heat
conductivity profile in the central region is changed less than the previous two cases, by heat-
ing the plasma both at the central and outer regions. Therefore, the shape of the electron
temperature profile response is very similar to the modelled one.
The most important result from the electron temperature profile responses is not that
there is a magnitude error about 60%, but that the shapes of the modelled and simulation
profile responses are similar. The direction of the profile change and its relative magnitude
on several radial points is likely to be adequate information for setting up feedback control.
The differing response amplitude can easily be handled by controller gains.
The q profile change is compared with the modelled one in figure 8.3 (b). The modelled
and simulation q profile responses are again similar. However, the simulation q profile re-
sponse is slightly higher than the modelled one due to the plasma heating effect. Assuming
that the ohmic current counteracts the driven source current in such a way as to compensate
the edge q variation appears to be an acceptable simplification in deriving the incremental
q profile response model. Including the plasma heating effect and considering the current
diffusion will improve the accuracy of our incremental q profile response model. However,
this would deteriorate the robustness of the simple response models. Although these effects
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Figure 8.3: Changes of (a) the electron temperature and (b) q profiles with respect to the
reference simulation. Both 20MW of ECH&CD and 20MW of LHH&CD are additionally
applied. The changes of the electron temperature profiles modelled using the incremental elec-
tron temperature profile response model are multiplied by 0.4 and the electron heat deposition
profiles are amplified 5 times for visibility.
are not negligible, our simplified incremental q profile response model still provides a fairly
good estimate of the q profile change for developing feedback control.
8.4 Active control of kinetic plasma profiles
The incremental plasma profile response models have been used to control the electron
temperature and q profiles either independently or simultaneously. The control interval
set to 10 seconds appears to be sufficient for real-time update of the plasma profile response
models in ITER, since this active plasma profile control technique requires a modest accuracy
for the equilibrium reconstruction and source profile calculation.
8.4.1 Controlling the electron temperature profile
The electron temperature profile was controlled starting at about 300s using all the available
actuators, EC, IC, LH and NB. The evolution of the electron temperature at 5 radial control
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Figure 8.4: Time traces of the electron temperatures at 5 radial control locations. Control of
the electron temperature profile was started at about t = 300s.
locations is shown in figure 8.4. The target electron temperature profile is determined by
multiplying the electron temperature profile at 700s in the reference simulation by a factor
1.1. The target electron temperature at each radial control location is shown as a dashed
line. The evolution of the uncontrolled electron temperatures in the reference simulation is
shown as dashed-dotted lines. The controlled electron temperature profile approached the
target profile within 100s and was held stationary.
The radial electron temperature profiles at 700s are shown in figure 8.5 (a) and the
electron heat source profiles normalized by their auxiliary H&CD powers are shown in figure
8.5 (b). The time traces of the actuator powers are shown in figure 8.6. NB and IC were
already used as the main H&CD with their maximum powers. EC and LH powers were
additionally applied starting at about 300s. While the LH power reached its maximum at
the end of the simulation, the EC power was still controllable, indicating that the control of
the electron temperature profile was still active.
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Figure 8.5: (a) The electron temperature profiles and (b) the unit electron heating profiles
normalized by their auxiliary H&CD powers at 700s. Control of the electron temperature
profile was started at about t = 300s.
Figure 8.6: Time traces of auxiliary H&CD powers. Control of the electron temperature
profile was started at about 300s.
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Figure 8.7: Time traces of the q values at 4 radial control locations. Control of the q profile
was started at about t = 300s.
It is worth remembering that the achievable target electron temperature profile is strongly
limited by the available powers of the auxiliary H&CD systems. In addition, if too broad a
target electron temperature profile is requested, the target profile is sometimes not achievable
even with adequate power. Any heat source with a localized far off-axis deposition profile
inevitably increases the central electron temperature through the transport processes (see
figure 8.2 (b)). Thus controllability is limited by both the maximum available power and
the lower limit of zero power for each H&CD source.
8.4.2 Controlling the q profile
The q profile was controlled starting at about 300s using these three actuators, EC, LH and
NB, which can provide non-inductively driven currents. The evolution of the q values at 4
radial control locations is shown in figure 8.7. The target profile is determined by averaging
the two q profiles at 700s obtained from both the reference simulation and the simulation
in which maximum LH and EC powers are additionally applied. In this way, the target q
profile is known to be accessible with the controlled EC, LH and NB at least until t = 700s.
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The target q value in the central region (ρtor = 0.1) is initially much less than the q value
in the simulation. This large difference produced a strong action on the central value at the
beginning of the control. The central q value became close to the target value within 100s,
while the values at other control locations evolved similarly to the uncontrolled evolution.
As the demand on the control of the central q value became weaker, the control of the q
values at other control locations became more active. This control behaviour is caused by
the absence of an actuator which can reduce the central q value while increasing q values at
outer region. Therefore, both EC and LH were initially inactive while NB was activated to
reduce the central q value.
The radial q profiles at 700s are shown in figure 8.8(a) and the driven current density pro-
files normalized by their auxiliary H&CD powers are shown in figure 8.8 (b). The time traces
of the actuator powers are shown in figure 8.9. The actuator powers are easily saturated
in this control simulation for ITER hybrid mode operation. Once the actuator powers are
saturated at their maximum values, the q profile inevitably deviates from its target profile.
LH power applied to control the naturally decreasing central q value also increases the value
at ρtor = 0.7 to above the target value. However, this is inevitable for LH to best control the
q profile, unless the shape of the LH driven source current profile is additionally controlled.
8.4.3 Simultaneous control of the electron temperature and q pro-
files
Finally, simultaneous control of the electron temperature and q profiles has been successfully
achieved. The target electron temperature and q profiles were those used in the previous two
subsections. The control of the q profile was started first at about 300s and then the control
of the electron temperature was started at about 400s, to avoid a strong conflict between
the two controls observed when starting them at the same time. The control of the central
q value again initially demands a fast decrease of NB power inactivating both EC and LH.
Therefore, if the control of the electron temperature profile to reach a higher target electron
temperature profile starts with this control at the same time, these controls conflict with
each other.
The evolution of the electron temperature and q profiles are shown in figure 8.10. Both
profiles are as well controlled as the previous simulations controlling each one of the two
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Figure 8.8: (a) The q profiles and (b) the unit driven current source profiles normalized by
their auxiliary H&CD powers at t = 700s. Control of the q profile was started at about t =
300s.
Figure 8.9: Time traces of auxiliary H&CD powers. Control of the q profile was started at
about t = 300s.
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Figure 8.10: Time traces of (a) the electron temperatures at 5 radial control locations and (b)
q values at 4 radial control locations. Control of the electron temperature profile was started
at about t = 400s and control of the q profile was started at about t = 300s.
plasma profiles separately. The radial profiles at 700s are shown in figure 8.11 and the time
traces of the actuator powers are shown in figure 8.12. The actuators for the control of the
q profile, EC, LH and NB, already reached their maximum powers at about 600s. However,
the control of the electron temperature profile was still active with the IC power until the
end of the simulation.
8.5 Summary and Discussion
The main objective in developing this simple and direct plasma profile control method was
to explore a robust control technique. Aiming at a real-time update of the plasma profile
response model in ITER, simplified incremental electron temperature and q profile response
models have been developed. The plasma profile responses calculated by these incremen-
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Figure 8.11: (a) The electron temperature profiles and (b) q profiles at t = 700s. Control of
the electron temperature profile was started at about t = 400s and control of the q profile was
started at about t = 300s.
Figure 8.12: Time traces of auxiliary H&CD powers. Control of the electron temperature
profile was started at about t = 400s and control of the q profile was started at about t =
300s.
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tal models provide adequate information for the feedback control of plasma profiles. It is
likely that the simplifying approximations in the linear time-invariant incremental models
provide as accurate models as those based on more subtle but less general assumptions.
The capability of this control technique has been successfully shown in the CRONOS trans-
port simulations of the ITER hybrid mode operation. Both the electron temperature and q
profiles were well controlled. The q profile control revealed that the ITER hybrid mode oper-
ation will require additional auxiliary H&CD power to maintain the stationary flat q profile.
This control technique could be experimentally demonstrated in present large devices, if fast
equilibrium reconstruction and source profile calculation methods are provided.
The plasma current ramp-up and ramp-down phases can be included into the control
phase by providing pre-programmed waveforms of the target plasma profiles. For the ap-
plication of this control technique to ITER steady-state operation, we need an additional
technique which can intelligently identify the target plasma profiles taking the dynamic
evolution of internal transport barriers into account.
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Chapter 9
Conclusions
9.1 Summary
In the first part of this thesis, we have studied two physics questions linked to the non-linear
free-boundary plasma equilibrium evolution. We have investigated the dynamic response of
the free-boundary plasma equilibrium to either the external voltage perturbations or internal
plasma disturbances using DINA-CH.
In the magnetic ELM triggering experiments in ASDEX Upgrade, the ELMs were trig-
gered when the plasma was moving down towards the X-point with a consequent decrease of
the plasma current density in the edge region, contrary to the previous observation on TCV
in which ELMs were triggered when the edge current was increased by an upward plasma
movement. We have investigated this opposite behaviour using DINA-CH, focusing on the
free-boundary plasma equilibrium responses. Deformation of the plasma shape is identified
as a possible candidate which can explain the observed opposite behaviour. The PSLs lo-
cated inside the vacuum vessel of ASDEX Upgrade produced similar external linking flux
changes to those generated by the G-coil sets in TCV for opposite vertical plasma move-
ments. Therefore, both plasmas experienced similar local flux surface expansions near the
upper G-coil set and PSL when the ELMs were triggered. In ASDEX Upgrade, however, the
localized expansion of the plasma flux surfaces near the upper PSL was observed with the
global shrinkage of the plasma column accompanied by the downward plasma movement.
The effect of this plasma shape deformation on the plasma stability at the edge region has
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been analyzed using the KINX code. This stability analysis revealed that there is a correla-
tion between the shape deformation and the edge plasma stability. However, this correlation
could be different for different type of natural ELMs. Therefore, all the potentially rele-
vant mechanisms for the magnetic triggering of ELMs have been taken into account, not to
erroneously attribute causality in the presence of all correlated plasma responses.
The specifications regarding the plasma disturbances in ITER have been recently up-
dated. Therefore, we have re-examined the capability of the feedback control system of
ITER in rejecting strong disturbances, such as uncontrolled ELMs and fast H-L mode tran-
sitions. These disturbances are pre-programmed using a routine controlling the store plasma
energy by modifying the plasma heat conductivity profiles. Stronger uncontrolled ELMs
than the updated specifications were controllable with the feedback control system. Full
recovery of the plasma current, position and shape took less than 4 seconds. However, the
specifications for fast H-L mode transitions were not fully achievable due to a VDE caused
by a strong radially inward plasma movement. Full recovery of the plasma current, position
and shape took less than 10 seconds, unless the plasma experience a strong disturbances
causing a VDE. A stepwise reduction of additional plasma H&CD power across the confine-
ment mode transition would be useful to reduce the magnitude of the disturbance in ITER.
In the second part of this thesis, we firstly have introduced DINA-CH and CRONOS. We
have then presented the full tokamak discharge simulator developed by combing these two
codes. This full tokamak discharge simulator has been used to study the feasibility of ITER
operation scenarios, as well as several issues related to the tokamak operation.
In the combined tokamak discharge simulator, DINA-CH self-consistently calculates the
non-linear evolution of free-boundary plasma equilibrium with the plasma current diffu-
sion, in response to both controlled PF coil currents and inductively driven currents in
the surrounding conducting system. CRONOS provides the evolution of the kinetic plasma
profiles by self-consistently solving heat and particle transport with source profiles. The free-
boundary plasma equilibrium provided by DINA-CH is directly used for CRONOS transport
and source calculations. The plasma and source profiles provided by CRONOS are directly
used for DINA-CH in calculating the free-boundary equilibrium and current diffusion. All
the exchanged data between DINA-CH and CRONOS are passed as SIMULINK variables
explicitly in time with a sufficiently small time-step to ensure the convergence. This explicit
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data exchange scheme slightly deteriorates the consistency of the coupled physics, compared
with a fully implicit scheme solving a complete set of coupled transport equations. Neverthe-
less, this was an inevitable choice to guarantee computational performance and reliability of
the combined tokamak discharge simulator. With this code coupling scheme, the two codes
are combined maintaining their original code structures. In the combined simulation, the
computational performance was not significantly deteriorated with the explicit data exchange
scheme, and propagation of numerical errors between the two codes was avoided.
Inductive 15MA ELMy H-mode ITER scenario 2 has been successfully simulated as a
demonstration of the capabilities of the combined tokamak discharge simulator, as well as
being a design study in itself. The alpha particle self-heating power was slightly over 100MW
during the current flat-top phase (Q ∼ 10). A L-H confinement mode transition was triggered
by the application of the main H&CD at SOF. The vertical instability associated with a
high li was controllable with the vertical position control system. The central q was quickly
reduced at the beginning of the plasma current ramp-up, causing an early onset of sawtooth
events. Although the current in the PF2 coil briefly violated its limit around the EOF, this
violation seems avoidable by either changing the plasma shape evolution or increasing the coil
current limit itself, as addressed in the recent ITER design review [84]. The consumption
of the poloidal flux provided by the coil system was slightly less than the estimated one
in the reference operation scenario. The imbalance current flowing in the VSC and the
total active power provided by the power supply system were well within the operational
limits. The evolution of the plasma boundary in a limited shape configuration was guided
by the pre-programmed coil current and prescribed feed-forward voltage waveforms. After
the plasma had a fully diverted configuration at about 29s, the shape controller started to
control 6 gaps between the plasma and wall. It then continued until the end of the current
ramp-down phase.
Moreover, we have investigated several issues related to ITER operation. The violation of
CS coil current limits during the current ramp-up phase was avoided by either applying early
heating or modifying the pre-programmed coil current waveforms. The vertical instability
growth rates of the plasmas with different βp and li were calculated from the open-loop
simulations. It has shown that the vertical stability can be improved by reducing the li.
The capacity of LH for saving the poloidal flux consumed to produce plasma current and
for increasing the safety margins in operating the superconducting poloidal field coils has
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been studied. With an early application of 20MW of LH power during the current ramp, up
to 43Wb of flux consumption was saved with respect to the ohmic ramp-up case. A slightly
reversed or flat target q profile required to operating ITER in advanced tokamak regimes
was achieved avoiding the onset of sawteeth during the current ramp-up. The application of
LH also improved the vertical stability of the plasma by reducing li. The early application
of LH before the plasma has a fully diverted configuration gave a significant modification to
the evolution of the plasma shape. Either redesigning the reference coil current waveforms
or adding additional shape controls, such as an elongation control, was requested in order
to provide an appropriate guidance for desired plasma shape transition. We have used the
latter option in our simulations.
We have simulated ITER hybrid mode operation, focusing on the operational capability
of obtaining a stationary flat q profile at SOF and sustaining it as long as possible by
combining various non-inductively driven current sources. The plasma current ramp-up
scenario is generated by tailoring the initial part of the inductive 15MA ELMy H-mode ITER
operation. Firstly, we have conducted various simulations with slightly different assumptions
to get the achievable range of plasma parameters in the ITER hybrid mode operation.
Secondly, we have studied the effect of different H&CD method on the evolution of the q
profile. Application of a near on-axis ECCD appears to be effective compared to the far
off-axis LHCD, at least on short time scales.
In the last part of this thesis, we have developed a robust control technique that simplifies
the active plasma profile control in ITER and its potential has been shown by applying it
to the simulation of ITER hybrid mode operation.
The response of the plasma profiles to power changes of auxiliary H&CD systems are
modelled by simplifying the related physics to allow real-time update of them. The electron
temperature profile response is modelled by simplifying the electron heat transport equation
and the q profile response is modelled by directly relating it to the changes of source current
density profiles. The required changes of actuator powers are calculated using the SVD tech-
nique, taking the saturation of the actuator powers into account. This control technique can
be used for real-time active control of the plasma profiles, if a fast equilibrium reconstruction
and source profile calculation methods are provided. In the CRONOS simulations with a
control interval of 10 seconds, the electron temperature and q profiles were well controlled
either independently or simultaneously. The control of q profile revealed that ITER will
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require additional auxiliary H&CD power to maintain the stationary flat q profile for the
hybrid mode operation.
9.2 Perspective
The study of the plasma dynamic response to either external voltage perturbations or in-
ternal plasma disturbances has demonstrated the capability of DINA-CH, a non-linear free-
boundary plasma equilibrium evolution code. The full tokamak discharge simulator devel-
oped by combining DINA-CH and the advanced plasma transport modelling code, CRONOS
has clearly shown its extended capability. The robust control technique developed for real-
time active control of kinetic plasma profiles in ITER has shown its strong potential. As a
final conclusion, the tasks that we could attempt in near future with these tools, technique
and our experience are summarized.
• Improve the studies of the magnetic triggering of ELMs and the plasma dynamic
responses to disturbances using the full tokamak discharge simulator.
• Study the feasibility of ITER hybrid and steady-state mode operation scenarios using
theory based transport models.
• Test the active plasma profile control technique in ITER hybrid mode and steady-state
operations using the full tokamak discharge simulator.
• Demonstrate the active plasma profile control technique in present tokamaks.
• Improve the plasma profile response models in order to include the plasma current
ramp-up and ramp-down phases.
• Develop an integrated plasma control system which contains all the magnetic and
kinetic plasma controls, with an intelligent plasma disruption avoidance technique.
• Include 3D effects such as the toroidal magnetic field ripple and ferromagnetic inserts.
• Include the plasma-antenna power coupling physics.
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• Technically, further improve the full tokamak discharge simulator (consistency, perfor-
mance, accuracy, stability, reliability and user-friendliness)
• Provide these tools, techniques and simulations to EU-ITM and support developing a
new simulation tool.
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Appendix A
Details in deriving the theoretical
formulations
A.1 Non-linear Grad-Shafranov equation
A.1.1 DINA-CH : CGS units
In DINA-CH, the non-linear Grad-Shafranov equation is derived in CGS units using the
following set of coupled assuming stationary ideal MHD conditions.
j×B = c∇p (A.1)
∇ ·B = 0 (A.2)
∇×B = 4pi
c
j (A.3)
where p, j and B are respectively the plasma pressure, current density and magnetic field.
Introducing a flux function ψ defined as the poloidal flux per radian in φ and relating
∇ ·B = 0 and B · ∇ψ = 0, the poloidal component of the magnetic fields can be expressed
as follows.
BR = − 1
R
∂ψ
∂z
, Bz =
1
R
∂ψ
∂R
. (A.4)
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From the symmetry of j and B in the force balance equation, the poloidal component of the
plasma current can be expressed using a current flux function f .
jR = − 1
R
∂f
∂z
, jz =
1
R
∂f
∂R
. (A.5)
Comparing these relations with Ampe`re’s law,
jR = − c
4pi
∂Bφ
∂z
, jz =
c
4piR
∂(RBφ)
∂R
, (A.6)
the flux function f is defined as
f =
cRBφ
4pi
. (A.7)
Since the plasma pressure p is a function of ψ, the poloidal current function f is also a
function of ψ.
Decomposing the poloidal and toroidal components of the plasma current and magnetic
fields in the force balance equation
jp × iφBφ + jφiφ ×Bp = c∇p, (A.8)
and substituting the poloidal components using the flux functions
Bp =
1
R
(∇ψ × iφ) and jp = 1
R
(∇f × iφ), (A.9)
the force balance equation can be rewritten as
jφ = cR
dp
dψ
+
4pi
cR
f
df
dψ
. (A.10)
The toroidal current density, jφ, can also be written in terms of ψ using Ampe`re’s law as
follows
−4pi
c
Rjφ = R
∂
∂R
1
R
ψ
∂R
+
∂2ψ
∂z2
. (A.11)
Substituting the jφ into this equation, the non-linear Grad-Shafranov equation is written as
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
= −4piR2 dp
dψ
−
(
4pi
c
)2
f
df
dψ
= −R
(
4piR
dp
dψ
+
1
2R
dF 2
dψ
)
, (A.12)
where
F = RBφ =
4pif
c
.
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A.1.2 CRONOS : MKS units
In CRONOS, the Grad-Shafranov equation has a slightly different expression compared
with the standard formulation that uses MKS units. Since this is confusing, we introduce
its derivation here. The ideal MHD equations in the standard formulation in MKS units
(section 4.1) can be rewritten using secondary variables, p1 = µ0p and j1 = µ0j.
j1 ×B = ∇p1 (A.13)
∇ ·B = 0 (A.14)
∇×B = j1 (A.15)
where p, j and B are respectively the plasma pressure, current density and magnetic field.
Introducing a flux function ψ defined as the poloidal flux per radian in φ and relating
∇ ·B = 0 and B · ∇ψ = 0, the poloidal component of the magnetic fields can be expressed
as follows.
BR = − 1
R
∂ψ
∂z
, Bz =
1
R
∂ψ
∂R
. (A.16)
From the symmetry of j1 and B in the force balance equation, the poloidal component of
the plasma current can be expressed using a current flux function F .
j1,R = − 1
R
∂F
∂z
, j1,z =
1
R
∂F
∂R
. (A.17)
Comparing these relations with Ampe`re’s law,
j1,R = −∂Bφ
∂z
, j1,z =
∂(RBφ)
∂R
, (A.18)
the flux function F is defined as
F = RBφ. (A.19)
Since the plasma pressure p1 is a function of ψ, the poloidal current function F is also a
function of ψ.
Decomposing the poloidal and toroidal components of the plasma current and magnetic
fields in the force balance equation,
j1,p × iφBφ + j1,φiφ ×Bp = ∇p1, (A.20)
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and substituting the poloidal components using the flux functions
Bp =
1
R
(∇ψ × iφ) and j1,p = 1
R
(∇F × iφ), (A.21)
the force balance equation can be rewritten as
j1,φ = R
dp1
dψ
+
1
R
F
dF
dψ
. (A.22)
The toroidal current density, j1,φ, can also be written in terms of ψ from Ampe`re’s law as
follows
−Rj1,φ = R ∂
∂R
1
R
ψ
∂R
+
∂2ψ
∂z2
. (A.23)
Substituting the j1,φ into this equation, the non-linear Grad-Shafranov equation is written
as
R
∂
∂R
(
1
R
∂ψ
∂R
)
+
∂2ψ
∂z2
= −R2dp1
dψ
− F dF
dψ
= −µ0R2 dp
dψ
− µ20f
df
dψ
, (A.24)
where
F = RBφ = µ0f, p1 = µ0p.
A.2 Flux surface average properties
The first flux surface average property is derived as
〈∇ ·H〉 = ∂
∂V
∫
V
∇ ·HdV
=
∂
∂V
∫
S
H · ndS
=
∂
∂V
∫
S
H · ∇V|∇V |dS
=
∂
∂V
∫
S
H · ∇V|∇ρ|
∂ρ
∂V
dS
=
∂
∂V
1
V ′
∫
S
H · ∇V
|∇ρ| dS
=
∂
∂V
〈H · ∇V 〉 . (A.25)
The second flux surface average property is derived from the definition of time derivative
of a quantity A,
dA
dt
=
∂A
∂t
+ uρ · ∇A. (A.26)
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Averaging this equation on the flux surface and multiplying by V ′, we have
d
dt
(V ′ 〈A〉) = V ′
〈
∂A
∂t
〉
+ 〈uρ · ∇A〉V ′
= V ′
〈
∂A
∂t
〉
+ 〈∇ · (Auρ)− A (∇ · uρ)〉V ′
= V ′
〈
∂A
∂t
〉
+ 〈∇ · (Auρ)〉V ′
= V ′
〈
∂A
∂t
〉
+
∂
∂V
〈Auρ · ∇V 〉V ′
= V ′
〈
∂A
∂t
〉
+
∂
∂ρ
〈Auρ · ∇V 〉 , (A.27)
where ∇ · uρ = 0 from the definition of uρ (see section 4.2.1).
A.3 The magnetic field diffusion equation
A.3.1 Derivation of 〈j ·B〉 and 〈E ·B〉
〈j ·B〉 in section 4.4.2 is derived as follows.
〈j ·B〉 = ∂
∂V
∫
V
j ·BdV
=
∂
∂V
∫
V
[(
1
R
∇ψ × iφ +Bφiφ
)
·
(
1
R
∇f × iφ + jφiφ
)]
dV
=
∂
∂V
∫
V
[(
1
R
∇ψ × iφ + µ0f
R
iφ
)
·
(
1
R
∇f × iφ − R
µ0
∇ ·
(∇ψ
R2
)
iφ
)]
dV
= − ∂
∂V
∫
V
[
f∇ ·
(∇ψ
R2
)
− 1
R2
∇ψ · ∇f
]
dV = − ∂
∂V
∫
V
[
f 2∇ ·
(
1
f
∇ψ
R2
)]
dV
= −f 2 ∂
∂V
[∫
V
∇ ·
(
1
f
∇ψ
R2
)
dV
]
= −f 2 ∂
∂V
[∫
S
1
f
∇ψ
R2
· ndS
]
= −f 2 ∂ρ
∂V
∂
∂ρ
[∫
S
1
f
∇ρ
R2
∂ψ
∂ρ
· ∇ρ|∇ρ|dS
]
= −f 2 1
V ′
∂
∂ρ
[
1
f
∫
S
|∇ρ|2
R2
ds
|∇ρ|
∂ψ
∂ρ
]
= −f 2 1
V ′
∂
∂ρ
(
c2
f
∂ψ
∂ρ
)
, (A.28)
where
c2 =
〈
|∇ρ|2
R2
〉
=
∫
S
|∇ρ|2
R2
dS
|∇ρ| . (A.29)
160 Appendix A. Details in deriving the theoretical formulations
〈E ·B〉 in section 4.4.2 is derived as follows.
〈E ·B〉 = ∂
∂V
∫
V
E ·BdV
=
1
V ′
∫
S
E ·B dS|∇ρ|
=
1
V ′
∫
S
E ·Bp dS|∇ρ| +
1
V ′
∫
S
E ·Bφ dS|∇ρ|
=
1
V ′
∫
S
E ·
(
1
R
∇ψ × iφ
)
dS
|∇ρ| +
1
V ′
∫
S
Eφ ·Bφ dS|∇ρ|
= − 1
V ′
∫
S
(
E× iφ
R
)
· ∇ψ dS|∇ρ| +
1
V ′
∫
S
(
− 1
R
∂ψ
∂t
iφ
)
·Bφ dS|∇ρ|
= − ∂ψ
∂V
∫
S
(
E× iφ
R
)
· ∇ρ|∇ρ|dS +
∂ψ
∂V
∫
S
Bφ
R
uψ · ∇ρ|∇ρ|dS
= − ∂ψ
∂V
∫
S
(
E× iφ
R
)
· ndS + ∂ψ
∂V
∫
S
Bφ
R
uρ · ndS + ∂ψ
∂V
∫
S
Bφ
R
(uψ − uρ) · ndS.
(A.30)
The first term in the right-hand side is further expressed as
− ∂ψ
∂V
∫
S
(
E× iφ
R
)
· ndS = − ∂ψ
∂V
∫
V
∇ ·
(
E× iφ
R
)
dV
= − ∂ψ
∂V
∫
V
(∇× E) · iφ
R
dV
=
∂ψ
∂V
∫
V
dB
dt
· iφ
R
dV
=
∂ψ
∂V
∫
V
1
R
dBφ
dt
dV
= 2pi
∂ψ
∂V
d
dt
(∫
V
Bφ
2piR
dV
)
= 2pi
∂ψ
∂V
dΦ
dt
. (A.31)
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The second term in the right-hand side is further expressed as
∂ψ
∂V
∫
S
Bφ
R
uρ · ndS = ∂ψ
∂V
∫
V
∇ ·
(
Bφ
R
uρ
)
dV
=
∂ψ
∂V
∫
V
[
uρ ·
(
∇Bφ
R
)
+
Bφ
R
∇ · uρ
]
dV
=
∂ψ
∂V
∫
V
uρ ·
(
∇Bφ
R
)
dV
= 2pi
∂ψ
∂V
uρ · ∇
(∫
V
Bφ
2piR
dV
)
= 2pi
∂ψ
∂V
uρ · ∇Φ. (A.32)
The last term in the right-hand side is further expressed as
∂ψ
∂V
∫
S
Bφ
R
(uψ − uρ) · ndS = ∂ψ
∂V
∫
V
∇ ·
(
Bφ
R
(uψ − uρ)
)
dV
=
∂ψ
∂V
∫
V
(uψ − uρ) ·
(
∇Bφ
R
)
dV
= 2pi
∂ψ
∂V
(uψ − uρ) · ∇
(∫
V
Bφ
2piR
dV
)
= 2pi
∂ψ
∂V
(uψ − uρ) · ∇Φ. (A.33)
Summing these three terms, 〈E ·B〉 is written as
〈E ·B〉 = 2pi ∂ψ
∂V
dΦ
dt
+ 2pi
∂ψ
∂V
uρ · ∇Φ
= 2pi
∂ψ
∂V
dΦ
dt
+ 2pi
∂ψ
∂V
uρ · ∇Ψ∂Φ
∂Ψ
=
∂Ψ
∂V
dΦ
dt
− ∂Ψ
∂V
dΨ
dt
∂Φ
∂Ψ
=
∂Ψ
∂V
dΦ
dt
− ∂Φ
∂V
dΨ
dt
. (A.34)
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This equation can be rewritten as
dΦ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ 2pi ∂Φ
∂Ψ
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ ∂
∂ψ
(∫
V
Bφ
2piR
dV
)
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ ∂V
∂ψ
∂
∂V
(∫
V
µ0f
2piR2
dV
)
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ µ0
2pi
∂V
∂ψ
〈
f
R2
〉
dψ
dt
=
1
2pi
∂V
∂ψ
[
〈E ·B〉+ µ0f
〈
1
R2
〉
dψ
dt
]
. (A.35)
By assuming dΦ/dt = 0, we have
〈E ·B〉 = −µ0f
〈
1
R2
〉
dψ
dt
. (A.36)
A.3.2 DINA-CH : CGS units
〈j ·B〉 in CGS units is identical to its standard formulation in MKS units. 〈E ·B〉 in CGS
units is slightly different. Starting from the same equation derived in the standard formula-
tion in MKS units given by
dΦ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ 2pi ∂Φ
∂Ψ
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ ∂
∂ψ
(∫
V
Bφ
2piR
dV
)
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ ∂V
∂ψ
∂
∂V
(∫
V
4pif
2piR2
dV
)
dψ
dt
=
1
2pi
∂V
∂ψ
〈E ·B〉+ 2
c
∂V
∂ψ
〈
f
R2
〉
dψ
dt
=
1
2pi
∂V
∂ψ
[
〈E ·B〉+ 4pif
c
〈
1
R2
〉
dψ
dt
]
. (A.37)
By assuming dΦ/dt = 0, we have
〈E ·B〉 = −4pif
c
〈
1
R2
〉
dψ
dt
, (A.38)
where f = cRBφ/4pi.
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Inserting 〈E ·B〉 and 〈j ·B〉 into the generalized Ohm’s law averaged on the magnetic
flux surface (in the formulation with CGS units, µ0 is replaced to 4pi/c), we have
dψ
dt
= − c 〈j ·B〉
4piσf
〈
1
R2
〉 + c 〈jni ·B〉
4piσf
〈
1
R2
〉
= − V
′
4piσρ
〈j ·B〉+ V
′
4piσρ
〈jni ·B〉
=
V ′
4piσρ
f 2
1
V ′
∂
∂ρ
(
c2
f
∂ψ
∂ρ
)
+
V ′
4piσρ
〈jni ·B〉
=
V ′
4piσρ
(
cρ
c3
)2
1
V ′
∂
∂ρ
(
c2c3
cρ
∂ψ
∂ρ
)
+
V ′
4piσρ
〈jni ·B〉
=
cρ
4pic23σ
∂
∂ρ
(
c2c3
cρ
∂ψ
∂ρ
)
+
V ′
4piσρ
〈jni ·B〉
=
cC23ρ
4piσ
∂
∂ρ
(
c2
C3ρ
∂ψ
∂ρ
)
+
V ′
4piσρ
〈jni ·B〉
=
c c2C3
4piσ
∂2ψ
∂ρ2
+
cC23ρ
4piσ
∂
∂ρ
(
c2
C3ρ
)
∂ψ
∂ρ
+
V ′
4piσρ
〈jni ·B〉 , (A.39)
where C3 = c
−1
3 and f = cρ/V
′ 〈 1
R
〉
= cρ/c3. Here, f is derived from the definition of ρ as
follows.
∂ρ2
∂V
= 2ρ
∂ρ
∂V
=
∂Φ
∂V
=
∂
∂V
∫
V
Bφ
2piR
dV
=
∂
∂V
∫
V
4pif
2piR2
dV
=
2f
c
∂
∂V
∫
V
1
R2
dV
=
2f
c
〈
1
R2
〉
. (A.40)
A.3.3 CRONOS : MKS units
The magnetic field diffusion equation in CRONOS can be simply obtained by replacing f
with F/µ0 in the standard formulations in MKS units.
dψ
dt
=
c2
σµ0c3
∂2ψ
∂ρ2
+
F
σµ0c3
∂
∂ρ
(c2
F
) ∂ψ
∂ρ
+
V ′
σFc3
〈jni ·B〉 . (A.41)
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A.4 Plasma current
A.4.1 Standard : MKS units
Using the following relation〈
jφ
R
〉
=
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− 1
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∇ ·
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R2
)〉
= − 1
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∇ ·
(∇ψ
R2
)〉
= − 1
µ0
∂
∂V
〈∇ψ
R2
· ∇V
〉
= − 1
µ0
∂
∂V
〈∇ρ
R2
· ∇ρ∂V
∂ρ
∂ψ
∂ρ
〉
= − 1
µ0
∂
∂V
〈
V ′
|∇ρ|2
R2
∂ψ
∂ρ
〉
= − 1
µ0
∂
∂V
〈
c2V
′∂ψ
∂ρ
〉
= − 1
µ0V ′
∂
∂ρ
(
c2V
′∂ψ
∂ρ
)
, (A.42)
the plasma current is given by
Ip =
∫∫
S
j · iφdRdz =
∫∫
S
jφ
R
RdRdz =
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√
gdθdρ
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dρ
= − 1
2piµ0
c2V
′∂ψ
∂ρ
∣∣∣∣
ρ=ρm
. (A.43)
A.4.2 DINA-CH : CGS units
Using the following relation〈
jφ
R
〉
=
〈
− c
4pi
∇ ·
(∇ψ
R2
)〉
= − c
4piV ′
∂
∂ρ
(
c2V
′∂ψ
∂ρ
)
, (A.44)
the plasma current in DINA-CH is given by
Ip = − c
8pi2
c2V
′∂ψ
∂ρ
∣∣∣∣
ρ=ρm
. (A.45)
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A.5 Electron heat transport equation
The left hand side of the energy balance equation of the electrons (section 4.2.4) can be
rewritten as
3
2
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∂pe
∂t
〉
V ′ +
〈
∇ ·
(
qe +
5
2
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A.6 Ion heat transport equation
The left hand side of the energy balance equation of the ions (section 4.2.5) can be rewritten
as
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A.7 Plasma transport evolution scheme in CRONOS
The differential equation in section 4.3 can be rewritten as
F n+1i − F ni
∆t
= An+fi
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Rearranging the terms, we have
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Rewriting this equation in a simple form, we have
aiF
n+1
i+1 + biF
n+1
i + ciF
n+1
i−1 = di. (A.50)
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The coefficients are given by
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where An+fi , B
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i and F
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i are written by the relation
Xn+fi = fX
n
i + (1− f)Xn+1i . (A.51)
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