The study of resting state functional connectivity (RSFC) using functional MRI scans has rapidly become one of the most promising and widely used techniques for investigations of human brain function in both healthy and psychiatric populations. Two critical recent developments in this field are 1) the increasing use of simultaneous multi-slice fMRI (multiband) acceleration techniques, which dramatically improves the spatial and temporal resolution of fMRI data, and 2) the recognition that participant motion is a critical confound in RSFC studies, which requires careful denoising in order to obtain valid results. However, motion artifact denoising techniques were not developed with the temporal resolution of multiband fMRI in mind, which results in the capture of high-frequency respiration-related motion of participants during scanning. This respiration-related motion appears to negatively impact the performance of existing volume censoring approaches. Using publicly available multiband RSFC data from the Human Connectome Project, we developed a new volume censoring motion correction approach that addresses respiration-related motion separately from other sources of motion, and outperforms one of the most widely used denoising pipelines. We further show that the assumptions underlying some of the most commonly employed metrics for evaluating motion denoising pipelines (testing for significant differences in RSFC correlations between high-and low-motion participants, and so-called "QC-FC" based methods) may be inappropriate for the evaluation of pipeline performance. Specifically, the number of significant RSFC correlations between high-and low-motion groups is dramatically reduced by exclusion of participants exhibiting substance use or who have a family history of psychiatric or neurological disorder, indicating that individual differences in unmeasured third variables contribute to both higher motion and true differences in RSFC correlations. As a result, we call into question the use of these widely used metrics as objective, quantitative indicators of data quality after motion denoising, which assumes that no true differences in RSFC exist between high-and low-motion groups. Finally, we develop and present an empirical basis for selecting volume censoring thresholds in any multiband RSFC dataset, which are widely used in the field but have had an exclusively heuristic basis prior to this work. These findings thus have three major impacts: first, to present a substantively improved pipeline for motion denoising of multiband RSFC data; second, to raise concerns about a key metric used to evaluate motion denoising for RSFC data more generally; and third, to provide investigators with an empirically-grounded estimate of the optimal volume censoring threshold to employ for any dataset.
Introduction
Over the past decade and a half, the use of functional Magnetic Resonance Imaging (fMRI) to investigate resting state functional connectivity (RSFC) has become the dominant approach to studying the connectome of the human brain, a key priority of the National Institute of Mental Health for achieving their strategic objective to define the mechanisms of complex behaviors 1 . However, in recent years it has been increasingly recognized that participant motion represents a serious confound for investigations using RSFC, and that aggressive steps must be taken to minimize the impact of this confound [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The success of this ongoing effort will be crucial to the utility of RSFC as a tool for human connectomics in both health and disease.
In recent years, simultaneous multi-slice acceleration of fMRI sequences (multiband fMRI) 12, 13 has gained prominence in RSFC research, and has been adopted by several large-scale studies of human brain function, including the Human Connectome Project (HCP) 13 , the UK Biobank study 14 , and the Adolescent Brain Cognitive Development (ABCD) study [15] [16] [17] [18] .
Multiband acceleration provides substantial improvements in both spatial and temporal resolution of both RSFC and task-based fMRI data. Critically, however, the performance of existing RSFC motion denoising methods for multiband data has not been extensively evaluated (but see 19 ) , although recent work demonstrates that the fast sampling rate (the inverse of repetition time; TR) of multiband data necessitates the development of new approaches for handling estimates of participant motion, such as framewise displacement (FD) 20, 21 .
Early in our work with multiband RSFC data, we noted that estimated participant motion parameters (MPs) universally exhibit a high-frequency signal component that varies in frequency between participants, typically falling between 0.2 and 0.4 Hz (Figure 1) . Other authors have recently demonstrated that these signals result from head motion due to participant respiration [20] [21] [22] , although a small portion arises from "false" pseudo-motion in the phase-encode direction that occurs as a result of tissue changes due to lung expansion impacting the B0 field 20 . In many participants, an elevation of average gray matter signal amplitude at the same frequency as the MP respiratory signal is also apparent (Figure 1c ), suggesting that this motion effect also has a repeated, systematic, effect on fMRI Blood Oxygen Level-Dependent (BOLD) signal at high frequencies.
Notably, any effect at these frequencies would be impossible to observe in higher TR single-band fMRI, because these sequences rarely achieve a sampling rate faster than 0.5 Hz (TR = 2 s). Due to the Nyquist limit, signals above 0.25 Hz would be aliased in these data. In contrast, the public HCP dataset was acquired at just under 1.4 Hz (TR = 0.72 s), allowing for characterization of signal components up to nearly 0.7 Hz. We reasoned that because RSFC data is routinely band-pass filtered well below these frequencies (approximately 0.01 -0.08 Hz), these respiration-related gray matter signal fluctuations likely have no impact on RSFC correlations calculated with filtered data. However, two of the most widely employed methods for motion correction in the field-volume censoring and spike regression 5, 7 -are based on unfiltered estimates of subject motion (FD) and wholebrain signal change (temporal Derivative of timecourses, root-mean-squared VARiance over voxels; DVARS or DV) [4] [5] [6] 23 . Thus, these denoising techniques would unnecessarily flag volumes affected by respiration-related motion and remove them from the dataset. Indeed, multiple other authors have concluded that employing a band-stop (notch) filter on MPs prior to calculating FD facilitates the identification of non-respiratory subject head motions 20, 21 , although these authors did not compare the effect of employing filter-based FD values for volume censoring to methods using unfiltered, or raw, FD values, nor did they employ similar methods on fMRI timeseries prior to calculation of DV. In contrast, our primary goal here is to determine optimal methods for addressing motion artifacts in multiband RSFC data, in order to provide clear recommendations to the field as to how multiband data should be processed in order to optimize the detection of true neural patterns of RSFC, as free as possible from the effect of head motion and related signal artifacts.
To this end, we hypothesized that a denoising approach that ignores motion due to respiration and censors only those volumes that exhibit irregular and sudden (and thus predominantly low frequency) motion might perform as well or better than existing methods.
Consequently, we developed a volume censoring approach based on low-pass filtering at 0.2 Hz, which is just low enough to remove nearly all respiration-related motion while remaining at least double the upper frequency band of standard RSFC band-pass filters (which rarely exceed 0.1 Hz for the upper end of the pass-band). We apply this filter to both MPs and to within-brain voxel timeseries prior to calculation of FD and DV, respectively, which we term LPF-FD and LPF-DV censoring, each with a threshold parameter, respectively termed ΦF and ΦD.
Further, we observed that both DV and LPF-DV values calculated for each participant, and even for each run within a participant, frequently exhibit large differences in central tendency, such that an apparently reasonable cutoff for one run could potentially remove all data from another. Figure 2a -b demonstrates this issue in four example runs from two subjects.
Consequently, we also tested an adaptive thresholding method that fits a generalized extreme value distribution to the LPF-DV values within each run separately, and rejects the upper tail (i.e., outliers) of that distribution by setting ΦD separately for each run, which we term GEV-DV censoring (see Figure 2c ) with free parameter dG.
Thus, below we evaluate the performance of each censoring approach (LPF-FD, LPF-DV, and GEV-DV) relative to standard volume censoring methods 5 that have performed well in recent evaluations of multiple motion denoising strategies 2,3 , using the HCP S500 release 24 . We initially set out to employ a set of RSFC quality control (QC) metrics that have been employed in prior work 2-5 , but we observed substantive issues with QC measures that depend on associations between QC measures (such as median FD) and the observed magnitude of RSFC correlations (e.g., so-called QC-FC correlations, or tests for significant RSFC differences between high-and low-motion groups). These issues, which we detail in the Results below, led us to adopt a new QC metric similar to graphical metrics employed in prior work 4, 5 . This technique calculates the mean absolute change (MAC) in region of interest (ROI) pair correlations after volume censoring, over and above the change due to randomly removing an equivalent number of volumes, which we refer to as MAC-RSFC.
As a final goal, we also sought to develop for the first time a quantitative, empirical basis for determining the optimal value of censoring thresholds for removing motion artifacts from RSFC data. That is, each volume censoring method requires the use of a free parameter that determines the aggressiveness of the censoring approach (e.g., two commonly employed parameters over the last several years are raw FD thresholds of 0.2 or 0.5 mm). However, to date Example generalized extreme value (GEV) distribution probability density function (PDF), determined from a maximum-likelihood fit, for one run (purple). Two adaptive censoring thresholds for this run are shown using (arbitrary unit) free parameter values d = 1.16 and d = 5.80. these thresholds have been relatively arbitrarily determined, based predominantly on visual inspection of post-processed data 5, 6 . Instead, here we develop an approach that attempts to optimize the trade-off between reduction in motion-induced bias and the loss of power that both result from the removal of data due to censoring, using a statistically-driven metric we term ΔMSE-RSFC (actually the change in MSE/N; see Results, below). This approach uses a biasvariance decomposition of mean squared error (MSE) for estimators of RSFC correlations to approximate the total error in sample RSFC correlation estimates, including 1) motion-induced bias in sample mean correlations; 2) variance resulting from both true variation between sampled individuals and the unequal distribution of motion, and thus motion artifact, across individuals and runs; and 3) sampling error within each run. The resulting MSE estimate is then divided by the remaining post-censoring sample size to account for the increase in the width RSFC confidence intervals resulting from a loss of sample size (i.e., when participants are removed due to insufficient data remaining following censoring).
Thus, ΔMSE-RSFC seeks to provide a tangible minimization target for balancing the improvement in RSFC estimates through reduced motion-induced bias against the reduction in statistical power produced by a loss of observations (as frames are censored and removed from analysis). We then used a global optimization algorithm to simultaneously determine optimal parameters for both FD-and DV-based censoring in the HCP500 dataset by minimizing ΔMSE-RSFC. We repeated this analysis with and without global signal regression (GSR), and provide an analytically based method to generalize these results to fMRI datasets of nearly any size.
Results

Initial Comparison of Standard and LPF-Based Censoring
As an initial step to evaluate each censoring method, we sought to replicate a graphical approach to evaluating the efficacy of motion censoring employed in prior work 4, 5 , which shows changes in RSFC correlations across all ROI pairs (taken from a commonly used set of RSFC ROIs 25 ) resulting from motion-targeted volume censoring (red dots; see Figure 3 ). In order to ensure that these changes are a result of removing high-motion volumes specifically, they are compared to RSFC changes resulting from removal of randomly selected volumes (black dots).
To allow for a direct comparison between censoring methods in Figure 3 , thresholds were selected such that an equivalent number of volumes were removed by each evaluated method (56.15% of volumes in analyses without GSR and 40.06% of volumes with GSR).
Standard censoring methods resulted in minimal changes in RSFC compared to random censoring of an equivalent number of frames within each run, consistent with our hypothesis that these methods would largely flag volumes impacted by respiratory motion for removal, and that removing these volumes would have little impact on RSFC correlations. In addition, standard methods were outperformed by LPF-based censoring, and GEV-DV censoring produced an even greater change in observed RSFC than LPF-DV censoring. Finally, in analyses without GSR, LPF-FD, LPF-DV, and GEV-DV censoring produced an overall downward shift in RSFC magnitude that was not observed in analyses employing GSR. Given that GSR has been shown to globally reduce the magnitude of RSFC correlations 2, 26 , this suggests that LPF-based methods may be producing some of the same effect as GSR in minimizing the impact of motion on overall RSFC correlation magnitude, and that this effect is consistent with a reduction of "Type 2" motion artifact effects on RSFC 6 . Similar results were obtained using an alternative method of comparing the differential performance of volume censoring methods, using one method as a baseline for evaluating the change in RSFC correlations produced as a result of censoring additional volumes targeted by another method (Figure S1 ; see Supplementary Results).
Comparison of High-to Low-Motion Participants After Censoring
Our next step was to look for significant differences in RSFC correlations between highand low-motion participants before and after volume censoring, following methods employed in multiple prior studies 3, 5, 7, 9 . The logic of this approach rests on the assumption that, as a group, high-and low-motion participants differ only in the amount of in-scanner head motion, and so any significant differences in RSFC must result from unmitigated motion artifacts rather than true differences in RSFC. However, when we employed this approach with LPF-FD censored data we observed null hypothesis rejection rates approximately two orders of magnitude higher than the nominal false positive rate, leading us to hypothesize that these observed differences may not, in fact, reflect false positives. Rather, there may be true RSFC differences between high-and low-motion participants that are not strictly due to in-scanner motion (i.e., a "thirdvariable" effect).
For example, even if participants themselves are psychiatrically and neurologically in the normal range, a family history of these disorders, or a history of substance use, could produce both increased participant motion and true RSFC differences. Figure 4 shows the observed proportion of RSFC correlations that significantly differ between high-and low-motion participants (upper and lower tercile on median FD, respectively) at various uncorrected P value thresholds for both the full HCP 500 dataset and for a reduced dataset that excludes participants who had a parent with any psychiatric or neurological disorder (FH+ subjects), or who used any illicit substance or had a blood-alcohol level above 0.05 during the course of the study (SU+ subjects). As expected, FH+ and SU+ subjects had elevated median FD values (mean = 16.2) relative to FH-and SU-participants (mean = 14.7; t490 = 3.06; P = 0.002). Figure 4 also shows 95% confidence intervals from a Monte Carlo simulation of the effect of removing an equal number of randomly selected participants who exhibited an equivalent amount of motion to FH+ and SU+ subjects, but who were themselves FH-and SU-(see Methods).
We observed that removing FH+ and SU+ participants causes a significantly greater reduction in observed null hypothesis rejection rates than would be expected simply by removing an equivalent number of FH-and SU-participants who exhibit similar levels of motion. Thus, these findings are consistent with the "third-variable" effect hypothesized above, such that FH+ and SU+ participants exhibit both true differences in RSFC relative to FH-and SU-individuals, and elevated in-scanner motion, thereby producing a true association between RSFC and motion that is independent of motion-induced signal artifacts. These results are also consistent with previous findings that trait effects were still detectable in RSFC correlations in the HCP dataset, even after aggressive denoising methods were employed 27 .
These results argue strongly against using any method based on individual differences in the quantity of motion, such as testing for differences in RSFC correlations in high-versus lowmotion participants, or measures that examine the correlation between participant motion and RSFC correlations in each ROI (commonly known as QC-FC correlations), which have been widely employed to date 2, 3, 5, 6, 8, 19, [28] [29] [30] [31] [32] . Even if one excludes participants with known "third variables" that influence both in-scanner motion and RSFC correlations, such as family history of psychiatric or neurological disorder and substance use as we show here, there is no guarantee that other third variables influencing motion and RSFC do not exist. Consequently, we would argue strongly against the use of such measures for evaluating the effectiveness of methods designed to reduce or eliminate the impact of participant motion on RSFC, unless it can be shown somehow that such third variables could not possibly exist in the data under examination (e.g., with phantom or simulated data, or potentially within-subject comparisons that depend only on a manipulation that systematically effects within-scanner motion).
Comprehensive Evaluation of Standard and LPF-Based Censoring
As a result of the significant issues with measures depending on individual differences in motion (e.g., median FD values for each participant) described above, we sought to develop an alternative, quantitative metric to evaluate the efficacy of motion denoising efforts. Given that we view any method relying on the relationship between RSFC correlations and participant motion as potentially "contaminated" by true motion-RSFC relationships, we opted to focus directly on the magnitude of changes in RSFC correlations as a result of motion-targeted volume censoring (compared to random removal of an equivalent number of volumes within each run) within each subject, and averaged across subjects. Specifically, we evaluated the mean absolute value of the within-subject change in RSFC correlations relative to removing an equivalent number of volumes within each run, across all ROI pairs, and across all subjects in the sample.
This provides a benchmark for the magnitude of systematic changes in RSFC correlation estimates within each subject produced by each method for motion-targeted censoring, relative to removing an equivalent number of frames within each run. Thus, observed between-method differences in this metric should be specifically associated with differences in targeting of BOLD signal fluctuations resulting from head motion, rather than any other source. We term this measure MAC-RSFC (Mean Absolute Change in Resting State Functional Connectivity).
A pervasive issue with volume censoring approaches to handling motion in RSFC (such as "scrubbing" and spike regression) has been a lack of clarity as to the appropriate threshold above which to censor RSFC volumes; i.e., the question as to how much motion is "too much."
In order to address this question, we tested a wide range of parameter values for both LPF and standard censoring methods, and employed the Stony Brook SeaWulf high performance computing cluster to conduct bootstrapping on the results at each parameter value, thereby allowing us to obtain confidence intervals across the full range of potential parameter values for all evaluated methods. As can be seen in Figure 5 , which summarizes analyses comprising over 6.95 x 10 15 partial correlations, both LPF-FD and LPF-DV produced larger magnitude changes in RSFC correlations than standard FD-and DV-based censoring, relative to random removal of volumes, regardless of how much data is removed by each method. That is, across the full range from minimal to maximal removal of data (approaching 0% and 100% of data removed), the LPF-based methods we propose here significantly (based on the non-overlap of 95% confidence intervals obtained from a bootstrapping procedure) outperformed standard censoring methods. In addition, GEV-DV outperformed LPF-DV, suggesting that, in line with our observations in As noted above, other authors have recently suggested employing band-stop (notch) filters to separate respiration-related motion from other motion in fast-TR data such as the HCP dataset 20, 21 . Although they did not directly compare the efficacy of a band-stop filter to other methods (nor did they propose applying such filters to voxelwise data prior to calculation of DV), we show that although these methods both outperform standard raw, unfiltered, approaches to FD-based censoring, they are both outperformed by the LPF methods presented here ( Figure   S2 ). Thus, LPF-FD and GEV-DV volume censoring for multiband fMRI, at least in the HCP 500 dataset evaluated here, appears to be an across-the-board superior method of volume censoring, no matter how aggressive (or not) an investigator prefers to be in censoring motion-effected data.
Optimization of Volume Censoring Thresholds: A Bias-Variance Decomposition Approach
It has been noted that, irrespective of the method used to target high-motion volumes for removal, use of increasingly strict thresholds for volume censoring results in continuous 'improvements' in data quality (i.e., continuous reduction in motion-induced bias in RSFC correlations) 5, 6, 33 , an observation that is also clearly demonstrated in Figure 5 , above. This raises a critical question for investigators as to how to balance the tradeoff between the benefits of additional denoising (i.e., selecting a censoring parameter that results in a more restrictive threshold), and the costs of discarding additional data. Presently, such thresholds are typically selected uniquely for each dataset through a qualitative visual inspection of a variety of outcome metrics (e.g., QC-RSFC). However, this methodology is largely agnostic to the loss of statistical degrees of freedom relative to the benefits of removal of motion artifact, and thus does not provide a quantitative target that may be used to evaluate the optimality of volume censoring parameters.
In order to address this issue, we sought to develop a benchmark for the data quality improvement resulting from motion denoising in RSFC studies that accounts for the loss of power that is expected to occur as more and more data is censored. Our goal was to optimize the ability of investigators to resolve true sample-level mean RSFC correlations by simultaneously minimizing both a) motion-induced bias, defined as the change in sample mean RSFC correlations, due to targeted volume censoring; and b) the increase in RSFC confidence interval widths resulting from loss of high-motion volumes, runs, and subjects. To this end, we developed a measure of the overall improvement in the quality of RSFC estimates resulting from motion denoising by employing a mean-squared error (MSE) calculation from a bias-variance decomposition (that is, an MSE calculation that includes bias, in addition to variance, in its estimation of total error), divided by the sample size (number of subjects remaining after volume censoring), which we term ΔMSE-RSFC. The results of employing this approach in the HCP500 dataset to determine optimal parameters for LPF-FD and GEV-DV censoring (ΦF and dG) when used independently is shown in Figure 6 . As shown in Figure 6a , increasingly aggressive volume censoring (nearly) continuously reduces the motion-induced systematic sample-wide bias in RSFC correlations, with significantly greater effects in analyses without using GSR, using both LPF-FD and GEV-DV volume targeting methods. Additionally, Figure 6b shows that both censoring methods produce a reduction in between-subjects variance that exceeds the increase caused by an increase in sampling error until approximately 50% of volumes are removed, depending on the censoring and analysis methods used (LPF-FD vs. GEV-DV, and with/without GSR). As variance is reduced considerably before any subjects are removed in GEV-DV censoring (Figure 6c) , this reduction in variance is not due to excluding individuals and a consequent change in sample composition; rather, it is due to the exclusion of volumes that were impacting individual RSFC correlation estimates in relatively high-motion subjects. The resulting ΔMSE-RSFC, calculated as the change in the ratio of the sum of squared bias and variance to the number of remaining subjects (see Methods), produces a U-shaped curve when plotted again percent frames removed (Figure 6d) , and is thus suitable for optimization. The global minimum (i.e., the greatest magnitude reduction in MSE-RSFC) represents the point at which maximal improvement in data quality is achieved in this dataset for each particular method when used in isolation: beyond this point, while further removal of data will result in a reduction in bias, that reduction will be accompanied by a larger increase in variance that results in a poorer overall estimate of the true value of RSFC correlations in the sample. The optimal volume censoring parameter and corresponding percent of volumes removed is shown for each method with and without GSR in Table 1 .
Next, we aimed to determine optimal combined thresholds for LPD-FD and GEV-DV censoring when used together, by determining the location of the global minimum ΔMSE-RSFC in the space produced by the free parameters LPF-FD ΦF and GEV-DV dG. Our approach was to use a two-parameter global optimization consisting of a particle swarm optimization followed by simulated annealing, each with a pattern search local optimization hybrid function to refine local censoring when used simultaneously in the HCP 500 dataset are shown in Table 1 . These results suggest that a relatively restrictive threshold for LPF-FD is required for analysis without GSR, but that it is optimal to rely primarily on GEV-DV censoring for data employing GSR, which is consistent with the minimal reductions in bias observed for LPF-FD with GSR in Figure 6a .
That is, it is likely that the artifactual signals that are indexed by increasing LPF-FD values, but that are not also accompanied by outlying values of LPF-DV at the same timepoint, are largely removed using GSR. Consequently, when used in concert with GSR, LPF-FD values can be largely disregarded so long as relatively aggressive GEV-DV censoring is carried out.
Estimation of Optimal Volume Censoring Thresholds for Other Datasets
In order to allow investigators to approximate which thresholds are optimal for a given study protocol (i.e., a given number of runs per subject, and volumes per run) without having to carry out the computationally intensive optimization procedures employed here, we sought to generalize these optimized LPD-FD and GEV-DV thresholds beyond the HCP 500 dataset. Using the protocol-adjusted change in variance we estimated the optimal aggressiveness of volume censoring and the associated LPF-FD and GEV-DV parameters across a range of volumes per run and number of runs per subject. These are shown for each method in isolation in Table 1 , as demonstrated in Figure 7g . Notably, in the absence of GSR, combined LPF-FD + GEV-DV censoring results in improvements to data quality when using a more aggressive combined threshold than those used for LPF-FD or GEV-DV individually, i.e., it is optimal to use both methods together to remove more volumes than when using either method individually. In contrast, optimal data quality when using GSR is produced when using a threshold that relies almost entirely on GEV-DV, while removing fewer volumes than when using LPF-FD alone, in concordance with the results in Table 1 .
Finally, we aimed to utilize the findings in , where Nv is the number of volumes per run, and NR is the number of runs per subject that are included in the calculation of RSFC correlations (i.e., after discarding volumes prior to steady state T1 relaxation, or discarding volumes at the beginning and end of a run timeseries following bandpass filtering). Using this relationship, we determined the optimal GEV-DV dG as a function of this term, for a hypothetical dataset with runs per subjects and volumes per run prior to volume censoring. We then fit a monoexponential curve ( • exp( • ) + ) to this relationship for data without GSR (adjusted R 2 = 0.99960) and with GSR (adjusted R 2 = 0.99999), as shown in Figure 8a -b (optimal fit parameters are shown in Table   S1 ). Table 2 and The functions for optimal LPF-FD thresholds were determined by scaling the magnitude of the monoexponential (parameter A) by the ratio of ΦL/dG found to be optimal, separately for analyses with and without GSR (from Table 1 and Figure 7g ). Table 2 presents these results in a straightforward, directly usable form that investigators may use to estimate optimal censoring parameters, simply by plugging in the relevant values for and . Table S1 . c-f) Relationship between optimal GEV-DV d G (c,f) and LPF-FD Φ F (e,f) and study protocol, i.e., the reciprocal of between-subjects level sampling variance, the product of number of runs ( ) per subject and the number of volumes per run minus 3 ( -3) in the full uncensored dataset. Optimal LPF-FD Φ F (e,f) was obtained by scaling the curve in panels e-f by the relationship shown in Fig. 7g and Table 1 .
Discussion
The work presented here provides several significant advances in preprocessing strategies for reducing the impact of participant motion in RSFC studies employing acquisitions with multiband acceleration and fast repetition times (TRs). First, we proposed two novel methods for evaluating the quality of data in each frame of an RSFC timeseries (LPF-FD and GEV-DV) for volume censoring and demonstrated that these methods outperform existing methods across the board. Next, we developed a novel metric for empirically determining an optimal threshold for both LPF-FD and GEV-DV in isolation, as well as when used in combination, which we term ΔMSE-RSFC. We then analytically extended this metric to provide formulas that estimate optimal thresholds for virtually any dataset, as a function of the number of runs and number of volumes within each run of a dataset. MATLAB code that provides these optimal thresholds, as well as code that calculates LPF-FD and GEV-DV on motion parameter estimates and wholebrain RSFC timeseries (i.e., NIFTI or CIFTI format images of the RSFC data for a run), respectively, is publicly available (see Code Availability).
In addition, this work also provides two key advances for investigators engaged in developing and evaluating preprocessing strategies for motion correction in RSFC. First, we show that some widely used approaches to evaluate the performance of preprocessing strategies for mitigating motion effects on RSFC estimates rest on the flawed assumption that true, Note. Optimal GEV-DV d G and LPF-FD Φ F are shown as a function of study protocol, ⋅( -3), as shown in Figure 8c-d and Figure 8e -f, respectively. The optimal Φ F /d G ratio is demonstrated visually in Figure 7g .
'artifact-free', RSFC correlations are unrelated to motion QC measures, such as the median FD value for a participant. Specifically, we demonstrated that when evaluating the number of significant differences in RSFC correlations between high-and low-motion subjects (which has commonly been used to evaluate how much residual motion artifact remains in a dataset after preprocessing), removing participants who have a family history of psychiatric or neurological disorder (FH+), or who tested positive for substance use or high blood alcohol level during the study (SU+), results in a significantly larger reduction in the number of significant differences between high-and low-motion subjects than is observed when removing FH-and SUparticipants who exhibit an equivalent amount of in-scanner motion. Thus, we conclude that many of the observed significant differences in RSFC correlations between high-and lowmotion subjects in the full dataset actually reflect true differences in RSFC between FH/SU+ and FH/SU-individuals, rather than reflecting the presence of motion artifact. This finding implies that the correct interpretation of a change in the number of observed significant differences in RSFC between high-and low-motion participants due to volume censoring is uncertain, and thus problematic as a quantitative measure for evaluating performance, as higher quality motioncorrection pipelines may reveal true neural differences in RSFC while simultaneously removing those that are spurious.
In order to address this issue, we also developed a novel metric for evaluating motion denoising pipelines: MAC-RSFC. This metric simply measures the mean absolute change in Pearson correlation in an average RSFC ROI-pair across participants in a dataset as a result of motion-targeted censoring, compared to the same change observed when randomly censoring an equivalent number of volumes. Thus, to the extent that this measure increases in one pipeline compared to another for any given number of volumes censored, it can be inferred that a larger impact on the data has been had specifically as a result of censoring motion-impacted volumes in the timeseries.
Caveats and Further Considerations
We wish to highlight that the novel methods presented here were specifically designed for multiband data, and we would strongly advise against generalizing these findings to any single band, slower TR, dataset, without further evaluation. However, although these methods were developed specifically on the publicly available HCP 500 subjects data release, we do expect that they will generalize broadly to other multiband datasets, at least provided that they are of similar TR. Substantive differences in TR from the 720 ms used in the HCP study may produce changes in the magnitude of measured LPF-FD and LPF-DV values that cause the thresholds reported here to no longer be appropriate. However, provided the TR of a dataset is reasonably close to 720 ms, we expect that the thresholds we report here should be approximately correct; certainly, we anticipate that they would outperform any other volume censoring procedure currently available in the literature.
In addition, it is critical to note that investigators should not assume that applying the formula we provide for optimal censoring thresholds (see Table 2 ) necessarily results in adequate removal of motion artifact from a dataset. Rather, because our method attempts to balance measurement error (which depends in part on the quantity of data remaining after censoring) and motion-induced bias (which depends on the stringency of censoring thresholds), datasets with very brief RSFC acquisitions, and thus relatively few timepoints even prior to censoring, will require very lenient thresholds because variance increases so rapidly as data is removed. Rather, Figure 7 suggests that a minimum of approximately 1,000 volumes (12 minutes of data collection at the 720 ms TR used here) is required before recommended thresholds begin to level off, consistent with this being the point at which more aggressive censoring begins to have smaller marginal returns in reducing motion-induced bias remaining in the data. Below this quantity of data, the loss of power associated with more aggressive censoring thresholds prohibits the use of sufficiently aggressive LPF-FD and GEV-DV cutoffs, and consequently leaves substantial motion artifact in the dataset.
Further, as shown in Figure S3 and discussed in Supplementary Results, the distribution of motion artifact systematically varies across runs within each session, and over time within each run, with the highest-quality data acquired near the start of each run, and during the first run of each session. Notably, a substantial "rebound" towards higher quality data occurs at the beginning of the second run, and thus it is advisable to aim to employ a larger number of shorter runs rather than a smaller number of long runs. Specifically, Figure S3 strongly suggests that employing twice as many runs at half the length employed in the HCP study would have resulted in substantially less participant motion than was observed.
Another consideration is that we did not separately consider spike regression methods, because although they differ from censoring in implementation (direct removal of high-motion volumes from the timeseries in the latter, compared to inclusion of a nuisance regressor for each effected volume in the former), the effect of censoring versus spike regression on RSFC correlations and degrees of freedom is identical. Thus, observed differences between these two approaches 2,3 are a result of differences in how high-motion volumes are identified, rather than the removal method per se. Because the methods have been shown to perform similarly 2,3 , we felt that comparing our approach to only one of these two methods would enhance clarity and simplify presentation of our results, with no substantive impact on our conclusions.
Methods
Resting State Functional Connectivity Dataset and Pre-and Post-Processing
We employed minimally preprocessed data 34 from the HCP 500 Subjects data release, comprising 501 subjects, each with 4 runs (or, in rare cases, 2 runs) of resting-state fMRI data of 14 minutes 24 sseconds (1200 volumes), collected over two sessions, and described in detail elsewhere 13, 24, 35 . Data were acquired using the HCP 3T Siemens "Connectome Skyra" scanner, using 2 mm 3 isotropic voxel size, 720 ms TR, and multiband acceleration factor of 8 13, 35 . All subsequent analyses were conducted using custom MATLAB functions. RSFC processing was kept generally similar to previously published methods 5 , with most changes designed to reduce computational and disk utilization demands.
A set of 10 mm diameter spheres were drawn around 264 center coordinates reported elsewhere 25 , and fMRI timeseries were averaged across all voxels in each sphere to generate 264 timeseries for each run. Global signal (GS) was calculated as the mean signal in all voxels in the brain, determined for each subject (from the brainmask_fs.2.nii.gz files included with HCP subject data). Nuisance signals from white matter (WM) and cerebrospinal fluid (CSF) were calculated as the average signal in all compartment voxels remaining after an iterative erosion procedure, in which masks were eroded up to four times as long as some voxels remained in the mask following erosion 5 .
The first 10 volumes of each run timeseries were discarded, as inspection of mean timeseries values averaged across all participants showed elevated signal in these volumes (data not shown), consistent with an extended tissue relaxation effect remaining in the data. Next, all timeseries were mode 1000 normalized (multiplied by 1000 and divided by the modal value of all in-brain voxels), demeaned, and detrended. All timeseries were band-pass filtered between 0.009 and 0.08 Hz using a second-order zero-phase Butterworth filter, and the first and last 30 volumes of each timeseries were discarded (as these volumes showed systematic deviations from expected when averaged across the entire dataset, due to filter effects at the edges of the timeseries).
Resting-State Functional Connectivity Analysis Methods
RSFC correlations were calculated using partial correlations, by comparing each pairwise ROI while partialing out the effect of various nuisance parameters. Nuisance parameters included band-pass filtered motion parameters (MPs) and their squares, the derivatives of the band-pass filtered MPs and the squares of those derivatives, the WM signal and its derivative, and the CSF signal and its derivative. All derivatives were calculated by backwards difference.
Analyses both with and without GSR (i.e., with and without including mean signal in all brain voxels, and its first derivative) were conducted and are presented side by side throughout. All RSFC correlations were Fisher's r-to-Z transformed immediately after their calculation, prior to their use in any further computations or analysis, and are reported in this form throughout this manuscript. In all cases, (Z-tranformed) RSFC correlations for each subject were calculated separately for each available fMRI run (4 for most participants, although some HCP participants have fewer) and averaged together across runs.
Standard Volume Censoring Methods
For standard (FD and DV) volume censoring, high-motion volumes were identified and targeted for removal by volume censoring (scrubbing) when their FD exceeded a threshold FD value, or when their DV value exceeded a threshold DV value. FD was calculated as the estimated motion of a cortical voxel from one frame to the next, based on translation and the rotation of a point on the circumference of a 50 mm radius sphere 4 ; DV was calculated as the root-mean-square (over voxels) of the first derivative (by backwards differences) of the timeseries across all brain voxels 4, 23 . Calculation of standard DV values was carried out following volume smoothing with a 4 mm FWHM gaussian kernel in SPM 12, in order to produce values closer to those reported for prior datasets 4,5 , as unsmoothed data produces much higher values of DV. Prior to band-pass filtering of timeseries, linear interpolation was used to replace censored time series data before discarding these time points from analysis. Runs for which less than 2 minutes of uncensored data (167 volumes) remained after censoring were excluded from analysis. Study participants were retained for analysis provided they had at least 1 run remaining after censoring.
LPF-Based Volume Censoring (LPF-FD and LPF-DV) and Adaptive LPF-DV Censoring (GEV-DV)
LPF-FD was calculated for each frame by calculating FD as above, but on a set of MPs that were first low-pass filtered at 0.2 Hz with a second-order Butterworth filter. LPF-DV was calculated by applying the same low-pass filter to voxel timeseries data prior to calculation of DV (as above). Similar to standard FD and DV volume censoring, the aggressiveness of LPF-FD and LPF-DV volume censoring was set by selecting threshold LPD-FD and LPF-DV values, respectively, denoted ΦF and ΦD.
Adaptive LPF-DV censoring thresholds were set by maximum likelihood fitting of a generalized extreme value (GEV) distribution 36 to the LPF-DV values within each run, and setting the threshold LPF-DV value ΦD separately within each run such that the cumulative density function (CDF) at ΦD is equal to 1 − +0.3 (i.e., the area under the curve of the GEV to the right of the cutoff is equal to +0.3 ), where kG is the shape parameter obtained from the GEV fit, and dG is a free parameter. The shape parameter kG is greater in runs containing more extreme DV values (i.e., a thicker right tail), causing a greater proportion of the data to be excluded when more data has high LPF-DV values relative to the central tendency for that run. The free parameter dG allows investigators to set the overall aggressiveness of the cutoff across the dataset, which is used in place of a fixed LPF-DV threshold. In cases where LPF-FD and GEV-DV volume censoring are used together, volumes with an LPF-FD value exceeding the threshold set for the study (ΦF), or an LPF-DV value exceeding the threshold set for the run (ΦD), were censored (i.e., a logical OR operation on the censoring vectors produced by each method).
Comparison of High-to Low-Motion Participants After Censoring
We also sought to compare the number of significant differences in RSFC correlations between high-and low-motion participants, following prior work 3, 5, 7, 9 , by splitting the sample into terciles based on median FD for each participant. However, as described in the results, we observed an alarmingly high number of significant differences between high-and low-motion participants following motion censoring. This led us to hypothesize that the assumption that this approach rests on (that there are no true RSFC differences between high-and low-motion participants, such that any such differences can be ascribed to the effects of motion) might be false. Consequently, we used the HCP Tier 2 Restricted Data release to identify and remove participants with a family history of any psychiatric or neurological condition (e.g. schizophrenia, Parkinson's disease, etc.), or who engaged in drug use or had elevated blood-alcohol content (BAC) in the course of the study, which resulted in exclusion of 154 and 32 participants, respectively.
In order to determine whether removal of these participants resulted in a greater-thanexpected reduction in the number of differences in RSFC correlations, we also generated 1000
Monte Carlo resamplings of the dataset that excluded the same number of participants who did not have a family history of psychiatric or neurological disorder, or positive toxicology or elevated BAC, but who still had approximately the same mean motion as the originally excluded participants. This was done by restricting the set of participants from which resampling could occur to those with a median FD value across all RSFC runs that was either higher or lower than the "true" excluded sample mean, depending on whether the current sample mean was higher or lower than the mean of the true sample. That is, for each Monte Carlo iteration, a new set of 186 participants to be removed was randomly selected, one participant at a time. The first participant to be removed was randomly selected from the entire set of participants who lack a family history of psychiatric or neurological disorder, positive toxicology, and elevated BAC. If this participant's median FD value was greater than the mean of the true 186 excluded participants, then the second participant was randomly selected from only those participants with a median FD value lower than the mean of the true 186 participants; conversely, if the participant's median FD value was lower than the mean of the true sample, then the second participant had to have a median value that was higher than the mean. The third participant was then selected from those participants with higher or lower median FDs than the true sample mean, based on whether the mean of the first two participants was higher or lower than the true sample mean. This process was repeated iteratively until a full sample of 186 participants had been constructed, for each of the 1000 Monte Carlo resamplings.
Significant differences between high-and low-motion participants (the upper and lower
tercile of the median FD for each participant across all volumes in all runs, respectively) were then determined for each ROI pair at a range of uncorrected p-value thresholds (ranging from P < 0.0001 to P < 0.1, in increments of 0.00001). This was done for the full dataset, for a dataset excluding all family history or substance use positive participants, and for each of the 1000 Monte Carlo samples.
Evaluation of Volume Censoring Performance
Changes to RSFC correlations as a result of targeted volume censoring were evaluated for each method as compared to randomly censoring an equivalent number of volumes within each run ("random censoring"). Contiguous clusters of "bad" volumes (i.e., volumes flagged for removal) were randomly permuted, in order to maintain the size and number of censored regions in each run, and averaged over 10 randomizations 4 . For GEV-DV dG (all units dimensionless): 1,000 points from 0.005 through 5 in steps of 0.005, 50 points from 5.1 through 10 in steps of 0.1, 90 points from 11 through 100 in steps of 1, and infinity (no censoring).
The mean absolute change in resting state functional connectivity (MAC-RSFC) was determined by first calculating the mean within-subject RSFC correlations in all ROI pairs after targeted volume censoring, and subtracting the mean RSFC correlations resulting from random censoring (averaged over 10 random censoring vectors), to obtain , for the ith subject and kth ROI pair. This is equivalent to subtracting the change in RSFC correlations produced by targeted volume censoring from that due to random censoring.
That is, for subject i, run j, ROI pair k, and random permutation vector p
where , , is the RSFC correlation for subject i, run j, and ROI pair k, after targeted volume censoring, , , , is the RSFC correlation for subject i, run j, and ROI pair k after volume censoring using random permutation vector p, is number of runs that exist after censoring for subject i, and the number of random permutations used per run is (here, 10). MAC-RSFC is calculated for the full sample as
in which is the number of subjects in the sample after volume censoring and NPAIR is the number of ROI pairs used for analysis (here, = ( 264 2 ) = 34,716). 95% confidence intervals for MAC-RSFC were approximated for each parameter value using the bias-corrected and accelerated (BCa) bootstrap with 10,000 bootstrap samples 37 . Note that MAC-RSFC has a nonzero null expectation, making it unsuitable for evaluating whether a given parameter value for a given method has a significant non-zero effect. However, comparisons between parameter values within each method, or between two or more methods, do have a zero null expectation.
That is, in the absence of any true between-method (or between-parameter) differences in the impact of targeting volumes for removal on RSFC estimates, MAC-RSFC would be expected to be identical across methods. Note further that, while ΔMSE-RSFC (see below) decomposes the effects of volume censoring on sample RSFC estimates into bias and variance components,
MAC-RSFC measures both in aggregate.
Delta-Mean-Squared-Error Based Methods (ΔMSE-RSFC)
We developed ΔMSE-RSFC as a quantitative benchmark for volume censoring performance that could be used as an optimization target to determine optimal free parameter values for each volume censoring method (i.e., optimal LPF-FD ΦF and GEV-DV dG). As 
MSE-RSFC
where NPAIR is the number of ROI pairs (34,716 as above), and
where ̂ is the estimated RSFC correlation in ROI pair k from uncensored data, ̂ is the same estimator for volume censored data, and is the number of subjects in the dataset in the uncensored dataset.
(̂) is the mean squared error in the RSFC correlation estimate for ROI pair k, accounting for both the variance (observed across subjects) and bias produced by motion artifact
in which is the true population mean RSFC correlation for a single ROI pair k and ̂ is its estimator, 2 (̂) is the observed between-subjects variance in ̂, and (̂, ) is the bias in ̂, here defined as the total motion-induced bias that is removeable by volume censoring (see elsewhere 38 for further details on the bias-variance decomposition of MSE). Thus,
As it is not possible to measure (̂, ) directly, we instead estimated the change in bias due to volume censoring, (̂, ), in each ROI pair by measuring the mean samplewide magnitude of the change in its RSFC correlation due to volume censoring and taking the additive inverse, i.e.,
where , is defined in Equation 1. The change in squared bias can then be estimated as
and thus
As noted above, (̂, ) is the total sample-wide motion-induced bias in RSFC correlations that is removeable by volume censoring, and is necessarily not known. However, we estimate this value for each ROI pair by measuring the additive inverse of the change in mean RSFC correlations due to volume censoring, (̂, ), as a function of percent of frames removed (as in the top row of Figure 6 ), resampling to a resolution of 0.01% using linear interpolation, estimating the slope using robust regression (bisquare weight function, tuning constant of 4.685) and an intercept of 0, and extrapolating to estimate the value at 100% frames removed. This method was used in order to provide a reasonable estimate of total bias that is robust to the instability in RSFC correlation estimates as the number of frames removed begins to approach 100% (notably, this instability also necessitates the absolute value employed on the right side of Equation 8 , so that this instability near 100% frame removal is not treated as the maximal removal of bias). As a demonstration, this method is shown for the average RSFC correlation across all ROI pairs, using LPF-FD based censoring, without GSR, in Figure S4 .
Determination of Optimal Volume Censoring Parameters Using Multi-Parameter Global Optimization
Optimal parameters for combined LPF-FD and GEV-DV volume censoring were determined by using an optimization procedure to minimize ΔMSE-RSFC. Optimization was carried out using a particle swarm global optimization algorithm (particleswarm in MATLAB [39] [40] [41] ), followed by simulated annealing (simulannealbnd in MATLAB [42] [43] [44] ), each followed by a pattern search local optimization algorithm (patternsearch in MATLAB [45] [46] [47] [48] [49] [50] with default settings) to refine results. Particle swarm optimization was carried out using 44 particles, 40 of which were randomly generated upon initialization in the interval [10 -1 , 10 4 ], with a log10-uniform distribution, for both LPF-FD ΦF and GEV-DV dG. The 4 remaining particles were placed along the edges of this distribution, i.e. (10 -1 , 10 -1 ), (10 -1 , 10 4 ), (10 4 , 10 -1 ), and (10 4 , 10 4 ). Parameters for the particle swarm optimization were 1000 stall iterations and an initial neighborhood size of 1.
Simulated annealing was carried out using the optimal points determined by particleswarm (after refinement of local minima using patternsearch) as starting values, with an initial temperature of 1000, reannealing interval of 100, and function tolerance of 10 -6 , with steps with length temperature and direction chosen uniformly at random (i.e., 'annealingfast').
Estimation of Optimal Censoring Thresholds for Other Datasets
In order to determine optimal volume censoring parameters appropriate for a variety of acquisition protocols (i.e., protocols that differ from the HCP datasets in number of runs per subject and number of volumes per run), we developed an approach to approximate the ΔMSE-RSFC that would be expected over a range of protocols as a function of volume censoring parameters (LPF-FD and GEV-DV).
Our approach was to first consider a variance decomposition of a given RSFC correlation for ROI pair k 2 (̂) = 2 (̂) + 2 (̂) + 2 (̂)
where ̃ is the harmonic mean of the number of runs across all subjects in the study, 2 (̂) is the observed variance across study participants for ROI pair k, 2 (̂) is the true betweensubjects variance in the RSFC correlation that exists between individual participants, 2 (̂) is the true between-runs variance in RSFC correlation k, 2 (̂) is the within-runs variance in Ztransformed Pearson's product-moment correlations due to sampling error, and 2 is the total contribution of motion artifact (and potentially other sources of unexplained error) to 2 (̂).
For simplicity, we assume in these analyses that RSFC is a stationary process, and thus variance in observed correlations between runs is solely due to 2 (̂), i.e., there is no true between-runs variance, and so we get: 2 (̂) = 2 (̂) + 2 (̂) + 2 (̂).
Further, we can use the known variance of a Z-transformed Pearson correlation (which depends only on the number of observations), such that for subject i and run j
where , is the number of volumes remaining in the analysis after volume censoring for subject i and run j. It follows that we can write the variance at the study (between-subjects) level due to 2 (̂), averaged across all runs and all subjects, here defined as , 2 (̂), as 
where ̃ is the across-subjects harmonic mean of , and ̃ is the across-subjects harmonic mean of the across-runs harmonic mean of ( , − 3). Further, we can define χ and γ as the proportions of runs and volumes remaining after censoring, respectively, i.e., χ =̃ , and γ = , where ̃ is the harmonic mean of the number of runs across subject before censoring and ̃ is the harmonic mean of ( , − 3) across runs and subjects before censoring, such that, , 2 (̂) = 1 (χ ⋅̃)(γ ⋅̃) . (15) As a consequence of Equation 11, we can estimate the increase in between-subjects variance that occurs due to removal of volumes and runs as a result of volume censoring as , 2 (̂) = 2 (̂) − 2 (̂),
where , 2 (̂) and , 2 (̂) are calculated for the study per Equation 15 for the HCP500 dataset before and after volume censoring, respectively. Thus, . (17) Our approach is to approximate what 2 (̂) would be in a dataset of a different size, i.e., how this term would change for a different ̃ and ̃, and use this estimate to adjust our observed estimate of 2 (̂) from the actual HCP500 dataset. First, we assumed that in a hypothetical dataset, motion artifact would be distributed identically across frames, runs, and subjects, with equivalent magnitude, as in the HCP500 dataset. Therefore, an equivalent proportion of this hypothetical dataset (i.e., an equal percentage of subjects, runs, and volumes) would be removed for any given volume censoring parameter as was actually removed in the HCP500 dataset. We can estimate the study protocol-adjusted 2 (̂) for any given set of volume censoring parameters for a hypothetical dataset with uniformly runs per subject and volumes per run, and = ( − 3), 
Consequently, for all estimates of the change in between-subjects variance due to volume censoring, 2 (̂) we can additionally determine the change in variance that should be observed in a hypothetical dataset, denoted 2 (̂), by subtracting the estimated increase in variance due to censoring observed at the between-subjects level in the HCP500 dataset, as estimated in Equation 17 , and adding that which would have theoretically been observed in a hypothetical dataset as estimated in Equation 18 2 (̂) = 2 (̂) + , 2 (̂) − 2 (̂), (19) and thus, 2 (̂) = 2 (̂) + 2 (̂). (20) This can then be used to obtain an estimate of ΔMSE-RSFC for this hypothetical dataset by replacing 2 (̂) terms in Equation 6 with 2 (̂) and, assuming an equal proportion of subjects removed due to volume censoring in this hypothetical dataset as in the HCP500 dataset,
in which is the number subjects in the hypothetical dataset, ζ is the proportion of subjects remaining in the dataset after volume censoring, i.e., ζ = , where is the number of subjects in the full, uncensored, HCP500 dataset. Finally, we can calculate the average across all ROI pairs using Equation 1,
Determination of Optimal Volume Censoring Parameters for Variable Acquisition Protocols
Using Equations 18-22, we varied the initial number of frames and runs in a hypothetical dataset where was varied in the range [1, 8] in steps of 0.05, and was varied in the range [100, 2000] , in steps of 1 from 100 through 500, and in steps of 5 from 505 through 2000.
ΔMSE-RSFC was recalculated for each combination of and , for volume censoring parameters using the optimal ratio of LPF-FD ΦF to GEV-DV dG when used in tandem as shown in Table 1 , i.e., along the vectors shown in Figure 7g , separately for analyses with GSR and without GSR. A total of 3,582 sets of volume censoring parameters were sampled, using the union of the set of parameters used to sample LPF-FD and GEV-DV independently when calculating MAC-RSFC and ΔMSE-RSFC for the HCP500 dataset, and the aforementioned optimal FD ΦF/dG ratio. All contour plots in Figure 7 are displayed after smoothing using a 2D
Gaussian smoothing kernel with a standard deviation of 1. The curve fit of GEV-DV dG as a function of study protocol, as shown in Figure 8a -b, was carried out using the Curve Fitting Toolbox in MATLAB R2018b, robustly by minimizing the least absolute residuals (LAR), using the Levenberg-Marquardt algorithm, and coefficient and function termination tolerances ('TolX'
and 'TolFun') of 10 -12 ; all fits converged.
