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ABSTRACT
The Paso del Norte region forms the largest contiguous bi-national conglomerate on the USMexico border. With a combined population of around 2 million inhabitants, the Paso del Norte region
is isolated, more than 500 km away from the nearest urban area of comparable size, thus making it an
ideal location for air quality studies of an isolated urban environment.
The meteorological conditions leading to a high ozone episode in this region, such as the
historical ozone episode of June 2006, are analyzed. It is well known that stagnation and minimal
winds, high temperatures, and pressure ridges over the region are conducive to high ozone episodes. In
addition, the planetary boundary height is studied to understand its impact on high ozone episodes.
Several studies report that ground level ozone non-attainment regulations could be caused not only by
local emissions, but also by atmospheric transport. In this work the atmospheric advection of pollutants
into the region is analyzed using HYSPLIT backward trajectories. Furthermore, a novel backward
trajectory clustering technique is implemented for the summer of 2006.
The “ozone weekend effect” (OWE) is a phenomenon by which in some geographical regions
ambient ozone concentrations tend to be higher on weekends than on weekdays, despite the lower
emissions of ozone precursors during those days. The observed local OWE has never previously been
studied in terms of the photolysis rates of four of the main ozone precursors. In this research a novel
method that allows the calculation of actinic fluxes, photolysis frequencies and photolysis rates with a
high degree of accuracy and reliability has been developed. This method utilizes a combination of the
experimental data available for this region in conjunction with a radiative transfer model (TUV model).
Three weekend-weekday cases during summers 2006, 2009 and 2010 are studied in this work. In this
research, the photolysis impact on the local OWE is studied. The results obtained from this photolysis
study demonstrate that the local ground level ozone formation is not only influenced by the strong solar
radiation and changing aerosol makeup, but also by other heterogeneous factors and reactions.
vii

In addition, this research provided good evidence that the ground level ozone precursor regime in
El Paso during the ozone episode of June 2006 was mostly VOC-limited. Much of this estimation was
derived from measurements of local ambient VOC/NOx ratios. This finding shows that at least during
June 2006, the non-linear surface ozone production increased during weekends compared to workdays in
a habitually VOC-limited regime.
The seasonal variations of columnar ozone as measured by a Multi-filter Rotating Shadowband
instrument installed at the UTEP campus are analyzed for the first time for this region and results are
presented.
This investigation has addressed the problem of ground-level ozone formation in the Paso del
Norte region. Urban ozone is a complex problem with many aspects that are not fully understood. In
this investigation, a range of techniques has been used to address the study of local surface ozone
episodes with the purpose of acquiring new insights and knowledge that will help understand and
remediate the diverse atmospheric pollution events that affect this bi-national region recurrently.
Innovative techniques were developed and used, ranging from the use of local ambient atmospheric
pollution data to the utilization of complex modeling techniques to achieve the best possible computer
results. Finally, the influence of ground level ozone concentrations in admissions to hospitals for this
region due to respiratory diseases is analyzed.
The comprehensive results obtained in this work will help to better understand ozone formation
in the Paso del Norte Region for future policy regulation implementations.
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CHAPTER 0: INTRODUCTION

0.1

Background
Tropospheric ozone (O3) is considered a worldwide air pollutant and a significant greenhouse

gas. The troposphere is the lowest atmospheric layer and it goes from the surface to an altitude of about
10km in the middle latitudes. Surface level ozone is considered one of the more prominent of all the
urban air pollutants. Ground level ozone has important negative effects on human health (see e.g.
appendix A) in addition to its detrimental impact on natural ecosystems.
Contrary to several other atmospheric contaminants, ozone is a secondary pollutant in the sense
that it is not directly emitted to the atmosphere. Ground level ozone is formed when volatile organic
compounds (VOCs) and nitrogen oxides (NOx = NO + NO2; NO is nitrogen oxide and NO2 is nitrogen
dioxide) are exposed to solar radiation. These ozone precursors (VOCs and NOx) are directly related to
urban and industrial environments.

As a result, policies that try to enforce reductions in ozone

precursor emissions involve diverse social and economic costs. Furthermore, the non-linear response of
surface ozone to alterations in VOC and NOx emissions can be extremely complex and unpredictable.
Other factors such as winds are able to transport both ozone and its precursors for extensive distances
and as a consequence, high levels of ozone can arise from a combination of local and remote sources.
On the other hand, ozone in the troposphere has a key role in the atmosphere because its
photolysis (chemical breakdown induced by solar radiation) combined with water vapor is the main
source of hydroxyl radicals (OH). The hydroxyl radicals have a major influence removing trace gases
(gases that make up less than one percent by volume of the atmosphere) from the environment. For
instance, OH radical is the main oxidant agent of CO, CH4 and other hydrocarbons.
Tropospheric ozone originates from two main mechanisms, downward transport from the
stratospheric layer (the layer on top of the troposphere, it is situated between about 10km and 50km
1

above the surface) and on-site photochemical production from ozone precursors (Tang et al., 1998). The
ozone in the stratosphere protects life on Earth’s surface by absorbing harmful ultraviolet solar
irradiance, shielding from undesirable effects on human health such as protecting against skin cancer
cases. Diverse studies have confirmed the reduction of stratospheric ozone (the “good” ozone) and as a
consequence its shield of dangerous solar radiation in the ultraviolet-B wavelength band (UV-B, 290320nm) has decreased (Tang et al., 1998). In contrast, solar radiation in the ultraviolet wavelength band
between 320-400 nm (called UV-A), which is less dangerous to life, is not absorbed by the stratospheric
ozone.
The reported decrements of stratospheric ozone concentrations lead to increased penetration of
UV-B solar irradiance to the tropospheric region, and as a result, increases in the photochemical activity
in the lower troposphere. In other words, UV-B radiation is a key factor that controls the chemistry of
the troposphere due to a reported decreasing trend of stratospheric ozone. However, tropospheric
chemistry is a complex non-linear process thereby the changes on UV-B radiation reaching the surface
have an uncertain effect on the tropospheric photochemistry.
Furthermore, the concentrations of ozone in the troposphere are sensitive not only to solar
ultraviolet radiation and local concentrations of NOx and hydrocarbons, but they also depend on surface
and upper air meteorology.

0.2

Research study site
This research is conducted in the El Paso del Norte region (see figure 0.1). El Paso del Norte

region (EPDN) is integrated by El Paso, Texas; Sunland Park, New Mexico and the industrious Ciudad
Juarez, Mexico. EPDN is a bi-national North American area with a combined population of around two
million inhabitants (figure 1). El Paso del Norte region suffers from time to time of high levels of ozone
pollution due to a large extent to the photochemical production of this pollutant. The production of high
2

levels of ground-level ozone in this region is especially true during summers. In summers, El Paso del
Norte region tends to be under sunny, warm and dry climatological conditions. These conditions
together with the presence of a huge amount of motor vehicle emissions come together facilitating the
generation of atmospheric pollution.

Figure 0.1. El Paso del Norte region is a North American U.S.-Mexico conglomerate located in the
intersection of three states and two countries. This region is formed by the U.S. cities of El
Paso, Texas and Sunland Park, New Mexico; as well as the Mexican city of Ciudad Juarez,
Chihuahua. (Figures taken from OECD, 2012).

0.3

Attainment of ground level ozone standard in El Paso

In July 1997, the U. S. Environmental Protection Agency (EPA) announced a new National
Ambient Air Quality Standard (NAAQS) for ground-level ozone. The EPA phased out and replaced the
previous one-hour standard of 0.12 parts per million (ppm), with an eight-hour standard of 0.08 ppm; to
protect public health against longer exposure to surface ozone. In March 2008, the EPA updated the
eight-hour standard again to 0.075 ppm. According to EPA, a community will meet the eight-hour
standard when the three-year average of the annual fourth highest daily maximum eight-hour ozone
concentration measured at each monitoring site is less than 76 parts per billion (ppb) (TCEQ, 2012a).
3

On April 15, 2004, the United States Environmental Protection Agency (EPA) designated El
Paso County attainment for the 1997 eight-hour ozone standard of 0.08 ppm, effective June 15, 2004.
Monitors in El Paso County at that time showed attainment of both the one-hour and eight-hour ozone
standard (TCEQb, 2012). At present, El Paso is in attainment of the 0.075 ppm NAAQS. However, in
case the ground-level ozone standard is updated again to a lower level, for instance to a value below
0.070 ppm, El Paso could fall in non-attainment status.

0.4

Research objectives
The major goal of this study is to contribute to a better comprehension of the surface level ozone

concentrations found in the El Paso del Norte region. This research conducts several novel studies
never done before on local surface ozone episodes. The innovative approach used in this investigation,
allows better understanding of the ground level air pollution events found in this region and their
environmental effects on the regional scale. The results obtained in this work contribute in the
improvement of the broad comprehension of the local photochemical smog episodes and its
environmental repercussions for the entire El Paso del Norte region.
This dissertation work has four main research goals. These four goals are interconnected by the
common purpose of characterizing the surface ozone episodes in this region. Each one of the goals is
studied in separate chapters throughout this dissertation.
In chapter one, the initial research goal in this dissertation is studied. The way in which the
meteorology influences the formation, transportation and dispersion of ozone and its precursors in El
Paso-Juarez Airshed is studied in this chapter. This investigation is done by means of a mesoscale
numerical meteorological model named Weather Research and Forecast (WRF) as well as the
Comprehensive Air Quality Model with extensions (CAMx).

Both models will reproduce the

meteorological and pollution conditions present during a historic ozone episode that occurred during
June 2006 in El Paso, Texas. Meteorology plays a critical role in determining atmospheric ozone
4

concentrations. It affects the ground level ozone transport from the stratosphere, air pollutant emission
rates, the mixing and transport of emissions and their products, chemical reaction rates along with dry
and wet deposition (Stockwell, 2012). A good synoptic scale weather forecast is essential to accurately
forecast tropospheric and surface ozone concentrations. Additionally, this chapter will use trajectory
analysis in conjunction with the results of the WRF and CAMx models that will help in the
understanding of the transportation of pollutants in this region. It is fundamental to improve the local
available atmospheric pollutants data and information in this geographical area, because in that way the
appropriate measures to improve the air quality in the El Paso-Juarez Airshed will be possible to make.
In chapter two, a novel method that allows actinic fluxes, photolysis frequencies and total
photolysis rates to be calculated with a high degree of accuracy and reliability is developed. This
method utilizes

a combination of the limited experimental data available locally coupled with a

radiative transfer model (TUV model). This original technique takes advantage of an UV-MFRSR
instrument that exists in El Paso that provides experimental data of UV irradiances, aerosol optical
depths and total ozone column. According to Pudasainee et al. (2006), the formation of surface ozone its
dependent on the amount of sunlight, high temperatures and other factors that, in one way or another,
can be found in El Paso-Juarez Airshed. This is particularly true during the summers. A recent study
reports that El Paso experiences the ozone weekend effect (Li et al., 2011). Traditionally, this effect has
been reported in cities like Los Angeles, California or New York (Tang et al., 2008). Consequently,
taking advantage of such finding, it is hypothesized in this chapter that the high levels of insolation,
combined with the changing atmospheric aerosol mixture and its influence on ozone formation, could
probably explain the observed local weekend effect episodes, rather than the more accepted hypothesis
that involves the ratio of NOx and VOCs (Nevers, 2000). In this chapter, the necessary methodology
will be developed to simulate the photolysis rate parameters of key chemical species by means of a
radiation transfer model called Tropospheric Ultraviolet-Visible Model version 5.0 (TUV5.0 code). The
5

simulations will put two local weekday-weekend ozone episodes during the summers of 2009 and 2010
side by side. To investigate the photolysis rates of some of the more important ozone precursors and its
likely impact on the locally observed weekend effect episodes, a careful selection was made of two
local weekday-weekend case studies during the summers of 2009 and 2010, (July 15 and 19, 2009; June
16 and 19, 2010). During these case studies, it was observed that ozone concentrations increased during
weekends, even when, in accordance to many literature reports, it should be expected for that period of
time, a reduction in the emissions of ozone precursors such nitrogen oxides (NOx) and volatile organic
compounds (VOCs) (Altshuler et al., 1995). In the last sections of this chapter, a weekend and weekday
pair of days were selected during the local historic ozone episode of June 2006 (Friday June 16 and
Sunday June 18, 2006). This historic ozone episode, was studied from a meteorological point of view in
the previous chapter. It was not possible to apply the novel method developed in this chapter in order
to calculate the photolysis rates as it was done for the 2009 and 2010 case studies, because of the lack of
experimental data of irradiances and aerosol optical depths. The main objective in this chapter is to
contribute in the understanding of the local ozone weekend effect observed during summertime.
Chapter Three investigates the local ozone weekend effect by means of studying the historical
ozone episode of June 13 to 23, 2006; this is the same ozone episode studied from a meteorological
point of view in the chapter 1 of this dissertation. By means of the comparison of ozone daily
concentrations, in that historic ozone episode, and by employing two different evaluative criteria during
those days, it was found that the highest ozone concentration that occurred on Sunday June 18 is
significantly higher that all the previous weekdays. Hence, the June 2006 local ozone episode can be
considered a representative local episode of the ozone weekend effect.

In this chapter, the ozone

precursor regime in which such an ozone weekend effect occurred is explored. That is, it will be
investigated through the use of available local ambient data, the ozone precursor regime in which the
ozone episode of June 2006 occurred.

After determining whether El Paso was
6

in a VOC-limited

regime or NOx limited regime, the reasons for such occurrence might be evaluated. That is, the causes
for which during at that particular weekend, the ozone concentrations reached higher values compared
to the previous workdays will be estimated. By means of experimental ambient near-surface data it is
found in this research, that during the local historical ozone episode of June 2006, El Paso was for the
most part of this episode, under a VOC-limited regime. In such a regime, it is suggested in this chapter
that the lower NOx emissions on weekends, but still greater compared to the VOCs weekend
decrements, are the probable cause of getting local diurnal VOC/NOx ratios in the order of the value of
five. This finding shows that at least during the June 2006 local ozone episode, the non-linear surface
ozone production increased during the weekend compared to the workdays in a mostly VOC-limited
regime.
In the fourth chapter, the seasonal variation of the total columnar ozone in the El Paso del Norte
Region is studied. No published research literature that deals with the topic of the local seasonal
variation of the total ozone column measured by a ground instrument exists. Furthermore, no previous
studies reporting the seasonal variation of the local TCO

and its probable correlation with

increments/decrements in near-surface ozone concentrations exist. This study takes advantage of the
existence in El Paso of an instrument that estimates the daily total columnar ozone (TCO). This
instrument is the Ultraviolet Multifilter Rotating Shadowband Radiometer (UV-MFRSR). The seasonal
variation of the local total columnar ozone between December 2009 and October 2010 will be studied in
this chapter. The probable influence of local TCO variations in the detected changes in near-surface
ozone mixing ratios will be studied. By exploiting the fact that nobody has previously published
information of the behavior of the total ozone column in El Paso as measured with a ground instrument,
it was decided to investigate this important topic.

Hence, the main objective of this chapter is to

analyze the seasonal variability of the mean total columnar ozone as recorded by an UV-MFRSR
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instrument in El Paso. It is expected that the results provided in this chapter can help to improve the
understanding of the local ozone pollution and the factors that could be more influential in its formation.

0.5

Summary
This investigation tackles the problem of ground-level ozone formation in El Paso del Norte

region. Urban ozone is a complex problem with many aspects that are not fully understood and is
considered an open research topic. In this investigation, an array of tools are used to address the study of
local surface ozone episodes with the purpose of generating new knowledge that will help understand
and remediate the diverse atmospheric pollution events that in a recurrent manner affect this bi-national
region. For the accomplishment of this research diverse specialized tools are used. The tools utilized
in this investigation encompass such diverse things ranging from the use of local ambient atmospheric
pollution data to the utilization of complex modeling software that allowed to create the best possible
computer simulations that recreated the local pollution conditions under study. The global results
obtained in this work will help to better understand the particularities of the surface ozone formation in
the El Paso del Norte Region and in this way, they contribute to the remediation of the local atmospheric
pollution events.
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CHAPTER 1: METEOROLOGY INFLUENCE ON A HIGH OZONE EPISODE
IN EL PASO
The way in which the meteorology influences the formation, transportation and dispersion of
ozone and its precursors in El Paso-Juarez Airshed is studied in this chapter. This investigation is done
by means of a mesoscale numerical meteorological model called Weather Research and Forecast (WRF)
as well as the Comprehensive Air Quality Model with extensions (CAMx). Both models will reproduce
the meteorological and pollution conditions present during a historic ozone episode that occurred during
June 2006 in El Paso, Texas.
Meteorology plays a critical role in determining atmospheric ozone concentrations. It affects the
ground level ozone transport from the stratosphere, air pollutant emission rates, the mixing and transport
of emissions and their products, chemical reaction rates along with dry and wet deposition (Stockwell,
2012). A good synoptic scale weather forecast is essential to accurately forecast tropospheric and
surface ozone concentrations.
Additionally, this study will use trajectory analysis in conjunction with the results of the WRF
and CAMx models that will help in the understanding of the transport of pollutants in this region. It is
fundamental to improve the local available data and information of atmospheric pollutants in this
geographical area, because in this way the appropriate measures to improve the air quality in the El
Paso-Juarez Airshed will be possible to make.
Furthermore, this investigation will contribute with the necessary understanding of local
meteorological surface ozone conditions. This understanding will allow pursuit of the ozone studies that
will be done in the next chapters. More significant is the fact that this investigation will contribute to
local air quality modeling that will have to be done in the near future.

9

1.1

Geographical location
The city of El Paso, Texas (Latitude: 31°47’20’’, Longitude:-106°25’20’’, Elevation: 1,145m),

is one of the largest bi-national areas in the United States. This city is contiguous (but separated by the
Rio Grande) to the industrious Mexican city of Ciudad Juarez (see figure 1.0). According to the U.S.
Census of 2010, El Paso has about 649,000 inhabitants combined with Ciudad Juarez the population of
this metroplex is around 2,000,000. El Paso is the 5th largest Texan city, and it ranks as the 23rd largest
in the U.S. The total area of the city is of about 648 km2. The metropolitan area of El Paso is located in
the Chihuahua desert and has an average of 300 sunny days per year (El Paso’s nickname is the “Sun
City”). The climate in this region is exceptionally hot in the summers, with mild and dry winters. The
local dry climate and the proximity of loose desert soil is the reason that El Paso experiences windy
dust storms during springs.

Figure 1.0. El Paso, Texas is a bi-national city located in an arid region. Figures taken from Google
maps (maps.google.com).
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1.2

WRF model description and meteorology
The Weather Research and Forecast (WRF) model was used to study the meteorology over the

El Paso-Juarez region. The meteorological output data generated by the WRF model were compared
against experimentally measured data provided by the Texas Commission on Environmental Quality
(TCEQ) on the days of a historical ozone episode in El Paso during June 2006.
The runs of the WRF model were done for grid arrangements of 36, 12 and 4 km. The coarse
grid is the one with 36km, the intermediate grid had 12 km and the fine grid had 4km resolutions (figure
1.1). Each grid was centered at 31.75 N latitude and 106.50 W longitude (figure 1.1)

Figure 1.1. Coarse grid had 36km, the intermediate grid had 12 km and the fine grid had 4km resolutions
in the WRF model.

The WRF computer model is a limited–area, nonhydrostatic (with a hydrostatic option),
primitive-equation mode (Skamarock et al., 2001; Lu et al., 2011). Its vertical coordinate is a terrain11

following hydrostatic pressure coordinate. The grid staggering is the Arakawa C-grid. The model uses
the Runge-Kutta 2nd and 3rd order time integration schemes, and 2nd to 6th order advection schemes in
both horizontal and vertical directions. It uses a time-split small step for acoustic and gravity-wave
modes. The dynamics conserves scalar variables.
The WRF model supports a variety of capabilities. These include (Lu et al., 2008):


Real-data and idealized simulations



Various lateral boundary condition options for real-data and idealized simulations



Full physics options



Positive-definite advection scheme



Non-hydrostatic and hydrostatic (runtime option)



One-way, two-way nesting and moving nest



Three-dimensional analysis nudging



Observation nudging

1.2.1 Map projection used
The map projection used in the modeling is Lambert Conformal, centered at the city of El Paso,
TX, and with the First True Latitude: 33 ° N and with the Second True Latitude: 45 ° N.

1.2.2 Domains selected
Domains selected: In our simulations a “warm run” was performed using WRF model over the
Paso del Norte region during an historic episode in 2006. A three-nested domain centering at El Paso,
TX was used. The spatial resolutions for coarse, middle and fine domains are 36-, 12- and 4-km
respectively, where 35 sigma vertical levels were implemented (Lu et al., 2011). Figure 1.1 shows the
domain coverage.
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1.2.3 Vertical layers used
The specification of the WRF vertical layers is as follows:
Table 1.1. WRF vertical layers.
Layer
34
33
32
31
30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

sigma
0.000
0.013
0.026
0.040
0.055
0.070
0.088
0.106
0.127
0.150
0.175
0.202
0.231
0.263
0.298
0.335
0.376
0.420
0.468
0.520
0.571
0.622
0.672
0.719
0.765
0.807
0.845
0.880
0.909
0.934
0.954
0.970
0.983
0.993
1.000

Height (m)
19052
17960
17014
16152
15386
14641
13918
13213
12495
11781
11072
10372
9670
8959
8251
7539
6819
6098
5373
4683
4045
3450
2908
2410
1960
1565
1216
919
675
476
319
196
99
29
0
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1.2.4

Land use classification used
The Land use classification used ( United States Geological Survey [USGS] 24-category

dataset), which is part of the WRF preprocessing system (WPS) is shown in figure 1.2.

Figure 1.2. Land use classification used (USGS 24-category dataset) is part of the WRF preprocessing
system (WPS).

1.2.5

Topography
In addition, the topography height used (USGS 30 second topography) which is part of the WRF

preprocessing system (WPS) is shown in figure 1.3.
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.

Figure 1.3. Topography used in the study (USGS 30 second topography) is part of the WRF
preprocessing system (WPS).

1.2.6

Physics options used

After careful consideration (based on: Lu et al., 2008; Lu et al., 2011) the WRF Physics Options
that were selected are:
• Microphysics option: WSM 3-class simple ice scheme.
• Surface-layer option: Monin-Obukhov.
• Land-surface option: thermal diffusion scheme.
• PBL: YSU scheme.
• Cumulus option: Grell-Devenyi ensemble scheme.
Furthermore, the Four Dimensional Data Assimilation (FDDA) used is grid-nudging (analysis nudging);
(Lu et al., 2008; Lu et al., 2011).

15

1.2.7 Initialization and lateral boundary conditions used
The data incorporated into the WRF model as initialization and lateral boundary conditions are
obtained from NCEP Final Analysis (FNL) dataset with a 6-h interval. This is the global dataset in the
format of the grid with the resolution of 1×1°.

1.3

Analysis of the meteorological factors and synoptic conditions leading to a local
high ozone event, episode June 12-21, 2006
To study the effect of meteorology on high ozone events an historic high ozone episode was

analyzed. The following ozone episode was selected for the study: June 12 -21, 2006 (see figure 1.4).

Ozone Episode. June 12‐21, 2006
120
Ozone [ppb]

100
80
60
40
20

Ozone Episode June 2006
Mon12/0:00
12:00
Tue13/0:00
12:00
Wed14/0:00
12:00
Thu15/0:00
12:00
Fri16/0:00
12:00
Sat17/0:00
12:00
Sun18/0:00
12:00
Mon19/0:00
12:00
Tue20/0:00
12:00
Wed21/0:00
12:00

0

Date‐Hour [LST]

Figure 1.4. The local ozone episode from June 12 to 21, 2006. Hourly daily near-surface ozone
concentrations obtained from the TCEQ CAMS 41 (Chamizal) monitoring station.
This episode was a classic set-up, showing a massive high pressure aloft overhead with
subsidence causing warming and drying with maximum solar irradiance to produce ozone. The strong
inversion trapped the pollutants with light, stagnant conditions observed in the middle of a string of 8
consecutive days, in particular on June 18, 2006. High temperatures were over 100 degrees F and
peaked at 103 F.
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The synoptic weather events that took place were classical for large amounts of surface ozone
production in the heavily stagnant polluted air under the influence of a high pressure system. The
movement of the subtropical high pressure determines the direction and intensity of the annual monsoon
season in the EPDN (June 15 - September 30).
Figure 1.5, the Geopotential height at 500 mb, clearly shows the strong subtropical high centered
immediately to the south causing considerable subsidence (negative vertical velocity) which with clear
skies, high maximum temperatures and light low level winds creases and traps high levels of ozone.

Figure 1.5. Z_500 mb at 22 UTC, June 18, 2006, 12 km resolution
Figure 1.6 below depicts the 850 mb height in meters at a lower altitude. The white regions
observed in the graph correspond to mountainous areas.
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Figure 1.6. Z_850mb at 22UTC, June 18, 2006, 4 km resolution
High temperatures are observed on figure 1.7, on June 18, 2006, the day of highest ozone values
for this episode.

Figure 1.7. Temperature at 2m height above surface at 22 UTC, June 18, 2006, 36 km resolution.
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Weak surface pressure gradients are observed on figure 1.8 for the Paso del Norte region.

Figure 1.8. Sea level Pressure at 22 UTC, June 18, 2006, 4km resolution.
On figure 1.9, the low relative humidity pocket is shown coinciding with the center of the high
pressure. It was found an area of low humidity around the Paso del Norte Region. Lower relative
humidity near the ground level can partially be explained due to the adiabatic heating which is caused by
local downdrafts in little scale.
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Figure 1.9. Relative Humidity at 2 m height, at 22 UTC, June 18, 2006, 12 km resolution
In figure 1.10 is shown an estimation generated by WRF of the Planetary Boundary Layer Height
(PBLH) in meters ASL with a 12km resolution. The figure shows that the model has estimated that the
PBLH is lower for the Paso del Norte region on June 18, 2006 compared to non-ozone days. This was a
contributing factor to the high ozone values observed on that day. Notice that the results obtained for the
PBLH with a 4km resolution are published in the rider 8 report by Li et al. (2011). In accordance with
Lu et al. (2011) it is expected that a finer domain (4km compared to 12km) produces more acceptable
results. The results obtained with a 4km resolution estimated that the PBLH on June 18 had a maximum
value of around 2000m which is a lesser value to the one obtained for the maximum value of non-ozone
days.
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Figure 1.10. PBLH at 22 UTC on June 18, 12km resolution.
Figures 1.11 and 1.12 depict the time series estimation of the Planetary Boundary Layer height
for a high ozone day (June 18) and for a lower ozone day, June 16th. The WRF model provided with
estimations for diurnal variations of the PBLH on those two days.
On figure 1.11, the observed rise of the PBL on the time series graph nicely corresponds with the
solar elevation angle and the corresponding rise of temperature.
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Figure 1.11. Time series estimating the PBLH at C12 station, on June 18-19, 2006.

Figure 1.12. Time series estimation of the PBLH at C12 station, during lower ozone days on June 1516, 2006.
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In summary, to determine how meteorological parameters influence the formation, transport and
dispersion of ozone in the Paso del Norte area, a close examination was conducted of the synoptic and
local meteorology for this ozone episode using the WRF model. The predominant synoptic feature of the
ozone event days was the expansion, intensification, and slow progression of an upper-level ridge of
high pressure. Such a meteorological event is known to be associated with days of high ozone pollution.
This meteorology is associated with highly stable atmospheres, strong temperature inversions with low
mixing heights and therefore low mixing volumes. In addition, the length of the day is longest during
this event because it took place during late June; as a consequence there is an annual maximum in
sunlight time, that in itself contributes to ozone formation.
Under these conditions emissions lead to highly polluted conditions that are favorable to ozone
formation. This type of synoptic event can best be illustrated by reviewing the characteristics of the
500-mb constant pressure pattern over the western USA and other associated sub-synoptic patterns
(figure 1.5). There is an evident anticyclone observed near the Paso del Norte area. This feature
introduced aloft warming and increased atmospheric stability in the study area. At the lower level, weak
surface pressure gradients were also found to be associated with these synoptic high pressure conditions
(figure 1.8) and, thus, with high ozone concentrations in the area. Fair weather with weak surface winds
was observed and therefore, horizontal dispersion and dilution were relatively weak. Maximum surface
temperatures were near 33 C (figure 1.7) around the area produced favorable conditions for the
photochemical production of ozone from precursor emissions. Figure 1.9 shows surface relative
humidity distribution from 12 km domain. A dry area was found around the study region especially the
southern El Paso-Juarez area. Lower relative humidity near the surface can be partly attributed to
adiabatic heating due to small scale local downdrafts, which will lead to stronger temperature inversions.
The resulting increase in atmospheric stability will suppress the vertical mixing process and cause lower
level pollutants to be trapped near the ground.
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Historically, maximum daytime mixing heights have often been considered to be proportional to
the mixing volume. Figures 1.11 and 1.12 show the time series of PBL height on a high ozone day (June
18, 2006) and a day with lower ozone concentrations (June 16, 2006), respectively. The model provides
very good simulations for diurnal variations of PBL height on both days. Our simulation findings are
that low mixing heights play an important role in the high ozone concentrations observed in the Paso del
Norte study area as observed on June 18th, and this result is in agreement with the local experimental
data. When the PBL mixing height is shallow, ozone and its precursors are confined to a smaller
volume than with a deeper mixed layer. The reduced mixing volume tends to keep precursor emissions
concentrated near the ground.
The NOAA (National Oceanic and Atmospheric Administration) Hybrid Single-Particle
Lagrangian Integrated Trajectory model (also called: HYSPLIT) is a computer system that allows to
calculate air parcel trajectories and also simulate complex dispersion and deposition (ARL, 2012).
The HYSPLIT trajectory of the low level air into El Paso on the 18th, shown in the transport
section (section 1.8), depicted the parcels coming from the west (not the east as climatology would
dictate). This can be explained by the 850 and 700 mb shown below.
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Figure 1.13. The mean sea level pressure for 6/18 2006 at 18z. Prepared by Dave Novlan, NOAA
Weather Station in Santa Teresa, NM.
On figure 1.13, the surface pressure field is flat and shows the 1008 mb thermal low over the
desert southwest and weak high pressure over El Paso.
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Figure 1.14. The 700 mb chart for 12z 6 18 2006. Prepared by Dave Novlan, NOAA Weather Station in
Santa Teresa, NM.

On figure 1.14, the 700 mb chart for 12z 6 18 2006 shows a westerly weak trajectory from
northwest Mexico to El Paso. The 850 flow was too weak to conclude a definite trajectory.
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Figure 1.15. Soundings. Prepared by Dave Novlan, NOAA Weather Station in Santa Teresa, NM.
On the above figure it is noticeable at 12z 6 18 2006 the subsidence inversion of the subtropical
ridge at 550 mb and the very strong inversion at 750-800 mb with easterlies and north northwest winds
above trapping the pollution and taking a longer time for the inversion to burn off, thus giving a major
pollution day with light winds at 10 kts or less.

1.4

WRF Performance evaluation

Both qualitative and quantitative analysis have been performed in this new section. In this part
the WRF model’s performance is evaluated by comparing meteorological variables simulated against
corresponding experimental TCEQ data. In addition, the required statistical analysis for two different
TCEQ Monitoring stations: C41 (in El Paso) and C663 (in Juarez, Mexico) is performed.
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Figure 1.16a. Comparison of diurnal wind speed measured with TCEQ-C41 and hourly wind speed
estimates modeled with WRF.
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Figure 1.16b. Scatter plot between the experimental wind speed (TCEQ-C41) and the estimated wind
speed with the WRF model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.2. Metric of model performance. Wind speed C41.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
3.2549

Mean Prediction

Model
(PRED)

Ratio

Ratio

Mean Bias

BIAS

3.4943
0.0050
0.2394

Normalized Mean
Bias (percent)

NMB
7.3552

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

9.3204

1.3943
Normalized Mean
Error (percent)

NME
42.8370

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

44.1659
RMSE 
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Figure 1.17a. Comparison of diurnal temperature measured with TCEQ-C41 and hourly temperature
estimates modeled with WRF.

45.00

y = 0.7662x + 9.6222
R² = 0.8815

C41 Temperature: June 12‐21, 2006

40.00

Modeled values, °C

35.00
30.00
25.00
20.00
15.00
10.00
5.00
0.00
15

20

25

30

35

40

C41 Observed, °C
Figure 1.17b. Scatter plot between the experimental temperature (TCEQ-C41) and the estimated
temperature with the WRF model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.3. Metric of model performance. Temperature C41.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
31.9861

Mean Prediction

Model
(PRED)

Ratio

Ratio

Mean Bias

BIAS

29.1896
0.0042
-2.7965

Normalized Mean
Bias (percent)

NMB
-8.7429

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

-9.9607

2.8735
Normalized Mean
Error (percent)

NME
8.9835

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

10.1894
RMSE 
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Figure 1.18a. Comparison of diurnal relative humidity measured with TCEQ-C41 and hourly relative
humidity estimates modeled with WRF.
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Figure 1.18b. Scatter plot between the experimental relative humidity (TCEQ-C41) and the estimated
relative humidity with the WRF model. Also shown are the best-fit line and the linear
regression equation.
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Table 1.4. Metric of model performance. Relative humidity C41.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
13.658

Mean Prediction

Model (PRED)

Ratio

Ratio

Mean Bias

BIAS

20.6584

0.0071
7.130

Normalized Mean
Bias (percent)

NMB
52.7007

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

37.0399

7.8538
Normalized Mean
Error (percent)

NME

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error

RMSE

Index of
Agreement

IOA

58.0528

40.4172
RMSE 
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Figure 1.19a. Comparison of diurnal wind speed measured with TCEQ-C663 and hourly wind speed
estimates modeled with WRF.
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Figure 1.19b. Scatter plot between the experimental wind speed (TCEQ-C663) and the estimated wind
speed with the WRF model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.5. Metric of model performance. C663 wind speed.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
1.8174

Mean Prediction

Model (PRED)
3.5730

Ratio

Ratio

Mean Bias

BIAS

0.0091
1.7556

Normalized Mean
Bias (percent)

NMB
96.6022

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

74.5855

1.9541
Normalized Mean
Error (percent)

NME
107.5234

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

80.2491
RMSE 
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Figure 1.20a. Comparison of diurnal temperature measured with TCEQ-C663 and hourly temperature
estimates modeled with WRF.
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Figure 1.20b. Scatter plot between the experimental temperature (TCEQ-C663) and the estimated
temperature with the WRF model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.6. Metric of model performance. C663 Temperature.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
32.3163

Mean Prediction

Model (PRED)
29.4133

Ratio

Ratio

Mean Bias

BIAS

0.0042
-2.9031

Normalized Mean
Bias (percent)

NMB
-8.9832

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

-10.2412

2.9613
Normalized Mean
Error (percent)

NME
9.1635

Mean Fractional
Error (percent)
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Root Mean Square
Error
Index of
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RMSE

10.4178
RMSE 
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Figure 1.21a. Comparison of diurnal relative humidity measured with TCEQ-C663 and hourly relative
humidity estimates modeled with WRF.
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Figure 1.21b. Scatter plot between the experimental relative humidity (TCEQ-C663) and the estimated
relative humidity with the WRF model. Also shown are the best-fit line and the linear
regression equation.
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Table 1.7. Metric of model performance. C663 relative humidity.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
15.6625

Mean Prediction

Model (PRED)
21.4762

Ratio

Ratio

Mean Bias

BIAS

0.0063
5.8137

Normalized Mean
Bias (percent)

NMB
37.1186

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

25.1739

7.3019
Normalized Mean
Error (percent)

NME
46.6200

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

34.1423
RMSE 
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It is observed that the model follows the diurnal variation of wind speed, temperature and
relative humidity in all cases with minor discrepancies. The discrepancies are related to the inputs
employed in the simulations and will be analyzed in other thesis works to be done in the future.

1.5

The chemistry transport model

1.5.1 CAMx description
The chemistry simulations in this study were performed using the chemistry transport model
CAMx. CAMx is an Eulerian photochemical dispersion model developed by ENVIRON Int. Corp. The
Comprehensive Air Quality Model with extensions version 5.30 (CAMx5.30) is an openly obtainable
open-source computer modeling system for the integrated assessment of gaseous and particulate air
contamination (http://www.camx.com; Varadarajan, 2007; Rider 8, 2012). Currently, CAMx is used for
air quality modeling all over the world by government agencies, academic and research institutions, and
private consultants for regulatory assessments and general research. CAMx simulates the emission,
dispersion, chemical reaction, and removal of pollutants by dry/wet deposition in the tropospheric region
by solving the pollutant (Eulerian) continuity equation for each chemical species on a system of nested
three-dimensional grids (http://www.camx.com; Huszar et al., 2010; Rider 8, 2012).

1.5.2 Domain configuration used
The CAMx model was run over a three-nested domain configuration with 36, 12 and 4-km
resolutions for coarse, medium and fine domains respectively (figure 1.22). All domains are centered on
the city of El Paso, TX area (31.70 N, 106.40 W). All three CAMx grids possessed identical 24 vertical
layer structures spanning the entire troposphere and lower stratosphere up to a pressure altitude of 100
mb. The meteorological input was obtained from non-hydrostatic WRF model (version 3.3) for every
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hour (Skamarock et al., 2008). The WRF model runs with 34 vertical layers. Figure 1.23 shows the
nested domain configuration used in CAMx.

Figure 1.22. Domains over El Paso.

Figure 1.23. Nested domain configuration for CAMx model. Three domains are 36, 12 and 4-km
horizontal resolutions. Shaded contours are terrain height with unit of meter. The
topography height used by CAMx is the USGS 30 second topography.
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1.5.3 Vertical layers used
In addition, table 1.8 shows the vertical layer configuration for both WRF and CAMx.
Table 1.8. Vertical layer definition for the WRF simulation using 34 layers and CAMx using 24 levels.
WRF
sigma
Layer
34
33
32
31
30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

0.000
0.013
0.026
0.040
0.055
0.070
0.088
0.106
0.127
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0.175
0.202
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0.263
0.298
0.335
0.376
0.420
0.468
0.520
0.571
0.622
0.672
0.719
0.765
0.807
0.845
0.880
0.909
0.934
0.954
0.970
0.983
0.993
1.000

Height
(m)
19052
17960
17014
16152
15386
14641
13918
13213
12495
11781
11072
10372
9670
8959
8251
7539
6819
6098
5373
4683
4045
3450
2908
2410
1960
1565
1216
919
675
476
319
196
99
29
0

Layer

CAMx
Sigma

24

0.000

Height
(m)
19052

23

0.026

17014

22

0.055

15386

21

0.088

13918

20

0.127

12495

19

0.175

11072

18

0.231

9670

17

0.298

8251

16

0.376

6819

15

0.468

5373

14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

0.571
0.622
0.672
0.719
0.765
0.807
0.845
0.880
0.909
0.934
0.954
0.970
0.983
0.993
1.000

4045
3450
2908
2410
1960
1565
1216
919
675
476
319
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99
29
0
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1.5.4 Selected options
Gas-phase photochemistry was treated with the Carbon Bond 2005 mechanism (CB05; Yarwood
et al., 2005). CAMx offers two options to represent the particle size distribution: a static two-mode
coarse/fine (CF) scheme, and the multi-sectional CMU scheme, which treats the size evolution of each
aerosol component among a number of fixed size sections (Tchepel et al., 2013). In this study, CF
scheme was applied. Three options are available to solve gas-phase chemistry in CAMx. The EulerBackward Iterative (EBI) solver has used in this study. Regarding vertical diffusion (mixing) option, we
utilized version 2 of the Asymmetric Convective Model (ACM2; Pleim, 2007), which includes mixing
between contiguous layers using K-theory and takes account of mixing between non-adjacent layers
only for transfer from the surface to layers aloft during convective conditions (CAMx User’s guide,
2011). Thus, ACM2 includes the basic features of both local and the most important component of nonlocal exchange. The Piecewise Parabolic Method (PPM) method has been used to calculate horizontal
advection(Colella and Woodward, 1984). The updated Zhang scheme (Zhang et al., 2001, 2003) was
applied for dry deposition. This technique is a state-of-the-science algorithm that incorporates vegetation
density effects by means of leaf area index (LAI), possesses an updated representation of non-stomatal
deposition pathways and has been tested broadly through its use in daily air quality forecasting (AQRP,
2011; CAMx User’s guide, 2011). The Zhang model uses 26 landuse categories. The TUV radiative
transfer and photolysis model (Madronich, 2002), developed at the National Center of Atmospheric
Research (NCAR), is used as a preprocessor to provide the air quality model with a multi-dimensional
lookup table of clear-sky photolysis rates by surface albedo, total ozone column, haze turbidity, altitude,
and zenith angle. The approach uses a fast in-line version of TUV (Emery et al., 2010) to compute
photolysis adjustment profiles through each cloudy grid column (CAMx User’s guide, 2011).
Additional information on CAMx structure, inputs, and algorithms is documented by ENVIRON (2010).
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The model was run for 10 consecutive days from 1200 UTC June 12, 2006 through 1200 UTC
June 22, 2006. For the cold starting run (e.g., the first day of simulation), chemical initial and boundary
conditions for the 36 km grid were obtained from idealized profile data of the CMAQ (version 4.7)
(Byun and Ching 1999) model package by using an interface program documented by ENVIRON
(2012). This processor interpolates three-dimensional concentration fields horizontally and vertically to
the CAMx initial and boundary grid definition. After doing so, it maps the predefined gas species in
profile to the CB05 compounds required by CAMx (Emery et al., 2012).

1.5.5 Initial boundary conditions used
Initial and boundary conditions for each of the 12- and 4-km simulations were subsequently
extracted from the CAMx 36 km simulation results on a hourly basis. For the warm starting run (e.g.,
cycle running), the simulation results of previous day were used to produce initial and boundary
conditions (Lu et al., 2008).

1.5.6 Emissions input, SMOKE description
The emission model that was used to simulate the emissions in this study is SMOKE (the Sparse
Matrix Operator Kernel Emissions, version 2.7) (Houyoux et al. 2001; Lu et al., 2011). The SMOKE
was used to convert the source-level emissions (county total emissions) reported on a yearly basis to
spatially resolved, hourly emissions, with detailed speciation information (Choi et al., 2002; Lu et al.,
2011).
SMOKE description.
The Sparse Matrix Operator Kernel Emissions (SMOKE) modeling system is a set of programs
that is used by the U.S. EPA, Regional Planning Organizations (RPOs), and State environmental
agencies to prepare emissions inventory data for input to an air quality model such as CMAQ and
CAMx. SMOKE integrates yearly or daily county-level emissions inventories with source-based
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temporal, spatial, and chemical allocation profiles to generate hourly emissions fluxes on a predefined
model grid. For elevated sources that require allocation of the emissions to the vertical model layers,
SMOKE integrates meteorology data to derive dynamic vertical profiles (Bassett & Adelman, 2010).
In addition to its capacity to simulate emissions from stationary area, stationary point, and nonroad mobile sectors, SMOKE is also instrumented with the Biogenic Emissions Inventory System,
version 3 (also called: BEIS3) for estimating biogenic emissions fluxes (U.S. EPA, 2004; Lu et al.,
2011)) and both MOBILE6 and the Motor Vehicle Emission Simulator (MOVES) 2010 model for
estimating on-road mobile emissions fluxes from county-level vehicle activity data. SMOKE can
additionally be used to calculate future-year emissions estimates, if the user provides data about how the
emissions will change in the future.
SMOKE uses C-Shell scripts as user interfaces to set configuration options and call executables.
SMOKE is designed with flexible QA capabilities to generate standard and custom reports for checking
the emissions modeling process (Bassett & Adelman, 2010). After modeling all of the emissions source
categories individually, SMOKE creates two files per day for input into CMAQ or CAMx: (1) an
elevated point source file for large stationary sources, and (2) a merged gridded source file of low-level
point, mobile, non-road, area, and biogenic emissions (KDHE, 2012). The efficient processing of
SMOKE makes it an appropriate choice for handling the large processing needs of regional and seasonal
emissions processing, as described in more detail by Houyoux et al. (1996, 2000).
Input Requirements
SMOKE primarily uses two types of input file formats: ASCII files and I/O API files. Input files
are files that are read by at least one core SMOKE program, but are not written by a core program.
SMOKE uses strict rules that define the format and content of the input files. These rules are explicitly
laid out in the SMOKE Users Manual. All data input to SMOKE must be either formatted to one of the
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prescribed input file types or converted to an intermediate form, such as a gridded I/O API inventory
file, before it can be input to SMOKE.
In general SMOKE needs an emissions inventory, temporal allocation, spatial allocation, and
chemical allocation data to prepare emissions estimates for an air quality model (Bassett & Adelman,
2010). For some source categories, such as on-road mobile and stationary point sources, SMOKE also
requires meteorology data to calculate emissions. SMOKE computes biogenic emissions estimates with
gridded land use, vegetative emissions factors, and meteorology data (Bassett & Adelman, 2010).
Further details about the SMOKE input requirements are available at CMAS website
(www.cmascenter.org).
EPA processes the National Emissions Inventory (NEI) in SMOKE. Through the Emissions
Modeling Clearinghouse (EMCH, www.epa.gov/ttn/chief/emch/index.html), EPA distribute SMOKE
formatted input inventories based on the latest versions of its NEI databases. In addition to the emissions
data, this site is also used to document and distribute the Agency's latest versions of the ancillary files
used to support the temporal, spatial, speciation, and projection of these emissions.
The data included into the WRF model as initialization and lateral boundary conditions are
obtained from NCEP Final Analysis (FNL) dataset with a 6-h interval (Lu et al., 2011). This is the total
dataset in the format of the grid with the resolution of 1×1° (Lu et al., 2011). In accordance to the work
done by Lu et al. (2011), regular emission inventory data used in this study are EPA's NEI99 (final
version 2), available from ftp://ftp.epa.gov/EmisInventory. Based on the work done by Lu et al. (2011),
and given that the modeling domain includes the USA and Mexico, the latest released Mexico emission
dataset (Mexico NEI99), which includes all the border states in the north of Mexico, has too been
obtained as the supplementation for NEI99. The meteorological parameters including temperature, wind,
pressure, and humidity from WRF outputs were also ingested in the SMOKE model to produce emission
flux.
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1.6

Average ozone concentration for the 4 km grid size domain

In this section on figure 1.24 the average Ozone Concentration values for a representative nonozone day, June 15, 2006, and on figure 1.25, those for a high ozone day, June 18, 2006 are presented.
It is observed that the model shows an increase in ozone values for the high ozone day, June 18,
2006.

Figure 1.24. Ozone concentrations values on June 15, 2006 at 20 UTC hour.

Figure 1.25. Ozone concentration values for June 18, 2006 at 20 UTC hour.
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1.7

CAMx performance evaluation

Figure 1.26a. Comparison of diurnal surface ozone measured with TCEQ-C41 and hourly ozone
estimates modeled with CAMx.

Modeled values, ppb
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Figure 1.26b. Scatter plot between the experimental surface ozone (TCEQ-C41) and the estimated
ozone with the CAMx model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.9. Metric of model performance. C41 ozone.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
40.0680

Mean Prediction

Model (PRED)
29.0290

Ratio

Ratio

Mean Bias

BIAS

0.0040
-6.4020

Normalized Mean
Bias (percent)

NMB
-18.0790

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

14.8070

23.4950
Normalized Mean
Error (percent)

NME
58.6390

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

88.9080
RMSE 
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Figure 1.27a. Comparison of diurnal surface ozone measured with TCEQ-C663 and hourly ozone
estimates modeled with CAMx.
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Figure 1.27b. Scatter plot between the experimental surface ozone (TCEQ-C663) and the estimated
ozone with the CAMx model. Also shown are the best-fit line and the linear regression
equation.
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Table 1.10. Metric of model performance. C663 ozone.
PERFORMANCE
METRIC
Mean observation

ACRONYM

MATHEMATICAL
EXPRESSION

RESULT

OBS
39.3665

Mean Prediction

Model (PRED)
31.6242

Ratio

Ratio

Mean Bias

BIAS

0.0050
2.2816

Normalized Mean
Bias (percent)

NMB
7.7758

Mean Fractional
Bias (percent)

FBIAS

Mean Error

ERR

53.1851

31.5484
Normalized Mean
Error (percent)

NME
80.1403

Mean Fractional
Error (percent)

FERROR

Root Mean Square
Error
Index of
Agreement

RMSE

130.4115
RMSE 
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It is observed that the model follows the diurnal variation of ozone, discrepancies are mainly
caused by using an emission inventory that is not updated well with Ciudad Juarez emissions.

1.8

Transport analysis
The transport of air masses was also studied using Back Trajectory Analysis to determine the

influence of air masses into the El Paso del Norte region.

1.8.1 Analysis for the Chamizal monitoring station
The days between June 12 to June 23 2006 were considered under study in this subsection. This
time frame is different to the previously defined ozone episode of June 12 to 21, 2006 in order to also
take in consideration the Thursday 22 and Friday 23. However, only those days that have hourly values
of ozone ≥ 65 ppb (June 13th, 16th, 17th, 18th, 19th, 20th, 22nd , 2006) are taken into account in this
subsection. In this study the Chamizal monitoring station (TCEQ-C41) in El Paso, Texas is analyzed.
In this analysis three different graphs per day will be used:
1) Hourly daily ozone values in ppb for TCEQ-C41 monitoring station.
2) Backward trajectories generated with HYSPLIT for the days with hourly values of ozone ≥65
ppb. The backward trajectories are generated with 72 hours of duration per day, every daily simulation
ends at 23:00 UTC. The color code used in all these plots is as follows: green represents the back
trajectory at 50 m, blue at 500 m and red at 1,500 m.
3) Windrose plots are generated with WRPLOT. In this work it was necessary to convert the
resultant wind speed units obtained from the data provided by TCEQ-C41 monitoring station. Originally
the units are in [mi/hr] and were converted to [m/s].
The table below shows all the days within the time interval under study in this subsection (from
June 13 to June 23 2006). The data and statistics in the table show the respective ozone values in ppb
as measured by the Chamizal monitoring station. Highlighted in green are the days considered in this
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analysis, that is, the ones that have hourly ozone values ≥65 ppb (notice the highest value for June 18th
with 109 ppb).
Table 1.11. Surface ozone values measured with TCEQ-C41 from June 12 to 23, 2006.
Day
12
13
14
15
16
17
18
19
20
21
22
23

Minimum value

Second
Highest
value

Maximum
hourly ozone
value
80
70
48
55
65
75
109
77
72
64
72
50

76
64
45
55
59
75
102
70
68
63
70
46

2
0
4
34
16
1
0
7
8
33
18
21

Average
value

Standard
deviation
33
33
22
47
44
48
41
39
38
49
45
38

26.9
21.3
13.5
6.5
11.9
23
38.3
18
24.3
8.4
16.3
7.1

Subsequently, the three graphs per each day highlighted in green in the table 1.11, are shown
next.
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Figure 1.28a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 13th, 2006.

Figure 1.28b. Backward trajectory June 13th.

Figure 1.28c. Windrose plot June 13th.
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Figure 1.29a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 16th, 2006.

Figure 1.29b. Backward trajectory June 16th.

Figure 1.29c. Windrose plot June 16th.
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Figure 1.30a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 17th, 2006.

Figure 1.30b. Backward trajectory June 17th.

Figure 1.30c. Windrose plot June 17th.
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Figure 1.31a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 18th, 2006.

Figure 1.31b. Backward trajectory June 18th.

Figure 1.31c. Windrose plot June 18th.
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Figure 1.32a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 19th, 2006.

Figure 1.32b. Backward trajectory June 19th.

Figure 1.32c. Windrose plot June 19th.
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Figure 1.33a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 20th, 2006.

Figure 1.33b. Backward trajectory June 20th.

Figure 1.33c. Windrose plot June 20th.
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Figure 1.34a. Diurnal surface ozone in [ppb], measured by TCEQ-C41 in June 22nd, 2006.

Figure 1.34b. Backward trajectory June 22nd.

Figure 1.34c. Windrose plot June 22nd.

60

On the highest ozone episode day (June 18, 2006) the backward trajectory analysis performed
using HYSPLIT showed that the ozone was mostly transported to El Paso from north western and south
western US and Mexican regions during the 72 hours duration of the simulation. However, on the last
24 hours, the ozone direction arrives from a south western course from Ciudad Juarez. Furthermore, the
windrose plot for June 18, 2006 shows that in that particular day the resultant wind speed decreased
(compared to previous and subsequent days) to no more than 3.6 m/s and in average during that day, the
wind came from a resultant direction south, south-west (Ciudad Juarez). The decline on wind speed is
associated with the increase in the surface ozone concentrations as measured by the Chamizal
monitoring station reaching a maximum at noon of 109 ppb.
On June 18th the backward trajectories and windrose plots shown in this analysis are in
agreement.

1.8.2 Cluster analysis
HYSPLIT Backward Trajectories were simulated for each day of the summer for 2006. Each
backward trajectory had a time length duration of 72 hours. By means of a novel computer algorithm, a
cluster analysis was performed for all the backward trajectories in the summer months, June, July and
August, of 2006 (a total of 86 daily backward trajectories) and the results are shown in the figure 1.35.
Figure 1.35, clustered the 86 backward daily backward trajectories during summer 2006 in the four main
arriving trajectories shown in the figure. Notice how the percentages associated to each of the four
clustered arriving trajectories in figure 1.35 indicate the percent of summer 2006 daily backward
trajectories linked to them.
A summary of the percentages and their associated arriving directions is also included below
figure 1.35.
Take in consideration that the air masses arriving from SE and SW directions are especially
affected by the prevalent air quality in the large urban area of Ciudad Juarez, Mexico.
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These results are not perfect, as more years are necessary to be analyzed for these kind of
studies.

Figure 1.35. Backward trajectories clustered by predominant arriving direction (in percentage) during
summer 2006.
Trends in compass direction:
N:
NE:
NW:
E:
W:
SW:
SE:
S:

0%
19%
0%
0%
24%
0%
38% + 19%= 57%
0%
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Overall grouping of trends in the N, E, W, S direction:
N
E:
W:
S:

1.9

0%
NE(19%) + SE(57%) = 76%
24%
0%

Conclusions
The agreement between the meteorological observations and WRF simulations is good. These

variables include wind speed, temperature and relative humidity. It was also observed that the high
ozone day June 18, 2006, depicts a lower Planetary Boundary Layer (PBL) Height, as expected.
The CAMx ozone simulations follow the weekly cycle of ozone concentrations and the model’s
estimated ozone and the measured ozone are highly correlated. However, given the current inputs,
including the emissions inventory for this region, the model exhibits a negative bias. Therefore, scaling
factors, such as, “EPA’s relative reduction factors” could be used to scale the model’s ozone estimates in
order to relate them well to the observed local ozone values.
A potential source of the negative bias includes the emission inventory for this region, which is
currently being updated, in particular the speciation of the VOC emissions, which could need
improvement. An emission inventory that under-estimates the chemical reactivity of the VOC emissions
will produce ozone concentrations that are too low.
A weekend effect where ozone concentrations are higher on weekends, as clearly observed in
some TCEQ monitoring stations, should have a balanced emissions control strategy enforced, where
there are both reductions in VOC and NOx. Further reductions on NOx emissions only, without further
reductions in VOC emissions, will probably result in increases in ozone concentrations.
Another potential problem in the transfer of the meteorological fields to the Air Quality model is
the estimation of the chemical mixing heights. The local complex terrain can be a severe complication
for the calculation of the chemical mixing heights. In fact, a boundary layer parameterization used to
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get the best performance for a meteorological model may not be the same parameterization used to get
the best performance for an Air Quality model.
From the results obtained in this chapter it can be estimated that it is probable that the dispersion of
tropospheric pollutants by winds had a major effect on the days with

the lower surface ozone

concentrations.
In overall conclusion, the results clearly show that a good correlation between the models and the
corresponding experimental data is present.

The following caveat should however be noted,

considerably much more future research will improve the meteorology, the emissions and the modeling
and should all be considered for future work.
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CHAPTER 2: PHOTOLYSIS RATES AND THEIR IMPACT IN OZONE
FORMATION IN EL PASO.
2.1

Introduction
As mentioned in the introductory chapter, the ozone weekend effect is not yet fully understood

(Marr & Harley, 2002) and it is considered an open research problem in which several plausible
hypotheses have been suggested in order to explain it.

It is a reality that surface pollution events are

mostly observed in urban areas rather than rural ones; furthermore, the Sun’s influence is a major
component in the formation of ozone in the polluted metropolitan areas around the globe. In this work,
it was decided to take advantage of the fact that the research site (El Paso, Texas) is a bi-national urban
conglomerate, located in an arid zone that has a large proportion of sunny days throughout the year; in
particular, during the summers. According to Pudasainee et al. (2006), the formation of surface ozone its
dependent on the amount of sunlight, high temperatures and other factors that, in one way or another,
can be found in El Paso-Juarez Airshed, this is particularly true during the summers.
A recent study reports that El Paso experiences the ozone weekend effect (Li et al., 2011).
Traditionally, this effect has been reported in cities such as Los Angeles, California or New York (Tang
et al., 2008). Consequently, taking advantage of such findings, it is hypothesized in this chapter that the
strong Sun, combined with the changing atmospheric aerosol mixture and its influence on ozone
formation, could probably explain the observed local weekend effect episodes, rather than the more
accepted hypothesis that involves the ratio of NOx and VOCs (Nevers, 2000).
In this chapter, the necessary methodology will be developed to simulate the photolysis rate
parameters of key chemical species by means of a radiation transfer model called Tropospheric
Ultraviolet-Visible Model version 5.0 (TUV5.0 code). The simulations will put two local weekdayweekend ozone episodes during the summers of 2009 and 2010 side by side. To help achieve the
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purpose of this study, the novel approach followed in this research will be described in the next
subsections.
Firstly, the geographical characteristics of the research place and the available instrumentation
will be described.

The locally accessible instrumentation will provide several of the key input

parameters necessary by the radiative transfer model selected for this study (TUV5.0 computer code).
To investigate the photolysis rates of some of the more important ozone precursors and their
likely impact on the locally observed weekend effect episodes, a careful selection of two local
weekday-weekend case studies during the summers of 2009 and 2010, (July 15 and 19, 2009; June 16
and 19, 2010) has been done.

During these case studies, it is observed that ozone concentrations

increased during weekends, even when, in accordance to many literature reports, it should be expected
for that period of time, a reduction in the emissions of ozone precursors such as nitrogen oxides (NOx)
and volatile organic compounds (VOCs) (Altshuler et al., 1995).
Tropospheric photolysis rate parameters (J-values) are computationally calculated
chemical species of ozone, nitrogen dioxide and formaldehyde in this study.

for the

The calculations are

performed with one of the best known models in the photochemical community: the TUV5.0 model
(Madronich, 1998). This work will use the best available input parameters with the TUV5.0 program
in order to simulate the local irradiance, actinic flux and photolysis rate parameters. Each one of these
simulations is done in a sequential order that will allow the validity of the input parameters employed
with the TUV model to be determined. The starting point begins by comparing the experimental locally
measured solar irradiance with the simulated irradiance. Such comparison will allow it to validate the
TUV input parameters employed in each simulation. Once a validation of the TUV input parameters is
obtained, it will be possible to justify the use of such input parameters when calculating the actinic flux
and photolysis rate parameters.
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The photochemical reactions are dependent on the actinic flux generated by the sun, but the solar
quantity that is experimentally measured in this work is the irradiance originated in the sun. Hence, the
previously mentioned validation technique for the TUV input parameters through the use of irradiances,
is necessary due to the lack of experimental data on local actinic flux and photolysis rate parameters.
The days selected for this study are limited to clear-sky conditions (cloudless days). This is done
because the literature reports that the TUV model (and other models in general) generate better
simulations in such scenarios (Stockwell et al., 2004). In general, the clouds are difficult to model and
introduce important errors in the simulation results when compared with the experimental measurements
(Contrell et al., 2003).
In the last sections of this chapter, a weekend and weekday pair of days were selected during the
local historic ozone episode of June 2006 (Friday June 16 and Sunday June 18, 2006). This ozone
episode was studied from a meteorological point of view in the previous chapter. It was not possible to
apply the novel method developed in this chapter in order to calculate the photolysis rates as was done
in previous sections because of the lack of experimental data of irradiances and aerosol optical depths.
Instead of following the novel method a more traditional approach is used that consists of using
averaged input parameters with the TUV model.
Therefore, the main objective in this chapter is to contribute in the understanding of the local
ozone weekend effect during summertime.

2.2

Geographical location
The city of El Paso, Texas (Latitude: 31°47’20’’, Longitude:-106°25’20’’, Elevation: 1,145m),

is one of the largest bi-national areas in the United States. This city is contiguous (but separated by the
Rio Grande) to the industrious Mexican city of Ciudad Juarez (see figure 2.1). According to the U.S.
Census of 2010, El Paso has about 649,000 inhabitants, combined with Ciudad Juarez the population of
this metroplex is around 2,000,000. El Paso is the 5th largest Texan city and it ranks as the 23rd largest
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in the U.S, the total area of the city is of about 648 km2. The metropolitan area of El Paso is located in
the Chihuahuan desert and has an average of 300 sunny days per year (El Paso’s nickname is the “Sun
City”). The climate in this region is exceptionally hot in the summers, with mild and dry winters. The
local dry weather and loose desert soils is the reason that El Paso experiences windy dust storms during
springs.

Figure 2.1. El Paso, Texas and its surrounding areas. Figures taken from Google maps
(maps.google.com).

2.3

Available instrumentation
Atmospheric photochemical reactions are dependent of the solar actinic flux. However, in this

research actinic flux measurements are not conducted due to the lack of adequate instrumentation.
Surface solar irradiance is the key solar radiation quantity that is experimentally measured in this study.
In this chapter, the photolysis rate parameters of selected chemical species are simulated with the
radiative transfer model:

Tropospheric Ultraviolet-Visible Model version 5.0 (TUV5.0 ).

As

mentioned earlier, obtaining accurate results in the simulations generated with the TUV program
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depends on using the most precise and readily available input parameters. Such input parameters are
employed by the TUV code to generate the required simulations. The next subsections will simulate the
local irradiance, actinic flux and photolysis rate parameters, for the selected case studies.
The work done during this research takes advantage of the locally available instrumentation that
is relevant for the calculation of the photolysis rate parameters. At El Paso, there is not available an
instrument that could allow to measure the solar actinic flux. Hence, I will be use the TUV5.0 model to
simulate the required actinic fluxes that will allow to simulate the photolysis rate parameters. The
subsequent sections will calculate the best possible TUV key input parameters. These calculations are
based on a comparative study between experimentally measured and TUV simulated irradiances. It will
be searched and calculated for the best fit between the TUV generated and measured irradiances. That
is, the TUV irradiance simulations will be validated against the locally available experimental irradiance
data.
The locally measured surface irradiances were recorded with a Yankee Environmental Systems
Ultraviolet Multi-Filter Rotating Shadowband Radiometer (UV-MFRSR) with internal identification
TX52 situated at El Paso, Texas. This instrument is positioned on the roof of the Undergraduate
Learning Center Building within the UTEP campus (Lat. 31.769 N, Lon. 106.506 W, Elevation 1,186
m) (see figure 2.2) . Thanks to such privileged location within the university grounds no other
buildings, trees, etc, that could block the sun radiation reaching the instrument during its diurnal path
exist. This instrument belongs to the United States Department of Agriculture (USDA) under the UV-B
Monitoring and Research Program (UVMRP, 2012).
The UV-MFRSR radiometer employs an automatic rotating shadowband that allows the realtime determination of the direct, diffuse and total horizontal components of the solar irradiances at the
seven nominal UV wavelengths of 300, 305, 311, 317, 325, 332 and 368nm; with a passband of 2nm
FWHM (i.e. UV-B and UV-A wavelength ranges). The experimental data employed in this work (i.e.
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Langley calibrated UV irradiances, instantaneous aerosol optical depths (AOD) and instantaneous
pressures)
2012).

were downloaded from the UV-B Monitoring and Research Program website (UVMRP,

The Langley calibrated UV irradiances are spectral irradiances with units of [W m-2 nm-1], that

are calibrated by extrapolating the detected direct solar beam to an air mass equal to zero, in such a
technique the detected irradiance is equal to its extraterrestrial value.

This calibration technique is

known as the Langley method (Harrison & Michalsky, 1994).
In clear sky conditions (cloudless days), the direct constituent of the irradiance has a value
different from zero; such irradiance is measured by the UV-MFRSR instrument and can be used to
derive the total optical depth (τtotal), at every wavelength. As explained later in section 2.3.1, from the
total optical depth it is possible to obtain the aerosol optical depth (τaerosol). According to Michalsky et
al. (2001), the aerosol optical depth can be calculated with a precision of about 0.01 if the UV-MFRSR
instrument is correctly calibrated. (He & Carmichael, 1999).

2.3.1 Ultraviolet Multifilter Rotating Shadowband Radiometer (UV-MFRSR)
In 1992 the USDA created the UV-B Monitoring and Research Program to deal with the anxiety
in the public and scientific communities generated by the increasing UV irradiances expected with the
stratospheric ozone depletion reported by numerous environmental scientists (UVMRP, 2012). The UVB Monitoring and Research Program runs a nationwide network of solar irradiance monitoring stations,
each one of them has adequate instrumentation to provide with the necessary measurements to meet the
different needs of the scientific community (Bigelow et al., 1998). This network has as its principal
objective to measure the temporal evolution of UV irradiances in different geographical locations
nationwide. The network is also able to provide in a regional scale the representative total and aerosol
optical depths, in addition to the total ozone column (Gao et al., 2001).
The surface irradiance measurements that are employed in this work were made with a Yankee
Environmental Systems

Ultraviolet Multi-Filter Rotating Shadowband Radiometer (UV-MFRSR)
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located within the UTEP campus (figure 2.2). The experimental data of irradiance, instantaneous
aerosol optical depth and instantaneous pressure, employed by this study were downloaded from the
UV-B Monitoring and Research Program website (UVMRP, 2012).

Figure 2.2. UV-MFRSR and Vis-MFRSR instruments located on the roof of UTEP Undergraduate
Learning Center. (Figure taken from UVMRP, 2012).
The UV-MFRSR instrument (Bigelow & Slusser, 2000), functions by means of four different
measurements done with each pass of its rotating shadowband. That is, the shadowband allows the
measurement of the three components of the solar irradiance. The initial measurement is taken at the
nadir position of the shadowband, in this step, registering the total irradiance. In the next step the
shadowband blocks in its totality the direct sunlight from reaching the diffuser disk and a different
measurement is done at nine degrees at each side of the sun obtaining the diffuse irradiance component.
In the last step, is computed the direct irradiance component by calculating the difference of the total
and diffuse irradiances (UVMRP, 2012; Gao et al., 2001).
According to UVMRP (2012), the irradiance measurements are corrected in relation to the
position of the sun and to the UV-MFRSR cosine response. Such cosine response is calibrated in the
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laboratory to an accuracy of about five percent in relation to diurnal solar zenith angles (SZA) in the
range of 0° to 80°.
The measurements made by the UV-MFRSR apparatus, are done for each of the seven
wavelengths in sequential order with a sampling rate of 15 or 20 seconds. Such measurements are
computer averaged into three-minute time averages (UVMRP, 2012). In this work, these “three minute
averaged measurements” are referred as the “instantaneous values” of irradiance, aerosol optical depth
and/or pressure.
After that the UV-MFRSR apparatus detects the solar radiation with its seven interference filter
photodiode detectors,

it converts the seven channels information to voltage signals. The voltage

signals can be switched back to irradiance values if necessary by means of the appropriate computer
algorithms.
According to Slusser et al. (2000), the seven wavelengths used by the UV-MFRSR were chosen
to allow a Langley analysis to directly calculate the optical depths. The data for optical depth values as
both averaged or instantaneous quantities are available for download in the UV-B Monitoring and
Research Program website (UVMRP, 2012). Particularly important for this work are the instantaneous
aerosol optical depth values (AOD). The instantaneous AOD values recorded by the UV-MFRSR
instrument

are provided in daily three-minute time intervals, but only at two wavelengths: 332 and

368nm.
The total optical depth is a quantity that measures the extinction (absorption plus scattering) that
the solar light experiences due to the presence of aerosols, dust, gases and other contaminants in the
atmosphere.

It is measured from the highest point of the atmosphere to the desired point in which is

calculated. The total optical depth (τtotal), is calculated by the UV-MFRSR instrument using the Beer’s
Law approach, that is, by means of (UVMRP, 2012):
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,

(2.3.1.)

in equation 2.3.1, the air mass is defined as m=(1/cos(SZA)), V is the irradiance converted to a voltage
value as

measured by the UV-MFRSR instrument and V0 is the voltage that the UV-MFRSR

instrument would measure at the top of the atmosphere. The parameter V0, is calculated using a time
series of voltage interceptions during the mornings using the Langley method (Harrison & Michalsky,
1994).
The aerosol optical depths (AOD) are obtained by subtracting from the total optical depth the
Rayleigh and ozone optical depths. In form of equation:

τaerosol = τtotal – τrayleigh – τozone – τwater vapor

(2.3.2)

in equation 2.3.2, the water vapor optical depth (τwater vapor) can be ignored because it absorbs mainly in
the infrared rather than in the UV spectrum.
Even when the UV-MFRSR apparatus measures irradiances in seven UV wavelengths, only two
instantaneous AOD values at 332 and 368nm values are available for download (UVMRP, 2012). This
is because according to the UV-B USDA program, the retrieval of AOD values for wavelengths shorter
than 332nm is inaccurate. Sadly, the AOD at shorter UV wavelengths is difficult to recover with great
precision because of the complicating factors of strong ozone absorption and Rayleigh scattering in the
shorter UV range, as well as the moderately big intrinsic uncertainty in the UV irradiance measurement
done by the UV-MFRSR apparatus (Kerr, 1997).
The UV-B Monitoring and Research Program also provides measured data of the total columnar
ozone (TCO) in units of Dobson Units (or DU) (UVMRP, 2012). The TCO values are estimated based
on the so called direct-sun method developed by Gao et al (2001). In essence the direct-sun method uses
pairs of wavelengths in which the aerosol and Rayleigh optical depths are subtracted from the total
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optical depth, leaving as the remaining constituent to the ozone optical depth (see equation 2.3.2.). The
sun-direct technique is somehow very similar to the approach in which the Dobson spectrophotometer
calculates the ozone column (Gao et al., 2001).

2.3.2 Barometric pressure sensor
In this work, one of the key input parameters that is experimentally available and will be used in
the simulations with the TUV5.0 computer code, is the locally measured instantaneous barometric
pressure in millibars (or hecto Pascals). This instantaneous pressure consists of 3-minute averaged
pressure values per day (UVMRP, 2012).
The barometric pressure is an important meteorological quantity that is registered by a Vaisala
model PTB-101 detector.

According to UVMRP (2012), this model has been discontinued for

manufacturing since 2005 and for technical support in 2010. The instrument that is replacing this model
is the PTB-110 model. Both models measure surface pressure in the range of 600 to 1060 millibars.
The barometric instrument is installed in the interior of the local Visible Multifilter Rotating
Shadowband Radiometer body (Vis-MFRSR, with internal identification TX51); hence both instruments
share the same datalogger. This means that the barometer’s output is registered each 15 seconds and
these readings are integrated into three-minute averages (instantaneous pressure values). Each night the
pressure data is retrieved and recorded (UVMRP, 2012).

2.3.3 TCEQ Continuous Ambient Monitoring Station 12 (CAMS 12 or C12)
The Texas Commission on Environmental Quality (TCEQ) is the principal environmental
organization for Texas. It provides diverse environmental and meteorological data in the diverse cities
and regions of the state of Texas.
This chapter will employ experimental surface ozone concentrations to determine potential cases
in which El Paso experienced the ozone weekend effect. The surface ozone concentrations are measured
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by locally available TCEQ monitoring stations in units of parts per billion (ppb). In El Paso area,
TCEQ has 12 CAMS monitoring stations installed all over the urban area (TCEQ, 2012).

There is

one monitoring station located very close (about 200 m away) to the local UV-MFRSR instrument. That
monitoring station is the TCEQ monitoring station CAMS 12 also known as the “El Paso UTEP” or
C12 monitoring station (Lat. 31.768 N, Lon. 106.501 W, Elevation 1,158 m) (see figure 2.3).
Due to its proximity to the UV-MFRSR instrument, the TCEQ CAMS 12 (or C12) was selected
as the local TCEQ monitoring station that will provide the experimental surface ozone concentrations
used in this study.

Figure 2.3. The TCEQ CAMS 12 monitoring station is adjacent to the UTEP campus. (Figure taken
from TCEQ, 2012).
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2.4

Photolysis rate parameters (J-values or photolysis frequencies)
The photodissociation of different chemical species is driven by the solar radiation; this

mechanism eventually leads to the production of photochemical smog (Pudasainee et al., 2006). The
total photolysis rates of the diverse atmospheric chemical compounds are obtained by multiplying the
photolysis rate parameter of the chemical compound under study and its mixing ratio. The photolysis
rate parameters are also called J-values or photolysis frequencies. The equation that defines the J-values
of a species x in the troposphere has the general form (Madronich, 1987):

,
in equation 2.4.1,

is the absorption cross section with units of [cm2 molecule-1],

photodissociation quantum yield for species x and

(2.4.1)

is the

is the spectral actinic flux with units of [photons

cm-2 s-1 nm-1]. Hence, the J-values have units of [s-1]. The quantum yield and cross section are specific
for each chemical species and are obtained in laboratory experiments. Such laboratory experimental
values are reported in the specialized literature (Paschalidou & Kassomenos, 2004 ).
The photodissociation quantum yield is a quantity that stands for the fractional value of
molecules that experience photolysis. The spectral actinic flux takes into consideration that a molecule
in the atmosphere under the sun receives both direct and scattered (reflected light coming from every
direction) radiation. The actinic flux is also called spherically integrated actinic flux because it is a
quantity that describes all the radiation coming from every possible direction over each molecule
(Madronich, 1987). At this point, it is a good idea to point out that irradiance and actinic flux are
different quantities. The irradiance refers to the flow of solar radiation across a flat surface, contrary to
the actinic flux which is a quantity that refers to the solar radiation that comes from every direction
(Madronich, 1987).
76

In practice equation (2.4.1) is calculated by means of numerical computer techniques in which
the wavelength range is subdivided in N sub-intervals Δλi (wavelength bins).

Once this is done, the

next step is to calculate the averaged values of the absorption cross sections ( ), quantum yields ( )
and actinic flux ( ). These values are interpolated and averaged over each wavelength bin Δλ centered
at the wavelength λ. As a final step in this numerical calculation, all the wavelength bins are summed
(Madronich & Weller, 1990). Therefore, the photolysis rate parameter for the chemical species x, is
numerically calculated with:

(2.4.2)

In the troposphere no photodissociation takes place below 290nm (Dongchul et al., 2007). This
is the reason that the lower wavelength limit in the summation in equation (2.4.2) begins at 290nm. The
upper limit in this equation (λi) is determined by the value of the wavelength in which any of the
parameters for absorption cross section or quantum yield becomes insignificant.

In general the

photochemically active range for most photolysis reactions goes from ~290 to ~400nm, with the
important exception of the photolysis of nitrogen dioxide (J(NO2)) which has an upper limit of ~420nm (
Madronich & Weller, 1990; Vuilleumier & Brown, 2000).
In this study, a specific set of four photolysis reactions were chosen, because according to
available sensitivity studies (Castro et al. 1997, Vuilleumier et al. 1997, Bergien et al. 1998, Stockwell et
al. 2004), the most important photolysis rate reactions that occur in the troposphere are the photolysis of
ozone (O3), nitrogen dioxide (NO2) and the radical and molecular reactions of formaldehyde (HCHO).
Furthermore, according to Schnell et al. (2009) an increase of ozone photolysis rate without a
simultaneous increase in NO2 and HCHO photolytic rates will probably not support enhanced
photochemistry. Such important photochemical reactions are summarized below:
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O3 + hν (λ<330nm) → O2 + O(1D)

(2.4.3)

NO2 + hν (λ<420nm) →NO + O(3P)

(2.4.4)

HCHO + hν → CO +H2

(Molecular-reaction)

(2.4.5)

HCHO + hν → HCO + HO2

(Radical-reaction)

(2.4.6)

in the previous chemical reactions, hν refers to the photon energy, O(1D) is the electronically excited
high energy oxygen atom, O(3P) is the ground state low energy oxygen atom. Reactions 2.4.3 to 2.4.6
occur in a photochemical range that goes from about 290nm to 420nm (Castro et al., 1997). The
singlet-D oxygen atom O(1D), is the most important electronically excited species in the atmosphere
(Seinfeld & Pandis, 2006). Furthermore, the reaction of O(1D) with H2O is a source of OH radicals
(Seinfeld & Pandis, 2006).
According to Tang et al. (2003), the ozone photolysis reaction (equation 2.4.3) is the most
important source of the OH radical due to the complementary reaction:

O1D + H2O → 2OH

(2.4.3b)

The OH radical is the main oxidizing agent of carbon monoxide, CH4 and different hydrocarbons
present in the troposphere (Tang et al. 2003).
The surface ozone generation is accomplished by the NO2 photolysis (equation 2.4.4) with the
complementary reaction: O3P + O2 → O3, ( Paschalidou & Kassomenos, 2004). Surface ozone
concentrations increase after the sun rises, goes to a maximum and then decreases until next sunrise, the
photochemical formation of ozone is responsible for this diurnal cycle according to Pudasainee et al.
(2006). Ozone cycles have different shapes and amplitudes mainly due to the large influence of the
meteorological conditions such as the solar radiation and temperatures, besides the existing levels of
precursors such as VOCs and NOx (Pudasainee et al., 2006).
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This work will use the next photolysis rate notations: J(O3) referring to the photolysis rate
parameter of O3 to O(1D) (equation 2.4.3); J(NO2) is the photolysis rate parameter of NO2 to O(3P)
(equation 2.4.4); J(HCHO) will designate the photolysis rate parameter of formaldehyde with an
aggregated note indicating whether is the molecular or radical reaction (equations 2.4.5 and 2.4.6).

2.5

Methodology

2.5.1

Selection of case study days
In this research, surface ozone episodes will be analyzed as weekend-weekday inter-comparison

case studies in the El Paso-Juarez Airshed. The local UV-MFRSR instrument began formal operations
in January 2009, consequently it was necessary to search for case study days since the summer of 2009.
It was decided to focus on the search of case study days during the summers,

because the

photochemical ozone near the Earth’s surface is considered a summertime urban phenomenon (Tang,
2008). Therefore, the search for case study days began by looking for pairs of weekday-weekend days
in which an important difference in surface ozone concentrations could be observed. According to
Atkinson-Palombo et al. (2006) the most widespread method employed to detect the ozone weekend
effect is to place side by side mean ozone (Sunday or Saturday) ozone concentrations and compare them
to the ones observed on Wednesdays. On the contrary, other researchers examine ozone peak levels by
weekly day (Altshuler, 1995). In this work, it was decided to analyze the daily weekly surface ozone
concentrations measured by the TCEQ C12 monitoring station, during the summers of 2009 and 2010.
A comparative method that employs as main decision criterion two ozone concentration averages was
employed. Such two decision criteria are the daily “maximum 8-hour ozone average” and the ”peak
daily 1-hour ozone average”.
It is vital to remember that it is also very important to select clear-sky days. After selecting the
best pairs of potential weekday-weekend days within the summers of 2009 and 2010, the next step is to
check that those days are cloudless days. The way to check for cloudless conditions, is by downloading
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the irradiance data for each one of the candidate days from the UV-B Monitoring and Research Program
(UVMRP, 2012). Once this is done, the irradiance data are plotted for each day and by inspecting
each graph it is possible to select the clear-sky cases. When a cloudless day is present, the graph of the
irradiance should be smooth following

a kind of bell-shaped curve.

After proceeding with this

technique, it occurred that on occasion a good weekday-weekend pair of days had to be discarded
because either the weekday or the weekend day were not cloudless days.
The best candidate days for the summer of 2009 were found during the month of July (figures
2.4a and 2.4b); for summer 2010 the month of June was the one with the best candidate days (figures
2.5a and 2.5b). After following the technique described previously the next weekday-weekend pairs of
days were chosen for the present study: for summer 2009 Wednesday July 15 and Sunday July 19 were
selected; for summer 2010 Wednesday June 16 and Saturday June 19 were selected. The surface ozone
data were downloaded from the TCEQ-C12 website.
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Figure 2.4a. July month has the better candidate days for the potential presence of the ozone weekend
effect occurrence during summer 2009. TCEQ 8-hour average surface ozone criterion.
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Figure 2.4b. July month has the better candidate days for the potential presence of the ozone weekend
effect occurrence during summer 2009. TCEQ 1-hour average surface ozone criterion.
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Figure 2.5a. June month has the better candidate days for the potential presence of the ozone weekend
effect occurrence during summer 2010. TCEQ 8-hour average surface ozone criterion.
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Figure 2.5b. June month has the better candidate days for the potential presence of the ozone weekend
effect occurrence during summer 2010. TCEQ 1-hour average surface ozone criterion.
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Notice from figures 2.4a to 2.5b, that even when Li et al., (2011) reported the presence of the
ozone weekend effect phenomenon in El Paso, in reality the figures show that the ozone weekend effect
with higher ozone concentrations during weekends during July 2009 and June 2010 is hardly detectable.
Even so, the best candidate days have been chosen for the purposes of this study.
Table 2.1 shows the percentage difference between each selected weekday-weekend pair during
the summers of 2009 and 2010. These data are available in the TCEQ website in the section for the
CAMS 12 (or C12) monitoring station.

Table 2.1. Percentage differences between the selected case studies for weekday-weekend events during
the summers of 2009 and 2010. Data downloaded from the website of TCEQ-C12
monitoring station.

Summer
2009
Summer
2010

Sun. July 19
Wed. July 15
Sat. Jun 19
Wed. Jun 16

Maximum 8hour ozone
average
[ppb]
57
51
56
46

Percentage
difference
[%]
11
18

Peak daily 1hour ozone
average
[ppb]
73
58
59
50

Percentage
difference
[%]
21
15

Table 2.1, is a comparison between weekday-weekend case studies in which the two selection
criteria for summers 2009 and 2010 are employed (peak 1-hour ozone average and maximum 8-hour
average ozone concentrations). For summer 2009, the weekend ozone concentrations are 21% and 11%
higher compared to the weekday case based on the 1-hour and 8-hour criteria respectively. For summer
2010, the results show that the surface ozone concentrations are higher during Saturday June 19 by 18%
and 15% based on the 8-hour and 1-hour selection criteria respectively.

Due to the higher ozone

concentrations in these particular weekend days (with respect to its weekday pairs), it can be assumed
with confidence that the ozone weekend effect was present in such particular dates.
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Furthermore, in accordance with Marr & Harley (2002), the criterion given by the 8-hour
average ozone concentrations is a more sensitive measure for the ozone weekend effect than the 1-hour
average. In the present comparison,

an agreement between both criteria exists. This fact gives even

more support about the correctness in the selection of the chosen days that will be used in this
research. That is, the selected days for this study (shown in table 2.1) can be considered good
representative cases of the ozone weekend effect at El Paso.

2.5.2 Validation of measured irradiance as compared with the TUV simulated irradiance
After selecting the case study days for the present investigation it is possible to begin with the
required simulations in order to calculate the photolysis rate parameters and total photolysis rates.
However, as it was previously mentioned: the photolysis rate parameters are dependent on the
spherically integrated actinic fluxes generated by the sun rather than the irradiances. In this study,
instrumentation that could allow measurement of the local actinic flux is not available. But thanks to the
ease of access to the local UV-MFRSR instrument it is possible to obtain experimental data of the local
solar irradiances for the dates under study (UVMRP, 2012).
According to Dongchul et al. (2007), the measurements of actinic flux are preferable over
computer simulations.

Although the experimental detection of actinic flux has shown to be a

problematic task, such as when flat-plate radiometers are used to derive such fluxes from irradiance
measurements. On the other hand, the computer models that simulate actinic fluxes rely for their
estimations on input parameters that carry their own uncertainties (e.g. columnar ozone, concentrations
of aerosols, clouds, surface albedo, etc). The literature reports diverse studies that make comparisons
between measurements and computational simulations of actinic fluxes and photolysis rates (Contrell
et al., 2003). In accordance with the results of such diverse studies, it can be expected to have
agreements between measurements and simulations of actinic flux and photolysis rates as good as 10%
(Lefer et al., 2003).

In their paper Lefer et al. (2003) suggested that this agreement between
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measurements and simulations can improve if better inputs of aerosol optical parameters are used in the
models.
Inspired by the suggestion of Lefer et al. (2003) in regards to using better aerosol input
parameters with the computer models, the methodology was designed to be used in the next subsections.
This study takes advantage of the fact that for the days to be studied diverse experimental data
obtained from the local UV-MFRSR instrument are available.

The available data are the daily

instantaneous total horizontal irradiance, daily instantaneous aerosol optical depths, daily instantaneous
pressure and daily total columnar ozone. The irradiance data is available at the seven wavelengths in
which the UV-MFRSR works, while the instantaneous aerosol optical depth is only available at 332 and
368nm.
In this subsection, the key experimental input parameter will be the instantaneous aerosol optical
depths at 332 and 368nm. Once the experimental data that is going to be used as an input parameter for
the TUV5.0 is downloaded from the UV-B Monitoring and Research Program website, then the source
code of the TUV5.0 model is modified (the source code is written in FORTRAN 77). This modification
basically consists on creating an iterative loop procedure that allows to read line by line from a data text
file to the experimentally measured data per day under study (the experimental data are: the
instantaneous aerosol optical depth, instantaneous total horizontal irradiance and instantaneous pressure
values).
That is to say, in this chapter, it was decided to start by working on the simulations of total
irradiances for each one of the summer days under study. The simulations of total irradiance will be
made per day at 332 and 368nm.

The reason to simulate just at these two wavelengths is that the

experimental data for download in the UV-B Monitoring and Research Program website of
instantaneous aerosol optical depths (AOD) is only available at 332 and 368nm.
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Once the iterative procedure is established in the modified TUV code, this modified TUV code
should have to be compiled and run per each day. This will allow it to read a text data file per each day
under study. Each day is simulated at 332nm and 368nm.
A different input parameter required for the TUV code, which it is very important, is the single
scattering albedo (SSA). The SSA is a quantity that is used to describe the contribution of atmospheric
particles to the total extinction (absorption plus scattering). The single scattering albedo for aerosols is
defined with the equation:

(2.5.1)

In this equation, the quantity Cscattering is the scattering coefficient for aerosols, Cabsorption is the
absorption coefficient for aerosols.

The equation for SSA ranges from 0 in situations with only

absorptive aerosols present, to 1 when only scattering aerosols are present (Seinfeld & Pandis, 2006).
The work done in this chapter will estimate the instantaneous SSA values for each day under
study. To do so takes advantage of the modification of the TUV source code that validates the measured
and simulated total irradiances. In the moment in which the TUV5.0 source code was modified, a new
loop procedure that will be changing the input value of SSA in small step increments was created. The
idea is that the modified TUV code will generate an output data text file with the numerical data of the
simulated irradiances every 3 minutes (instantaneous values) together with its respective estimated
SSA values (because of the SSA-loop). A technique employed within the modified TUV source code,
allows to just save the more relevant SSA values per each instantaneous time. Such technique consists
of creating a new line of code in which it will be calculated the percentage relative error between the
experimentally measured and simulated irradiances, in a way in which when the relative error between
these two quantities is lower than e.g. 4% that data will be saved to the output file. The saved output
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data will give the more reliable instantaneous values for the simulated total irradiances and their
respective SSA values.
In other words, in a first stage the modified TUV source code is fed with the experimental
instantaneous AOD, instantaneous pressure and instantaneous total irradiance values (besides of the
other averaged input parameters). After compilation the modified TUV code will generate the required
simulations of total irradiances per day. The generated output data text file will contain a column of
instantaneous time, a column of estimated SSA, a column of experimental AOD, a column of
instantaneous simulated total irradiance, a column of experimental total irradiance and a column of the
percentage relative error between the experimental and simulated irradiances.
Now it is possible to select from this output file the instantaneous time cases in which the
percentage relative error is the smallest every 3-minutes. That particular selection will provide with the
more acceptable value of the simulated total irradiance and SSA. That is, the value of simulated total
irradiances and SSAs obtained in this way, are the ones that will be used to compared against the
experimental instantaneous total irradiances. This is the fundamental technique employed to validate the
experiment with the TUV simulations.

This validation method will allow to determine the most

adequate TUV input parameters to be employed in the next sections to simulate the actinic flux and
photolysis rates per each day under study.
The percentage relative errors between the simulated (TUV model) and experimental (UVMFRSR instrument) irradiances is calculated with the experimental (measured) irradiances serving as
the reference value. Hence, the next equation is used:

(2.5.2)
In the next subsections are presented the results obtained in the simulations of total irradiances
by means of the modified TUV code. In these simulations the time range was chosen from 8:00 to
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16:00, in order to respect the requirement that the solar zenith angle (SZA) should be ≤60°. Notice that
the time should be in decimal format in the TUV code. In each simulated total irradiance shown below
it was fixed the wavelength at either 332 or 368nm per each weekday-weekend day under study. The
total irradiance simulations prepared in this subsection are plotted as a function of time.
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2.5.3 Comparative analysis of measured and TUV simulated total irradiances as a function
of time for summer 2009
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0.59
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0.24
0.19

Experimental irradiance
TUVS simulated irradiance

8.00
8.45
8.90
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9.80
10.25
10.70
11.15
11.60
12.05
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12.95
13.40
13.85
14.30
14.75
15.20
15.65

Irradiance [W m‐2 nm‐1]

Sunday July 19, 2009 at 332nm

Local standard time in decimal format
Figure 2.6a. Validation of simulated and measured total irradiances as a function of time. Weekend case
at 332nm for summer 2009.

Wednesday July 15, 2009 at 332nm
Irradiance [W m‐2 nm‐1]

0.68
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0.43

Experimental irradiance

0.38

TUV simulated irradiance

0.33
8.00
8.45
8.90
9.35
9.80
10.25
10.70
11.15
11.60
12.05
12.50
12.95
13.40
13.85
14.30
14.75
15.20
15.65

0.28

Local standard time in decimal format
Figure 2.6b. Validation of simulated and measured total irradiances as a function of time. Weekday case
at 332nm for summer 2009.
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From the outcomes (figures 2.6a and 2.6b) obtained for the weekend-weekday research cases of
summer 2009 (332nm case), the next data tables provide an abbreviated summary of the results
obtained from the simulations.
Table 2.2a. Percentage relative error between measured and simulated total irradiances as a function of
time in summer 2009 (332nm case). This table shows the minimum and maximum relative
errors between the simulated and measured instantaneous total irradiances. Recall that the
simulations and measurements are done every 3 minutes between 8:00 to 16:00.

Sunday
July 19, 2009
Wednesday
July 15, 2009

Summer 2009 at 332nm.
Minimum relative error
Maximum relative
[%]
error [%]
0.0150
8.4371
0.0126

Averaged (8:00-16:00)
relative error [%]
1.7272

1.1735

0.4331

Table 2.2b. Correlations and linear regression coefficients between the measured and simulated total
irradiances as a function of time in summer 2009 (332nm case). See the graphical
validation between the experimental and simulated irradiances in figures 2.6a and 2.6b.
Summer 2009 at 332nm.

R2
0.9907
y = 1x-0.002
0.9994
y = 1.0041x-0.0017

Correlation
0.9953

Sunday
July 19, 2009
Wednesday
July 15, 2009

0.9997

Table 2.2c. Estimated values of SSA, after comparison between measured and simulated total
irradiances as a function of time in summer 2009 (332nm case). The averaged SSA was
obtained by averaging the calculated instantaneous (every 3 minutes) SSA values from
8:00 to 16:00 LST.
Calculated Single Scattering Albedo (SSA), Summer 2009 at 332nm.
Minimum SSA
Maximum SSA
Sunday
July 19, 2009
Wednesday
July 15, 2009

0.87

0.97

Averaged SSA
(8:00-16:00)
0.94

0.87

0.97

0.93
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Table 2.2d. Experimental minimum and maximum instantaneous aerosol optical depths measured with
the UV-MFRSR instrument in summer 2009 (332nm case). The averaged AOD was
obtained by averaging the experimental instantaneous (every 3 minutes) AOD values from
8:00 to 16:00 LST.
Experimental instantaneous Aerosol Optical Depth (AOD), Summer 2009 at 332nm.
Minimum AOD
Maximum AOD
Averaged AOD
(8:00-16:00)
Sunday
0.244
1.477
0.309
July 19, 2009
Wednesday
0.157
0.228
0.189
July 15, 2009
Table 2.2e. Experimental minimum and maximum instantaneous pressure values measured with the UVMFRSR instrument in summer 2009. The averaged pressure was obtained by averaging the
experimental instantaneous (every 3 minutes) pressure values from 8:00 to 16:00 LST.
Experimental instantaneous Pressure, Summer 2009.
Minimum Pressure
Maximum Pressure
[millibars]
[millibars]
Sunday
881.0
887.2
July 19, 2009
Wednesday
878.6
883.7
July 15, 2009

Averaged Pressure
(8:00-16:00) [millibars]
884.7
881.7

From table 2.2d notice that the averaged experimental AOD value at 332nm is higher for the
weekend day than on the weekday, which it is contrary to what could potentially be expected in a
scenario with less automobile traffic (Stephens et al. 2008). Furthermore, from table 2.2c the estimated
averaged SSA value at 332nm is a little bit higher during Sunday compared to Wednesday indicating of
an increment in scattering aerosol loading during the weekend.

According to Dickerson et al. (1997)

pure scattering aerosols such as sulfates and several organic aerosols cause an increment of simulated
ground level O3 concentrations by thirty to sixty percent. Particles that scatter the UV flux in the lower
troposphere speed up the photochemical reactions and ozone production (Dickerson et al. 1997). In the
same study it was found that absorbing aerosols such as soot and mineral dust cause a reduction on
surface O3 mixing ratios as high as 24ppbv.

In their study Dickerson et al. (1997) explained that

absorbing aerosols might reduce the UV radiation enough to decrease the formation of ozone.
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Sunday July 19, 2009 at 368nm
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TUV simulated irradiance
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Local standard time in decimal format
Figure 2.7a. Validation of simulated and measured total irradiances as a function of time. Weekend case
at 368nm for summer 2009.

Wednesday July 15, 2009 at 368nm
Irradiance [W m‐2 nm‐1]

1.00
0.90
0.80
0.70
Experimental irradiance

0.60

TUV simulated irradiance
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Local standard time in decimal format
Figure 2.7b. Validation of simulated and measured total irradiances as a function of time. Weekday case
at 368nm for summer 2009.
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Table 2.3a. Percentage relative error between measured and simulated total irradiances as a function of
time in summer 2009 (368nm case). This table shows the minimum and maximum relative
errors between the simulated and measured instantaneous total irradiances. Recall that the
simulations and measurements are done every 3 minutes between 8:00 to 16:00 LST.
Summer 2009 at 368nm.
Minimum relative
error [%]
Sunday
0.0191
July 19, 2009
Wednesday
0.0109
July 15, 2009

Maximum relative
error [%]
9.7952

Averaged relative error
(8:00-16:00) [%]
1.5856

0.6584

0.3134

Table 2.3b. Correlations and linear regression coefficients between the measured and simulated total
irradiances as a function of time in summer 2009 (368nm case). See the graphical
validation between the experimental and simulated total irradiances in figures 2.7a and
2.7b.
Summer 2009 at 368nm.
Sunday
July 19, 2009
Wednesday
July 15, 2009

R2
0.9886
y = 1.0228x-0.0199
0.9996
y = 0.9967x+0.0019

Correlation
0.9943
0.9998

Table 2.3c. Calculated values of SSA, after comparison between measured and simulated total
irradiances as a function of time in summer 2009 (368nm case). The averaged SSA was
obtained by averaging the calculated instantaneous (every 3 minutes) SSA values from
8:00 to 16:00 LST.
Calculated Single Scattering Albedo (SSA), Summer 2009 at 368nm.
Minimum SSA
Maximum SSA
Averaged SSA
(8:00-16:00)
Sunday
0.75
0.95
0.84
July 19, 2009
Wednesday
0.75
0.85
0.78
July 15, 2009
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Table 2.3d. Experimental minimum and maximum instantaneous aerosol optical depths measured with
the UV-MFRSR instrument in summer 2009 (368nm case). The averaged AOD was
obtained by averaging the experimental instantaneous (every 3 minutes) AOD values from
8:00 to 16:00 LST.
Experimental instantaneous Aerosol Optical Depth (AOD), Summer 2009 at 368nm.
Minimum AOD
Maximum AOD
Averaged AOD
(8:00-16:00)
Sunday
0.208
1.446
0.274
July 19, 2009
Wednesday
0.150
0.199
0.167
July 15, 2009
From table 2.3d notice that the averaged experimental AOD value at 368nm is higher for the
weekend day than on the weekday, which it is contrary to what could potentially be expected in a
scenario with less automobile traffic (Stephens et al. 2008). Furthermore, from table 2.3c the estimated
averaged SSA value at 368nm is higher during the Sunday compared to the Wednesday indicating an
increment in scattering aerosol loading during the weekend. This results are in accordance to the results
previously obtained for the summer 2009 case (at 332nm).
The correlations for the validation of measured and simulated total irradiances are excellent
(above 0.9 in all cases during summer 2009). These results permit validation of the employed TUV
input parameters. Notice that the key ingredient to get such a good match between model and
experiment was to utilize the experimental instantaneous AOD values measured with the UV-MFRSR
apparatus rather than using a simpler averaged AOD value. Another important thing to observe is that
in this case the irradiances are a function of time with a fixed wavelength value per graph (332 or
368nm).
Up until now, the experimental and simulated total irradiances have been compared as a function
of time, that is, keeping fixed the value of the wavelength in each comparison. Photolysis rates depend
on solar actinic fluxes rather than solar irradiances. Because of this, at this point it is fundamental to
point out that the actinic fluxes must be calculated on a particular wavelength interval (as it is done
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below

in subsection

2.5.4). Based on this fact and taking in consideration that in this

work

experimental data of actinic fluxes are not available, now a new comparison of experimental and
simulated irradiances will be made. In the next subsection the total irradiances will be treated as a
function of wavelength rather than time (as was done in this subsection).

2.5.4 Comparative analysis of measured and simulated total irradiances as a function
of wavelength for summer 2009
In this new subsection, in order to make the comparative analysis between measured and
simulated total irradiances as a function of wavelength, the time will be fixed at a certain hour of
choice. It was decided to use 12:00 LST because is the hour in which are expected the highest total
irradiance values. The results are shown in the next figures and tables for the summer of 2009.
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Sunday July 19, 2009 at 12:00PM
1.00
Irradiance [W m‐2 nm‐1]

0.90
0.80
0.70
0.60
TUV modeled total irradiance
at 12:00PM
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0.40

Experimental total irradiance
at 12:00PM
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300

0.00
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Figure 2.8a. Validation of measured and simulated total irradiances as a function of wavelength.
Weekend day summer 2009. The blue solid line is the TUV simulated irradiances, the red
squares are the measured irradiances with the UV-MFRSR instrument at noon (LST). The
seven experimental wavelength channels are 300, 305, 311, 317, 325, 332 and 368 nm.

Wednesday July 15, 2009 at 12:00PM
Irradiance [W m‐2 nm‐1]

1.20
1.00
0.80
0.60

TUV modeled total irradiance
at 12:00PM

0.40

Experimental total irradiance
at 12:00PM

0.20
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0.00
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Figure 2.8b. Validation of measured and simulated total irradiances as a function of wavelength.
Weekday for summer 2009. The blue solid line is the TUV simulated irradiances, the red
squares are the measured irradiances with the UV-MFRSR instrument at noon (LST). The
seven experimental wavelength channels are 300, 305, 311, 317, 325, 332 and 368 nm.
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The values for the experimental and simulated total irradiances as a function of wavelength at
12:00 LST on July 19 and 15, 2009 are compared in figures 2.8a, 2.8b and tables 2.4a and 2.4b. The
input parameters given in tables 2.4a and 2.4b were employed for the TUV simulations.
Figures 2.8a and 2.8b show that the experimental and TUV simulated irradiance as a function of
wavelength, track each other in an excellent way in the seven UV wavelengths. In this case the
correlations are not as good as the ones obtained in subsection 2.5.3 (irradiances as a function of time).
The reason for obtaining lower correlations is that the UVMRP website (UVMRP, 2012) only provides
experimental instantaneous AOD values for 332 and 368nm. No experimental instantaneous AOD data
exist for the other shorter five wavelengths (300, 305, 311, 317 and 325nm).

This is the motive for

which that in this particular subsection a global averaged AOD was employed. This global averaged
AOD was obtained from the average between the experimental instantaneous AOD values at 332 and
368nm.
The TUV input parameters employed to simulate the irradiance as a function of wavelength for
Sunday July 19, 2009 (figure 2.8a) are:
Table 2.4a. TUV input parameters employed for the simulation in figure 2.8a. Weekend case summer
2009.
TUV input parameter (TUV variable
name)

Sunday July 19, 2009
at 12:00PM LST

Aerosol optical depth (tauaer)
Cloud optical depth (taucld)
Surface albedo (alsurf)
O3 column [DU] (o3col)
Pressure (psurf)
SSA (ssaaer)
Simulated downwelling irradiance:
(dirsun=difdn=1, difup=0)

0.292
0.000 (clear skies)
0.050
284.400
884.7
0.885
yes
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The TUV input parameters employed to simulate the irradiance as a function of wavelength for
Wednesday July 15, 2009 (figure 2.8b) are:
Table 2.4b. TUV input parameters employed for the simulation in figure 2.8b. Weekday case summer
2009.
TUV input parameter (TUV variable
name)

Wednesday July 15, 2009
at 12:00PM LST

Aerosol optical depth (tauaer)
Cloud optical depth (taucld)
Surface albedo (alsurf)
O3 column [DU] (o3col)
Pressure (psurf)
SSA (ssaaer)
Simulated downwelling irradiance:
(dirsun=difdn=1, difup=0)

0.178
0.000 (clear skies)
0.050
281.200
881.7
0.860
yes

The percentage relative differences between the measured and simulated total irradiances as a
function of wavelength, are calculated next for the weekend and weekday cases during summer 2009.
Table 2.5a. In each row the percentage relative differences between the measured and simulated total
irradiances as function of wavelength during the summer of 2009 (weekend day case) are
calculated.
Wavelength
300
305
311
317
325
332
368

Sunday July 19, 2009 at 12:00PM
TUV simulated total
Experimental total
irradiance at 12:00PM
irradiance at 12:00PM
0.0120
0.0136
0.0818
0.0875
0.2323
0.2390
0.3374
0.3650
0.4421
0.5190
0.5815
0.6200
0.8253
0.8500
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Relative difference [%]
11.62
6.55
2.80
7.56
14.82
6.21
2.91

Table 2.5b. In each row the percentage relative differences between the measured and simulated
irradiances as function of wavelength during the summer 2009 (weekday case) are
calculated.
Wavelength
300
305
311
317
325
332
368

Wednesday July 15, 2009 at 12:00PM
TUV simulated total
Experimental total
irradiance at 12:00PM
irradiance at 12:00PM
0.0134
0.0147
0.0887
0.0928
0.2481
0.2480
0.3572
0.3800
0.4658
0.5410
0.6108
0.6410
0.8613
0.8760

Relative difference [%]
9.05
4.43
0.04
6.00
13.90
4.71
1.68

Tables 2.5a and 2.5b show comparisons between experimental and simulated total irradiances as
a function of wavelength, for the seven wavelengths recorded by the UV-MFRSR instrument. Tables
2.5a and 2.5b show that experimental irradiances are greater in value than the simulations. The
comparison in table 2.5a (weekend case summer 2009) shows that the agreement was within 6.2114.82% for five wavelength bands (300, 305, 317, 325, 332 nm). Two wavelength bands (311 and 368
nm) had a relative difference with a value lesser than three percent. The comparison in table 2.5b
(weekday case summer 2009) shows that the agreement was within 4.43-13.90% for five wavelength
bands (300, 305, 317, 325, 332 nm). Two wavelength bands (311 and 368 nm) had a relative difference
with a value lesser than two percent.
On Sunday July 19, 2009 the experimental total irradiance is 11% greater than the simulation for
two of the wavelengths (300 and 325nm) while disagreements of less than 11% between both kinds of
irradiances for the other five bands (table 2.5a) are present.
On Wednesday July 15, 2009 the experimental total irradiance is 9% greater than the simulation
for two of the wavelengths (300 and 325nm) while disagreements of less than 9% between both kinds of
irradiances for the other five wavelengths (table 2.5b) are present.
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These dissimilarities between simulated and experimental total irradiances as a function of
wavelength are consistent with dissimilarities found for actinic flux and photolysis rate parameters (Jvalues) as explained below.
From the results obtained in tables 2.5a and 2.5b it is evident that when comparing measured
and simulated total irradiances as a function of wavelength the agreement is not as good as it was when
comparing the total irradiances as a function of time in the previous subsection. The largest percentage
relative difference is 14.82% at 325 nm (weekend case) and 13.90% at 325nm (weekday case), checking
for such results in tables 2.5a and 2.5b. These results are extremely important because in the next
subsection the solar actinic fluxes will be simulated; and local experimental data of actinic fluxes that
could help to validate the simulations are not available. However, in according to results obtained by
Dongchul et al. (2007), the same order of percentage relative difference can be expected between actinic
flux simulations and actinic flux measurements as the one obtained comparing irradiances. That is to
say, the percentage relative difference between both experimental and simulated actinic fluxes should be
in the same order of magnitude as the one obtained when comparing measured and simulated total
irradiances as a function of wavelength (Dongchul et al., 2007).
In the next subsection the solar actinic fluxes for summer 2009 will be calculated for the days
under study in this chapter. The TUV input parameters to be used in the actinic flux simulations are
essentially the same ones employed to calculate the total irradiances as a function of wavelength in this
subsection. According to Dongchul et al. (2007), as well as results obtained in this section, it can be
estimated that the simulated actinic fluxes for summer 2009 could have a potential relative difference
with hypothetical actinic flux measurements of no more than ~14%.

2.5.5 TUV simulations of solar actinic flux for the summer of 2009
Photolysis rate parameters are dependent on the spherically integrated solar actinic flux (Seinfeld
& Pandis, 2006). The actinic flux is the flux of spherically integrated sun radiation throughout an
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atmospheric volume.

In the previous subsections was determined the best TUV input parameters to

generate the required simulations of total irradiance as a function of time and wavelength.
It was explained in the previous subsection that the obtained percentage relative error between
the simulated and experimental total irradiances as a function of wavelength, must be in the same order
of magnitude as what should be expected in the simulations of actinic flux in this subsection (as shown
by Dongchul et al., 2007). Essentially the same TUV input parameters that were employed when
simulating total irradiances as a function of wavelength during summer 2009 (subsection 2.5.4) will be
employed in this subsection to simulate the corresponding actinic fluxes for summer 2009. This
subsection partially follows the approach employed by Dongchul et al. (2007). In that study it was
found that the differences between irradiance simulations and experimental data are consistent with
discrepancies found for actinic flux and photolysis rate parameters (Dongchul et al., 2007). The similar
temporal patterns found between measured and simulated actinic fluxes were dependent in both the
uncertainties of the employed TUV input parameters and the calibration errors of the spectroradiometer
instrument employed in that study (Dongchul et al., 2007).
The solar actinic flux is challenging to estimate from computer models because of uncertainties
in the columnar ozone, ambient atmospheric aerosols, atmospheric clouds, ground albedo, etc. But after
the comparisons elaborated in previous sections between experimental and simulated total irradiances it
has been validated that the best and more adequate TUV input parameters correctly simulate the actinic
fluxes for summer 2009. According to Cantrell et al. (2003), the solar actinic fluxes can be
experimentally recorded with an accuracy as good as about five percent and they can be estimated by
computer simulations within ten percent.
In this subsection, the same TUV input parameters found on table 2.4a to simulate the actinic
flux for Sunday July 19, 2009 were used. For the actinic flux simulations in this subsection are
simulated the downwelling and upwelling components, plus the total actinic flux (that is the summation
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of the downwelling and upwelling components) . The upwelling component of actinic flux allows to
understand how important is the surface albedo on creating a reflected upward diffuse component that
contributes to increase the total actinic flux value. The diffuse upwelling component calculated with the
TUV model was simulated with the modeled diffuse radiation component that is directed towards the
sky after reflection on the ground. The downwelling component was simulated with the TUV code by
means of the modeled direct and diffuse downwelling radiation components defined in the model.
Recall that the diffuse upwelling component radiation was not employed when simulating total
irradiances in the previous subsections.
Actinic fluxes for summer 2009 were modeled in a wavelength interval between 290 and 700nm
at 12:00PM (LST). This wavelength interval was subdivided in 1 nm bins. The simulations were done
from 8:00 to 16:00 (LST) during each day. This time frame was chosen because in accordance to Bais
et al. (2003) for solar zenith angles greater than about 62° more dissimilarities between experimental and
simulated actinic fluxes are present. The results of the simulated actinic flux for the summer 2009 cases
are as follow.
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Sunday July 19, 2009 at 12:00 LST
Actinic flux [photons cm‐2 s‐1 nm‐1]
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Figure 2.9a. Simulated total solar actinic flux and its two components. The simulation was done in a
wavelength range that goes from 290 to 700nm with 1nm increments. Weekend case for
summer 2009.

Sunday July 19, 2009 at 12:00 LST.
(Photochemically active range).
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Figure 2.9b.Simulated total solar actinic flux and its two components. This figure shows the
photochemically active range of 300 to 400nm. Weekend case for summer 2009.

103

From the previous results comparing experimental and simulated total irradiances as a function
of wavelength (subsection 2.5.4) in this subsection it was estimated that the simulations of actinic flux
for Sunday July 19, 2009 should have a percentage relative error (with respect to experimental values)
of no more than about 14.85% (see table 2.5a). Figures 2.9a and 2.9b show that the simulated actinic
flux and its components follow the expected spectral line shape of actinic flux as reported by several
other studies (Stockwell et al., 2004; Dongchul et al., 2007).
For the weekend case of summer 2009, the simulated actinic flux in the wavelength range below
400nm has values less than about 3.5x1014 photons cm-2 s-1 nm-1 (figure 2.9b). In the visible wavelength
range (400-700nm) the simulated actinic flux varied in the region of about 5.7x1014 photons cm-2 s-1 nm1

. According to Stockwell et al. (2004) the actinic fluxes beyond the wavelength region of about 450nm

do not have an important impact on the J-values (photolysis frequencies) in the majority of the
photochemical species.
Notice that according to Dongchul et al. (2007) the modeled actinic flux between 290 and 320nm
is more responsive to the columnar ozone changes. For wavelengths greater than 320nm the modeled
actinic flux is more responsive to the surface albedo and it is not responsive to changes in aerosol optical
depth and columnar ozone.
From figures 2.9a and 2.9b, it was found that the total actinic flux is not very responsive to the
local surface albedo. El Paso is located on an arid region and the surface UV albedo has a value of
around 0.050 (Medina et al., 2012). Under such circumstances the intensity of the skyward-welling
component of the actinic flux is about 7.88% of the value of the downwelling component during
Sunday July 19, 2009.
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Wednesday July 15, 2009 at 12:00 LST
Actinic flux [photons cm‐2 s‐1 nm‐1]
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Figure 2.9c. Simulated total actinic flux and its two components. The simulation was done in a
wavelength range that goes from 290 to 700nm with 1nm increments. Weekday case for
summer 2009.
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Figure 2.9d.Simulated total actinic flux and its two components. This figure shows the photochemically
active range of 300 to 400nm. Weekday case for summer 2009.
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According to the simulations the averaged value of total actinic flux in the photochemical active
range (300-400nm) during Sunday July 19 has a value of 1.60x1014 photons cm-2 s-1 nm-1 and for
Wednesday July 15 has a value of 1.64x1014 photons cm-2 s-1 nm-1. Thus, in the photochemical active
range the total averaged actinic flux is 2.5% higher during the weekday for summer 2009.
From the previous results comparing experimental and simulated total irradiances as a function
of wavelength (subsection 2.5.4) in this subsection it is estimated that the simulations of actinic flux for
Wednesday July 15, 2009 should have a percentage relative error (with respect to experimental values)
of no more than about 13.90% (see table 2.5b). Figures 2.9c and 2.9d show that the simulated actinic
flux and its two components follow the expected spectral line shape of actinic flux as reported by several
other studies (Stockwell et al., 2004; Dongchul et al., 2007).
The simulated actinic flux in the wavelength range below 400nm has values less than about
3.0x1014 photons cm-2 s-1 nm-1 (figure 2.9d). In the visible wavelength range (400-700nm) the simulated
actinic flux varied in the region of 5.7x1014 photons cm-2 s-1 nm-1. According to Stockwell et al. (2004)
the actinic fluxes beyond the wavelength value of about 450nm do not have an important impact on the
J-values (photolysis frequencies) in the majority of the photochemical species.
From figures 2.9c and 2.9d, it was found that the total actinic flux is not very responsive to the
local surface albedo. El Paso is located on an arid region and the surface UV albedo has a value of
around 0.050 (Medina et al., 2012). Under such circumstances the intensity of the skyward-welling
component of the actinic flux is about 8.15% of the value of the downwelling component during
Wednesday July 15, 2009.
In the next subsection begins the simulations for the weekday-weekend case studies of summer
2010. The methods are similar to the ones employed during summer 2009.
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2.5.6 Comparative analysis of measured and TUV simulated total irradiances as a function
of time for the summer of 2010
Previous subsections studied the total irradiances and actinic fluxes for the case study days of
summer of 2009. Now summer 2010 is considered. The work done in this subsection is analogous to the
one previously completed for the summer 2009.
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Figure 2.10a. Validation of simulated and measured total irradiances. Weekend case at 332nm for
summer 2010.
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Figure 2.10b. Validation of simulated and measured total irradiances. Weekday case at 332nm for
summer 2010.
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From the outcomes obtained in figures 2.10a and 2.10b for the weekend-weekday research cases
of summer of 2010 (332nm case), the following data tables provide an abbreviated summary of the
results obtained from the simulations.
Table 2.6a. Percentage relative error between measured and simulated total irradiances as a function of
time in summer 2010 (332nm case). This table shows the minimum and maximum relative
errors between the simulated and measured instantaneous total irradiances. Recall that the
simulations and measurements are done every 3 minutes between 8:00 to 16:00 LST.
Summer 2010 at 332nm.
Minimum relative
error [%]
Saturday
0.0111
June 19, 2010
Wednesday
0.0014
June 16, 2010

Maximum relative
error [%]
0.6843

Averaged relative error
(8:00-16:00) [%]
0.2697

0.9224

0.3979

Table 2.6b. Correlations and linear regression coefficients between the measured and simulated total
irradiances as a function of time in summer 2009 (332nm case). See the graphical
validation between the experimental and simulated total irradiances in figures 2.10a and
2.10b.
Summer 2010 at 332nm.
Saturday
June 19, 2010
Wednesday
June 16, 2010

R2
0.9997
y = 0.9985+0.0008
0.9994
y = 1.0028x-0.0018

Correlation
0.9999
0.9997

Table 2.6c. Calculated values of SSA, after comparison between measured and simulated total
irradiances as a function of time in summer 2010 (332nm case). The averaged SSA was
obtained by averaging the calculated instantaneous (every 3 minutes) SSA values from
8:00 to 16:00 LST.
Calculated Single Scattering Albedo (SSA), Summer 2010 at 332nm.
Minimum SSA
Maximum SSA
Averaged SSA
(8:00-16:00)
Saturday
0.67
0.87
0.74
June 19, 2010
Wednesday
0.75
0.90
0.81
June 16, 2010
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Table 2.6d. Experimental minimum and maximum instantaneous aerosol optical depths measured with
the UV-MFRSR instrument in summer 2009 (332nm case). The averaged AOD was
obtained by averaging the experimental instantaneous (every 3 minutes) AOD values from
8:00 to 16:00 LST.
Experimental instantaneous Aerosol Optical Depth (AOD), Summer 2010 at 332nm.
Minimum AOD
Maximum AOD
Averaged AOD
(8:00-16:00)
Saturday
0.145
0.191
0.171
June 19, 2010
Wednesday
0.155
0.268
0.213
June 16, 2010
Table 2.6e. Experimental minimum and maximum instantaneous pressure values measured with the UVMFRSR instrument in summer 2009. The averaged pressure was obtained by averaging the
experimental instantaneous (every 3 minutes) pressure values from 8:00 to 16:00 LST.
Experimental instantaneous Pressure, Summer 2010 at 332nm.
Minimum Pressure Maximum Pressure
[millibars]
[millibars]
Saturday
877.8
882.3
June 19, 2010
Wednesday
876.2
881.0
June 16, 2010

Averaged Pressure
(8:00-16:00) [millibars]
880.5
878.3

From table 2.6d notice that the averaged experimental AOD value at 332nm is higher for the
weekday than on the weekend day, which it is in accordance to what could potentially be expected in a
scenario with more automobile traffic (Stephens et al. 2008). Furthermore, from table 2.6c the estimated
averaged SSA value at 332nm is higher during the Wednesday compared to the Saturday indicating an
increment in scattering aerosol loading during the weekday compared to the weekend case. According
to Dickerson et al. (1997) pure scattering aerosols such as sulfates and several organic aerosols cause an
increment of simulated ground level O3 concentrations by thirty to sixty percent. In the same study it
was found that absorbing aerosols such as soot and mineral dust cause a reduction on surface O3 mixing
ratios as high as 24ppbv. In their study Dickerson et al. (1997) explained that absorbing aerosols might
reduce the UV radiation enough to decrease the formation of ozone.
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Figure 2.11a. Validation of simulated and measured total irradiances. Weekend case at 368nm for
summer 2010.
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Figure 2.11b. Validation of simulated and measured total irradiances. Weekday case at 368nm for
summer 2010.
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Table 2.7a. Percentage relative error between measured and simulated total irradiances as a function of
time in summer 2010 (368nm case). This table shows the minimum and maximum relative
errors between the simulated and measured instantaneous total irradiances. Recall that the
simulations and measurements are done every 3 minutes between 8:00 to 16:00 LST.
Summer 2010 at 368nm.
Minimum
relative error [%]
Saturday
0.0019
June 19, 2010
Wednesday
0.0012
June 16, 2010

Maximum
relative error [%]
0.5022

Averaged relative
error (8:00-16:00) [%]
0.1849

0.7892

0.2868

Table 2.7b. Correlations and linear regression coefficients between the measured and simulated total
irradiances as a function of time in summer 2010 (368nm case). See the graphical
validation between the experimental and simulated total irradiances in figures 2.11a and
2.11b.
Summer 2010 at 368nm.
Saturday
June 19, 2010
Wednesday
June 16, 2010

R2
0.9999
y = 1.0034x-0.0032
0.9998
y = 0.9915x+0.006

Correlation
0.9999
0.9999

Table 2.7c. Estimated values of SSA, after comparison between measured and simulated irradiances in
summer 2010 (368nm case). The averaged SSA was obtained by averaging the calculated
instantaneous (every 3 minutes) SSA values from 8:00 to 16:00 LST.
Calculated Single Scattering Albedo (SSA), Summer 2010 at 368nm.
Minimum SSA
Maximum SSA
Averaged SSA
(8:00-16:00)
Saturday
0.55
0.65
0.58
June 19, 2010
Wednesday
0.65
0.70
0.70
June 16, 2010
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Table 2.7d. Experimental minimum and maximum instantaneous aerosol optical depths measured with
the UV-MFRSR instrument in summer 2010 (368nm case). The averaged AOD was
obtained by averaging the experimental instantaneous (every 3 minutes) AOD values from
8:00 to 16:00 LST.
Experimental instantaneous Aerosol Optical Depth (AOD), Summer 2010 at 368nm.
Minimum AOD
Maximum AOD
Averaged AOD
(8:00-16:00)
Saturday
0.122
0.168
0.146
June 19, 2010
Wednesday
0.136
0.232
0.183
June 16, 2010
From table 2.7d notice that the averaged experimental AOD value at 368nm is higher for the
weekday than on the weekend day, which it is in accordance to what could potentially be expected in a
scenario with more automobile traffic (Stephens et al. 2008). Furthermore, from table 2.7c the estimated
averaged SSA value at 368nm is higher during the Wednesday compared to the Saturday this is an
indication of an increment in scattering aerosol loading during the weekday compared to the weekend
case. These results are in accordance to the ones previously obtained for summer 2010 (at 332nm).
The correlations obtained from the validation of the measured and simulated total irradiances as
a function of time are excellent (above 0.9 in all cases) during summer 2010. These results permit
validation of the employed TUV input parameters. Notice that the key ingredient to obtain such a good
match between model and experiment was to employ the experimental instantaneous AOD values
measured with the UV-MFRSR instrument rather than using a simpler averaged AOD value. Another
important thing to observe is that in this case the irradiances are a function of time with a fixed
wavelength value per graph (332 or 368nm).
Because actinic fluxes are calculated on a particular wavelength range, now a new comparison
of measured and simulated total irradiances as a function of wavelengths will be made. In this case the
time is fixed at certain hour; 12:00 LST was chosen in this study because it is the hour in which the
highest total irradiances are expected. The results are shown in the next subsection during the summer
2010 case study.
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2.5.7 Comparative analysis of measured and simulated total irradiances as a function
of wavelength for summer 2010
In this new subsection, in order to make the comparative analysis between measured and
simulated total irradiances as a function of wavelength, the time is fixed at a certain hour of choice.
12:00 LST was chosen in this study because it is the hour in which the highest total irradiances are
expected. The results are shown in the next figures and tables for the summer 2010.
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Figure 2.12a. Validation of measured and simulated total irradiances as a function of wavelength.
Weekend day summer 2010. The blue solid line is the TUV simulated irradiance, the red
squares are the measured irradiances with the local UV-MFRSR instrument at noon (LST).
The seven experimental wavelength channels are 300, 305, 311, 317, 325, 332 and 368 nm.

Wednesday June 16, 2010 at 12:00PM
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Figure 2.12b. Validation of measured and simulated total irradiances as a function of wavelength.
Weekday for summer 2010. The blue solid line is the TUV simulated irradiance, the red
squares are the measured irradiances with the local UV-MFRSR instrument at noon (LST).
The seven experimental wavelength channels are 300, 305, 311, 317, 325, 332 and 368 nm.
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The values for the experimental and simulated total irradiances as a function of wavelength at
12:00 LST in June 19 and 16, 2010 are compared in figures 2.12a, 2.12b and tables 2.9a and 2.9b. The
input parameters given in tables 2.8a and 2.8b are employed for the TUV simulations.
Figures 2.12a and 2.12b show that the experimental total irradiance as a function of wavelength,
track each other in an excellent way in the seven UV wavelengths. In this case the correlations are not
as good as the ones obtained in subsection 2.5.6 (irradiances as a function of time). The reason for
obtaining lower correlations is that the UVMRP website (UVMRP, 2012) only provides experimental
instantaneous AOD values for 332 and 368nm. No experimental instantaneous AOD data exist for the
other shorter five wavelengths (300, 305, 311, 317 and 325nm). This is the motive by which that in this
particular subsection a global averaged AOD was employed. This global averaged AOD was obtained
from the average between the experimental instantaneous AOD values at 332 and 368nm.
The TUV input parameters employed to simulate the total irradiance as a function of wavelength
for Saturday June 19, 2010 are:
Table 2.8a. TUV input parameters employed for the simulation in figure 2.12a. Weekend case summer
2010.
TUV input parameter (TUV variable
name)

Saturday June 19, 2010
at 12:00PM LST

Aerosol optical depth (tauaer)
Cloud optical depth (taucld)
Surface albedo (alsurf)
O3 column [DU] (o3col)
Pressure (psurf)
SSA (ssaaer)
Simulated downwelling irradiance:
(dirsun=difdn=1, difup=0)

0.158
0.000 (clear skies)
0.050
310.600
880.5
0.660
yes
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The TUV input parameters employed to simulate the total irradiance as a function of wavelength
for Wednesday June 16, 2010 are:
Table 2.8b. TUV input parameters employed for the simulation in figure 2.12b. Weekday case summer
2010.
TUV input parameter (TUV variable
name)

Wednesday June 16, 2010
at 12:00PM LST

Aerosol optical depth (tauaer)
Cloud optical depth (taucld)
Surface albedo (alsurf)
O3 column [DU] (o3col)
Pressure (psurf)
SSA (ssaaer)
Simulated downwelling irradiance:
(dirsun=difdn=1, difup=0)

0.198
0.000 (clear skies)
0.050
303.300
878.3
0.755
yes

Now the percentage relative differences between the measured and simulated total irradiances is
calculated as a function of wavelength for the weekend and weekday cases during summer 2010.
Table 2.9a. In each row, the percentage relative differences between the measured and simulated
irradiances as a function of wavelength during the summer of 2010 (weekend day case) are
calculated.
Saturday June 19, 2010 at 12:00PM
Wavelength TUV simulated total
irradiance at 12:00PM
300
0.0098
305
0.0739
311
0.2224
317
0.3318
325
0.4398
332
0.5820
368
0.8304

Experimental total
irradiance at 12:00PM
0.0129
0.0817
0.2330
0.3530
0.5180
0.6210
0.8590
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Relative difference [%]
24.33
9.55
4.55
6.01
15.10
6.28
3.33

Table 2.9b. In each row, the percentage relative differences between the measured and simulated
irradiances as a function of wavelength during the summer 2010 (weekday case) are
calculated.
Wednesday June 16, 2010 at 12:00PM
Wavelength TUV simulated total
Experimental total
irradiance at 12:00PM irradiance at 12:00PM
300
0.0105
0.0129
305
0.0766
0.0839
311
0.2262
0.2350
317
0.3346
0.3550
325
0.4419
0.5270
332
0.5837
0.6310
368
0.8314
0.8720

Relative difference [%]
18.99
8.76
3.74
5.75
16.15
7.50
4.66

Tables 2.9a and 2.9b show comparisons between experimental and simulated total irradiances as
a function of wavelength, for the seven wavelengths recorded by the UV-MFRSR apparatus. These
tables show that experimental irradiances are greater in value than the simulations. The comparison in
table 2.9a (weekend case summer 2010), shows that agreement was within 6.01-24.33% for five
wavelength bands (300, 305, 317, 325, 332 nm). Two wavelength bands (311 and 368 nm) had a
relative difference with a value lesser than 2.6%. The comparison in table 2.9b (weekday case summer
2010) shows that the agreement was within 5.75-18.99% for five wavelength bands (300, 305, 317, 325,
332 nm). Two wavelength bands (311 and 368 nm) had a relative difference with a value lesser than
4.7%.
On Saturday June 19, 2010 the experimental total irradiance is 15% greater than the simulation
for two of the wavelengths (300 and 325nm) while disagreements less than 15% between both kind of
irradiances for the other five bands (table 2.9a) are present.
On Wednesday June 16, 2010 the experimental total irradiance is 16% greater than the
simulation for two of the wavelengths (300 and 325nm) while disagreements less than 16% between
both kind of irradiances for the other five wavelengths (table 2.9b) are present.

117

These dissimilarities between simulated and experimental irradiances as a function of
wavelength are consistent with dissimilarities found for actinic flux and photolysis rate parameters (Jvalues) as explained below.
From the results obtained in tables 2.9a and 2.9b it is evident that when comparing measured and
simulated total irradiances as a function of wavelength, the agreement is not as good as it was when
comparing the total irradiances as a function of time in the previous subsection. The largest percentage
relative difference is 24.33% at 300 nm (weekend case) and 18.99% at 300nm (weekday case), checking
for such results in tables 2.9a and 2.9b. These results are extremely important because in the next
subsection the solar actinic fluxes will be simulated; and no availability of local experimental data of
actinic fluxes that could help to validate the simulations exist. However, according to results obtained
by Dongchul et al. (2007), the same order of percentage relative difference between actinic flux
simulations and actinic flux measurements can be expected as the one obtained comparing irradiances.
That is to say, percentage relative difference between both experimental and simulated actinic fluxes
should be in the same order of magnitude as the one obtained when comparing measured and simulated
total irradiances as a function of wavelength (Dongchul et al., 2007).
In the next subsection the solar actinic fluxes for summer 2010 will be calculated for the days
under study in this chapter. The TUV input parameters to be used in the actinic flux simulations are
essentially the same ones employed to calculate the total irradiances as a function of wavelength in this
subsection. According to Dongchul et al. (2007) and results obtained in this section, it can be estimated
that the simulated actinic fluxes for summer 2010 could have a potential relative difference with
hypothetical actinic flux measurements of no more than ~24%.
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2.5.8 TUV simulations of solar actinic flux for the summer of 2010
Photolysis rate parameters are dependent on the spherically integrated actinic flux (Seinfeld &
Pandis, 2006). In the previous subsections were determined the best TUV input parameters to generate
the required simulations of total irradiance as a function of time and wavelength.
Particularly important are the results obtained in the previous comparative analysis between
measured and simulated total irradiances as a function of wavelength

(subsection 2.5.7). It was

explained in the previous subsection that the obtained percentage relative error between the simulated
and experimental total irradiances as a function of wavelength must be in the same order of magnitude
to what should be expected in the simulations of actinic flux in this subsection (as shown by Dongchul
et al., 2007). Essentially the same TUV input parameters that were employed when simulating total
irradiances as a function of wavelength during summer 2010 (subsection 2.5.4) will be employed in this
subsection to simulate the corresponding actinic fluxes for summer 2010. The approach employed by
Dongchul et al. (2007), is partially followed in this subsection. In that study it was found that the
differences between irradiance simulations and experimental data are consistent with discrepancies
found for actinic flux and photolysis rate parameters (Dongchul et al., 2007). The similar temporal
patterns found between measured and simulated actinic fluxes were dependent on both the uncertainties
of the employed TUV input parameters and the calibration errors of the spectroradiometer instrument
employed in that study (Dongchul et al., 2007).
The solar actinic flux is challenging to estimate from computer models because of uncertainties
in the columnar ozone, ambient atmospheric aerosols, atmospheric clouds, ground albedo, etc. But after
the comparisons elaborated in previous sections between experimental and simulated total irradiances
the best and more adequate TUV input parameters have been validated to correctly simulate the actinic
fluxes for summer 2010. According to Cantrell et al. (2003), the solar actinic fluxes can be
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experimentally recorded with an accuracy as good as about five percent and they can be estimated by
computer simulations within ten percent.
In this subsection, the same TUV input parameters found on table 2.8a to simulate the actinic
flux for Saturday June 19, 2010 were utilized. For the actinic flux simulations in this subsection are
simulated the downwelling and upwelling components, plus the total actinic flux (that is the summation
of the downwelling and upwelling components) . The upwelling component of actinic flux allows to
understand how important is the surface albedo on creating a reflected upward diffuse component that
contributes to increase the total actinic flux value. The diffuse upwelling component calculated with the
TUV model was simulated with the modeled diffuse radiation component that is directed towards the
sky after reflection on the ground. The downwelling component was simulated with the TUV code by
means of the modeled direct and diffuse downwelling radiation components defined in the model.
Recall that the diffuse upwelling component radiation was not employed when simulating total
irradiances in the previous subsections.
Actinic fluxes for summer 2010 were modeled in a wavelength interval between 290 and 700nm
at 12:00PM (LST). This wavelength interval was subdivided in 1 nm bins. The simulations were done
from 8:00 to 16:00 (LST) during each day. This time frame was chosen because in accordance to Bais
et al. (2003) for solar zenith angles greater than about 62° more dissimilarities between experimental and
simulated actinic fluxes are present. The results of the simulated actinic flux for the summer 2010 cases
are as follows.
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Figure 2.13a. Simulated total actinic flux and its two components. The simulation was done in a
wavelength range that goes from 290 to 700nm with 1nm increments. Weekend case for
summer 2010.
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Figure 2.13b.Simulated total actinic flux and its two components. This figure shows the
photochemically active range of 300 to 400nm. Weekend case for summer 2010.
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From the previous results comparing experimental and simulated irradiances as a function of
wavelength (subsection 2.5.7) in this subsection it was estimated that the simulations of actinic flux for
Saturday June 19, 2010 should have a percentage relative error (with respect to experimental values) of
no more than about 24.33% (see table 2.9a). Figures 2.13a and 2.13b show that the simulated actinic
flux and its components follow the expected spectral line shape of actinic flux as reported by several
other studies (Stockwell et al., 2004; Dongchul et al., 2007).
For the weekend case of summer 2010, the simulated actinic flux in the wavelength range below
400nm has values less than about 2.8x1014 photons cm-2 s-1 nm-1 (figure 2.13b). In the visible
wavelength range (400-700nm) the simulated actinic flux varied in the region of about 5.5x1014 photons
cm-2 s-1 nm-1. According to Stockwell et al. (2004) the actinic fluxes beyond the wavelength value of
about 450nm do not have an important impact on the J-values (photolysis frequencies) in the majority of
the photochemical species.
Notice that according to Dongchul et al. (2007) the modeled actinic flux between 290 and 320nm
is more responsive to the columnar ozone changes. For wavelengths greater than 320nm the modeled
actinic flux is more responsive to the surface albedo and it is not very responsive to changes in aerosol
optical depth and columnar ozone.
From figures 2.13a and 2.13b it was found that the total actinic flux is not very responsive to the
local surface albedo. El Paso is located in an arid region and the surface UV albedo has a value of
around 0.050 (Medina et al., 2012). Under such circumstances the intensity of the skyward-welling
component of the actinic flux is about 8.44% of the value of the downwelling component during
Saturday June 19, 2010.
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Figure 2.13c. Simulated total actinic flux and its two components. The simulation was done in a
wavelength range that goes from 290 to 700nm with 1nm increments. Weekday case for
summer 2010.

Wednesday June 16, 2010 at 12:00 LST.
(Photochemically active range).
Actinic flux [photons cm‐2 s‐1 nm‐1]

4.00E+14
3.50E+14
3.00E+14
2.50E+14

Downward‐welling
component of actinic flux

2.00E+14
1.50E+14

Upward‐welling component
of actinic flux

1.00E+14

Total Actinic Flux

5.00E+13
300
307
314
321
328
335
342
349
356
363
370
377
384
391
398

0.00E+00
Wavelength [nm]

Figure 2.13d.Simulated total actinic flux and its two components. This figure shows the
photochemically active range of 300 to 400nm. Weekday case for summer 2010.
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According to the simulations, the averaged value of total actinic flux in the photochemical active
range (300-400nm) during Saturday June 19 has a value of 1.52x1014

photons cm-2 s-1 nm-1 and for

Wednesday June 16 has a value of 1.54x1014 photons cm-2 s-1 nm-1. That is to say, in the photochemical
active range the total averaged actinic flux is 1.32% higher during the weekday for summer of 2010.
From the previous results comparing experimental and simulated total irradiances as a function
of wavelength (subsection 2.5.7), in this subsection it is estimated that the simulations of actinic flux for
Wednesday June 16, 2010 should have a percentage relative error (with respect to experimental values)
of no more than about 18.99% (see table 2.9b). Figures 2.13c and 2.13d show that the simulated actinic
flux and its two components follow the expected spectral line shape of actinic flux as reported by several
other studies (Stockwell et al., 2004; Dongchul et al., 2007).
The simulated actinic flux in the wavelength range below 400nm has values less than about
2.9x1014 photons cm-2 s-1 nm-1 (figure 2.13d).

In the visible wavelength range (400-700nm) the

simulated actinic flux varied in the region of 5.6x1014 photons cm-2 s-1 nm-1. According to Stockwell et
al. (2004), the actinic fluxes beyond the wavelength value of about 450nm do not have an important
impact on the J-values (photolysis frequencies) in the majority of the photochemical species.
From figures 2.13c and 2.13d it was found that the total actinic flux is not very responsive to the
local surface albedo. El Paso is located on an arid region and the surface UV albedo has a value of
around 0.050 (Medina et al., 2012). Under such circumstances the intensity of the skyward-welling
component of the actinic flux is about 8.28% of the value of the downwelling component during
Wednesday June 16, 2010.
In the next section will be calculated the local photolysis rate parameters (J-values or photolysis
frequencies) for four of the most important tropospheric photochemical reactions. The novel method
followed in this study has allowed obtaining the best possible input parameters. These validated input
parameters will allow the simulation of the local J-values with a high degree of accuracy and reliability.
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2.6

Simulations of photolysis frequencies
Four of the most important tropospheric photolysis rate parameters (also known as photolysis

frequencies or J-values) will be simulated in this section for each of the weekend-weekday cases under
study during summer 2009 and summer 2010.
A number of methods to experimentally measure actinic fluxes and J-values exist. For example
one of such methods is called chemical actinometry, that consist in measuring the rate in which some
chemical species (like for instance NO2) decays

(Madronich et al. 1990). A different technique

consists of converting measured irradiances which were recorded with 2π or flat plate radiometers into
actinic fluxes and then using equation 2.4.2 to calculate the photolysis rate parameters or J-values
(Seinfeld & Pandis, 2006).
There are a series of scientific publications that report different studies comparing experimental
measurements and simulations of actinic flux and J-values. It is likely that the most prominent of these
studies is the International Photolysis Frequency Measurement and Modeling Intercomparison (IPMMI)
(Bohn et al., 2004; Hofzumahas et al., 2004). Cantrell et al. (2003), found from the IPMMI results that
actinic flux can be measured to an accuracy of five percent and simulated within about ten percent.
Such ten percent accuracy for the simulations requires low solar zenith angles (SZA≤60°) and cloudless
days (Cantrell et al. 2003). Furthermore, in a different study by Lefer et al. (2003) it is reported that
agreement between measurement and simulations of actinic flux lesser than 10% is difficult without
better AOD parameter inputs for the computer model. Based on the findings of Lefer et al. (2003), the
present study has employed experimental instantaneous AOD values for 332 and 368nm as key input
parameters during the simulations.
The existence of aerosols in the troposphere obstructs the solar flux and as a consequence the
rate of photolytic oxidant production is affected. According to Jacobson (1998), the tropospheric ozone
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mixing ratio decreases by about 5 to 7% when ambient aerosols are taken into account in the simulations
developed in his investigation. In a different study, it was found that pure scattering aerosols tend to
increase the simulated surface ozone concentrations by about 30% to 60% and the presence of absorbing
aerosols reduce ground level ozone concentrations by up to 24ppb (Dickerson et al. 1997). In this
regard, in this work were used in the TUV simulations experimental instantaneous aerosol optical depths
and it has been estimated the corresponding SSA values per each day under study during the summers of
2009 and 2010 (subsections 2.5.3 and 2.5.6).

The SSA values determine the aerosols degree of

scattering or absorption per each day.
In this new section, the J-values of the photochemical chemical reactions 2.4.3 to 2.4.6 were
calculated by means of the TUV5.0 model. Notice that in the previous (and current) TUV simulations
of irradiance, actinic flux and photolysis rate parameters, the pseudo-spherical ordinate 4-stream
approximation was chosen to solve the radiative transfer equation in a layered atmosphere.

The

modeled atmosphere was defined as consisting of 50 layers, each one of them with an altitude of 1km.
Remember from previous sections that the days under study are under clear sky conditions. The
local instantaneous AOD (available as 3-minute averages) was obtained from the UVB Monitoring and
Research Program website (UVMRP, 2012). Only two wavelengths for the experimental AOD (332nm
and 368nm) are available for download.
For the actinic flux and photolysis rate simulations calculated in this chapter it was employed a
wavelength grid that goes from 290 to 700nm with a spectral resolution of Δλ=1nm wavelength equal
increments; this range was chosen based on the work done by Stockwell et al. (2004) and Dongchul et
al. (2007).

With this wavelength range and the selected spectral resolution, there are 411 wavelength

grid points per simulation that the TUV code has to numerically integrate based on the equation (2.4.2).
The simulations require large amounts of CPU power and time due to such a wavelength grid.
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The next subsection will calculate the J-values for four of the most important photochemical
reactions. The basic chemical reactions that lead to ozone production will be explained. Finally, the
percentage relative error differences between the weekday-weekend experimental UV irradiances with
the TUV simulated J-values will be compared. This comparison is fundamental in order to attest for a
correlation pattern between the limited experimental data available and the behavior of the TUV
simulations.

2.6.1 Simulations of photolysis rate parameters during summer 2009
The formation of surface ozone occurs if NO and NO2 concentrations are present simultaneously
with solar radiation. This O3 generation is a consequence of the photolysis of NO2 with wavelengths
lower than 420nm:

NO2 + hν → NO + O (3P)

(2.6.1)

O(3P) + O2 + M → O3 + M

(2.6.2)

According to Seinfeld & Pandis (2006), no other important sources of surface O3 besides the last
chemical reaction (2.6.2) exist. Based on the previous two reactions, if no presence of NO2 exists then
there is no way to produce atomic oxygen (O) and therefore, O3. Furthermore, once the ozone is formed
it reacts with NO regenerating NO2, that is:

O3 + NO → NO2 + O2

(2.6.3)

Reaction 2.6.3 occurs when NO is abundant in the air producing O3 tritation, that is, this last
reaction, consumes the surface ozone.
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According to Dickerson et al. (1997), the rate of production of photochemical smog (also called
surface ozone) is dependent on the concentrations of pollutants such as NOx and VOCs and the intensity
of UV solar radiation (290 < λ < 420nm).
As explained above the J-values for NO2: J(NO2) and ozone: J(O3) (or J(O1D)) are fundamental
in understanding the chemistry of the troposphere. According to reactions 2.6.1 to 2.6.3 and 2.4.3 the
photolysis frequencies J(NO2) and J(O3) influence respectively the ozone production and destruction.
In fact and in accordance with reactions 2.4.3 and 2.4.3b J(O3), influence the OH production (in the
presence of H2O).

The next section 2.7 will calculate the total photolysis rates for NO2 and ozone due

to its importance in the production and destruction of photochemical smog.
The reactions (2.6.1) to (2.6.3) constitute the so-called photochemical NOx cycle.

These

reactions define a photostationary state for ozone, in which the rate equation of the ozone concentration
[O3] is given by (Harvey & Chameides, 1977):

(2.6.4)

In equation 2.6.4, the square brackets represent the chemical species concentrations and k3 is the
rate constant for the second order reaction (2.6.3).
According to Harvey & Chameides (1977) the measured

is typically much smaller than

, so it is possible to make the next approximation:

(2.6.5)
This means that the photolysis rate parameter for NO2: “J(NO2)” is a fundamental parameter to
determine ambient ozone concentrations.

In other words, a more accurate J(NO2) value can help to
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predict smog episodes with greater accuracy and to better understand the tropospheric photochemical
activity.
According to Seinfeld & Pandis (2006), because the majority of NOx emissions are in the form
of NO rather than NO2, the three reaction 2.6.1, 2.6.2 and 2.6.3 cannot solely explain the observed ozone
concentrations. This information may be interpreted as: other reactions, aside from 2.6.1 to 2.6.3 need
to be considered in the tropospheric region when high O3 concentrations take place.
The results obtained from the J-values TUV simulations for the four photochemical reactions
(2.4.3 to 2.4.6) during summer 2009 are described next.
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Figure 2.14a. Comparative time series graphs of the J-values for O3 (reaction 2.4.3) during the selected
weekday and weekend cases in the summer of 2009.
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Figure 2.14b. Comparative time series graphs of the J-values for NO2 (reaction 2.4.4) during the selected
weekday and weekend cases in the summer of 2009.
Formaldehyde is throughout the troposphere, it is produced by direct emissions from automobile
fuel combustion, biomass burning and also it is generated by oxidation/degradation of surface VOCs
(Seinfeld & Pandis, 2006).

It is removed from the troposphere by reacting with OH, NO3 and the

photolysis reactions 2.4.5 and 2.4.6.
In the troposphere the hydroperoxyl radical (HO2) is generated by oxidation of the hydroxyl
radicals (OH) due to the intervention of VOCs and via reaction 2.4.6. Reaction 2.4.6 produces HCO
once this is done this chemical reacts rapidly with O2 to generate HO2 and CO, the other chemical
species generated in reaction 2.4.6 (H) reacts with O2 forming HO2. Hence, after reacting with
tropospheric O2 reaction 2.4.6 gives (Cooke et al., 2010):

HCHO + hν → 2HO2 + CO

(2.6.6)

Surface ozone is generated due to the increment in HO2 as a result of the formaldehyde radical
reaction (2.6.6) via the next chemical reactions:
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HO2 + NO → NO2 + OH

(2.6.7)

NO2 + hν → NO + O(3P)

(2.6.8)

O(3P) + O2 + M → O3 + M

(2.6.9)

In equation 2.6.9, M is any molecule (usually O2 or N2) that takes away thermal energy (Han et
al., 2011).
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Figure 2.14c. Comparative time series graphs of the J-values for HCHO radical reaction during the
selected weekday and weekend cases in summer 2009.
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Figure 2.14d. Comparative time series graphs of the J-values for HCHO molecular reaction during the
selected weekday and weekend cases in summer 2009.
Figures 2.14a to 2.14d show time series graphs of the simulated photolysis frequencies for O3,
NO2 and both formaldehyde reactions.

As expected (Dickerson et al., 1982), a smooth decrease of

diurnal J-values as the solar zenith angle (SZA) increases is present. This explains the approximately
bell-shaped J-values curves obtained per day.
Based on the previous results comparing experimental and simulated irradiances as a function of
wavelength, it can be estimated that the simulated J-values in this subsection should be smaller than
those that could be derived from experimental measurements (tables 2.5a and 2.5b). Recall that it was
previously calculated a maximum percentage relative difference at noon between experimental and
simulated irradiances as a function of wavelength of 14.82% and 13.90% for Sunday July 19 and
Wednesday July 15, 2009 respectively.
The shapes of the diurnal plots of the simulated photolysis frequencies in figures 2.14a to 2.14d
are in agreement with the experimental shapes reported in other studies (e.g. Stockwell et al., 2004). For
instance the diurnal J-value curves for NO2 are wider than the diurnal J-value curves for O3. The diurnal
J-value curves for both formaldehyde reactions show an intermediate width between J(O3) and J(NO2).
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Such good behavior of the shapes for the plots of the simulated photolysis rate parameters are in
accordance with the cloudless conditions present on July 15 and 19, 2009.
Table 2.10. Daily maximum values for the four simulated photolysis frequencies (at noon LST).
Computed is the weekend-weekday percentage difference for each of the four J-values
(reactions 2.4.3 to 2.4.6) during summer 2009.
Maximum J-values (at 12:00 LST), and percentage differences between the weekend day
and the weekday for July 2009.
Max. J- Values:
J(O3) [s-1]
J(NO2) [s-1]
J(HCHO) rad.
J(HCHO) mol.
-1
reacc. [s ]
reacc. [s-1]
Sun. July 19
3.82E-05
8.90E-03
3.00E-05
4.43E-05
Wed. July 15
4.06E-05
9.07E-03
3.13E-05
4.59E-05
Percentage
difference [%]
5.91
1.87
4.15
3.49
The estimated percentage relative disagreement between these J-values simulations could be
improved even more with more precise input parameters, such as cloud cover and aerosol general
characteristics.
The results shown in table 2.10 reveal that for all four simulated photolysis frequencies during
the summer of 2009, a small advantage in value in favor of the weekday is present. That is, the J-values
for the four chemical reactions are slightly (no more than 5.91%) larger during July 15 compared to July
19, indicating a faster photolysis during the weekday case.

This result could be explained by

comparing the experimental irradiances of July 15 and 19, as shown below in figure 2.14e and table
2.10a.

Figure 2.14e and table 2.10a show how the experimentally measured irradiances as a function

of wavelength on Wednesday 15 are higher compared to Sunday 19 in all of the seven wavelengths in
the photochemical active range. The major percentage difference between Wednesday and Sunday is
7.48%; very close in value to the maximum percentage difference between the simulated J-values of
5.91% (table 2.10).
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Experimental irradiances,
July 15 and 19, 2009 at 12:00PM (LST)
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Figure 2.14e. Graphical comparison between the seven experimental irradiance values measured with
the UV-MFRSR instrument, for July 15 and 19, 2009.
Table 2.10a. Experimental irradiance values in the photochemical active region for the summer 2009
case study.
Wavelength
300
305
311
317
325
332
368

Irradiance [W m-2 nm-1]
Wednesday
July 15, 2009.
0.0147
0.0928
0.2480
0.3800
0.5410
0.6410
0.8760

Irradiance [W m-2 nm-1]
Sunday
July 19, 2009
0.0136
0.0875
0.2390
0.3650
0.5190
0.6200
0.8500

Percentage
difference [%]
7.48
5.71
3.63
3.95
4.07
3.28
2.97

Figure 2.14e and table 2.10a made use of the available experimental data measured with the UVMFRSR instrument for both weekend and weekday cases of summer 2009.

Hence, it is a comparison

between the weekday-weekend experimental irradiances that was made in order to compare the previous
results simulating the J-values for summer 2009.

It is important to now check the analogous

comparison between the weekend-weekday TUV simulated irradiances as a function of wavelength for
the same time period. The reason is that such new comparison between simulated irradiances can allow
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checking the behavior of J-values simulation results for the weekday-weekend of 2009. Figure 2.14f
and table 2.10b compare the weekday-weekend cases for the TUV simulated irradiances as a function
of wavelength.
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TUV simulated irradiances,
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Figure 2.14f. Graphical comparison between the seven simulated irradiance values modeled with the
TUV5.0 computer model, for July 15 and 19, 2009.

Table 2.10b. TUV modeled irradiance values in the photochemical active region for the summer 2009
case study.
Wavelength
300
305
311
317
325
332
368

Irradiance [W m-2 nm-1]
Wednesday
July 15, 2009.
0.0134
0.0887
0.2481
0.3572
0.4658
0.6108
0.8613

Irradiance [W m-2 nm-1]
Sunday
July 19, 2009
0.0120
0.0818
0.2323
0.3374
0.4421
0.5815
0.8253

Percentage
difference
[%]
10.10
7.80
6.37
5.54
5.09
4.80
4.18

The results obtained from the comparison between the weekend-weekday simulated irradiances
in figure 2.14f and table 2.10b, are similar to the results previously obtained comparing the experimental
irradiances (figure 2.14e and table 2.10a). That is, figure 2.14f and table 2.10b show how the simulated
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irradiances on Wednesday 15 are higher compared to Sunday 19 in all of the seven wavelengths in the
photochemical active range. Recall from table 2.10 that the four simulated J-values obtained for summer
2009 are higher on Wednesday 15 compared to Sunday 19.

The major percentage difference in

simulated irradiance between Wednesday and Sunday is 10.10% (table 2.10b), very close in value to the
maximum percentage difference between the four simulated J-values of 5.91% for summer 2009 (table
2.10). This result shows how sensitive is the novel methodology that has been followed in this study in
order to calculate the four J-values (figures 2.14a to 2.14d), i.e. more UV irradiance in a particular day
(either experimental or simulated) leads to greater J-values for that specific day.
The photolysis frequencies of the four chemical species for a weekday-weekend case in the
summer 2009, have been calculated with the help of the TUV radiative model. From previous results
obtained in subsection 2.5.4, it was found that the largest percent difference between TUV simulated and
experimental irradiances as a function of wavelength are 14.82% for Sunday July 19, 2009 and 13.90%
for Wednesday July 15, 2009. These results allow it to be estimated that the photolysis frequency
simulations calculated in this subsection are within about

~15% relative difference compared to

conjectural experimental photolysis frequencies for the same days. In other words, it is estimated in this
study that the results obtained

for photolysis rate parameters are within about 15% certainty of

experimentally measured values (summer 2009 case).

2.6.2 Simulations of photolysis rate parameters during summer 2010
Recall that the main photochemical and chemical reactions governing the formation of ozone in
the troposphere have been described in subsection 2.6.1.
The results obtained from the J-values TUV simulations for the four photochemical reactions
(2.4.3 to 2.4.6) during summer 2010 are described in this subsection.
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Figure 2.15a. Comparative time series graphs of the J-values for O3 (reaction 2.4.3), during the selected
weekday and weekend cases in the summer of 2010.
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Figure 2.15b. Comparative time series graphs of the J-values for NO2 (reaction 2.4.4), during the
selected weekday and weekend cases in the summer of 2010.
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In previous subsection 2.6.1, it the role of formaldehyde as a surface ozone precursor was
explained. Below are shown the results obtained for the J-values of formaldehyde (reactions 2.4.5 and
2.4.6).
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Figure 2.15c. Comparative time series graphs of the J-values for HCHO radical reaction during the
selected weekday and weekend cases in summer 2010.
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Figure 2.15d. Comparative time series graphs of the J-values for HCHO molecular reaction during the
selected weekday and weekend cases in summer 2010.
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Figures 2.15a to 2.14d show time series graphs of the simulated photolysis frequencies for O3,
NO2 and both formaldehyde reactions.

In accordance with Dickerson et al. (1982), a smooth decrease

on the diurnal J-values as the solar zenith angle (SZA) increases is present. This explains the
approximately bell-shaped curves per day for the J-values.
Based on the previous results comparing experimental and simulated irradiances, it can be
estimated that the simulated J-values in this subsection should be smaller than those that could be
derived from experimental measurements (tables 2.9a and 2.9b).

Recall

that it was previously

calculated a maximum percentage relative difference at noon between experimental and simulated
irradiances as a function of wavelength of 24.33% and 18.99% for Sunday July 19 and Wednesday July
15, 2009 respectively.
The shapes of the diurnal plots of the simulated photolysis frequencies in figures 2.15a to 2.15d
are in agreement with the experimental shapes reported in other studies (e.g. Stockwell et al., 2004). For
instance the diurnal J-value curves for NO2 are wider than the diurnal J-value curves for O3. The diurnal
J-value curves for both formaldehyde reactions show an intermediate width between J(O3) and J(NO2).
Such good behavior of the shapes for the plots of the simulated photolysis rate parameters are in
accordance with the cloudless conditions present on June 16 and June 19, 2010.
Table 2.11. Daily maximum values for the four simulated photolysis frequencies (at noon LST). The
weekend-weekday percentage difference is computed for each of the four J-values
(reactions 2.4.3 to 2.4.6) during summer 2010.
Maximum J-values (at 12:00 LST), and percentage differences between the weekend day
and the weekday for June 2010.
-1
Max. J- Values:
J(O3) [s ]
J(NO2) [s-1]
J(HCHO) rad.
J(HCHO) mol.
-1
reacc. [s ]
reacc. [s-1]
Sat. June 19
3.31E-05
8.44E-03
2.79E-05
4.19E-05
Wed. June 16
3.46E-05
8.59E-03
2.86E-05
4.27E-05
Percentage
difference [%]
4.34
1.75
2.45
1.87
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The estimated percentage relative disagreement between these J-values simulations could be
improved even more with more precise input parameters, such as cloud cover and aerosol general
characteristics.
The results shown in table 2.11 reveal that for all four simulated photolysis frequencies during
the summer of 2010, a small advantage in value in favor of the weekday exists. That is, the J-values for
the four chemical reactions are slightly (no more than 4.34%) larger during June 16 compared to June
19, indicating a faster photolysis during the weekday case.

This result could be explained by

comparing the experimental irradiances of June 16 and 19, as shown below in figure 2.15e and table
2.11a.

Figure 2.15e

and table 2.11a show how the experimentally measured irradiances on

Wednesday 16 are higher compared to Saturday 19 in most of the seven wavelengths in the
photochemical active range. The major percentage difference between Wednesday and Saturday is
2.62%; very close in value to the maximum percentage difference between the simulated J-values of
4.34% (table 2.11).
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Figure 2.15e. Graphical comparison between the seven experimental irradiance values measured with
the UV-MFRSR instrument, for June 16 and 19, 2010.

Table 2.11a. Experimental irradiance values in the photochemical active region for the summer 2010
case study.
Wavelength Irradiance [W m-2 nm-1]
Wednesday
June 16, 2010
300
0.0129
305
0.0839
311
0.2350
317
0.3550
325
0.5270
332
0.6310
368
0.8720

Irradiance [W m-2 nm-1]
Saturday
June 19, 2010
0.0129
0.0817
0.2330
0.3530
0.5180
0.6210
0.8590

Percentage
difference [%]
0.00
2.62
0.85
0.56
1.71
1.58
1.49

Figure 2.15e and table 2.11a made use of the available experimental data measured with the UVMFRSR instrument for both weekend and weekday cases of summer 2010.

Hence, a comparison

between the weekday-weekend experimental irradiances as a function of wavelength has been made in
order to compare the previous results simulating the J-values for summer 2010. It is important to now
check the analogous comparison between the weekend-weekday TUV simulated irradiances for the
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same time period. The reason is that such new comparison between simulated irradiances can allow
checking the behavior of results for the weekday-weekend J-values simulations. Figure 2.15f and table
2.11b compare the weekday-weekend cases for the TUV simulated irradiances.
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June 16 and 19, 2010 at 12:00PM (LST)
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Figure 2.15f. Graphical comparison between the seven simulated irradiance values modeled with the
TUV5.0 computer model, for June 16 and 19, 2010.
Table 2.11b. TUV modeled irradiance values in the photochemical active region for the summer 2010
case study.
Wavelength
300
305
311
317
325
332
368

Irradiance [W m-2 nm-1]
Wednesday
June 16, 2010
0.0105
0.0766
0.2262
0.3346
0.4419
0.5837
0.8314

Irradiance [W m-2 nm-1]
Saturday
June 19, 2010
0.0098
0.0739
0.2224
0.3318
0.4398
0.5820
0.8304

Percentage
difference [%]
6.59
3.46
1.68
0.84
0.48
0.29
0.12

The results obtained from the comparison between the weekend-weekday simulated irradiances
as a function of wavelength in figure 2.15f and table 2.11b, are similar to the results previously obtained,
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comparing the experimental irradiances (figure 2.15e and table 2.11a). That is, figure 2.15f and table
2.11b show how the simulated irradiances on Wednesday 16 are higher compared to Saturday 19 in all
of the seven wavelengths in the photochemical active range. Recall from table 2.11 that the four
simulated J-values obtained for summer 2010 are higher on Wednesday 16 compared to Saturday 19.
The major percentage difference in simulated irradiance between Wednesday and Saturday is 6.59%
(table 2.11b), very close in value to the maximum percentage difference between the simulated J-values
of 4.34% for summer 2010 (table 2.11). This result shows how sensitive the novel methodology that has
been followed in this study is in order to calculate the four J-values (figures 2.14a to 2.14d), i.e. more
UV irradiance in a particular day (either experimental or simulated) leads to greater J-values for that
specific day.
The photolysis frequencies of the four chemical species for a weekday-weekend case in the
summer of 2010, have been calculated with the help of the TUV radiative model. From previous results
obtained in subsection 2.5.7, it was found that the largest percent difference between TUV simulated and
experimental irradiances as a function of wavelength are 24.33% for Saturday June 19, 2010 and
18.33% for Wednesday June 16, 2010. These results allow it to estimate that the photolysis frequency
simulations calculated in this subsection are within about ~24% relative difference, compared to
experimental photolysis frequencies for the same days. In other words, it is estimated in this study that
the results obtained in this subsection on photolysis rate parameters are within about 24% of
experimentally measured values (summer 2010 case).

2.7

Total photolysis rates of ozone and nitrogen dioxide
In the previous section the O3 and NO2 photolysis frequencies (J-values) were calculated, in

addition to the radical and molecular reactions for formaldehyde. The O3 photolysis to O(1D) was
named J(O3) and the NO2 photolysis to NO and O(3P) was named J(NO2).
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In this section, is reported the total diurnal photolysis rates of ozone and nitrogen dioxide for the
weekend-weekday case studies of summer 2009 and summer 2010.
Photolysis is defined as the dissociation of a chemical species after suffering the absorption of
solar radiation. Photolysis is a first order reaction that has the general form (Seinfeld & Pandis, 2006):

AB + hν → A + B

(2.7.1)

The rate of loss of the molecule AB due to photolysis (or the rate of generation of A or B) is
defined by the photolysis rate parameter J(AB) multiplied by the concentration of the molecule: [AB].
In other words, the rate of formation of A or B is equal to the rate of photon absorption. In the form of
an equation, the total photolysis rate for AB is given by (Dickerson et al., 1982):

(2.7.2)

This equation gives an alternative way to experimentally calculate the J-value for AB, that is,
“J(AB)”. The new technique consists of recording the rate of formation of A or B and then dividing by
[AB]:

(2.7.3)

By means of equations (2.4.1) and (2.7.2) the diurnal total photolysis rates for ozone during
summers 2009 and 2010 are calculated with:

(2.7.4)
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The diurnal ozone concentrations ([O3]) for the case studies of summer 2009 and 2010 were
downloaded from the TCEQ-C12 monitoring station web site (TCEQ, 2012).
In a same manner, the diurnal total photolysis rates for nitrogen dioxide during summers 2009
and 2010 are calculated with:

(2.7.5)

The diurnal nitrogen dioxide concentrations ([NO2]), for the case studies of summer 2009 and
2010, were downloaded from the TCEQ-C12 monitoring station web site (TCEQ, 2012).
According to Real & Sartelet (2011) the VOC and NOx concentrations together with the
photolysis rates of NO2 and O3 regulate whether surface O3 produces or consumes (the transport of O3
is excluded from this argument).
The results for the total diurnal photolysis rates of NO2 and ozone for summer 2009 are shown
in figures 2.16a and 2.16b.
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Figure 2.16a. Total photolysis rates of NO2. Diurnal variation during Wednesday July 15 and Sunday
July 19, 2009. The diurnal NO2 concentrations were downloaded from the TCEQ-C12
monitoring station.
The calculated difference in total photolysis rates for summer 2009 lead to changes in
tropospheric gas concentrations.
For summer 2009 the NO2 total photolysis rate decreases on Sunday 19 compared to Wednesday
15. Recall that increases on NO2 photolysis rate generally leads to a decrease in NO2 concentrations and
an increase in NO concentrations; which in general leads to an increase in surface ozone mixing ratios.
As expected, in accordance with figure 2.16a, a greater diurnal increment in the photolysis rate
of NO2 during Wednesday compared to the Sunday (due to the greater concentrations of NO2 on
Wednesday compared to the Sunday) is present.

According to Real & Sartelet (2011), increments in

the NO2 photolysis rate drive an increment in ozone production.
Results obtained in figure 2.16b show that a diurnal increment in the ozone photolysis rate
during Sunday 19 is present. Such a diurnal increment, destroys ozone in accordance with the higher
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surface ozone concentrations present in that particular day. In other words, a faster photolysis rates can
potentially lead to net production of surface ozone (or its destruction).
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Figure 2.16b. Total photolysis rates of O3. Diurnal variation during Wednesday July 15 and Sunday
July 19, 2009. The diurnal ozone concentrations were downloaded from the TCEQ-C12
monitoring station.
Figures 2.16a and 2.16b show how the larger NO2 or O3 concentrations on the weekday and
weekend cases respectively, have a more important impact on the

daily calculated total diurnal

photolysis rates compared to the corresponding simulated J-values.
The total diurnal photolysis rate results for NO2 and ozone during summer 2010 are shown in
figures 2.17a and 2.17b.
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Figure 2.17a. Total photolysis rates of NO2. Diurnal variation during Wednesday June 16 and Saturday
June 19, 2010. The diurnal NO2 concentrations were downloaded from the TCEQ-C12
monitoring station.
The calculated difference in total diurnal photolysis rates for summer 2010 lead to changes in
tropospheric gas concentrations.
For summer 2010, the NO2 total photolysis rate slightly decreases on the midday of Saturday 19
compared to Wednesday 16. Recall that increases in NO2 photolysis rate generally lead to a decrease in
NO2 concentrations and an increase in NO concentrations; which, in general, leads to an increase of
surface ozone mixing ratios. However, it is difficult to attest for a large difference in the total photolysis
rates of NO2 between the weekday-weekend days of summer 2010 (figure 2.17a).
In accordance with figure 2.17a, there is a slightly greater diurnal increment during midday in
the photolysis rate of NO2 during Wednesday compared to Saturday (due to the vaguely greater
concentrations of NO2 on the midday of Wednesday compared to Saturday).

According to Real &

Sartelet (2011), increments in the NO2 photolysis rate drive an increment in ozone production.
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Results obtained in figure 417b show that a diurnal larger increment in the ozone photolysis rate
during Saturday 19 is present.
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Figure 2.17b. Total photolysis rates of O3. Diurnal variation during Wednesday June 16 and Saturday
June 19, 2010. The diurnal ozone concentrations were downloaded from the TCEQ-C12
monitoring station.
Figures 2.17a and 2.17b show how the larger NO2 or O3 concentrations on the weekday and
weekend cases respectively, have a more important impact on the

daily calculated total diurnal

photolysis rates compared to the corresponding simulated J-values.

2.8

Photolysis rates in a weekday-weekend case during the June 2006 ozone episode
In the previous chapter meteorological conditions that influenced a local historic ozone episode

in El Paso were studied. This ozone episode was from June 12 to June 21, 2006.
In this new section the photolysis rates parameters of four ozone precursors for a selected
weekend-weekday case study during the June 2006 ozone episode are analyzed. The selected weekendweekday case study is Sunday June 18 and Friday June 16, 2006.
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Unfortunately, the local UV-MFRSR instrument began formal operations in El Paso on January
2009. This means that experimental irradiances and instantaneous aerosol optical depths for June 2006
are not available.

2.8.1 Photolysis frequencies for a weekend-weekday case during the historic ozone episode of
June 2006
The local ozone episode of June 12-21, 2006 (figure 2.18) was studied in the previous chapter
from a meteorological viewpoint. This chapter has developed a novel method that allows for the use of
the available limited local experimental data of irradiances and aerosol optical depths. With this method
the photolysis rates for four ozone precursors in this region during the summer 2009 and 2010 have
been calculated by means of a radiative transfer model.

In the year 2006 local experimental data of

irradiances or aerosol optical depths is not available. The reason is that the local UV-MFRSR apparatus
began operations on January 2009.
However, it is necessary to analyze the historic ozone episode of June 2006 from the perspective
of the photolysis rates and their impact on the ozone precursor concentrations. Due to the lack of the
experimental data in order to generate the best possible simulations for the J-values and then the total
photolysis rates in this subsection will be employed the best available averaged values for the TUV key
input parameters.
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Figure 2.18. Ozone episode of June 2006. Diurnal ozone data downloaded from the TCEQ-C41
monitoring station. This was a severe ozone episode that struck El Paso on June 12 to 21,
2006.
Some of the key TUV input parameters employed in the simulation of the J-values for the four
ozone precursors under this subsection are shown in table 2.12. Notice that in table 2.12 are used some
of the results of aerosol parameters previously obtained for the summer 2010 because that particular
case study occurred also during June.
Table 2.12. TUV input parameters employed for the J-value simulations.
surface albedo
pressure
Total column ozone
aerosol optical depth
single scattering albedo

Sunday June 18, 2006
0.050
-999.0 (US Standard
atmosphere 1976, USSA76)
306 (taken from OMI)
0.158(based on June 19, 2010)
0.660 (based on June 19, 2010)

Friday June 16, 2006
0.050
-999.0 (US Standard
atmosphere 1976, USSA76)
300
0.198 (based onJune 16, 2010)
0.755 (based on June 16, 2010)

Recall that tropospheric ozone is generated as a combination of solar radiation combined with
the presence of enough ozone precursors known as NOx = NO + NO2. The generation of ozone is
determined by the photolysis of NO2 in wavelengths shorter that 420 nm.
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NO2 + hν → NO + O(3P)

(2.6.1)

O(3P) + O2 + M → O3 + M

(2.6.2)

According to Seinfeld & Pandis (2006) no other important sources of surface O3 besides the
previous chemical reaction (2.6.2) exist.
Based on the two prior reactions, if no presence of NO2 exists there is no way to produce atomic
oxygen (O) and therefore O3. Furthermore, once the ozone is formed it reacts with NO regenerating
NO2, that is:

O3 + NO → NO2 + O2

(2.6.3)

Reaction 2.6.3 occurs when NO is abundant in the air producing O3 tritation, that is, this reaction
consumes the surface ozone.
According to Dickerson et al. (1997), the rate of production of photochemical smog (also called
surface ozone) is dependent on the concentrations of pollutants such as NOx and VOCs and the intensity
of UV solar radiation (290 < λ < 420nm).
As explained above, the J-values for NO2: J(NO2) and ozone: J(O3) (or J(O1D)) are fundamental
in the understanding in the chemistry of the troposphere. According to reactions 2.6.1 to 2.6.3 as well as
reaction 2.4.3, the photolysis frequencies J(NO2) and J(O3) influence respectively tropospheric ozone
production and destruction. In fact and in accordance with reactions 2.4.3 and 2.4.3b J(O3) influences
OH radical production (in the presence of H2O).
The reactions (2.6.1) to (2.6.3) constitute the so-called photochemical NOx cycle.

These

reactions define a photostationary state for ozone, in which the rate equation of the ozone concentration
[O3] is given by (Harvey & Chameides, 1977):
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(2.6.4)
In equation 2.6.4, the square brackets represent the particular chemical species concentration and
k3 is the rate constant for the second order reaction (2.6.3).
According to Harvey & Chameides (1977) the measured

is typically much smaller than

, so it is possible to make the next approximation:

(2.6.5)
This means that the photolysis rate parameter for NO2: “J(NO2)” is a fundamental parameter to
determine ambient ozone concentrations.

In other words, a more accurate J(NO2) value can help to

predict smog episodes with more accuracy and better understand tropospheric photochemical activity.
According to Seinfeld & Pandis (2006), because the majority of NOx emissions are in the form
of NO rather than NO2, the three reactions 2.6.1, 2.6.2 and 2.6.3 cannot solely explain the observed
ozone concentrations.

This information may be interpreted as: other chemical reactions aside from

2.6.1 to 2.6.3 are needed to be considered in the tropospheric region when high O3 concentrations take
place.
The results obtained from the J-value simulations for the June 2006 weekend-weekday case
study are described below.
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Figure 2.19a. Comparative time series graphs of the J-values for O3 (reaction 2.4.3) during the selected
weekday and weekend cases on June 2006.
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Figure 2.19b. Comparative time series graphs of the J-values for NO2 (reaction 2.4.4) during the selected
weekday and weekend cases on June 2006.
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In the troposphere the hidroperoxyl radical (HO2) is generated by oxidation of the hydroxyl
radicals (OH) due to the intervention of VOCs and via reaction 2.4.6. Reaction 2.4.6 produces HCO
once this is done this chemical reacts rapidly with O2 to generate HO2 and CO, the other chemical
species generated in reaction 2.4.6 (i.e. H) reacts with O2 forming HO2. Hence, after reacting with
tropospheric O2 reaction 2.4.6 gives (Cooke et al., 2010):

HCHO + hν → 2HO2 + CO

(2.6.6)

Surface ozone is generated due to the increment in HO2 as a result of the formaldehyde radical
reaction (2.6.6) via the next chemical reactions:

HO2 + NO → NO2 + OH

(2.6.7)

NO2 + hν → NO + O(3P)

(2.6.8)

O(3P) + O2 + M → O3 + M

(2.6.9)

In equation 2.6.9, M is any molecule that takes away thermal energy.
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Figure 2.19c. Comparative time series graphs of the J-values for HCHO radical reaction during the
selected weekday and weekend cases on June 2006.
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Figure 2.19d. Comparative time series graphs of the J-values for HCHO molecular reaction during the
selected weekday and weekend cases on June 2006.
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Figures 2.19a to 2.19d show time series graphs of the simulated photolysis frequencies for O3,
NO2 and both formaldehyde reactions.

In accordance with Dickerson et al. (1982), a smooth decrease

on the diurnal J-values as the solar zenith angle (SZA) increases is present.

This explains the

approximately bell-shaped J-values curves observed during each day.
Based on the previous results, comparing experimental and simulated irradiances as a function of
wavelength obtained in earlier subsections (subsections 2.5.4 and 2.5.7), it could be expected that the
simulated J-values in this new subsection may possibly be smaller than those that could be derived from
experimental measurements. The lack of experimental irradiances (previously available for summers
2009 and 2010) does not allow making a percentage relative error estimation for the present case study
of June 2006.
The shapes of the diurnal plots of the simulated photolysis frequencies in figures 2.19a to 2.19d
are in agreement with the experimental shapes reported in other studies (e.g. Stockwell et al., 2004). For
instance the diurnal J-value curves for NO2 are wider than the diurnal J-value curves for O3. The diurnal
J-value curves for both formaldehyde reactions show an intermediate width between J(O3) and J(NO2).
Such good behavior of the shapes for the plots of the simulated photolysis rate parameters are in
accordance with the cloudless conditions that have been hypothesized for the two days under study on
June 2006.
The photolysis frequencies of four chemical species for a weekday-weekend case on summer
2006 with the help of the TUV5.0 radiative transfer model have been calculated. In this case, local
experimental UV irradiances are not available. Hence, it is not possible to make an estimation (such as
the ones done for summers 2009 and 2010) regarding the relative percentage difference between the Jvalue simulations compared to conjectural experimental J-values for the same days of June 2006.
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2.8.2 Total photolysis rates for the weekend-weekday case during the ozone episode of June
2006
In the previous subsection, the O3 and NO2 photolysis frequencies (J-values) were calculated; in
addition to the radical and molecular reactions for formaldehyde . The O3 photolysis to O(1D) was
named J(O3) and the NO2 photolysis to NO and O(3P) was named J(NO2).
In this subsection the total diurnal photolysis rates of ozone and nitrogen dioxide for the
weekend-weekday case study of June 2006 are reported.
Photolysis is defined as the dissociation of a chemical species after suffering the absorption of
solar radiation. Photolysis is a first order reaction that has the general form (Seinfeld & Pandis, 2006):

AB + hν → A + B

(2.7.1)

The rate of loss of the molecule AB because of photolysis (or the rate of generation of A or B) is
defined by the photolysis rate parameter J(AB) multiplied by the concentration of the molecule: [AB].
In other words the rate of formation of A or B is equal to the rate of photon absorption. In form of
equation the total photolysis rate for AB is given by (Dickerson et al., 1982):

(2.7.2)

This equation gives an alternative way to experimentally calculate the J-value for AB, that is,
“J(AB)”. The new technique consists of recording the rate of formation of A or B and then dividing by
[AB]:

(2.7.3)
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By means of equations (2.4.1) and (2.7.2) the diurnal total photolysis rates for ozone during the
weekday-weekend case of June 2006 are calculated with the following equation:

(2.7.4)

The diurnal ozone concentrations ([O3]) for the case study of summer 2006 were downloaded
from the TCEQ-C41 monitoring station web site (TCEQ, 2012).
In a same manner the diurnal total photolysis rates for nitrogen dioxide during summer 2006 are
calculated with the following equation:

(2.7.5)
The diurnal nitrogen dioxide concentrations ([NO2]) for the case study of summer 2006 were
downloaded from the TCEQ-C41 monitoring station web site (TCEQ, 2012).
According to Real & Sartelet (2011) the VOC and NOx concentrations together with the
photolysis rates of NO2 and O3 regulate whether surface O3 produces or consumes respectively (the
transport of O3 is excluded from this argument).
The total diurnal photolysis rate results for ozone and NO2 for June 2006 are shown in figures
2.20a and 2.20b.
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Figure 2.20a. Total photolysis rates of ozone. Diurnal variation during Friday June 16 and Sunday June
18, 20006. The diurnal ozone concentrations were downloaded from the TCEQ-C41
monitoring station.
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Figure 2.20b. Total photolysis rates of NO2. Diurnal variation during Friday June 16 and Sunday June
18, 20006. The diurnal NO2 concentrations were downloaded from the TCEQ-C41
monitoring station.
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The calculated difference in total diurnal photolysis rates for June 2006 lead to changes in
tropospheric gas concentrations.
For June 2006, the NO2 total photolysis rate increased on Sunday 18 compared to Friday 16.
Recall that increases of NO2 photolysis rate leads to a decrease of NO2 concentrations and an increase in
NO concentrations; which generally leads to an increase on surface ozone mixing ratios.
Sunday June 18, 2006 was an unusual weekend case in which the diurnal NO2 concentrations
were larger compared to the weekday case Friday June 16. As expected from this observational fact and
in accordance with figure 2.20b, a diurnal increment in the photolysis rate of NO2 during Sunday
compared to Friday was observed.

According to Real & Sartelet (2011), increments in the NO2

photolysis rate drive an increment in ozone production.
Results obtained in figure 2.20a show that a much higher diurnal increment in the ozone total
photolysis rate during Sunday 18 that destroys ozone is present. This is in agreement with the much
larger surface ozone concentrations present in that day. That is to say, faster photolysis rates can
potentially lead to net production or destruction of surface ozone (depending on the chemical species
undergoing photolysis).
Figures 2.20a and 2.20b show how the larger NO2 or O3 concentrations on the weekday and
weekend during June 2006 cases respectively, have a more important impact on the daily calculated
total photolysis rates compared to the corresponding simulated J-values.

2.8.3 Estimating surface ozone concentrations by means of the photostationary-state relationship

The photostationary-state relationship defined by equation 2.6.5 is useful in free-tropospheric
analysis.

Under urban conditions it is practical only when organic gas concentrations are low

(Jacobson, 2005). In order to test the validity of the calculated photolysis rates obtained for June 2006,
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the variation of the diurnal ozone concentrations during the weekday and weekend cases under study
were calculated.
To apply the photo-stationary-state relationship (equation 2.6.5), the experimental [NO2] and
[NO] diurnal concentrations were downloaded from the TCEQ-C41 monitoring station website (TCEQ,
2012). Applying those experimental concentrations to equation 2.6.5 and by means of the J(NO2) diurnal
values for June 2006 that were calculated previously, as well as using a rate coefficient value at 298K
(for the second order reaction given by equation 2.6.3) of k3 = 1.9 x 10-14 cm3 molecule-1 s-1 (Seinfeld &
Pandis, 2006) the following comparative graphical results were obtained for the weekday case Friday
16, 2006.
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Figure 2.21. Graphical comparative analysis of experimental diurnal ozone concentrations with the
calculated values using the steady-state equation during the weekday case in June 2006.

The steady-state relationship “is not appropriate” when applied to the Sunday June 18 case study.
The results obtained in this case show a very large disparity between experimental data and steady-state
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conditions. This is a strong indicator that the ozone concentrations observed during that particular
Sunday were highly influenced by the presence of large amounts of organic radical sources (VOCs).
Note the reasonable agreement between the diurnal experimental data and the calculated values
for the weekday case shown in figure 2.21. The agreement is especially good in the afternoon; when the
photo-stationary-state approximation is better than in the early morning (and night) since VOC mixing
ratios were lower during that part of the day.
The results obtained are an excellent indicator that surface ozone production is not only
dependent on NO2 and NO concentrations, as implied by the photo-stationary relationship, but it is also
a non-linear function of the available VOC concentrations and other meteorological factors. In fact, on
Sunday 18, the VOC concentrations increased, which lead to a higher conversion of NO to NO2. A
bigger ratio of NO2/NO will lead to a higher Ozone concentration, which is precisely what happened
during Sunday, June 18, 2006.

2.9

Conclusions
This chapter has developed a novel method that allows actinic fluxes, photolysis frequencies and

total photolysis rates to be calculated with a high degree of accuracy and reliability. The method utilizes
a combination of the limited experimental data available locally coupled with a radiative transfer model
(TUV model). This original technique takes advantage of an UV-MFRSR instrument that exists in El
Paso that provides experimental data of UV irradiances, aerosol optical depths and total ozone column.
In such a technique, the best possible TUV key input parameters are determined by a process of
validation between the available instantaneous experimental and simulated total irradiances. Once the
best possible TUV input parameters are established, it is possible to simulate the local atmospheric
quantities that influence ozone formation with a very high degree of confidence and for which no
experimental data are available. These atmospheric quantities are the actinic flux and the photolysis rate
parameters.
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The chapter begins by studying two weekend-weekday cases during summers 2009 and 2010.
These two case studies were selected as representative episodes of the local ozone weekend effect
during the summers of 2009 and 2010. All of the days under study were mostly clear sky days, a
fundamental requirement necessary to obtain the best possible simulations.
In order to select the weekend-weekday cases during summers 2009 and 2010, two selection
criteria were employed to account for the percentage difference in the ozone mixing ratios between these
pair of days: the peak daily 1-hour ozone averages and the maximum 8-hour ozone averages. Sunday
July 19 and Wednesday July 15, 2009 (summer 2009 case) were selected; along with Saturday June 19
and Wednesday June 16, 2010 (summer 2010 case). The weekend day during 2009 had a greater
surface ozone mixing ratio of 21% and 11% respectively based on the 1-hour and 8-hour ozone criteria
(figures 2.4a and 2.4b). The weekend day during 2010 had a greater ground level ozone mixing ratio of
15% and 18% respectively based on the 1-hour and 8-hour criteria (figures 2.5a and 2.5b).
The validation between measured and simulated total irradiances as a function of time (at 332
and 368nm) was excellent for all the days under study. Correlations greater than 0.9 were obtained in all
cases (subsections 2.5.3 and 2.5.6). These validations between experiment and simulations allowed
them the best TUV input parameters to be determined for use in the subsequent modeling.
The next step was to compare the experimental and simulated total irradiances as a function of
wavelength. For summer 2009, the percentage relative differences between simulation and experiment
(tables 2.5a and 2.5b) were no larger than 14.82%.

For summer 2010, the percentage relative

differences between simulation and experiment (tables 2.9a and 2.9b) were no larger than 24.33%.
These results comparing experimental-simulation of UV total irradiances as a function of wavelength
allowed the estimation of the percentage relative error validity of the simulations of actinic flux and Jvalues for summers 2009 and 2010 (this estimation is fundamental because there is no availability of
experimental data for actinic flux and J-values).
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For summer 2009, it was calculated that the total averaged simulated actinic flux in the
photochemical active regime (300-400nm) was 2.5% higher during the weekday case (subsection 2.5.5).
For summer 2010, it was calculated that the total averaged actinic flux in the photochemical active
regime was 1.32% higher during the weekday case (subsection 2.5.8). These results are in accordance
with the slightly higher J-values during weekdays obtained from the TUV simulations during summer
2009 and 2010.
Subsection 2.6.1, calculated the diurnal photolysis frequencies (J-values) for four of the most
important photochemical reactions during summer 2009. It was found that in the four cases the J-values
were slightly larger in value during the weekday case with a maximum percentage difference between
the weekday-weekend days of 5.91% (table 2.10). This result is in agreement with the comparison
between experimental weekday-weekend UV total irradiances as a function of wavelength (figure 2.14e
and table 2.10a). In such comparison between experimental UV irradiances, a maximum percentage
difference of 7.48% in favor of the weekday case was found. That is, the seven wavelength values of
experimental UV total irradiances were larger during the Wednesday 15 compared to the Sunday 19,
2009.
Subsection 2.6.2, calculated the diurnal photolysis frequencies for four of the most important
photochemical reactions during summer 2010. It was found that in the four cases the J-values were
slightly larger during the weekday case with a maximum percentage difference between the weekdayweekend days of 4.34% (table 2.11).

This result is in accordance to the comparison between

experimental weekday-weekend UV total irradiances as a function of wavelength (figure 2.15e and table
2.11a). In such comparison between experimental UV irradiances, a maximum percentage difference of
2.62% in favor of the weekday case was found. That is, the seven wavelength values of experimental
UV total irradiances were larger during the Wednesday 16 compared to the Saturday 19, 2010.
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Once the J-values for ozone and NO2 were calculated, the next step was to calculate the diurnal
total photolysis rates for these two chemical species.

In order to do so, the ozone and NO2

concentrations from the TCEQ-C12 monitoring station were downloaded from the TCEQ website. For
summer 2009, in accordance with the observed reduction on diurnal NO2 concentrations during the
weekend day Sunday 19 (as expected from lower automobile traffic) it was found that the diurnal total
photolysis rates of NO2 during the weekday Wednesday 15 were faster (figure 2.16a). In addition to that
and because the measured ozone concentrations were higher during Sunday 19 the diurnal total
photolysis rates for ozone were faster during the weekend day (figure 2.16b).
For summer 2010, in agreement with the observed small reduction on diurnal NO2
concentrations during Saturday 19 (due to lower automobile circulation) it was found that the diurnal
total photolysis rates of NO2 during the weekday Wednesday 16 were slightly faster (figure 2.17a).
Furthermore, the measured ozone concentrations were higher during Saturday 19 and then the diurnal
total photolysis rates for ozone were faster during the weekend day (figure 2.17b).
These results demonstrate how ozone production is a vastly non linear process. According to
Dickerson et al. (1997), the rate of production of ground-level O3 depends on the concentrations of
ozone precursors such as NOx and VOCs and the UV solar intensity (290 < λ < 420nm). Until now, it
has been shown that the experimental UV irradiances for the case studies of 2009, 2010 were slightly
larger during the weekdays (Wednesday July 15, 2009; Wednesday June 16, 2010) compared to their
respective weekend days. In addition, it has been shown that the ozone concentration was higher during
the weekend days and that the measured NO2 concentration reduced during the weekends.
Recall that according to Seinfeld & Pandis (2006), no other important sources of surface ozone
besides the NO2 photochemical reaction (2.6.1) exist. It is clear that even when the diurnal NO2
concentrations decreased on the weekend days for the summer 2009 and 2010, the corresponding
weekends had greater ozone concentrations. This observation is in accordance to a VOC-limited regime
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in which decrements of NOx concentrations leads to increments of surface ozone mixing ratios (CARB
2003).
The experimental behavior of the UV total irradiance data correlates well with the TUV
simulated UV total irradiances, actinic fluxes and photolysis rate parameters.

That is, it was

experimentally observed that the weekend-weekday UV total irradiances as a function of wavelength (in
its seven wavelengths) were slightly higher during both weekdays of 2009 and 2010 compared to its
weekend pairs; as well, the same behavior in favor of the weekdays was observed in the simulated UV
total irradiances, actinic fluxes and J-values.

This is a major achievement, thanks to the novel method

developed for this work.
In the last section of this chapter, a weekend and weekday pair of days during a local historic
ozone episode of June 2006 were selected (Friday June 16 and Sunday June 18, 2006). This ozone
episode was studied from a meteorological point of view in the previous chapter. It was not possible to
apply the novel method developed in this chapter in order to calculate the photolysis rates, as it was
done in previous sections, because of the lack of experimental data of UV irradiances and aerosol optical
depths. Instead of following the novel method, a more traditional approach is used that consists of using
averaged input parameters with the TUV model.
It was found that all the four simulated photolysis frequencies are slightly higher in value during
Friday 16 compared to Sunday 18, 2006. This result is probably influenced by the aerosol input
parameters shown in table 2.12. Once the photolysis frequencies are generated then the necessary
diurnal data of NO2 and ozone is downloaded from the TCEQ-C41 monitoring station website.
In the case study of June 2006 something unusual occurred. The diurnal NO2 concentrations
increased profusely during the Sunday 18 compared to the Friday 16.

As a consequence, the diurnal

total photolysis rates of NO2 were faster during the weekend day (contrary to what happened in the case
studies of summer 2009 and 2010). As well, the diurnal total photolysis rates of ozone were also faster
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during the weekend day due to the much higher diurnal ozone concentration on Sunday 18 compared to
Friday 16, 2006.
It is well established that the tropospheric photolytic reactions depend on actinic fluxes. These
reactions are especially sensitive to the amount of solar radiation that travels through the atmosphere
(which is affected by clouds, gaseous pollutants and particles suffering absorption and scattering), in
addition to the diffuse component reflected on the ground due to the surface albedo. In the novel
method developed in this chapter, the experimental aerosol optical depth values were taken into account
and it was possible to estimate their corresponding SSA per each day under study. The SSA value
determines the degree of scattering or absorption that the aerosols have during a specific day.
Additionally, it was found in this investigation that the surface albedo in El Paso region accounts by
about 8% to the total actinic flux value (figures 2.9a to 2.9d and figures 2.13a to 2.13d).
The simulation results obtained in this study were based on clear sky days with low albedo and
zenith angles lower than 62°, in agreement with the suggested conditions to generate the best possible
simulations given by Dickerson et al. (1997) and Cantrell et al. (2003). According to Dickerson et al.
(1997), the observations and theoretical calculations of photolysis frequencies under cloudless
conditions agree well. Hence, it is expected that the novel model suggested in this work provides
accurate and reliable local photolysis rate values.

The result of this is important because photolysis

rates are fundamental in the atmospheric chemistry; hence, accurate simulations of these rates are basic
to better understand the local photochemical smog production.
Transport mechanisms have not been taken into account in this chapter. However, it is clear that
slower inner-city photochemistry due to lower photolysis rates allow more export of ozone precursors to
suburban areas due to the extension in the lifetime of such precursors. It is likely that the ozone
production process in the adjacent industrious Mexican city of Ciudad Juarez had an influence on the
ozone concentrations detected for the days under study.
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From the results, it is clear that ozone production can sometimes be VOC-limited or NOx limited
(CARB, 2003), but it is always “photon limited”. According to Seinfeld & Pandis (2006), because the
majority of NOx emissions are in the form of NO rather than NO2 the three reactions 2.6.1, 2.6.2 and
2.6.3 cannot solely explain the actual ozone observed concentrations.

This information may be

interpreted as: other reactions aside from 2.6.1 to 2.6.3 are needed to be considered in the tropospheric
region when high O3 concentrations take place. Ozone formation is a complicated highly nonlinear
process that needs to take into account many other factors for its understanding. The present work has
isolated the radiative impact on ozone formation, but it is clear that other heterogeneous reactions and
factors are similarly important in their influence in the ozone formation process.

169

CHAPTER 3: OZONE WEEKEND EFFECT IN EL PASO

3.1

Introduction
During the seventies certain atmospheric pollution studies began to describe notable differences

between weekend surface ozone concentrations compared to the ones during weekdays in the United
States (Cleveland et al., 1974). These studies found that at certain cities, such as for example Los
Angeles, or New York, the ambient ozone concentrations used to be higher during weekends even when
emissions of ozone precursors such as volatile organic compounds (VOCs), and oxides of nitrogen
(NOx = NO + NO2) were lower during Saturdays and Sundays.
According to Seinfeld & Pandis (2006), the tropospheric ozone production is originated by a
complex non-linear interaction of NOx and VOCs (the so called ozone precursors) with the solar UV
radiation. Because of such non-linear interaction between the ozone production and its precursors, the
possibility that a decline in the precursor concentrations could not necessarily lead to a decrement in the
surface ozone concentrations is present.

During weekends, Saturday and Sunday, a reduction in

vehicular and industrial emissions is anticipated (such emissions are very important sources of ozone
precursors), but despite this and as described by Marr & Robert (2002) the surface ozone concentrations
show an increase in some major urban areas around the globe during weekends.
Recently a study by Li et al. (2011), suggested the likely existence of the ozone weekend effect
at El Paso, Texas. In this chapter it has been decided to investigate the local ozone weekend effect by
means of studying the historical ozone episode of June 13 to 23, 2006; this is the same ozone episode
studied from a meteorological point of view in chapter 1 of this dissertation. Previous scientific findings
have demonstrated that the ozone weekend effect is more predominant in urban regions, such as El Paso
metropolitan area, rather than in rural regions (Marr & Robert, 2002). During the historical local ozone
episode of June 2006, it was observed that the highest ozone concentration occurred on Sunday June 18.
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Such maximum weekend ozone concentration, is considerably higher than the ones in the preceding
weekdays (Monday to Friday).
The ozone weekend effect might be characterized by the ambient VOC/NOx ratio (CARB,
2003). A VOC-limited area is the one in which the ozone concentrations are dependent on the amount
of VOCs in the atmosphere. Under such dependence, the ozone concentrations increase when VOC
concentrations rise. Furthermore, in such regime ozone concentrations reduce with an increase of NOx
concentrations (Seinfeld & Pandis, 2006).

This means that to obtain reduction in ozone concentrations

under VOC-limited conditions it is only possible by reducing the VOC emissions. On the contrary, the
so called NOx-limited area is defined as the one in which the ozone concentration is dependent on the
amounts of NOx in the atmosphere. In such scenario, when NOx concentrations rise then the ozone
concentrations increase, showing small changes due to an increment in VOC concentrations (CARB,
2003). In NOx-limited areas the way to control ozone pollution is by reducing NOx emissions (Gao &
Niemeier, 2007).
In this chapter the local historical ozone episode from June 13 to June 23, 2006 will be
investigated. This episode was previously studied in chapter 1 from a meteorological perspective. Recall
that in such episode the highest ozone concentration was reached during a weekend (Sunday 18). By
means of the comparison of ozone daily concentrations, in that ozone episode, and by employing two
different evaluative criteria during those days, it was found that the highest ozone concentration that
occurred on Sunday June 18 is significantly higher that all the previous weekdays. Hence, the June
2006 local ozone episode can be considered a representative local episode of the ozone weekend effect.
In this chapter, the ozone precursor regime in which it occurred such ozone weekend effect is explored.
That is, it will be investigated through the use of available local ambient data, the ozone precursor
regime in which the ozone episode of June 2006 occurred. After determining whether El Paso was in
a VOC-limited regime or NOx limited regime, the reasons for such occurrence might be evaluated.
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That is, the causes for which during at that particular weekend, the ozone concentrations reached
higher values compared to the previous workdays will be estimated.
By means of experimental ambient near-surface data it was found in this research, that during
the local historical ozone episode of June 2006, El Paso was for the most part of this episode, under a
VOC-limited regime. In such a regime, it is suggested in this study that the lower NOx emissions on
weekends, but still greater compared to the VOCs weekend decrements, are the probable cause of
making local diurnal VOC/NOx ratios on the order of five. This finding shows that at least during the
June 2006 local ozone episode, the non-linear surface ozone production increased during the weekend
compared to the workdays in a mostly VOC-limited regime. In other words, it is likely that the ozone
weekend effect reported as a real happening in El Paso occurs due to the VOC limited conditions found
in the city.
The next section describes the more accepted hypotheses that potentially explain the ozone
weekend effect.

3.2

Proposed explanations for the ozone weekend effect
According to CARB (2003), the next hypotheses that try to explain the ozone weekend effect

are the ones more accepted by the community of atmospheric scientists.
* NOx reduction: In regions that are considered VOC-limited, the ozone concentration increases
on weekends due to a reduction in NOx emissions. Such reduction in NOx concentrations cause an
increase on the VOC/NOx ratio that could lead to an increase of ozone. In this hypothesis, it is assumed
that on weekends NOx emissions are reduced considerably more than the VOC emissions. As a
consequence, the VOC/NOx ratio on weekdays is higher than on weekends; this is the cause of higher
ozone concentrations on Saturdays and Sundays compared to the rest of the workdays (CARB, 2003).
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* NOx timing: In this hypothesis it is postulated that there is a displacement to a different time of
day of the peak concentrations of NOx. Such temporal displacement on NOx concentrations could
induce a better efficiency on ozone formation during the weekends compared to weekdays.
* Carryover at surface level: It is hypothesized that during the evenings of Friday and Saturday
heavy duty traffic is lower, and the light duty traffic is higher. This causes an overnight carryover of
polluters with larger VOC/NOx ratios, and this could create more ozone on the weekdays compared to
the workdays.
* Increment of the weekend emissions: In this hypothesis it is assumed that an increment on NOx
and VOC emissions during weekends due to diverse non-traffic activities such as picnic cooking,
mowing the yard, etc, is present.
* Ultraviolet radiation and aerosols: In this hypothesis, it is assumed that due to smaller aerosol
emissions during the daytime on weekends, the sunlight intensity increases on the surface generating
more ozone.
*Inhibition of ozone: According to this hypothesis the change in the traffic composition and
industrial activity could cause a change in emissions of nitric oxide (NO) in the early morning. This
decrease of NO concentrations could cause a decrement of the tritation of ozone, and this could create an
increment on the initial and peak levels of ozone.

3.3

Methods
The locally measured surface ozone concentrations depend on several factors that include the

locally photochemically produced ozone as well as the transportation of ozone in the short, medium,
and large ranges (Seinfeld & Pandis, 2006).
In this chapter, the historical ozone episode from June 13- 23, 2006 in El Paso, Texas will be
analyzed. This ozone episode was previously studied from a meteorological point of view in chapter 1.
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The experimental data employed in this chapter were downloaded from the TCEQ C41 website (TCEQ,
2012).
Figure 3.1 shows the diurnal near-surface ozone cycle per day for the entire local ozone episode
of June 2006. As expected, each daily ozone cycle shows a minimum in the mornings before sunrise as
well as a maximum of ozone concentrations at about midday.
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Figure 3.1. The local ozone episode from June 13 to 23, 2006. Hourly daily near-surface ozone
concentrations obtained from the TCEQ CAMS 41 (Chamizal) monitoring station.
In order to detect a local weekend ozone episode for this study, the approach suggested by
Seguel et al. (2012) is followed. Two different criteria will be used: the maximum 8-hour ozone average
as well as the peak daily 1-hour ozone averages. In figures 3.2 and 3.3 the surface ozone concentration
histograms for the June 2006 ozone episode are shown.

Figure 3.2, uses the maximum 8-hour ozone

averages criterion. Figure 3.3, utilizes the peak daily1-hour ozone averages criterion. The ozone
concentration values were obtained from the TCEQ-41 monitoring station and are in units of parts per
billion (ppb).
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From the histograms in figures 3.2 and 3.3, it is clear that the June 2006 ozone episode at El Paso
suffered an ozone weekend effect event. That is, notice that the ozone concentrations during Sunday 18
are considerably higher compared to all the previous weekdays.
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Figure 3.2. Maximum 8-hour ozone average during the historic ozone episode of June 2006 at El Paso.
Data downloaded from the TCEQ-C41 website.
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Figure 3.3. Peak daily 1-hour ozone average during the historic ozone episode of June 2006 at El Paso.
Data obtained from the TCEQ-C41 website.
3.3.1 Analysis of ambient concentrations of ozone precursors
The VOC and NOx ambient concentrations, as obtained from the Texas Commission on
Environmental Quality (TCEQ) website (TCEQ, 2012) will be investigated. The VOC/NOx ratio per
day will be calculated with the TCEQ experimental concentrations in order to assess its influence on
the ozone episode under study (figure 3.1).
This research will be done throughout one of the local historical ozone episodes in summer 2006
(June 13-23, 2006). To download the necessary data, the TCEQ Continuous Ambient Monitoring
Station (CAMS) 41 (also referred in this dissertation as C41) was chosen. This monitoring station is a
key part of the Photochemical Assessment Monitoring Station (PAMS) program from TCEQ in El
Paso.
The monitoring station C41 monitors for speciated hydrocarbons and total nonmethane organic
compounds (TNMOC) with 2 to 11 carbon atoms by means of an Automated Gas Chromatograph
(Auto-GC) monitor (TCEQ, 2012). Through the use of such automatic gas chromatography instrument
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the values of local concentrations of certain VOCs involved in the formation of ozone (see table 4.1) are
measured and recorded hourly. The VOC concentrations reported by the TCEQ-CAMS 41 Auto-GC
instrument, are available for download in part per billion of Carbon units (ppbC). Individual VOCs that
are very different in their concentrations and potential to generate ozone are present.

The VOCs

measured with the C41 Auto-GC instrument are of importance from an ozone formation standpoint
even for very small concentrations.

The Auto-GC data that is recorded at different geographical

locations can be configured to detect speciation data for 1 to over 55 targeted VOCs (TCEQ, 2012).
But, as the number of compounds detected by the Auto-GC increases, it becomes harder to properly
recognize and quantify each compound during each data recording stage (TCEQ, 2012).

Table 3.1. These are the VOC parameters employed in this study. In this chart are listed all the chemical
species sampled by the Auto-GC instrument of the TCEQ CAMS 41 monitoring station.
The data were downloaded from the TCEQ website.
Automated gas chromatography. TCEQ CAMS 41.
Parameter Parameter
Carrier
code
43202
Ethane
AIR
43203
Ethylene
AIR
43204
Propane
AIR
43205
Propylene
AIR
43206
Acetylene
AIR
43212
n-Butane
AIR
43214
Isobutane
AIR
43216
trans-2-Butene
AIR
43217
cis-2-Butene
AIR
43218
1,3-Butadiene
AIR
43220
n-Pentane
AIR
43221
Isopentane
AIR
43224
1-Pentene
AIR
43226
trans-2-Pentene
AIR
43227
cis-2-Pentene
AIR
43231
n-Hexane
AIR
43232
n-Heptane
AIR
43233
n-Octane
AIR
43235
n-Nonane
AIR
177

Status
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active

43238
43242
43243
43244
43247
43248
43249
43250
43252
43253
43261
43262
43263
43280
43285
43291
43960
45109
45201
45202
45203
45204
45207
45208
45209
45210
45220
45225

n-Decane
Cyclopentane
Isoprene
2,2-Dimethylbutane
2,4-Dimethylpentane
Cyclohexane
3-Methylhexane
2,2,4-Trimethylpentane
2,3,4-Trimethylpentane
3-Methylheptane
Methylcyclohexane
Methylcyclopentane
2-Methylhexane
1-Butene
2-Methylpentane
2,3-Dimethylpentane
2-Methylheptane
m/p Xylene
Benzene
Toluene
Ethylbenzene
o-Xylene
1,3,5-Trimethylbenzene
1,2,4-Trimethylbenzene
n-Propylbenzene
Isopropylbenzene
Styrene
1,2,3-Trimethylbenzene

AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR
AIR

Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active

In this study, all the individual VOC concentrations (per each parameter shown in table 3.1) are
added together in a “total daily VOC concentration” per each day of the June 2006 ozone episode.
Similarly to the VOC concentrations, the daily NOx concentrations were obtained from the TCEQ-C41
monitoring station.

The experimental daily data of nitric oxides (NO), and nitrogen dioxides (NO2)

were downloaded from the C41 station. The experimental NOx daily concentrations are obtained with:
NOx = NO + NO2.
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3.4

Results
In figure 3.4 the experimental surface ozone and NOx ambient concentrations, as measured by

TCEQ-CAMS 41, were averaged daily from June 13 to 23, 2006. This figure allows to graphically
determine the diurnal ozone and NOx cycles for the entire period under study. Figure 3.4 shows that in
the early mornings before sunrise a larger amount of averaged NOx experimental concentrations
compared to the lower value of the averaged ozone concentrations were present. This is probably
because of inhibition of ozone formation caused by null or low solar radiation and to an abundance of
NO emissions (Tang et al., 2008). Then, at a about 7:00 hrs (LST) the ozone photochemical production
begins, causing an accumulation of ozone during midday (figure 3.4).
The diurnal averaged evolution of the experimental surface ozone and VOCs

ambient

concentrations measured with the C41 monitoring stations are shown in figure 3.5. Figure 3.5 shows a
surface ozone-VOC cycle, analogous to the surface ozone-NOx cycle in figure 3.4. According to figure
3.5, at about 7:00 (LST) the ozone photochemical production begins and the VOCs concentrations start
to decline.
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Diurnal average, June 13‐23, 2006
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Figure 3.4. In this figure ozone and NOx hourly concentrations were averaged for the entire duration of
the ozone episode (June 13-23, 2006). Both parameters are measured in [ppb] units. Data
downloaded from the TCEQ CAMS 41 monitoring station.
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Figure 3.5. In this figure ozone and VOCs hourly concentrations were averaged for the entire duration
of the ozone episode (June 13-23, 2006). The ozone parameter is measured in [ppbV]
units, and the VOCs parameter is measured in [ppbC] units. Data downloaded from the
TCEQ CAMS 41 monitoring station.
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Now that the VOC and NOx ambient concentrations have been downloaded from the TCEQ-C41
website, it is necessary to calculate the VOC:NOx ratio per each day of the June 2006 ozone episode. A
VOC:NOx ratio is defined as (TCEQ, 2005):

(3.1)
From this equation the ozone sensitivity regimes can be defined as:
* VOC-limited or VOC-sensitive, when q < 5.
* NOx-limited or NOx-sensitive when q > 15.
* Transitional when 5 ≤ q ≤ 15.
In this work, all the available VOC ambient concentrations measured in [ppbC] units as reported
by the TCEQ C41 monitoring station (table 3.1) are employed. The VOC parameter concentrations are
available per each day in hourly values (from 0:00 to 23:00 hrs).
Similarly, the NOx (NO + NO2) ambient concentration values measured in [ppb] units were
downloaded from the TCEQ-C41 website. The NOx concentrations are reported per each day in hourly
values (from 0:00 to 23:00 hrs).
By means of equation 3.1, and with the use of ambient concentration values of ozone precursors
(VOC and NOx) obtained from the TCEQ C41 website, the VOC/NOx ratios for every day during the
June 2006 ozone episode are calculated below.
Figure 3.6 shows the VOC/NOx ratio obtained by averaging the 24 hour VOC and NOx ambient
concentration values per day.
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Figure 3.6. 24-hr averaged VOC/NOx ratios per each day during the June 2006 ozone episode. Data
were obtained from the TCEQ CAMS 41 monitoring station.
As seen in figures 3.5 and 3.4, the VOC and NOx averaged diurnal concentrations started
declining at about 7:00 (LST) due to the initiation of photochemical ozone production after sunrise.
Based on this result, a new estimation of the VOC/NOx ratio is calculated. In this new estimation, the
daily VOC and NOx experimental concentration values from 7:00 to 8:00 (LST) were averaged. The
results are shown in figure 3.7. This new calculation is complementary to the previous technique
averaging 24-hrs per day (figure 3.6).
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Figure 3.7. VOC/NOx ratios averaged from 7:00 to 8:00 (LST) per each day of the June 2006 ozone
episode. This period of time is selected in order to get a value for the VOC/NOx ratio
before the sun begins to activate the surface photochemical reactions that consume ozone
precursors (see figures 3.4 and 3.5). Data were obtained from the TCEQ-CAMS 41
monitoring station.
The results obtained in the VOC/NOx estimations implemented on figures 3.6 and 3.7, show that
the ozone precursor regime found in El Paso during June 13-23, 2006 was mostly VOC limited.
Furthermore, it was shown that the averaged VOC/NOx ratio on weekdays is around 3.7, compared to
an averaged value for weekends of around 3.9.
Figure 3.8 shows the diurnal variation of VOC/NOx ratios for the entire ozone episode (June 1323, 2006). Notice the blank spaces indicating that no numerical experimental data are available for that
particular hours. In general the VOC/NOx ratios remains below the 5.0 value (VOC-limited regime) but
some hourly peaks reach the transitional regime from time to time (5 ≤ q ≤ 15). In fact, two peaks that
briefly went beyond the VOC/NOx ratio value of 15.0 (that is, that went into the NOx limited regime)
are observed. In average the VOC/NOx ratio for the entire June 2006 ozone episode has the value of
4.12. This important result, indicates a VOC-limited regime in El Paso during June 13 to 23, 2006.
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Figure 3.8. Diurnal VOC/NOx ratios during the local ozone episode of June 2006. The data were
obtained from the TCEQ CAMS 41 monitoring station.
Now, a comparative graphical correlation between diurnal surface ozone and VOC/NOx ratios is
shown in figure 3.9. This figure is generated for Sunday June 18, the day with the highest ozone
concentration. It is obvious that the ozone peak at around 12:00 LST correlates very well with the
corresponding peak value for the VOC/NOx ratio in June 18. Taking in consideration that it is expected
that the decrease of NOx emissions during weekends is larger than the VOC emissions, hence, such
result confirms the previous estimation that El Paso was under a VOC-limited regime. That is, larger
decrements in NOx emissions compared to the VOC ones during weekends produce larger VOC/NOx
ratios. The lack of significant commuter traffic on Saturdays and Sundays has as a consequence that in
the early hours of the morning much lower NOx emissions are produced.
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Figure 3.9. Diurnal correlation between the ozone concentrations and VOC/NOx ratios on Sunday June
18, 2006. Data were downloaded from the TCEQ C41 website.
Figure 3.10 shows the same graphical correlation technique used in figure 3.9, but now, for the
entire ozone episode of June 13-23, 2006. In general, the diurnal ozone peak concentrations correlate
fairly well with the corresponding diurnal VOC/NOx ratios peak values.
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Figure 3.10. Diurnal hourly graphical comparative between the surface ozone concentrations, and its
respective VOC/NOx ratios. Comparison done during the historic ozone episode (June 1323, 2006).
3.5

Discussion and conclusions
It was found in this chapter, that El Paso was in aVOC-limited regime during June 13-23, 2006.

Ambient data shows that the NOx emissions were reduced

more on Saturdays and Sundays

comparatively than the reduction of VOC emissions during the same days. As a consequence of the
greater reduction in NOx emissions on weekends, it is found that the VOC/NOx ratio has a tendency to
be higher on weekends compared to the workdays; in average these values are approximately 3.9 for
weekends and 3.7 for weekdays.

This higher VOC/NOx ratio on weekends conduces to a better and

larger ozone formation. Such result might potentially explain the higher ozone concentrations during
weekends compared to weekdays in El Paso (Li et al., 2011).
Results obtained in the VOC/NOx estimations implemented on figures 3.6 and 3.7, show that the
ozone precursor regime found in El Paso is VOC limited. Furthermore, it was shown that the averaged
VOC/NOx ratio on weekdays is around 3.7, compared to a higher averaged value for weekends of
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around 3.9. These results are in accordance with previous studies (Altshuler et al., 1995; Blanchard et
al., 2001) that have estimated that the ozone weekend effect is related to whether ozone generation is
VOC or NOx limited; with greater weekend ozone concentrations taking place in VOC-limited regions.
Figure 3.8 shows the diurnal variation of VOC/NOx ratios for the entire ozone episode (June 1323, 2006). In general, the VOC/NOx ratio remains below the 5.0 value (VOC-limited regime) but some
hourly peaks reach the transitional regime (5.0 to 15.0) from time to time. In fact, two peaks that
briefly went beyond the VOC/NOx ratio value of 15.0 (that is, that went into the NOx limited regime)
are observed. In average, the VOC/NOx ratio for the entire June 2006 ozone episode has the value of
4.12 (confirming a VOC-limited regime at El Paso during June 13 to 23, 2006).
According to Orlando et al. (2010), for VOC/NOx ratios lower than 5.0 the NOx concentrations
react with OH radicals, eliminating them from the atmosphere and retarding the formation of ozone.
This explains why a decrease of NOx emissions under a VOC-limited regime, enlarge the ozone
formation. With lower NOx concentrations, the OH radicals could react with VOC precursors forming
peroxide radicals, that will help to regenerate NO2 molecules allowing the net formation of ozone
(Orlando et al., 2010).
In accordance to the results obtained in this work is expected that for El Paso under VOClimited conditions, a reduction on VOC emissions would reduce the ozone concentration values. On the
contrary a reduction of NOx emissions could cause an increment on the peak ozone values under such
kind of local regime. However, it is important to notice that in accordance to the results obtained in
chapter 1, local surface ozone concentrations depends on other factors such as for example meteorology
and atmospheric transport.
The local ozone precursor sensitivity has been estimated in this chapter. Based on the results
obtained in this study, the development of local control policies that mandate reduction of car emissions
could not necessarily result in reduction of ozone levels. The novel
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calculation of the ambient

VOC/NOx ratios completed in this investigation, has been prepared rather than simply searching in the
literature for VOC/NOx ratios in other cities located at similar geographical locations to El Paso.

In

other words, novel studies similar to the present one are essential to help local policy-makers to develop
the adequate mandates and ordinances that will lead to better air quality conditions in El Paso, Texas.
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CHAPTER 4: TOTAL COLUMNAR OZONE TRENDS FROM A GROUND
STATION IN EL PASO

4.1

Background
Prior to the seventies, it was believed that atmospheric photochemical reactions occurred mainly

in the stratosphere, the region of the atmosphere from about 10 to 50 km above the ground. The reason
for that line of thought was due to the fact that solar ultraviolet (UV) radiation is stronger in the
stratospheric region compared to the lower troposphere (Wallace & Hobbs, 2006). However, different
studies at the beginning of the seventies determined that the extremely reactive OH radicals are also
photochemically generated in the troposphere (the atmospheric region that goes from the surface to
about 10 km above ground). Approximately during the same years, and due to diverse atmospheric
studies

on the topic of surface smog formation in cities like Los Angeles, many of the major

atmospheric chemical species that have an influence on ozone (O3) formation and other atmospheric
contaminants were determined. The main photochemical smog precursors determined during those
years, were the NOx, hydrocarbons and OH radicals (Dave & Halpern, 1976; Wallace & Hobbs, 2006).
Ozone is incessantly being produced in the stratospheric region by solar UV irradiance.
However, destruction of ozone in such atmospheric zones are mainly driven by nitrogen catalytic
reactions as well as oxides of chlorine and bromine (Stolarski et al., 1992). Recent investigations have
discovered that stratospheric ozone is suffering important reductions in its concentration due to the
influence of anthropogenic activities. The so-called “Antarctic ozone hole” was discovered in 1985; this
was a major confirmation that demonstrated a decreasing tendency in the thickness of the O3 layer
(Stolarski et al., 1992). The ozone decrements in the Antarctica continent are reported to happen during
the Antarctic spring (September, October). To measure the dimensions of the ozone hole it is considered
the area in which the total columnar ozone (TCO) measurements are less than 200 Dobson units (DU)
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(Storlarski et al. 1992). Besides this ozone decrement observed in the Antarctic, several studies have
also reported ozone decrements in middle latitude regions (Brasseur, 1991).
Many environmental scientists are concerned with the possibility that the levels of the
biologically harmful ultraviolet-B (i.e. UV in the wavelength range of 290-320nm; also called UV-B)
solar radiation could increase on the planet’s surface because of the reported trends of stratospheric
ozone depletion. An increase on the

UV-B irradiance reaching the Earth’s surface could damage

living organisms, causing health effects, such as increases in the frequencies of skin cancer in the
general population (Petters et al., 2003).
According to Anton et al. (2010), about ninety percent of the Earth’s atmospheric ozone is found
in the stratosphere. Hence, changes in the total ozone column are principally caused by alterations in the
ozone concentration of the stratospheric region.

In accordance to the World Meteorological

Organization (2003), the alterations in stratospheric ozone at middle latitudes are resulting mainly from
transport mechanisms and photochemical processes. In an article by Bais et al. (1974), it is reported that
a decrement of one percent in the ozone in the stratosphere might cause an increment of around two
percent in the surface UV-B irradiance.
The daily variations in total columnar ozone (TCO) can be, for the most part, be ascribed to the
dynamical transport processes driven by the variable wind fields in the stratospheric region (Wohltmann
et al., 2005). The day to day variations of ozone concentration in the stratosphere are caused by its short
term chemical stability that does not show important diurnal changes.
According to Vuilleumier et al. (2000), the ozone concentration at the Earth’s surface might be
notably affected by the changes in the tropospheric photochemical reactions that are induced by the
changes in the stratospheric ozone layer. The alteration of the ozone concentrations in the stratosphere
have a direct effect on the intensity of the UV solar irradiance that reaches the ground (Vuilleumier et
al., 2000). The stratospheric ozone layer absorbs much of the solar UV radiation, and changes suffered
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by this layer affect the intensity of the UV radiation reaching the surface. It is reported by Isaksen et al.
(2005), that the most important photochemical reaction in the troposphere that is affected by changes in
the stratospheric ozone layer is the photodissociation of ozone.
On the other hand, UV solar radiation reaching the surface is reduced by atmospheric pollutants,
and in certain cases such reductions are able to balance to some extent, the UV radiation increments
generated by the ozone depletion in the stratosphere (Vuilleumier et al., 2000).
Furthermore, according to Juarez & Gay (1995), certain amounts of ozone enter into the
tropospheric region from the stratosphere, in addition the circulation of air masses raise ozone
concentrations into the stratospheric region coming from the troposphere.

This exchange between

troposphere-stratosphere is an important source of tropospheric ozone (Juarez & Gay, 1995). According
to David & Nair (2011), the tropospheric ozone can be present due to the mechanism of intrusion from
the stratosphere through large scale (mesoscale) eddy diffusion or via meridional or zonal transport
processes. In their study, Juarez & Gay (1995), found that the ground level ozone contributes to the TCO
in an urban area (Mexico City) with as much as 10% of the total columnar ozone.
This study was completed in El Paso, Texas (Lat. 31°47’20’’, Lon. -106°25’20’’, Elev. 1,145m).
No published research literature that deals with the topic of the local seasonal variation of the total
ozone column measured by a ground instrument exist. Furthermore, there are no previous studies
reporting

the

seasonal

variation

of

the

local

TCO

and

its

probable

correlation

with

increments/decrements in near-surface ozone concentrations. This chapter, takes advantage that in El
Paso there exists an instrument that estimates the daily total ozone column (TCO). This instrument is
the Ultraviolet Multifilter Rotating Shadowband Radiometer (UV-MFRSR).
The local TCO data measured with the UV-MFRSR apparatus are available for download in the
UV-B Monitoring and Research Program website (UVMRP, 2012). The seasonal variation of the local
total columnar ozone between December 2009 and October 2010 will be studied in this study. The
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probable influence of local TCO variations in the detected changes in near-surface ozone mixing ratios
will be studied.
By exploiting the fact that nobody has previously published information of the behavior of the
total ozone column in El Paso as measured with a ground instrument, it was decided to investigate this
important topic. Hence, the main objective of this chapter is to analyze the seasonal variability of the
mean total columnar ozone as recorded by an UV-MFRSR instrument in El Paso. It is expected that the
results provided in this chapter can help to improve the understanding of the local ozone pollution and
the factors that influence more in its formation.
The next section describes the available instrumentation for this study.

4.2

Available instrumentation
The measurement of the total thickness of the O3 layer traditionally has been made with an

instrument called Dobson spectrophotometer.

The total ozone column (TCO) estimated with the

Dobson apparatus has been done since the 1920s. The basic principle employed by this instrument is
measuring the amount of UV radiation reaching the surface and then deducing the amount of UV
absorption caused by ozone.

As stated above, ozone absorption occurs in the UV-B region (290-

320nm). Hence, the instrument takes advantage that some aerosol particles and clouds also absorb in the
UV-B region. Therefore, the instrument uses a wavelength in which ozone absorbs very weakly but the
clouds and aerosols at that same wavelength absorb in a similar way as they do in the UV-B region. By
calculating the irradiance values at that pair of wavelengths it is possible for the Dobson
spectrophotometer to measure the absorption of ozone in the total vertical column.
This chapter, will use the total columnar ozone measurements provided by a local ground
instrument called the UV-MFRSR (UVMRP, 2012).
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According to Slusser et al. (1999), for solar zenith angles (SZA) lesser than 80 degrees, the TCO
values derived from a UV-MFRSR instrument are able to have accuracies as good as the ones obtained
from Dobson spectrophotometers. The TCO data will be compared with the near-surface ozone mixing
ratios recorded by the TCEQ-C12 monitoring station.

4.2.1 The Ultraviolet Multifilter Rotating Shadowband Radiometer: UV-MFRSR
In 1992 the USDA created the UV-B Monitoring and Research Program to deal with the anxiety
in the public and scientific communities generated by the increasing UV irradiances expected with the
stratospheric ozone depletion reported by numerous environmental scientists (UVMRP, 2012). The UVB Monitoring and Research Program runs a nationwide network of solar irradiance monitoring stations,
each one of them having the adequate instrumentation that can provide the necessary measurements to
meet the different needs of the scientific community (Bigelow et al., 1998). This network has as its
principal objective to measure the temporal evolution of UV irradiances in different geographical
locations nationwide. The network is also able to provide in a regional scale the representative total and
aerosol optical depths, in addition to the total ozone column (Gao et al., 2001).

4.2.2 TCEQ Continuous Ambient Monitoring Station 12 (CAMS 12 or C12)
The Texas Commission on Environmental Quality (TCEQ) is the most important environmental
organization for the state of Texas. It provides diverse environmental and meteorological data in the
diverse cities and regions of Texas.
The surface ozone concentrations are measured by locally available TCEQ monitoring stations in
units of parts per billion (ppb). In the El Paso area, TCEQ has 12 CAMS monitoring stations installed
all over the urban area (TCEQ, 2012).

One monitoring station located very close (about 200 m away)

to the local UV-MFRSR instrument exists. That monitoring station is the TCEQ monitoring station
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CAMS 12 also known as the “El Paso UTEP” or C12 monitoring station (Lat. 31.768 N, Lon. 106.501
W, Elev. 1,158 m).
Due to its proximity to the UV-MFRSR instrument, the TCEQ CAMS 12 (or C12) was selected
as the local TCEQ monitoring station that will provide the experimental surface ozone concentrations to
be used in this chapter.

4.2.3 Method for calculating the total ozone column with the UV-MFRSR
When the solar radiation is captured by the photodiodes in the UV-MFRSR instrument, it is read
as an electrical voltage proportional to the solar irradiance strength. The signals are processed every 15
seconds and averaged in 3-minute time intervals (the so-called instantaneous values).

Out of the seven

wavelength channels at 300, 305, 311, 317, 325, 332 and 368 nm two pairs of filter channels are used to
calculate the total ozone column (Gao et al., 2001).
The total columnar ozone is defined by the UV-B Monitoring and Research Program
(UVMRP,2012), as the total ozone in a vertical column above the monitoring station. The total columnar
ozone values are estimated from the local ground based UV-MFRSR data, using a wavelength pair
method that takes apart the Rayleigh and aerosol optical depth from the total optical depth. This leaves
the ozone optical depth as the only considerable component.
The algorithm employed to calculate the TCO uses the UV-MFRSR direct solar irradiance
component for the retrieval (Gao et al., 2001). The TCO is calculated using instantaneous irradiance
values at 311 nm with SZA <70°.

4.3

Data and analysis
The available local TCO data measured with the UV-MFRSR instrument are incomplete. In

other words, in certain months a total lack of experimental TCO data occurs. The UV-B monitoring
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program website (UVMRP, 2012) does not give any explanation in this respect. The monthly broken
TCO measurements are available for the years 2009, 2010 and part of 2011.

By “broken

measurements” it is meant that the local available TCO data have large “gaps” in certain months of
2009, 2010 and 2011 (table 4.3.1).

That is, probably due to a malfunction of the UV-MFRSR

instrument certain complete months lacking columnar ozone data occurred.
Notice in table 4.3.1 that 2009 is the year with more monthly total ozone column data available,
but unfortunately, no daily data for the summer month of August 2009 are available. On the contrary,
the year 2010 is complete with respect to its summer TCO data (June to August) as well as the year
2011. The predicament with the year 2011 is that it began recording data until April and it stopped
doing so in September.
Due to the previously described “gaps” in the available TCO data, it was decided to focus this
study in a time period that begins during the end of 2009 and continues thoroughout the year of 2010.
The idea here, is to subdivide such chosen time frame into its respective seasons.
Hence, in this study the 2009-2010 winter season was defined as the one that goes from
December 2009 to January 2010; the spring season was defined as the one during March 2010; the
summer season is the one that goes from June to August 2010; and the Fall season covers September and
October 2010.

Based on this selection of dates for each one of the four seasons, the daily total

columnar ozone values between December 2009 and October 2010 are shown in figure 4.3.1.
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Table 4.3.1. Monthly averaged total columnar ozone (TCO) in Dobson units (DU) at El Paso, Texas
from January 2009 to August 2011 . The daily TCO values were measured by the local
UV-MFRSR instrument and are averaged monthly. Notice that the table contains all the
months in which experimental TCO data are available (UVMRP, 2012).
Month
January
February
March
April
May
June
July
August
September
October
November
December

TCO 2009 [DU]
254.86
274.04
288.13
313.47
345.29
299.68
282.61

TCO 2010 [DU]
352.90

TCO 2011 [DU]

295.71
310.23
294.94
291.84
278.8
272.3

270.48

297.83
304.94
297.17
280.42
290.65

262.33

500.00
400.00
300.00
200.00
100.00
0.00
01‐Dec‐09
08‐Dec‐09
15‐Dec‐09
22‐Dec‐09
29‐Dec‐09
05‐Jan‐10
12‐Jan‐10
19‐Jan‐10
26‐Jan‐10
02‐Feb‐10
09‐Feb‐10
16‐Feb‐10
23‐Feb‐10
02‐Mar‐10
09‐Mar‐10
16‐Mar‐10
23‐Mar‐10
30‐Mar‐10
06‐Apr‐10
13‐Apr‐10
20‐Apr‐10
27‐Apr‐10
04‐May‐10
11‐May‐10
18‐May‐10
25‐May‐10
01‐Jun‐10
08‐Jun‐10
15‐Jun‐10
22‐Jun‐10
29‐Jun‐10
06‐Jul‐10
13‐Jul‐10
20‐Jul‐10
27‐Jul‐10
03‐Aug‐10
10‐Aug‐10
17‐Aug‐10
24‐Aug‐10
31‐Aug‐10
07‐Sep‐10
14‐Sep‐10
21‐Sep‐10
28‐Sep‐10
05‐Oct‐10
12‐Oct‐10
19‐Oct‐10
26‐Oct‐10

Column ozone [DU]

Total columnar ozone (TCO)
December 2009‐October 2010

Date

Figure 4.3.1. Seasonal variation between December 2009 and October 2010 for the daily total columnar
ozone (TCO) values, as measured by the local UV-MFRSR instrument. Notice the data
“gaps”, probably caused for a malfunction of the UV-MFRSR instrument.

Figures 4.3.2 to 4.3.5 show the variations in the local daily TCO values per each of the defined
four seasons in this study.
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Figure 4.3.2. Daily variation in TCO values during December 2009-January 2010 (winter season).
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Figure 4.3.3. Daily variation in TCO values during March 2010 (spring season).
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Figure 4.3.4. Daily variation in TCO values during June-August, 2010 (summer season).
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Figure 4.3.5. Daily variation in TCO values during September-August, 2010 (fall season).
In this research study, the correlations between the seasonal variations of total columnar ozone
values and the ground level ozone mixing ratios observed in the lower troposphere are tested.

As

explained above, when there is a decrement in the TCO value an increment in the UV-B solar radiation
that reaches the surface is expected as well as a potential increment in the tropospheric photochemical
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reactions. Because of the higher solar irradiance reaching the surface it could occur that the ground
level ozone concentrations could increase in value. That is, an anti-correlation trend between the total
columnar ozone variation and the surface ozone mixing ratios is expected: decrements in total columnar
ozone could potentially cause increments in surface ozone concentrations; and vice versa.
For this correlational study, this chapter will use three different surface ozone concentration
criteria: 1) daily maximum 8-hour ozone average; 2) peak daily 1-hour ozone average; 3) 24-hour daily
averaged ozone.

The surface ozone data were obtained from the TCEQ-C12 monitoring station

website (TCEQ, 2012).
Figures 4.3.6a to 4.3.9c show the graphical correlations study in which the seasonal variations of
TCO values are compared and how they relate with the variation of three different surface ozone
mixing ratio criteria.
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Figure 4.3.6a. TCO compared with the 8-hour criterion (winter case).
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Figure 4.3.6b. TCO compared with the 1-hour criterion (winter case).
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Figure 4.3.6c. TCO compared with the 24-hour daily average criterion (winter case).
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Figure 4.3.7a. TCO compared with the 8-hour criterion (spring case).
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Figure 4.3.7c. TCO compared with the 24-hour daily average criterion (spring case).
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Figure 4.3.8a. TCO compared with the 8-hour criterion (summer case).
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Figure 4.3.8b. TCO compared with the 1-hour criterion (summer case).
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Figure 4.3.8c. TCO compared with the 24-hour daily average criterion (summer case).
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Figure 4.3.9a. TCO compared with the 8-hour criterion (fall case).
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Figure 4.3.9b. TCO compared with the 1-hour criterion (fall case).
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Figure 4.3.9c. TCO compared with the 24-hour daily average criterion (fall case).
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Table 4.3.2 below, shows the correlation results found between the daily seasonal total ozone
column and the three surface ozone mixing ratio criteria used in the figures 4.3.6a to 4.3.9c.
Table 4.3.2. Correlation values between the seasonal total ozone column and the three ground level
ozone mixing ratio criteria employed in this study. The 8-hr criterion refers to the daily
maximum 8-hour ozone average criterion; the 1-hr criterion refers to the peak daily 1-hour
ozone average criterion; the 24-hr criterion is referring to the daily 24-hour ozone average
criterion.
Correlations

TCO and
8-hr criterion
-0.09
-0.25
0.19
0.46

Winter
Spring
Summer
Fall

TCO and
1-hr criterion
-0.23
-0.21
0.08
0.45

TCO and
24-hr criterion
-0.06
0.37
0.40
0.31

The monthly descriptive statistics for the total ozone column (estimated with the UV-MFRSR
instrument) and surface ozone mixing ratio data (measured by the TCEQ-C12 monitoring station) are
shown in table 4.3.3.
Table 4.3.3. Monthly descriptive statistics for the TCO and O3 mixing ratio data during the dates under
study.

December
2009
January
2010
March
2010
June
2010
July
2010
August
2010
September
2010
October
2010

Total columnar ozone [DU]
Max
Min
Mean
SD
303
226
262.33
16.11

TECQ-C12 surface ozone [ppb]
Max
Min
Mean
SD
41
0
18
12.8

446

255

352.90

49.13

41

0

15

12.5

365

253

295.71

28.61

61

0

30

16.9

335

293

310.23

11.72

83

0

37

13.4

304

283

294.94

5.81

111

0

34

16.6

311

273

291.84

8.38

90

0

36

16.2

291

258

278.80

9.05

83

0

27

16.2

296

245

272.30

12.41

67

0

27

15.8
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Notice from table 4.3.3 that a unique single case with a high surface ozone peak value greater
than 100 ppb is present. On July 19, 2010 a 1-hour ozone peak value event of 111 ppb was present. In
that particular day the mean TCO value was of 302 DU which was the second highest during the month
of July 2010. That is, it seems that the high surface ozone episode of July 19 was not influenced by a
lower TCO value; on the contrary in that particular day the high TCO value could have lowered the UV
solar radiation from reaching the ground, generating lower surface ozone formation.

4.4

Results and discussion
This study makes use of all the available total ozone column (TCO) data recorded by the UV-

MFRSR instrument at El Paso.

Large gaps are found in the TCO monthly averaged data as can be

observed in table 4.3.1. The incompleteness of the data forced this research to choose a very particular
time frame in this seasonal study. No information is available on the UV-B Monitoring Program
website (UVMRP, 2012) on why so many months without TCO data in El Paso occurred, neither on
why the last data available were recorded in August 2011 (UVMRP, 2012).
Due to the incompleteness of the available TCO data in this study, the local seasonal variation of
the total columnar ozone was studied from December 2009 to October 2010; such time frame covers
four seasons. Figure 4.3.1, shows the daily variations of the TCO values during the four seasons defined
in this study. In figure 4.3.1, a general incremental trend in TCO values during the winter season with
a maximum value of 446 DU reached during January 2010 (table 4.3.3) was observed.

Then, a

change in this trend occurs showing that the TCO started decreasing during spring 2010, reaching a
maximum value of 365 DU in March 2010 (table 4.3.3). The decreasing trend continues in an irregular
way during the summer 2010 reaching maximum TCO values in June of 335 DU, July with 304 DU and
August 311 DU (table 4.3.3).

Likewise, the irregular decreasing trend persisted during fall 2010, in

which the TCO values reached a maximum in September of 291 DU and October of 296 DU (table
205

4.3.3). In other words, the maximum TCO value reached between December 2009 and October 2010
was 446 DU (in January 28, 2010). In this same time period it was found a minimum TCO value of 226
DU (in December 16, 2009).
The highest monthly mean TCO value of 352.90 DU was reached in January 2010 with a
standard deviation of 49.13. The lowest monthly mean TCO value of 262.33 DU was reached in
December 2009 (standard deviation 16.11). In table 4.3.3 the mean TCO values for the rest of the
months between December 2009 and October 2010 can be examined.
Figure 4.4.1 shows the graphical comparative analysis between the monthly mean TCO and the
monthly mean surface ozone values. An anti-correlation value for the entire time frame between
December 2009 and October 2010 equal to r = -0.17, p > 0.05 was found. This is a low anti-correlation
(r = -0.17) between the mean values of the total ozone column and the surface ozone concentrations,
thought is not statistically significant (p > 0.05). However, notice that during January are found the
highest mean TCO value (352.9 DU) and the lowest mean surface ozone value (15 ppb) in the time
frame under study (figure 4.4.1). The previous result is an indicator that at least during the middle of the
winter season it can be expected a moderate anti-correlation behavior between the total columnar ozone
and the surface ozone concentrations.
Nevertheless, notice that in El Paso the winter months are the ones in which less solar radiation
is expected; recalling that surface ozone production needs UV solar radiation.

In fact, take in

consideration that in the month of December 2009 the mean TCO value was the lowest (262.33 DU) and
the monthly averaged surface ozone value was the second lowest (18 ppb) during the four seasons under
study.

This last result shows that during December 2009 the total columnar ozone and surface ozone

were more correlated that anti-correlated because both of them showed a tendency towards the minimum
values.
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The mean TCO value between December 2009 and October 2010 was 294.87 DU. Using this
mean value as a reference, then the ranges of seasonal changes for the four seasons are as follows: the
mean TCO value for the winter season was 4.32% higher, spring was 0.28% higher, summer was 1.37%
higher and the fall season was 6.55% lower. The monthly mean TCO values had a maximum/minimum
during January/December months; indicating a seasonal TCO variation in El Paso that reaches
maximum TCO values in the middle of the winter and minimum TCO values during the end of the fall
season from these data.
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Figure 4.4.1. Monthly averaged values for the TCO and surface ozone concentrations between
December 2009 and October 2010.
In figure 4.3.1, it can be observed that the largest part of the variation in the TCO data is
observed from December to March. After the month of March the TCO data suffers very slight
variations following a decreasing trend.
Table 4.3.2 shows that the TCO and surface ozone mixing ratios are slightly anti-correlated
during the winter and spring seasons. Such small anti-correlation is based mostly in two surface ozone
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criteria: the peak daily 1-hour ozone average and the daily maximum 8-hour ozone average. Winter and
spring are the two seasons with higher TCO values; recalling that with higher TCO values less UV solar
radiation reaches the ground.

On the contrary, table 4.3.2 shows that the TCO and surface ozone

concentrations are vaguely positively correlated during the summer and fall seasons. Such small positive
correlation is based on the three surface ozone criteria (table 4.3.2). Notice that the positive correlation
in the fall season is considerably higher compared to the other seasons. This positive correlation implies
that when the TCO values increase, then the surface ozone also increases. This is not what could be
expected of the fact that when TCO increases then the solar UV radiation reaching the surface should
decrease.

4.5

Conclusions
In this chapter the experimental local mean total ozone column (TCO) and its seasonal changes

have been studied using all the available UV-MFRSR TCO data in El Paso. The local TCO data has
been recorded over the time frame that goes from January 2009 to August 2011.
Unfortunately, the local experimental TCO data is incomplete probably due to malfunctions on
the UV-MFRSR instrument. After an analysis of the available TCO data, it was decided to focus the
study in the time range between December 2009 and October 2010. This time range was divided into
four seasons. The results obtained in this study have estimated the annual seasonal trends of the local
total ozone column.
During the time frame of December 2009 to October 2010, it was found that the daily variation
of the mean total columnar ozone increased from December to February (winter) and then declined until
October (fall). One of the unique results of this study is that it was observed that the largest variations in
the local TCO data are observed from December to March. After the March month, the TCO values
change very little reaching its minimum values at the end of the fall season. These trends are
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consistently observed in the “broken” TCO data of 2009 and 2011 (the data not employed in this
analysis).
Furthermore, the amount of monthly mean total ozone column was found to increase during
2010 compared to the year 2009 and vaguely decreased in 2011 as compared to 2009 and 2010 (table
4.3.1). It was observed that the amount of mean TCO was 294.87 DU between December 2009 and
October 2010.
The expected enhanced surface photochemistry due to the decrements in the TCO that leads to
increased surface ozone production and concentrations is not clearly shown in the correlational results
obtained in this investigation. During the two seasons with the higher TCO values, winter and spring,
small anti-correlations were found between the TCO and surface ozone values. According to Isaksen et
al. (2005), high concentrations of NOx are required to facilitate ozone formation when the TCO is
decreased in value. That is to say, not only TCO reductions are necessary in order to observe increments
in the ozone surface concentrations.
Furthermore, the correlation results between the local TCO and surface ozone concentrations
found in this chapter, cannot be conclusive because many other atmospheric factors, such as clouds and
aerosols can influence the amount of UV solar radiation reaching the ground. In fact, it is likely that the
calculated small anti-correlations and correlations between TCO and surface ozone are a consequence of
high pollution events experienced in El Paso.
It has been found in this chapter that the total columnar ozone in El Paso reached maximum
values during the middle of the winter 2010 and then it acquired an irregular decreasing trend that
continued until the end of the fall season. During the end of fall 2010, the TCO reached its minimum
values, as compared to all the four seasons considered in this study. In the summer 2010, the TCO
values were very stable compared to the highly variable values observed in the winter and spring
seasons.
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In this study, the experimental total columnar ozone data were obtained from a unique ground
based instrument in El Paso, Texas. It is expected that the local seasonal variation of total columnar
ozone between December 2009 and October 2010, is a true representative case of the local total
columnar ozone seasonal variation of past, present and future years. The fact that the results obtained in
this chapter were obtained with the experimental data recorded by a surface based instrument makes an
important difference in the usefulness and validity of these results. The experimental TCO data showed
a clear increasing-decreasing trend in El Paso, also shows that the amount of local monthly TCO has
been changing between 2009 and 2011. These variations in the local total columnar ozone could be the
result of chemical and dynamic destruction processes influenced by changing temperatures and
photochemical reactions due to variable solar irradiance.
This novel study of the seasonal variation of the total columnar ozone in El Paso as measured
with a ground based instrument is the first one ever conducted. The results can be employed to further
understand the pollution events that from time to time affect this bi-national region.
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APPENDIX A: IMPACT OF OZONE IN HEALTH
A.1

Abstract
Exposure to air pollutants, such as ozone, have repeatedly been shown to be associated with

negative health outcomes including bronchitis and asthma The respiratory system is the primary target
of those pollutants. Respiratory tract responses induced by ozone include reduction in lung function,
aggravation of pre-existing respiratory disease (such as asthma, bronchitis) increased daily hospital
admissions and emergency department visits for respiratory causes, and excess mortality (White et al.,
1994). The grade of adverse respiratory effects produced by ozone depends on numerous factors,
including concentration and duration of exposure, climate characteristics, individual sensitivity and preexistent respiratory disease (Fierro, 1999). The aim of this study is to show a correlation between the
frequency bronchitis and asthma cases with ground level ozone in the Paso del Norte region; in
particular at New Mexico cities in proximity to El Paso, Texas and Ciudad Juarez, Mexico.

A.2

Study area
New Mexico is a state located in the southwest and western region of the United States. New

Mexico is also usually considered one of the Mountain States. New Mexico is the 5th most extensive,
the 36th most populous, and the 6th least densely populated of the 50 United States (NMSU, 2012;
Wikipedia, 2012). The state's total area is 121,412 square miles (314,460 km2) (NMSU, 2012;
Wikipedia, 2012). The eastern border of New Mexico lies along 103° W longitude with the state of
Oklahoma, and three miles (5 km) west of 103° W longitude with Texas (Wikipedia, 2012). The state
residents are concerned about air pollution and the potential health risks, especially with respect to
asthma. Major industries center on coal, oil and natural gas production (Myers et al., 2007). Air
pollution sources include coal-based power plants and production of gas and oil. With the increased
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number of forest fires in the West and the hundreds of miles that the smoke from these fires travels,
forest fires also have a considerable impact on the air quality (Myers et al., 2007).

A.3

Air Quality Data
New Mexico Environment Department (NMED) collected air quality data from several monitors

in the state. Those monitors ran continuously and collected hourly data on air quality and weather
conditions.

A.4

Measurements
Air pollution was monitored by measurement of ground level ozone concentrations.
Surface ozone concentrations measured by these stations.
Monitoring Station
6ZG Sunland Park
6ZM Desert View
6O La Union
6ZK Chaparral

Latitude
31.7958
31.7961
31.9187
32.0409
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Longitude
-106.5575
-106.5838
-106.6330
-106.4095

The study has performed analysis of air quality data and respiratory health admissions medical
data for the year 2006, when several historical pollutant episodes occurred in this region. Air pollution
data of ground level ozone concentrations were obtained from a nationwide dataset compiled by the
Environmental Protection Agency, but collected by the NM Environment Department Air Quality
Bureau (four monitoring stations were analyzed). The data by weekly respiratory admissions were
obtained from public hospitals located in the New Mexico area bordering with the cities of El Paso and
Juarez. The analysis used a statistical procedure using linear regression modeling to examine variations
in the relative risks of hospitalization associated with ambient exposure to surface ozone concentrations
(O3).

A.5

Section 1. Analysis of Medical Data

Table A.1: Respiratory data for the Summer of 2006.

Week

Total discharges

All Respiratory (ICD-9-CM 460 519.9) all listed diagnoses (9)

All

Morbidity

Mortality

Asthma (ICD-9-CM 463 493.9) all listed diagnoses
(9)

All

Morbidity

Mortality

23

153

23

22

6

6

24

170

38

35

10

10

25

145

20

19

26

193

26

25

10

10

27

173

34

34

11

11

28

174

28

27

8

8

29

174

36

35

11

11

30

149

35

33

9

9

31

157

34

32

7

7

32

158

19

18

33

179

26

23

7

7

34

155

37

35

14

14

35

193

24

24

7

7
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Bronchitis (ICD-9-CM 466 - 466.1 & 491 - 491.9)
all listed diagnoses (9)

All

Morbidity

6

Mortality

6

4

All Respiratory disease (all listed diagnoses) for
2006.
60

Weekly morbidity

50
40
30
20
10
0
1

3

5

7

9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53
Weeks

Figure A.1. Weekly morbidity for all the listed diagnoses of all respiratory disease, during 2006.
FINDING: Figure A.1 suggests that the weekly morbidity due to respiratory disease tend to be
lower in some summer weeks (highlighted in red in figure 1), and higher during winter.
NOTE: All listed diagnoses for all respiratory disease include: asthma, and bronchitis.

A.6

Section 2. Weekly ozone concentrations during Summer 2006, and its influence on
respiratory diagnoses
In this section the next four monitoring stations of the New Mexico Environment Department

(NMED) will be employed to retrieve the ozone weekly data concentrations for the Summer 2006, and
then an averaged ozone value for the four stations will be used as a representative one for the south New
Mexico region under study in this research:
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Table A.2. Monitoring stations employed in the retrieval of weekly ozone concentrations from the New
Mexico Environment Department.
Monitoring Station
6ZG Sunland Park
6ZM Desert View
6O La Union
6ZK Chaparral

Latitude
31.7958
31.7961
31.9187
32.0409

Longitude
-106.5575
-106.5838
-106.6330
-106.4095

Summer 2006.
0.055

Ozone (ppm)

0.050
0.045
0.040
Ozone (ppm)

0.035
0.030
0.025
23 24 25 26 27 28 29 30 31 32 33 34 35
Weeks

Figure A.2. Averaged weekly ozone concentrations for Summer 2006.
Table A.3. Averaged weekly ozone concentrations and weekly morbidity during Summer 2006.
Weeks Summer 2006
23 (June 4-10)
24 (June 11-17)
25 (June 18-24)
26 (June 25-July1)
27 (July 2-July 8)
28 (July 9-July15)
29 (July16-July 22)
30 (July 23-July 29)
31 (July 30-August 5)
32 (August 6-12)
33 (August 13-19)
34 (August 20-26)
35 (August 27-September 2)

Ozone (ppm)
0.045
0.044
0.051
0.051
0.043
0.041
0.038
0.045
0.030
0.032
0.040
0.040
0.034

Morbidity for all respiratory
disease
22
35
19
25
34
27
35
33
32
18
23
35
24
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Figure A.3. Scatterplot diagram comparing weekly ozone concentrations (ppm) with the weekly
morbidity for all respiratory disease for Summer 2006.
Table A.4. Model summary and parameter estimates for the scatterplot of figure 3.
Model Summary and Parameter Estimates
Dependent Variable:MorbidityAllRespiratory
Model Summary
Equation
Linear

R Square
.324

F
2.876

df1

Parameter Estimates
df2

1

Sig.
6

The independent variable is Ozone.
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.141

Constant
3.968

b1
567.437

Table A.4a. Descriptive statistics for the two variables in the scatterplot of figure A.3.
Ozone (ppm)
Mean
Standard Error
Median
Standard Deviation
Sample Variance
Kurtosis
Skewness
Minimum
Maximum
Count

Morbidity for all respiratory disease
Mean
27.3750
Standard Error
2.1459
Median
26.0000
Standard Deviation
6.0695
Sample Variance
36.8393
Kurtosis
‐1.2215
Skewness
‐0.0405
Minimum
18.0000
Maximum
35.0000
Count
8.0000

0.0412
0.0022
0.0420
0.0061
0.0000
‐0.3213
‐0.1497
0.0323
0.0508
8.0000

Summer 2006.
0.060

40

Ozone (ppm)

30
0.040

25

0.030

20
15

0.020

10
0.010

5

Weekly morbidity

35

0.050

Ozone (ppm)
Morbidity for all
respiratory disease

0

0.000
24

26

27

28

30

32

33

35

Weeks

Figure A.3a. Graphical correlation between the weekly ozone concentrations, and the weekly morbidity
for all respiratory disease during Summer 2006.
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Table A.5. Correlation table for the two variables in figures 3 and 3a.
Correlations
MorbidityAllRes
Ozone
Ozone

Pearson Correlation

piratory
1

Sig. (2-tailed)
N
MorbidityAllRespiratory

.569
.141

8

8

Pearson Correlation

.569

1

Sig. (2-tailed)

.141

N

8

8

A.7

Section 3: Episode Analysis

A.8

Analysis of Ozone episode from June 11 to June 22, 2006

June 2006.
Averaged ozone (ppm)

0.0600
0.0500
0.0400
0.0300
Daily averaged ozone
(ppm)

0.0200
0.0100
0.0000
11 12 13 14 15 16 17 18 19 20 21 22
Days

Figure A.4a. Daily averaged ozone for the ozone episode of June 11-22, 2006. Check the table 2 for a
list of the four stations employed in the ozone average.
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Peak ozone (ppm)

June 2006.
0.0900
0.0800
0.0700
0.0600
0.0500
0.0400
0.0300
0.0200
0.0100
0.0000

Daily peak ozone value
(ppm)

11 12 13 14 15 16 17 18 19 20 21 22
Days

Figure A.4b. Daily peak ozone value for the ozone episode of June 11-22, 2006.

A.9

Conclusions
1) In the Summer 2006 (weeks 23 to 35) a total of 362 respiratory morbidity occurrences were

reported by the health data at southern New Mexico. The weekly cases ranged from values as low as 19
weekly cases, to as high as 38 weekly cases.
2) The study found that, in general, when ground level ozone level increased during the Summer
weeks, then the number of hospital admissions for respiratory cases had a similar behavior, although
such increase in the number of visits to the hospitals was small.
3) The Pearson correlation between ozone and respiratory morbidity during the Summer of 2006
showed that: r = 0.569, p > 0.05. The correlation is not statistically significant.

This leads to the

conclusion that increases in surface ozone concentrations may not be related to the increases in the
respiratory morbidity cases reported by the respiratory health data.
4) Section 3 shows that the highest ozone concentration observed at the southern New Mexico
region under study, during the historic ozone episode event at El Paso, Texas (June 11 to June 22, 2006)
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occurred on June 18, 2006. This is the same day in which the ozone peak was observed in El Paso,
suggesting the large influence that the urban El Paso-Juarez Airshed has on the air quality of the
southern New Mexico region under study.
5) Further studies are needed to have conclusive correlation results; in particular, daily medical
data would facilitate Poisson Regression Analysis.

A.10
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