We explore the use of tools from differential privacy in the design and analysis of online learning algorithms. We develop a simple and powerful analysis technique for Follow-The-Leader type algorithms under privacy-preserving perturbations. This leads to the minimax optimal algorithm for k-sparse online PCA and the best known perturbation based algorithm for the dense online PCA. We also show that the differential privacy is the core notion of algorithm stability in various online learning problems.
Introduction
In the context of supervised learning, what is arguably the simplest and most natural learning algorithm, empirical risk minimization (ERM), exhibits suprisingly strong generalization guarantees. The ERM method recommends selecting the hypothesis which has the lowest loss on the available sample data, and it can be shown that, at least in the batch setting, this procedure is asymptotically optimal under mild assumptions. It is then somewhat surprising that when we focus on the online learning setting, where the algorithm may face non-IID data sequence, ERM can be strictly suboptimal. The primary limitation of ERM in the online setting is that it lacks stability (Ross and Bagnell, 2011) : the ERM hypothesis can be highly sensitive to individual examples, a fact which may be exploitable by an adversary.
The principle that an algorithm should be stable with respect to its input data has gained much attention in another domain: the design of privacy preserving data mechanism. Following the classical definition (Dwork and Roth, 2014) , a procedure A taking input X and returning (randomized) output Z is said to be differentially private (DP) if the distribution over Z is only mildly sensitive, in a strong sense, to small changes in X. To put it another way, an algorithm would not be DP if small details of its input could be reasonably detected from its output. Intuitively, differential privacy guarantees that an adversary given only access to the algorithm's output cannot determine whether it was sampled from the probability distribution M(A) or M(A ′ ) and hence can not determine whether the database was A or A ′ no matter how intelligently the output is post-processed. The natural robustness of DP algorithms has found many useful applications, such as designing coallition-proof mechanisms (McSherry and Talwar, 2007) and preventing false discovery in statistical analysis (Dwork et al., 2015; Nissim and Stemmer, 2015; Bassily et al., 2016; Cummings et al., 2016) .
The fact that "output stability" is core to both differential privacy and no-regret online learning has not gone unnoticed, and several authors have explored the apparent connection (Hardt and Rothblum, 2010; Dwork et al., 2010; Wang et al., 2016) . One of the key tools used in designing private algorithms is the injection of (carefully chosen) stochastic noise, and this use of randomization has some resemblence to methods developed in machine learning. In bagging, for example, one ensembles hypotheses trained on random data subsets; the Follow the Perturbed Leader (FTPL) (Kalai and Vempala, 2005) method relies on adding noise directly to the global loss objective. Yet while we see an emerging connection we emphasize an important distinction: the DP requirement, that the output distribution must be highly stable with respect to the input, is significantly stronger than what is needed to establish learning guarantees, for both the online and batch settings. Perhaps the privacy condition is too restrictive to be a useful tool in the design of learning algorithms?
There is a significant body of literature on DP online learning (Thakurta and Smith, 2013; Jain et al., 2012) . Much of this work focuses on altering existing online learning algorithms to make them DP, while retaining low regret.
A key observation of our work is that performing each time step's computation differentially privately can actually help, rather than hinder, the algorithms performance.
In the present paper we argue instead that, even putting aside the goal of privacy preservation, the DP framework leads to a number of novel and surprising results, both for the design of online and batch learning algorithms. We begin with the online setting, and we develop a simple and powerful analysis technique for FTPL-type algorithms under privacy-preserving perturbations. Using tools from DP, we provide a very generic result for Gaussian and Laplace noise, and we proceed to establish first-order regret bound that were generally elusive in classical anlyses. This leads to another main result, the best known regret bound for sparse online PCA using FTPL, using a new distribution that avoids the major challenges associated with spectral analysis (Garber et al., 2015; Kotłowski and Warmuth, 2015) . Finally, we revisit existing stability notions developed for other online learning problems and establish their equivalence to differential privacy.
Prior Work The utility of differential privacy as a stability notion for analyzing online learning algorithms has been noted before. The connection between Exponential Weights Algorithms and DP has been known since the early stages of DP literature (Dwork and Roth, 2014) . showed that the Gaussian mechanism results in a low-regret algorithm for online PCA. Recently, Tossou and Dimitrakakis (2017) and Agarwal and Singh (2017) leveraged the fact that the regret-minimizing online algorithm already has some built-in privacy guarantee, showing that it is possible to make the entire run of an online learning algorithm private with small extra terms in the regret guarantees. But these connections are isolated fragments and do not give any general purpose result.
As far as FTPL algorithms are concerned, note that, starting with the early work by Kalai and Vempala (2005) (Theorem 2) to some of the most recent (Devroye et al., 2013; van Erven et al., 2014; Syrgkanis et al., 2016) , the standard analysis technique is to directly analyze the particular probability density function the algorithm uses. Few recent works have proposed generic framework that provide some useful insights; Rakhlin et al. (2012) derived FTPL as a minimax strategy against a randomly simulated worst-case adversary. Abernethy et al. (2014) derived FTPL as a mirror descent with a stochastically smoothed dual function. However, none of the existing FTPL analyses make any explicit connections with DP as we do.
Whether there exists an efficient algorithm for online PCA that does not require the full eigendecomposition every round has been a long-standing open question (Warmuth and Kuzmin, 2010) . We partially resolve it by presenting the minimax optimal FTPL algorithm for sparse online PCA, and the best-known FTPL algorithm for the dense online PCA. We overcome the √ N factor in the regret bound that has been believed to be the fundamental limitation for FTPL, while avoiding the hassle of directly analyzing random matrix distributions (Garber et al., 2015; Kotłowski and Warmuth, 2015) . Note that Allen-Zhu and Li (2017) recently resolved the open problem in a different way, by reducing the effective dimensionality of the matrix problem to dimension 3.
Preliminaries

Online Convex Optimization
We define the online convex optimization (OCO) problem, which will be the main focus of this paper. Let X ⊆ R N be the learner's decision set that is bounded and convex. Let Y be a set of convex loss functions from X to R. At every round t, learner chooses a vector x t ∈ X , adversary plays ℓ t ∈ Y, and learner suffers a loss ℓ t (x t ). The learner's goal is to minimize the regret after T rounds:
In the loss-only setting, all losses are positive. In the loss/gain setting, losses can be negative.
We define a few shorthand notations:
An Online Linear Optimization (OLO) problem is a special case of OCO where all losses are linear. We can thus treat Y ⊆ R N as a set of vectors; learner suffers x t , ℓ t every round and L t = t s=1 ℓ s is now a vector addition. We additionally assume that X and Y are bounded in dual norms. Denote X = sup x∈X x and Y ⋆ = sup ℓ∈Y ℓ ⋆ .
Differential Privacy
We introduce the basic definitions and properties of differential privacy. A more in-depth introduction can be found in (Dwork and Roth, 2014) . We start by defining distance measures between random distributions. Let Y, Z be random variables taking values in B. The δ-approximate max divergence of Y and Z is:
When δ = 0, we drop the δ and call it pure max divergence (or simply max divergence).
Let A be the input set. A database is a collection of elements in A. We say that two databases A and A ′ are neighboring if they differ in a single element. For example, in OCO, the database that the algorithm has access to at time t is a sequence of loss functions (ℓ 1 , . . . , ℓ t−1 ), whose neighbors are all loss sequences of length (t − 1) with one function interchanged with another, or all loss sequences of length (t − 2). Definition 2.1. We say that M : A → B is (ǫ, δ)-differentially private (abbreviated DP) if for every pair of neighboring databases A and A ′ , we have
An important property of DP is the post-processing immunity, which means that the composition of a DP algorithm with any function(s) is still DP.
Lemma 2.2 (Post-Processing Immunity). For any function f and differentially private mechanism M, we have
This lemma is crucial because all FTPL algorithms can be thought of as a two-step process: a private mechanism that adds noise to the observed loss sequence followed by an optimization.
Differential privacy is essentially a similarity notion for two distributions, driven from neighboring databases. When private values are post-processed by a bounded function, the function values are also similar in expectation. Lemma 2.3. Let Y and Z be random variables taking val-
Note that this lemma applies to unbounded functions (i.e.
For an online learning algorithm to be DP, the whole sequence of outputs must be computed privately, which is a very strict condition. For the purpose of regret analysis, we use the following relaxed notion of privacy instead. Definition 2.5 (One-step privacy). An online learning al-
. . , T given any loss sequence. If there is a single pair (ǫ, δ) such that the above holds for all t, we say that the algorithm is (ǫ, δ)-uniform one-step DP.
Online Linear Optimization via Differential Privacy
Follow the Perturbed Leader (FTPL) algorithm (Kalai and Vempala, 2005) requires the choice of a noise distribution D and a linear optimization oracle O(·) = arg min x x, · . At each round t, it plays
In this section, we offer the new intuition that the noise keeps individual loss functions private, preventing the algorithm from overfitting to any single one.
The FTPL regret analysis involves a fictitious algorithm called Be the Perturbed Leader (BTPL), which looks at the loss vector one step ahead and plays x FTPL t+1 at round t. By inductive argument, Kalai and Vempala (2005) shows that
The upper bound on (1) for all analyzed algorithms can be found in Appendix B.
Theorem 3.1. If an FTPL algorithm is (ǫ, δ)-uniform onestep DP, then for loss-only OLO,
The FTPL regret analysis now reduces to upper bounding the gap between FTPL and BTPL losses. For this, we use the one-step DP assumption:
By applying Lemma 2.3, we have that for every t,
By summing over the t = 1, . . . , T , we have
To complete the proof, subtract L * from each side.
We obtain a similar statement for the loss/gain setting, except we use the additive bound from Lemma 2.4.
Theorem 3.2. If an FTPL algorithm is (ǫ t , δ t )-one-step DP, then for any OLO,
When applying the above theorems, we will often use the approximation e ǫ − 1 ≈ ǫ in the proof. This is because the optimal choice of ǫ is a small number that decays in L * or T , and thus the higher-order terms decay fast in L * or T . The full explanation for this approximation can be found in the Appendix C.1.
General First-Order FTPL Bound
Abernethy et al. (2014) showed that FTPL with Gaussian noise is a universal OLO algorithm with a regret bound of O( X 2 Y 2 N 1 4 T 1 2 ). Although their analysis technique via convex conjugate can prove tighter bounds for some settings (e.g. O( √ T ) when X 2 = Y 2 = 1), it cannot prove first-order bounds in terms of L * in the loss-only settings.
We prove that the same algorithm in fact enjoys the firstorder regret bound that scales in L * as opposed to T . In other words, FTPL with Gaussian noise is able to adapt to the input if there is a strong signal for the best action. Theorem 3.3. For any loss-only OLO problem, FTPL with Gaussian noise can achieve regret of or-
The proof requires the following well-known privacy guarantees of the Gaussian mechanism. Lemma 3.4. (Dwork and Roth, 2014, Theorem A.1 
Proof. We set σ = β −1 2 log(2/δ), where β, δ will be determined later. By Lemma 3.4 and the post-processing immunity, FTPL with Gaussian noise with covariance σI satisfies:
Also note that the BTPL regret bound is σ X 2 N 1 2 (From Equation 1). Now that we have the privacy parameters and BTPL regret, we can apply Theorem 3.1 and get the asymptotic regret bound of:
To complete the proof, set δ = T −1 and β = N 1 Abernethy et al. (2014) .
For example, when L * = O( Y 2 log T ), our bound gives O( X 2 Y 2 N 1 2 log T ).
Experts Setting
The experts setting is where X = {x 1 , . . . , x n ≥ 0, n i=1 x i = 1}, the probability simplex with N vertices, and Y = {ℓ ∈ R N : 0 ≤ ℓ 1 , ℓ N ≤ 1}. The minimax regret for this setting is O( √ L * log N + log N ) (Abernethy et al., 2008) . We recover the minimax optimal regret bound of Kalai and Vempala (2005) using our analysis framework. Note that this result itself is not novel; in fact, many different noise distributions have been proved to have low regret in this setting. The one-sided exponential noise (Kalai and Vempala, 2005) and the dropout noise (van Erven et al., 2014) achieve O( √ L * log N + log N ) regret. On the other hand, the Gaussian noise (Abernethy et al., 2014) , random-walk noise (Devroye et al., 2013) , and in fact a large family of symmetric noises (Rakhlin et al., 2012) are only shown to achieve O( √ T * log N + log N ) regret. However, it is unclear whether this gap is due to the limitations of the analysis or the algorithm, and which distribution is truly optimal.
Our DP-based framework shows that the Laplace noise is the optimal choice. Theorem 3.1 establishes ǫ-one-step DP as a sufficient condition for L * regret. Among ǫdifferentially private algorithms, Laplace noise introduces the least amount of noise (Geng and Viswanath, 2014) .
Proof. Let β −1 be the scaling factor of the Laplace distribution, i.e., the probability density of noise Z is proportional to exp(−β Z 1 ). The BTPL regret is (1+log N )/β (Corollary B.1).
In the experts setting, the output of the linear oracle is always a vertex of the simplex. Consider an arbitrary noise vector Z.
is any loss vector with zero in the i-th coordinate. In other words, adding any loss to coordinates other than i can only increase the probability of playing e i . So, sup ℓ1,...,ℓt∈Y
and together with the post-processing immunity, it follows sup ℓ1,...,ℓt∈Y
which is at most β. We apply Theorem 3.1:
ERegret(FTPL) T ≤(e β − 1)L * + (1 + log N )(e β /β)
with β = (log N )/L * which makes β 2 L * constant and β(1 + log N ) decay in L * .
For the loss/gain experts setting where Y = {ℓ ∈ R N : ℓ ∞ ≤ 1}, we can reduce to the loss-only setting with maximum loss of 2 and follow the same proof except we apply Theorem 3.2. This gives an O( √ T log N ) regret. Generally speaking, any distribution that achieves ǫ-onestep privacy will also achieve O(poly(N ) √ T ) regret after proper scaling.
Online PCA via Differential Privacy
In this section, we study two canonical settings of online PCA problem. For both problems, (Nie et al., 2013) showed that Matrix Exponentiated Gradient (MEG) algorithm has minimax optimal regret but it requires a full SVD of N -by-N matrix every round. This motivated Warmuth and Kuzmin (2010) 's open problem of whether the minimax optimal regret can be achieved by a more time-efficient algorithm. Allen-Zhu and Li (2017) solved the problem with a novel compression scheme that reduces the effective dimension to 3. Another approach is using FTPL algorithm, which only requires the computation of the maximum eigenvector, but the analysis of random matrices is complicated and has resulted in suboptimal regret guarantees.
We derive new noise distributions based on the intuitions that the DP framework offers. For the Online Sparse PCA, we show that there is a simple FTPL algorithm that achieves the optimal regret. For the Online Dense PCA, we show that there is an FTPL algorithm that achieves O(N 1 4 T 1 2 log T ) regret, contray to the common belief that FTPL regret must grow in √ N .
Notations Let S N be the set of N × N symmetric real matrices, and λ : S N → R N be the function that outputs the eigenvalues of a matrix in decreasing order. The spectral norm of a matrix X ∈ S N is the vector norm of λ(X), denoted λ(X) . An orthogonal invariant ensemble (OIE) is a distribution over matrices such that for an arbitrary matrix A in its support, any orthogonal transformation of A is also in the support and has the same density as A.
Online Sparse PCA
The Online Sparse PCA problem is an OLO problem where X = {X : X ∈ S N , 0 X I and tr(X) = k} and Y = {aa ⊤ : a ∈ R N , a 2 = 1} is the set of rank-1 matrices with eigenvalue 1. The loss function is a ⊤ Xa = i,j (aa ⊤ ) ij X ij , making it an N 2 -dimensional problem. The optimal regret is O( L * k log(N/k) + k log(N/k)), while the best known FTPL algorithm by achieves O(N 1 4 √ kL * log T ) regret using Gaussian Orthogonal Ensemble.
As shown in Section 3.2, in order to achieve one-step privacy against an extra loss vector that is bounded in some norm, our noise distribution's density function must decay exponentially in the same norm. This leads to the Laplace-on-Diagonal Orthogonal Invariant Ensemble (LOD), which has density function p(Z) ∝ exp(−β λ(Z) 1 ). To sample from LOD, first sample an orthogonal matrix U from N -dimensional Haar measure (uniform over all N -by-N orthogonal matrices), sample a vector Λ iid from Laplace distribution, and finally take U ⊤ ΛU . This requires O(N 3 ) time but it is performed only once; for oblivious adversaries, sampling once at the beginning and sampling fresh samples every round is equivalent as far as the expected regret is concerned (Kalai and Vempala, 2005) . Proof. The analysis is identical to the experts case (Theorem 3.5), except that the norms are now spectral norms and loss vectors are "flattened" rank-1 matrices. LOD with scaling factor β satisfies:
For the BTPL regret, we have an upper bound of k(1 + log(N/k)) (Lemma B.1). We apply Theorem 3.1 and get the asymptotic regret bound of ǫL * + ǫ −1 k(1 + log(N/k)) + k(1 + log(N/k)).
Online Dense PCA
In the Online Dense PCA, the covariance matrix is bounded in the maximum eigenvalue, i.e.,
Applying LOD to this problem would result in an extra √ N factor in the regret bound, matching the regret bounds of rank-1 matrix perturbation algorithm by Garber et al. (2015) .
Instead, we use the Gaussian-on-Diagonal Orthogonal Invariant Ensemble (GOD) which has density function of p(z) ∝ exp(−σ −1 λ(z) 2 2 ). Similar to LOD, we can independently sample the eigenvectors from Haar measure and eigenvalues from multiavariate Gaussian. Proof. Due to post-processing immunity, it suffices to upper bound the max divergence betweenL t−1 andL t . We will reduce to the vector case and then apply Lemma 3.4. Set σ = β −1 2 log(2/δ).
. We apply Theorem 3.1 with e ǫ ≈ 1 + ǫ assuming ǫ 2 L * does not increase in L * or T , and we get the (asymptotic) regret of:
To complete the proof, set δ = T −1 , and β = N − 1 4 (log N )
Muti-Armed Bandits via Differential Privacy
In bandit online linear optimization problems, learner plays x t and observes the value of ℓ t , x t but not the loss vector ℓ t itself. The adversarial multi-armed bandit problem is where the decision set X is the set of N -dimensional probability vectors and the loss set Y is [0, 1] N , the same setup as the loss-only experts setting. Abernethy et al. (2015) showed that a family of convex functions can be used to define a O( √ T poly(N ))-regret algorithm for multi-armed bandits.
Given a differentially consistent function f , the learner chooses an arm according to the probability vector x t = ∇f (L t−1 ). The unbiased estimate of the cumulative loss vectorL t−1 is obtained by importance sampling update: L t =L t−1 + ℓt,i xt,i e i after playing the i-th arm. In this section, we show that differential consistency and one-step differential privacy are equivalent. In particular, they enjoy the same regret bound for multi-armed bandits. Tossou and Dimitrakakis (2017) noted that the EXP3 algorithm (Audibert and Bubeck, 2009 ), which can be derived from a differentially consistent function, is already differentially private. Leveraging this fact, they showed that adapting EXP3 to an arbitrary level of privacy only has a moderate impact on its regret. The above lemmas show that not only EXP3 but a large family of low-regret muti-armed bandit algorithms, including FTPL with Laplace distribution (Neu, 2015) , also can be made private with a small amount of additional noise.
Lemma 5.2. (Consistency implies privacy) If f is a (C, 1)differentially consistent function, then playing the i-th action with probability ∇ i f (L t−1 ) at time t is a C-one-step-DP algorithm for the loss-only experts setting.
Proof. Recall that we choose the probability of playing the i-th arm to be ∇ i f . Let a, b ∈ R N be the neighboring database for the loss-only experts setting, i.e., a − b ∞ ≤ 1.
Without loss of generality, assume that
The last inequality is from our differential consistency assumption. The first inequality is because the second derivative vector ∇ 2 i· f = (∇ 2 i1 f, . . . , ∇ 2 iN f ) satisfies that the i-th coordinate is the only positive coordinate, and its coordinates add up to 0 (Abernethy et al., 2014) .
The above implies that for any z ∈ [0, 1], we have
It follows that
which in turn implies that ∇if (b) ∇if (a) = qi(1) qi(0) ≤ exp(C). Lemma 5.3. (Privacy implies consistency) Suppose we have an ǫ-one-step-DP algorithm for the experts setting. If we use it for the multi-armed bandit problem together with importance sampling, then its regret is asymptotically equivalent to that of an algorithm derived from an (ǫ, 1)differentially consistent function.
Proof. Suppose a = b are loss vectors such that b = a + se i . Let p i (·) be the probability that the one-step-DP algorithm plays given cumulative loss (·). Then, p i (a) ≥ p i (b) and a − b ∞ = s. From differential privacy, log[p i (a)/p i (b)] ≤ ceil(s)ǫ.
To deal with scalar inputs instead, let q i (t) = p i (a + te i ). Then, q ′ i (t) = ∇ i p i (a+te i ) is always negative when t > 0. Now, 
Fast Convergence in Games
One-step differential privacy is a useful stability notion for learning in games. In this setting k players repeatedly play a game against each other with the common goal of minimizing the social cost of their actions. More precisely, each player has a finite action space X i and a cost function cost i : X 1 × · · · × X n → [0, 1]. At each round, each player plays an action s t i , which results in the social cost C(s t ) = k i=1 cost i (x t ). The goal is to quickly converge to the optimal social cost Let C * = min s n i=1 cost i (s). A special class of games, called smooth games, admits a fast convergence to the social optimum. Definition 6.1 (Smooth game). Roughgarden (2015) A game is (λ, µ)-smooth if for every two outcomes s and s ′ , n i=1 cost i (s ′ −i ) ≤ λC(s) + µC(s ′ ) where s ′ −i is the s ′ except its i-th coordinate is replaced with s i .
Foster et al. (2016) showed that for smooth games, if each player optimizes their own cost function with Low Approximate Regret (LAR) online learning algorithms, then the social cost quickly converges to λ 1−µ−λ , which is close to the true price of anarchy λ e −ǫ −µ . It is easy to see that the one-step differential privacy implies their LAR condition; in fact, the one-step differential privacy results in a slightly stronger statement. Lemma 6.2. In any (λ, µ)-smooth game, if all players use one-step differentially private online learning algorithm with privacy parameter ǫ, then
An interesting implication is that since ǫ-DP online learning algorithms (the whole sequence is privately computed) are also ǫ-one-step DP, the more players protect other players' privacy (lower ǫ), the closer the convergence is to the true price of anarchy.
