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We study the problem of eliminating the minimal indices (the in-
dices of a minimal polynomial basis of the null space) of a rational
matrix function by multiplication with a suitably chosen invert-
ible rational matrix function. We derive the class of all invertible
factors that dislocate the minimal indices to certain zero locations
and feature minimal McMillan degree. We impose additional con-
ditions on the factor like being J-unitary, or J-inner, either with
respect to the imaginary axis or to the unit circle, and characterize
the classes of solutions. En route we extend the well-known rank
revealing factorization of a constant matrix to rational matrix func-
tions. The results are completely general and apply in particular to
matrices which are polynomial, strictly proper or improper, rank
deﬁcient, with arbitrary poles and zeros including at inﬁnity. All
characterization are made by using descriptor realizations while
the associated computations are performed by employing (con-
stant) unitary transformations and standard reliable procedures for
eigenvalue assignment or for solving Riccati equations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A general rational matrix function (rmf) R(λ) is characterized by several elements among which
the ﬁnite and inﬁnite poles and zeros, together with their partial multiplicities (as deﬁned by the
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Smith–McMillan form), and the left (right) indices of a minimal polynomial basis of the null space to
the left (right).
An interesting problemwith a huge number of applications in linear systems theory is to eliminate
(or dislocate) some of these structural elements by means of multiplication with an invertible rmf
R(λ), i.e.,
R(λ)R(λ) = Rc(λ),
where Rc(λ) has only part of the structural elements of the original R(λ). Since a multiplication to the
left with an invertible factor R(λ) does not change the right null space, we can alter with R(λ) only
poles, zeros and left minimal indices. Dually, by post-multiplication with an invertible Rr(λ), we can
change poles, zeros and/or right minimal indices. Since the solutions to these structural displacement
problems are in general highly nonunique, one usually seeks solutions featuring minimum McMillan
degree. We will call such solutions minimal.
The problem of eliminating part of the poles or zeros of a rmf has been originally considered in
[1] and more elaborately in [3,25]. In these works it is shown that it is always possible to ﬁnd a
nonsingular rmf R(λ) of McMillan degree 1 (having one pole and one zero) such that in the product
Rc(λ) = R(λ)R(λ) the zero of R(λ) cancels with a certain pole of R(λ) or the pole of R(λ) cancels
with a certain zero of R(λ) (or both). Moreover, when the zero of R(λ) cancels, its pole can be placed
arbitrarily inCwhilewhen thepoleofR(λ) cancels, its zero canbeplacedarbitrarily. Byapplying these
ideas recursively one can dislocate all poles (zeros) of R(λ) from a certain region Γ to its complement
in C by an invertible factor that in addition has minimal McMillan degree. Moreover, since there
is a certain degree of freedom in choosing the invertible factor, one can add some supplementary
conditions on it, like for example to be unitary, either on the imaginary axis or on the unit circle.
The solutions in [3,25] based on a transfer function approach have been reﬁned and streamlined for
ﬁnitepolesandzeros in [29]byusingstate-space realizations. State-space realizations lead tonecessary
and sufﬁcient existence conditions and construction of solutions either by a one-shot approach in
which the simultaneous cancellation of all undesirable poles (zeros) is performed at once or by a
recursive scheme in which the poles (zeros) are canceled one by one. The case in which the invertible
factor R(λ) is required to be unitary with respect to the imaginary axis or the unit circle is included
for the recursive approach. The results of [29] have been extended in [15–17] by introducing the pole
conjugators which include the case of J-symmetries, where J is a signature matrix, i.e., J = J∗ = J−1
– see also [18] for a comprehensive treatment of this approach. Simultaneous cancellation of the
undesirable poles and zeros has been considered in [8] for an invertible proper rmf.
The pole dislocation problem has been fully investigated in [20]. The main tool in [20] is a general
pole displacement theorem which gives conditions for an invertible rational matrix to dislocate by
multiplication a part of the poles of R(λ). This result is applied to give necessary and sufﬁcient solv-
ability conditions for the problem of eliminating n poles with J-unitary factors of minimumMcMillan
degree n, and the construction of the class of minimal solutions. When no such solution exists, a
class of solutions havingminimum possibleMcMillan degree (>n), being J-unitary, and canceling the
undesired poles is characterized (leading to so-called noncanonical case). All the developments in [20]
are carried out in terms of descriptor realizations associatedwith rationalmatrices (including the case
of poles at inﬁnity) and consider symmetries with respect to both imaginary axis and unit circle.
More recently, and apparently unaware of [20], a characterization for a proper rationalmatrix of the
pole displacement factors that are J-unitary with respect to the imaginary axis is given in [4] for the
canonical case along with other interesting characterizations. The elimination of zeros is considered
in [5] by reduction to the pole cancellation case.
In this paper we take a further step and study the problem of eliminating the minimal indices of a
rational matrix function by multiplication with a suitably chosen invertible rmf. The minimal indices
to the left (right) of a rmf are the (unique) indices of any minimal polynomial basis for the left (right)
null space in the sense of [6].
Speciﬁcally, we consider the following problem.
Left minimal indices displacement problem (LMIDP). Given a p × m general rmf R(λ) of normal
rank r, ﬁnd all invertible p × p rmf R(λ) such that in the product
R(λ)R(λ) = Rc(λ) (1)
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all left minimal indices of R(λ) are canceled (are all made zero). An LMIDP solution is called minimal
provided it has minimum possible McMillan degree.
A closely related problem to LMIDP is the rank compression of an rmf formulated below.
Left rank compression problem (LRCP). Given a p × m general rmf R(λ) of normal rank r, ﬁnd all
invertible left factor R(λ) that compresses R(λ) to a full row rank r × mmatrix R̂c(λ), i.e.,
R(λ)R(λ) =
[
R̂c(λ)
0
]
, (2)
or, equivalently,
R(λ) = R(λ)−1
[
R̂c(λ)
0
]
. (3)
An LRCP solution is called minimal provided it has minimum possible McMillan degree.
The problem of ﬁnding the compression factor R(λ) (and implicitly R̂c(λ)) in (3) is a natural
extension to rmf of the well-known rank revealing factorization of constant matrices. In the constant
matrix case the compressing factor R is sometimes required to have additional properties, like being
unitary, i.e., R∗R = I, or orthogonal, i.e., RTR = I. In this case the resulting factorization is known as
the QR-factorization (see [10]).
Of course, we can consider the equivalent problems to the right of constructing all invertible
matrices Rr(λ) such that
Rc(λ) = R(λ)Rr(λ)
has all right minimal indices equal to zero (or that compresses R(λ) to a full column rank p × r matrix
R̂c(λ), i.e., Rc(λ) = [̂Rc(λ) 0]).
Since the problems to the left and right are dual one to another, wewill further consider only those
to the left.
For a general rmf R(λ) the LMIDP and LRCP turn out to be equivalent – up to the multiplication
with a constant invertible matrix. Indeed, once we have a solution R(λ) to the LMIDP we can always
update it by a constant invertible matrix D̂ such that D̂R(λ) is a solution to the LRCP. Conversely, a
solution R(λ) to the LRCP generates a class of solutions to the LMIDP in the form D̂R(λ), where D̂
is now any invertible constant matrix. However, when we add some additional conditions on R(λ),
like being J-unitary, an interesting situation occurs: the LMIDP might have a solution while the LRCP
might not.
The paper is organized as follows. In Section 2, we review a number of preliminary facts about
the Kronecker canonical form of a matrix pencil, structural invariants and descriptor realizations of a
rmf. Section 3 contains a preliminary decomposition of the system pencil that is the essential brick
in writing down in Section 4 the class of solutions to the LMIDP. Section 5 contains a characterization
of the solutions to the LMIDP that are J-unitary either on the imaginary axis or the unit circle. In
both cases we consider also the particular important case of J-inner solutions. Some conclusions and
applications of the results are discussed in the last section. Two lemmas needed in the proof of the
main result are expelled to an Appendix.
All solutions proposed in the paper are based on constant unitary transformations gaining the
beneﬁt of numerical reliability of the underlying algorithms.
2. Preliminaries
In this section we introduce some notation and deﬁnitions, and give certain basic results needed
in the sequel.
2.1. Basic notation
By C,C−,C+, and C0 we denote the complex plane, the open left half plane, the open right half
plane, and the imaginary axis, respectively, and let C := C ∪ {∞} be the closed complex plane. By D
and D1(0) we denote the open unit disk and the unit circle, respectively. Dc := C \ D stands for the
exterior of the closed unit disk, containing inﬁnity.
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For a constantmatrix Awith elements inCwedenote by A∗ its conjugate transpose. If A is invertible
A−∗ is its conjugate transpose inverse. A hermitian matrix A satisﬁes A = A∗, and we denote by A > 0
(A < 0) if it is in additionpositivedeﬁnite (negativedeﬁnite). Let J bea constantp × p signaturematrix,
i.e., J = diag (Ip1 ,−Ip2), where p1 + p2 = p. We say A is unitary (J-unitary) if A∗A = I (A∗JA = J). A
matrix has full column (row) rank if its rank equals the number of columns (rows). By  we denote
irrelevant matrix entries. In will stand for the identity matrix of size n × n.
2.2. Matrix pencils
We review shortly a few notions about matrix pencils and the Kronecker canonical form. For more
details see [7,26].
Let A and E bem × nmatrices with elements inC. The matrix polynomial A − λE is called amatrix
pencil or, brieﬂy, pencil. The pencil is called regular if it is square (m = n) and has a non-vanishing
determinant, i.e., det(A − λE) /≡ 0. A pencil which is not regular is called singular. The normal rank
of the pencil – denoted rank n(A − λE) – is deﬁned as the rank of A − λE for almost all λ ∈ C (but
a ﬁnite number of points). For a regular pencil we have m = n = r. If ν := m − r > 0 then we say
the pencil has a (nontrivial) left singular structure. If νr := n − r > 0 then the pencil has a (nontrivial)
right singular structure.
Twomatrix pencils A − λE and A˜ − λE˜, with A, E, A˜, E˜ ∈ Cm×n, are called strictly equivalent if there
are two constant invertible matrices Q ∈ Cm×m, Z ∈ Cn×n, such that
Q(A − λE)Z = A˜ − λE˜. (4)
The strict equivalence relation (4) induces on the set of m × n pencils a canonical form called the
Kronecker canonical form
Q(A − λE)Z = AKR − λEKR,
where Q ∈ Cm×m and Z ∈ Cn×n are two invertible matrices,
AKR − λEKR := diag
(
L1 , . . . , Lνr , In∞ − λE∞, Af − λInf , LTη1 , . . . LTην
)
. (5)
Here Lk (k 0) denotes the bidiagonal k × (k + 1) pencil
Lk :=
⎡⎢⎢⎣
λ −1
. . .
. . .
λ −1
⎤⎥⎥⎦ ,
Af and E∞ are two square matrices in the Jordan canonical form, with E∞ nilpotent.
The regular part of A − λE is deﬁned by the regular pencil
diag (In∞ , Af ) − λ diag (E∞, Inf ).
Here
Af := diag (A11(λ1), A22(λ2), . . . , Akk(λk)), (6)
Aii(λi) := diag (Js(i)1 (λi), Js(i)2 (λi), . . . , Js(i)hi (λi)), (7)
where {λ1, λ2, . . . , λk} is the set of k distinct eigenvalues of A (deﬁned as the roots of the polynomial
det(A − λI) = 0) and Js(λi) is an s × s elementary matrix of the form
Js(λi) :=
⎡⎢⎢⎢⎢⎢⎣
λi 1
λi
. . .
. . . 1
λi
⎤⎥⎥⎥⎥⎥⎦ (8)
called an elementary Jordan block. For an eigenvalue λi, the sizes s
(i)
j , (j = 1, . . . , hi) are called the
elementary Jordan indices (or partial multiplicities) of the eigenvalue λi, the positive integer hi is called
C. Oara˘, S¸. Saba˘u / Linear Algebra and its Applications 431 (2009) 1785–1814 1789
the geometricmultiplicityofλi, the sumni = s(i)1 + · · · + s(i)hi is called the algebraic (or total)multiplicity
of λi and nf = ∑ki=0 ni. The ﬁnite generalized eigenvalues of the pencil A − λE are the eigenvalues of
the matrix Af . E∞ is a nilpotent matrix in Jordan canonical form
E∞ := diag (Js∞1 (0), Js∞2 (0), . . . , Js∞h∞ (0)) (9)
and Js(0) is an s × s elementary (nilpotent) Jordan block (8) with eigenvalue λi = 0. We deﬁne the
partial, geometrical and algebraic multiplicities of the inﬁnite generalized eigenvalue of A − λE as
the corresponding multiplicity of the zero eigenvalue of E∞. Thus, for λ = ∞ the partial multiplic-
ities are s∞i (i = 1, . . . , h∞), the geometric multiplicity is h∞, the algebraic multiplicity is n∞ and
n∞ = ∑h∞i=1 s∞i . The union of ﬁnite and inﬁnite generalized eigenvalues (multiplicities included) of a
pencil A − λE is called the spectrum of the pencil and is denoted by Λ(A − λE).
The singular part of the pencil is deﬁnedby the right and left singular Kronecker structure as follows.
The i × (i + 1) blocks Li , (i = 1, . . . , νr), are the right elementary Kronecker blocks, and i  0 are
called the right Kronecker indices. The (ηj + 1) × ηj blocks LTηj , (j = 1, . . . , ν), are the left elementary
Kronecker blocks, and ηj  0 are called the left Kronecker indices. Notice that i and ηj can be zero.
From the Kronecker canonical form, the normal rank of A − λE may be expressed as
r = nr + n∞ + nf + n, (10)
where nr := ∑νri=1 i and n := ∑νj=1 ηj . If A − λE is regular, there are no Kronecker indices (i.e., the
pencils Li , L
T
ηj
are void) and the Kronecker canonical form reduces to theWeierstrass canonical form.
However, although some of our conditions and constructive solutions depend heavily on the Kro-
necker form of the system pencil associated with a certain realization of R(λ), we managed to express
them equivalently in terms of a certain decomposition that can be achieved by using solely unitary
transformations gaining therefore beneﬁts for the numerical reliability of the overall algorithm. The
particular decompositionwewill usemay be obtained by using the Kronecker-like formof an arbitrary
(possibly singular) pencil which replaces the Kronecker canonical formwhich is a poor numerical tool.
The Kronecker-like formdisplays essentially the same information as the canonical form. Precisely, any
matrix pencil A − λEwith A, E ∈ Cn×n, can always be reduced by unitary equivalence transformations
Q , Z ∈ Cn×n to the block upper triangular form, called Kronecker-like form (see [19,26]),
Q(A − λE)Z = AK − λEK
:=
⎡⎢⎢⎣
A − λE   
O A∞ − λE∞  
O O Af − λEf 
O O O Aη − λEη
⎤⎥⎥⎦ (11)
where:
(1) The regular part of the pencil is determined by Af − λEf and A∞ − λE∞ which are square and
regular, and contain the ﬁnite and inﬁnite generalized eigenvalues, respectively, Ef and A∞ are
invertible, and E∞ is nilpotent.
(2) The singular part of the pencil is determined by A − λE which contains the right Kronecker
indices and has full row rank for all λ ∈ C, and E has full row rank, and by Aη − λEη which
contains the left Kronecker indices and has full column rank for allλ ∈ C, and Eη has full column
rank.
The following lemma taken from [29] will play an important role in the technical machinery of the
proofs.
Lemma 1. Assume the pencils A − λE and B − λF are left and right invertible (for some λ), respectively,
and Λ(A − λE) ∩ Λ(B − λF) = ∅.
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(I) The equation
X(A − λE) − (B − λF)Y = C − λG
always has a solution X , Y .Moreover, if the pencils A − λE and B − λF are regular then the solution
is unique.
(II) The equation
(A − λE)X − Y(B − λF) = 0
has the unique solution X = 0, Y = 0.
2.3. Rational matrices
In this section we give a short overview of the structural invariants of a general p × m rmf: poles,
zeros, their multiplicities, and left and right minimal indices. For more details see [6].
The normal rank of R(λ) – denoted rank n(R(λ)) – is the rank of thematrix R(λ) for almost allλ ∈ C
(but a ﬁnite number of points). The following result introduces the Smith–McMillan invariants of a
rational matrix.
Theorem 2. Let λ0 ∈ C. Then there exist two square rmf U and V , analytic and invertible at λ0, such that
R(λ)=U(λ)˜R(λ)V(λ),
R˜(λ)=
[
D(λ) Or×(m−r)
O(p−r)×r O(p−r)×(m−r)
]
,
D(λ)=diag {(λ − λ0)k1 , (λ − λ0)k2 , . . . , (λ − λ0)kr } (12)
and k1  k2  · · · kr are integers called the indices of the local Smith–McMillan form at λ0. The rmf R˜(λ)
is called the local Smith–McMillan form at λ0, and is unique.
A point λ0 ∈ C is called a pole (zero) of R(λ) if at least one of the indices ki in (12) is negative
(positive). In this case the set of absolute values of the negative ki’s (the set of positive ki’s) are the
partial pole (zero) multiplicities of R(λ) at λ0. The total pole (zero) multiplicity of R(λ) at λ0 is the sum
of the partial pole (zero) multiplicities. By deﬁnition, λ = ∞ is a pole (zero) of R(λ) provided λ = 0
is a pole (zero) of R
(
1
λ
)
. In this case the partial and total pole (zero) multiplicities of R(λ) at∞ are the
partial and total pole (zero) multiplicities at λ = 0 of R
(
1
λ
)
. The McMillan degree of R(λ), denoted
δ(R(λ)), is the sumof the totalmultiplicities of all poles (ﬁnite and inﬁnite) of R(λ). Denote by γ (R(λ))
the sum of the total multiplicities of all zeros (ﬁnite and inﬁnite) of R(λ).
We recall further the right and left minimal indices of a rmf (for details see [6]). Let C(λ) be the
ﬁeld of rational functions in λ with coefﬁcients in C and Cn(λ) be the vectorspace of n-tuples over
C(λ). For any rational vectorspaceonecanalwaysﬁndpolynomialbases that feature somepropertiesas
explained further. The degree of a polynomial vector is the largest power ofλoccuring in its components.
The order of a polynomial basis is the sum of the degrees of its elements.
Theorem 3. Each vectorspace over C(λ) has a minimal polynomial basis, i.e., a basis whose order is
minimal. The degrees (arranged in a non decreasing order) of two minimal polynomial bases of the same
vectorspace X are equal and are called the minimal indices of X . The corresponding order is called the
minimal order of X .
LetNr (Nl) be the right (left) null space of R(λ), i.e., the rational vectorspace of all column vectors
v(λ) ∈ Cm(λ) (v(λ) ∈ Cp(λ)) satisfying R(λ)v(λ) = 0 (vT (λ)R(λ) = 0). The dimension ofNr (Nl) is
m − r (p − r), where r = rank nR(λ). Theminimal indices ofNr (Nl) are called the right (left) minimal
indices of the rational matrix R(λ). Denote by nr(R(λ)) (n(R(λ))) the sum of the right (left) minimal
indices of R(λ).
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Inmany instances it ismore customary touse insteadofminimal polynomial bases rationalminimal
bases deﬁned further. Let V(λ) be a vectorspace in Cn(λ) of dimension k. We say that the rational
vectors v1(λ), v2(λ), . . . , vk(λ) form a minimal rational basis for V provided they form a basis and
the rational matrix
[
v1(λ) v2(λ) · · · vk(λ)] has minimumMcMillan degree among all rational
basis matrices for V(λ). Clearly, the minimal McMillan degree of a rational basis matrix for the right
(left) null space of R(λ) equals nr(R(λ)) (n(R(λ))).
For a rmf R(λ) the following relation among its structural elements holds true (see for example
Theorem 3 in [27]):
δ(R(λ)) = γ (R(λ)) + nr(R(λ)) + n(R(λ)). (13)
Let J = diag (Ip1 ,−Ip2) be a constant p × p signaturematrix, where p1 + p2 = p. We say that a square
rmf R(λ) is unitary (J-unitary) onC0 if R(λ)
∗R(λ) = I (R(λ)∗JR(λ) = J) for all λ ∈ C0 which are
not poles of R(λ). If, in addition, R(λ)
∗R(λ) I (R(λ)∗JR(λ) J) for every point in C+ which is
not a pole of R(λ), then R(λ) is called inner (J-inner) with respect to C+. Similarly, one can deﬁne
J-inner with respect to C− by the obvious replacement of C+ with C−.
We say that a square rmf R(λ) is unitary (J-unitary) on the unit circle if R(λ)
∗R(λ) = I (R(λ)∗
JR(λ) = J) for all λ ∈ D1(0) which are not poles of R(λ). If, in addition, R(λ)∗R(λ) I (R(λ)∗JR
(λ) J) for every point in Dc which is not a pole of R(λ), then R(λ) is called inner (J-inner) with
respect to Dc .
2.4. Realization theory for rational matrices
We give here a couple of deﬁnitions and results from the general realization theory of rmf.
Any p × m rmf R(λ) (even improper or polynomial) has a descriptor realization of the form
R(λ) = D + C(λE − A)−1B =:
[
A − λE B
C D
]
, (14)
whereA − λE is a regularpencil,A, E ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n, andD ∈ Cp×m.Wecall thepositive
integer n the order (or the dimension) of the realization (14). Note that the right-hand side of (14) is a
rational matrix, not to be confused with the block matrix[
A − λE B
C D
]
.
Although (14) can represent any rational matrix it has a couple of drawbacks for the problems under
investigation. For example, if ∞ is a pole of R(λ) than the minimum order of a realization is strictly
greater than theMcMillan degree of R(λ)whileD does not represent the value of R(λ) at any particular
point. To circumvent this, wewill workwith a slightlymore general type of realizations called centered
that have been introduced in [11] (see also [9,12]).
To deﬁne a centered realization for a rational matrix R(λ) we need to ﬁx ﬁrst a λ0 ∈ C and further
α,β such that{
α = 1, β = 0, if λ0 = ∞,
α = λ0, β = 1, if λ0 ∈ C. (15)
A realization centered at λ0 of the rmf R(λ) ∈ Cp×m is a representation of the form
R(λ) = D + C(λE − A)−1B(α − βλ) =:
[
A − λE B
C D
]
λ0
, (16)
where A − λE is a regular pencil, A, E ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n, andD ∈ Cp×m. Whenever we use
realizations centered at λ0 we assume the implicit choice of α and β according to (15). The positive
integer n is called the order (or the dimension) of the realization (16).
In particular, if λ0 = ∞ we simply drop the index λ0 from the notation introduced in the right-
hand side of (16) and get the realization (14). Therefore, descriptor realizations of type (14) are simply
realizations centered at λ0 = ∞.
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Two realizations of the same rmf
R(λ) =
[
A − λE B
C D
]
λ0
=
[
A˜ − λE˜ B˜
C˜ D˜
]
λ0
(17)
are called equivalent if they have the sameorder n and there are two invertiblematricesQ ∈ Cn×n, Z ∈
Cn×n, such that
A˜ = QAZ , E˜ = QEZ , B˜ = QB, C˜ = CZ. (18)
The two invertible matrices Q and Z deﬁne an equivalence transformation.
We say that a realization (16) (or the pair (A − λE, B)) is controllable at λ ∈ C if
rank
[
A − λE B] = n (19)
and is controllable at ∞ if
rank
[
E B
] = n. (20)
Analogously, we say that a realization (16) is observable (or the pair (C, A − λE) is observable) at a
certain λ ∈ C provided the pair
[
AT − λET CT
]
is controllable at λ. A realization (or a pair) is called
simply controllable (observable) provided it is controllable (observable) ∀λ ∈ C. A realization that is
both controllable and observable is called irreducible. The realization is calledminimal if its order is as
small as possible.
We call the realization (16) proper ifαE − βA is invertible. Notice that R(λ) has a proper realization
centered at λ0 only if it has no poles at λ0. If the realization (16) is proper then D = R(λ0). In addition,
if λ0 is neither a pole nor a zero of R(λ) then rank (D) = rank n(R(λ)), R(λ) is invertible if and only if
D is invertible, and the realization for the inverse
R−1(λ) =
[
A − αBD−1C − λ(E − βBD−1C) BD−1
−D−1C D−1
]
λ0
(21)
is proper as well. Provided the realization (16) is minimal it follows that (21) is minimal as well.
However, themost important property of proper realizations (16) is that theirminimal order coincides
with the McMillan degree of R(λ) as shown in the next theorem which is a straightforward extension
of the standard case in which the realization is centered at λ0 = ∞ (see for example [27]).
Theorem 4. Let R(λ) be a p × m rmf of McMillan degree n and λ0 ∈ C.
(I) Any realization (16) of R(λ) has an order greater or equal to n, with equality possible if and only if
the realization is proper.
(II) A proper realization (16) hasminimal order n (and it is calledminimal) if and only if it is controllable
and observable.
(III) Twominimal proper realizations (17) are always equivalent.Moreover,D = D˜ and the twomatrices
Q and Z that deﬁne the equivalence transformation are unique.
(IV) If
R(λ) =
[
A − λE B
C D
]
λ0
(22)
is a proper realization of order k, then there is an equivalence transformation deﬁned by two unitary
matrices Q and Z such that
Q(A − λE)Z =
⎡⎢⎢⎣
A1 − λE1   
0 A2 − λE2  
0 0 A3 − λE3 
0 0 0 A4 − λE4
⎤⎥⎥⎦ , QB =
⎡⎢⎢⎣
B1
B2
0
0
⎤⎥⎥⎦ ,
CZ = [0 C2 0 C4] ,
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and the realization
R(λ) =
[
A2 − λE2 B2
C2 D
]
λ0
(23)
is controllable and observable.
Notice that an irreducible proper realization is automatically minimal.
A realization centered at λ0 (proper or not) can be converted into a realization centered at a
different λ˜0. However, these conversions are highly unreliable from a numerical viewpoint and should
be avoided [23].
For our main results we need the following solution to the generalized eigenvalue assignment
problem (Lemma 4.1. in [20]).
Lemma 5. Let (A − λE, B) be a controllable pair, with A, E ∈ Cn×n, B ∈ Cn×m, let Γ ⊂ C be a set of n
elements (not necessarily distinct), and letα,β ∈ C, not both zero, such that α
β
/∈ Λ(A − λE) and α
β
/∈ Γ .
Then there exists a matrix F ∈ Cm×n such that
Λ(A − λE + BF(α − λβ)) = Γ . (24)
2.5. Structural elements in terms of realizations
We have introduced so far the structural elements of a rational matrix and we have seen that with
each rational matrix we can associate a realization. It turns out that if the realization exhibits certain
properties (like minimality) then all the structural elements (poles and zeros, and their
Smith–McMillan indices, aswell as left and rightminimal indices) can be read from twomatrix pencils
associated with the realization.
The following result is a slight variation of Theorems 1 and 2 in [27] to include the case of centered
realizations.
Theorem 6. Let R(λ) be a rational matrix given by the realization
R(λ) =
[
A − λE B
C D
]
λ0
, (25)
centered at λ0 ∈ C and having order n. Let α,β as in (15). Associate with (25) the pole pencil
P(λ) = A − λE and the system pencil
S(λ) =
[
A − λE B(α − βλ)
C D
]
. (26)
(1) The normal ranks of R(λ) and S(λ) are related as
rank nR(λ) = rank nS(λ) − n.
(2) Let μ ∈ C be a pole (zero) of R(λ) with partial multiplicities k1  k2  · · · kg . Then μ is a gen-
eralized eigenvalue of P(λ) (S(λ)). Let s1  s2  · · · sh be the partial multiplicities of μ as a
generalized eigenvalue of P(λ) (S(λ)). If the realization (25) is irreducible we have{
g = h, and ki = si, i = 1, . . . , g, if μ /= λ0,
g  h, and ki = si − 1, i = 1, . . . , g, if μ = λ0.
(3) Assume the realization (25) is observable (controllable). Then the right (left) minimal indices of
R(λ) are pairwise equal to the right (left) Kronecker indices of the matrix pencil S(λ).
In particular, the previous theorem shows that the problem of computing the complete structure of
a rmf R(λ) (the set of poles and zeros, their partial multiplicities and the set of left and right minimal
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indices) is equivalent to the simpler problem of computing the eigenstructure of two matrix pencils.
This holds provided the realization is irreducible (which is a weaker hypothesis than minimality).
This fact is particularly important from a numerical viewpoint since irreducible realizations may
be obtained from arbitrary ones by performing only unitary transformations in contrast to minimal
realizations that require in general non-unitary ones as well.
3. Unitary decomposition of the system pencil
In this section we give a decomposition of the system pencil associated with a realization of R(λ)
that is the prevalent part for writing in the next section the class of all minimal solutions to the LMIDP.
This preliminary decomposition is obtained by using solely constant unitary transformations gaining
therefore important paybacks in terms of numerical reliability of the overall solution. A closely related
decomposition has proved to be key to the solution of general inner-outer and spectral factorizations
[21,22].
Throughout the paper we assume R(λ) is given by a realization centered at inﬁnity, either proper
or not, of the form
R(λ) =
[
A − λE B
C D
]
=
⎡⎣A1 − λE1 B1A2 B2
C D
⎤⎦ }e}k − e, (27)
whereE1 has full rowrank, i.e., rank E = rank E1 = e. The reason for startingwitha realizationcentered
at inﬁnity (and not elsewhere) lies in the availability of numerical reliable procedures and software
for obtaining andmanipulating such realizations [2]. Notice that starting from an arbitrary realization
we can always obtain (27) by an equivalence transformation to the left with a unitary matrix.
The next theorem shows the unitary decomposition while its proof may be used as a constructive
basis for a numerically reliable implementation.
Theorem 7. Let R(λ) be a p × m rmf of McMillan degree n, normal rank r, having the sum of the left
minimal indices n, given by a controllable realization (27) (centered at inﬁnity) of order k. Let α,β be
two ﬁxed numbers inC, not both zero, and e := rank (E). Then there is always an update (by a left unitary
equivalence transformation U) of the realization (27) and a unitary matrix Z such that
[
U 0
0 Ip
] ⎡⎣ A − λE B− − − − − −−
C D
⎤⎦ Z
=
⎡⎢⎢⎢⎢⎣
Arz − λErz B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE B(α − βλ) Bn − λFn
0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − − − − − − −
0 C D Dn
⎤⎥⎥⎥⎥⎦
}e − n}n}k − e
}p
(28)
︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
m + e n r k − e−r − n
where
(I) Arz − λErz has full row rank for almost all λ ∈ C and Bn is invertible;
(II) βA − αE is invertible, the pair (A − λE, B) is controllable, D has full column rank, the pencil[
A − λE B(α − βλ)
C D
]
has full column rank for all λ ∈ C, and
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[
E βB
C D
]
has full column rank.
The matrices U and Z can be constructed by a numerically reliable algorithm presented below.
Proof. We give here a constructive proof which serves simultaneously as a computational procedure
to determine the appropriate constant unitary matrices U and Z . Let
S(λ) :=
[
A − λE B
C D
] }k
}p︸ ︷︷ ︸ ︸︷︷︸
k m
be the system pencil associated with the realization (27) assumed to be controllable, i.e.,
rank
[
A − λE B] = k, ∀λ ∈ C, (29a)
rank
[
E B
] = k. (29b)
Step 1. Compute a unitarymatrixU1 such thatU1
[
A − λE B] = [A1 − λE1 B1A2 B2], where E1 has
full row rank and a unitary Z1 such that
[
A2 B2
]
Z1 = [0 Bn]. Bn is invertible since A2 has
full row rankwhich follows from the regularity of the pencil A − λE. Provided the realization
to start with is irreducible then e is precisely the McMillan degree of R(λ). Deﬁne
S1(λ) := diag (U1, Ip)S(λ)Z1 =
⎡⎢⎢⎢⎣
A
(1)
1 − λE(1)1 
0 Bn− − − − − − − − − −−
C(1) 
⎤⎥⎥⎥⎦
}e
}k − e
}p
.
︸ ︷︷ ︸ ︸ ︷︷ ︸
m + e k − e
Step 2. Compute unitary Z2 such that C
(1)Z2 =
[
0 C
(2)
2
]
where C
(2)
2 has full column rank and
deﬁne
S2(λ) := S1(λ)diag (Z2, Ik−e) =
⎡⎢⎢⎢⎣
A
(2)
11 − λE(2)11 A(2)12 − λE(2)12 
0 0 Bn− − − − − − − − − − − − − − − − − − −
0 C
(2)
2 
⎤⎥⎥⎥⎦
}e
}k − e
}p
.
From (29) we have
rank
[
A
(2)
11 − λE(2)11 A(2)12 − λE(2)12
]
= k, ∀λ ∈ C, (30a)
rank
[
E
(2)
11 E
(2)
12
]
= k. (30b)
Provided the original realization (27) is irreducible, then the zeros of R(λ) coincide with
the generalized eigenvalues (ﬁnite and inﬁnite, multiplicities counted) of the matrix pencil
A
(2)
11 − λE(2)11 (see Theorem 6).
Step 3. Compute unitaryU3 and Z3 to reduce the subpencilA
(2)
11 − λE(2)11 to a Kronecker-like form
as in (11),
U3(A
(2)
11 − λE(2)11 )Z3 =
[
Azr − λErz 
0 A − λE
] }e − n}n (31)
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where Arz − λErz contains the right Kronecker structure and the generalized eigenvalues
while A − λE contains the left Kronecker structure of the pencil A(2)11 − λE(2)11 . Clearly, the
resulting Arz − λErz satisﬁes (I) in the statement.
Deﬁne
S3(λ) := diag (U3, Ik+p−e)S2(λ)diag (Z3, Ir+k−e)
=
⎡⎢⎢⎢⎢⎢⎣
Arz − λErz   
0 A − λE B − λF 
0 0 0 Bn− − − − − − − − − − − −− − − − − − − − −
0 0 C
(2)
2 
⎤⎥⎥⎥⎥⎥⎦
}e − n}n}k − e
}p
. (32)
From (30) we get
rank
[
A − λE B − λF
]
= n, ∀λ ∈ C, (33a)
rank
[
E F
]
= n. (33b)
For β /= 0 we use (33a) and for β = 0 (and therefore α /= 0) we use (33b) to get
rank
[
βA − αE βB − αF
]
= n. (34)
Since C
(2)
2 has full column rank and A − λE has only left Kronecker structure it also follows[
A − λE B − λF
0 C
(2)
2
]
has full column rank ∀λ ∈ C, (35a)[
E F
0 C
(2)
2
]
has full column rank. (35b)
Step 4. Compute unitary Z4 such that
[
βA − αE βB − αF
]
Z4 = [̂E 0], with Ê invert-
ible, which is possible due to (34). It follows that[
A − λE B − λF
0 C
(2)
2
]
Z4 =
[
A − λE B(α − βλ)
C D
]
(36)
where Ê = βA − αE is invertible and D has full column rank. Deﬁne
S4(λ) := S3(λ)diag (Im+e−r−n , Z4, Ik−e)
=
⎡⎢⎢⎢⎢⎣
Arz − λErz B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE (α − βλ)B Bn − λFn
0 0 0 Bn− − − − − − − − − − − − − − − − −− − − − − −
0 C D Dn
⎤⎥⎥⎥⎥⎦
}e − n}n}k − e
}p
︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
m +  n r k − −r − n
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where we have denoted the irrelevant blocks by some obvious notation. The properties (II)
in the statement follow directly from (33) and (35). Finally, deﬁne
U = diag (U3, Ik−e)U1,
Z = Z1diag (Z2, Ik−e)diag (Z3, Ir+k−e)diag (Im+e−r−n , Z4, Ik−e).
Overall, we have determined matrices U and Z such that (28) holds and all the intervening
matrices satisfy the required conditions. 
Remark 8. Theorem 7 is actually a key prevenient step of a divide et impera approach to the solution
of the LMIDP. From the original system pencil S(λ) we have separated a subpencil (36) which can be
seen as the system pencil of a rmf
T(λ) :=
[
A − λE B
C D
]
λ0
. (37)
Here the realization (37) is centered atλ0 = αβ , proper, irreducible (and thereforeminimal).Moreover,
the rmf (37) has no ﬁnite or inﬁnite zeros. In the next section we will see that it is enough to solve the
LMIDP problem for T(λ) to get the LMIDP solution for R(λ).
Remark 9. To streamline the presentation of the main results we assume further that the matrix U
in (28) has been absorbed as an equivalence transformation in the realization (27). Then the above
theorem above simply holds for U = I.
4. The class of solutions to the LMIDP
The following theorem gives a characterization of all minimal solutions to the LMIDP of a rmf.
Theorem 10. Let R(λ) be a rmf with a controllable realization (27) and let Z be a unitary matrix as in
Theorem 7 for which (28) holds (see also Remark 9). The class of minimal solutions to the LMIDP is given
by
R(λ) =
[
Ax − λEx Bx
Cx Dx
]
λ0
= Dx
[
A − λE − BxC(α − βλ) Bx
−C − DFx Ip
]
λ0
, (38)
where λ0 = αβ ∈ C (as in (15) is neither a pole nor a zero of R(λ), Fx is any matrix with Fx ∈ Cr×n ,Dx
is any invertible matrix with Dx ∈ Cp×p, and Bx ∈ Cn×p is any matrix such that
B − BxD = 0. (39)
Moreover,
Rc(λ) := R(λ)R(λ) = Dx
[
A − λE B
Cc Dc
]
, (40)
where [
Cc Dc
] = [0 −DFx D 0] Z∗. (41)
Remark 11. The above result shows that the solution R(λ) is written in terms of (37) and may have
any speciﬁed poles and zeros which can be assigned by appropriate choices of Fx and Bx . To see the
statement for poles let Q be an invertible matrix such that
Q
[
C D
] = [C1 D1
C2 0
]
, (42)
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where D1 is invertible and take Bx :=
[
BD
−1
1 Kx
]
Q . Then Bx fulﬁlls (39) while A − λE
− BxC(α − βλ) = A˜ − λE˜ + KxC˜(α − βλ) where A˜ = A − αBD−1 C1, E˜ = E − βBD−1 C1,
C˜ = −C2. Therefore, the poles of R(λ) can be set by solving for Kx the generalized eigenvalue
assignment problem
Λ(˜A − λE˜ + KxC˜(α − βλ)) = Γp, (43)
where Γp is any speciﬁed set of n poles in C (see Theorem 6). Employing (II) of Theorem 7 it follows
that the pair (C˜, A˜ − λE˜) is observable and α
β
/∈ Λ(˜A − λE˜). Hence, according to a dual version of
Lemma 5, the generalized eigenvalue problem (43) for the observable pair (C˜, A˜ − λE˜) has always a
solution provided α
β
/∈ Γp. However, this can be assured by an appropriate initial choice of α and β .
Remarkably, also the zeros can be set by solving for Fx the generalized eigenvalue assignment
problem
Λ(A − λE + BFx(α − βλ)) = Γz , (44)
where Γz is any speciﬁed set of n zeros in C. A quick check for this can be done by using (39) in
(21) for writing a realization of R
−1
 (λ) whose pole pencil has as generalized eigenvalues precisely
the zeros of R(λ). However, (II) of Theorem 7 shows that the pair (A − λE, B) is controllable and
α
β
/∈ Λ(A − λE). Hence, according to Lemma 5, the generalized eigenvalue problem (44) for the
controllable pair (A − λE, B) has always a solution provided αβ /∈ Γz . This again can be enforced by
an appropriate choice of α and β .
Notice that an equivalent form of the class of solutions is
R(λ) = Dx
⎡⎢⎣A − λE − (BD−1 C1 + KxC2)(α − βλ) BD−1 Kx−C1 − D1Fx Ir 0−C2 0 Ip−r
⎤⎥⎦
λ0
Q , (45)
where nowDx is any invertiblematrix, Fx and Kx are two arbitrarymatrices of appropriate dimensions,
and Q is any invertible matrix such that (42) holds.
Remark 12. When deriving the form (38) (or, equivalently, (45)) we may assume, without restricting
generality, that R(λ) has any desired poles. Indeed, a solution to the LMIDP has the form (45) if and
only if R̂ := D̂R(λ) is a solution to the LRCP of the same form (45), for a certain constant invertible
D̂, i.e.,
R̂(λ)R(λ) =
[
Rc(λ)
0
]
. (46)
Assume R̂(λ) is given by a realization of the form⎡⎣Ax − λEx Bx1 Bx2Cx1 Ir 0
Cx2 0 Ip−r
⎤⎦
λ0
Dx (47)
havingordern. Then thepair (Cx2, Ax − λEx) is observable sinceotherwisewecouldﬁndabasismatrix
for the left kernel of R(λ) having smaller McMillan degree than n. Thus, using Lemma 5 there is a
matrix K such that Λ(Ax − λEx + KCx2(α − βλ)) takes any values but αβ and R(λ) = M(λ)−1N(λ)
where
M(λ) =
⎡⎣Ax − λEx + KCx2(α − βλ) 0 KCx1 Ir 0
Cx2 0 Ip−r
⎤⎦
λ0
=
[
Ir M12
0 M22
]
(48)
N(λ) =
⎡⎣Ax − λEx + KCx2(α − βλ) Bx1 Bx2 + KCx1 Ir 0
Cx2 0 Ip−r
⎤⎦
λ0
Dx. (49)
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From the form of (48) it follows that R̂(λ) is a solution to the LRCP for R(λ) if and only if N(λ) is
a solution. Thus we may use N(λ) instead of R(λ) and derive the form (45) for the solution N(λ).
Finally, it follows from (49) that R(λ) has the same form (45) where Kx is simply replaced by Kx − K .
We proceed now with the proof of Theorem 10.
Proof. We show ﬁrst that any minimal solution to the LMIDP has a realization of the form (38). Inci-
dentally, it will follow also that any rmf having a realization (38) is a solution to the LMIDP, completing
in this way the whole proof.
Assume R(λ) is a minimal solution to the LMIDP given by the minimal realization
R(λ) =
[
Ax − λEx Bx
Cx Dx
]
λ0
, (50)
where α and β are such that α
β
∈ C is neither a pole nor a zero of R(λ). In particular, Dx results
invertible.
We show ﬁrst that δ(R) n. Since R(λ) is a solution to LMIDP there is an invertible constant
matrix D̂ such that
R̂(λ)R(λ) =
[
R̂1(λ)
R̂2(λ)
]
R(λ) =
[
Rc(λ)
0
] }r
}n − r, (51)
where R̂(λ) := D̂R(λ). Hence R̂2(λ) is a rational basis of the left null space of R(λ) and there-
fore δ(R(λ)) = δ(̂R(λ)) δ(̂R2(λ)) n. Assuming further that δ(R(λ)) = n, we show that the
realization (50) takes the form (38).
Using Remark 12 we may assume, without restricting generality,
Λ(Ax − λEx) ∩ Λ(Arz − λErz) = ∅. (52)
Since (50) is a solution to the LMIDP, we get from Lemma 30 in the Appendix that there exist matrices
X1, X2, Y1, Y2 of appropriate dimensions such that
[
X1 X2(α − βλ) −Bx(α − βλ) ]
⎡⎣A1 − λE1 B1A2 B2
C D
⎤⎦ = (Ax − λEx) [Y1 Y2] .
(53)
Using (28) in (53) (see also Remark 9) we get[
X11 X12 X2(α − βλ) −Bx(α − βλ)]
×
⎡⎢⎢⎣
Arz − λErz B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE B(α − βλ) Bn − λFn
0 0 0 Bn
0 C D Dn
⎤⎥⎥⎦
= (Ax − λEx) [Y˜1 Y˜2 Y˜3 Y˜4] (54)
where thematrix X1 = [X11 X12] in (53) has been partitioned conformablywith the right–hand side
of (28) and[
Y˜1 Y˜2 Y˜3 Y˜4
] := [Y1 Y2] Z (55)
is also partitioned conformably with (28). Writing (54) componentwise we get the ﬁrst equation
X11(Arz − λErz) = (Ax − λEx)Y˜1. (56)
However, from (52) we get with part (II) of Lemma 1 that equation (56) has the unique solution
X11 = 0, Y˜1 = 0. (57)
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The remaining three equations become
X12(A − λE) − BxC(α − βλ) = (Ax − λEx)Y˜2, (58)
X12B(α − βλ) − BxD(α − βλ) = (Ax − λEx)Y˜3, (59)
X12(Bn − λFn) + X2Bn(α − βλ) − BxDn(α − βλ) = (Ax − λEx)Y˜4. (60)
From (59) evaluated at α
β
for β /= 0, and from (59) directly if β = 0, we get
Y˜3 = 0 (61)
and further
BxD − X12B = 0. (62)
Since (53) holds, it follows from Lemma 30 that a realization of R(λ)R(λ) is
R(λ)R(λ) =
[
A − λE B
DxC + CxY1 DxD + CxY2
]
. (63)
Using (50), the system pencil associated with (63) is
SRR(λ) =
[
A − λE B
C + CxY1 D + CxY2
]
=
[
I 0
0 Dx
] [
A − λE B
C D
]
+
[
0
Cx
] [
Y1 Y2
]
.
(64)
Using (28), (55), (57), (61) we get further (see also Remark 9)
SRR(λ)Z =
⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE B(α − βλ) Bn − λFn
0 0 0 Bn− − − − − − − − − − − − − − − − − − − − − − − − − − − −
0 DxC + CxY˜2 DxD DxDn + CxY˜4
⎤⎥⎥⎥⎥⎦ .
(65)
Since R(λ) is a solution to the LMIDP, the system pencil (65) should have all left Kronecker indices
equal to zero. Since Bn is invertible and D has full column rank, it is easy to see that all left Kronecker
indices of (65) are zero if and only if there is a constant matrix Fx such that
DxC + CxY˜2 = −DxDFx. (66)
The ﬁnal main step of the proof is to show that the square matrices X12 and Y˜2 are invertible. Since
βAx − αEx and βA − αE are invertible, we rewrite (58) and (66) as
X̂12(̂A − λÊ) − B̂xĈ(α − βλ) = (̂Ax − λÊx)Ŷ2, (67)
DxĈ + CxŶ2 = −DxDF̂x (68)
where X̂12 = (βAx − αEx)−1X12, B̂x = (βAx − αEx)−1Bx , Âx − Êx = (βAx − αEx)−1(Ax − λEx),
Â − λÊ = (A − λE)(βA − αE)−1, Ĉ = C(βA − αE)−1, Ŷ2 = Y˜2(βA − αE)−1, F̂x =
Fx(βA − αE)−1. Evaluating (67) at αβ if β /= 0, or from (67) directly if β = 0, we get X̂12 = Ŷ2. Let
N := Ker Ŷ2 and x ∈ N . Since Dx is invertible it follows from (68) that (Ĉ + DF̂x)x = 0 and further
from (67) and (62) we get (Ŷ2(̂A − λÊ) − B̂xĈ(α − βλ))x = Ŷ2(̂A − λÊ + B̂F̂x(α − βλ))x = 0.
This shows thatN satisﬁes
dimN = dim((̂A + αB̂F̂x)N + (̂E + βB̂F̂x)N ), N ⊂ Ker (Ĉ + DF̂x). (69)
However, since the pair (Ĉ + DF̂x , Â + αB̂F̂x − λ(̂E + βB̂F̂x)) is observable (because of part (II)
of Theorem 7) we have that the supremal space that satisﬁes (69) is {0} (see for example [28]). From
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herewe get successivelyN = {0}, Ŷ2(= X̂12) is invertible and, ﬁnally,X12 and Y˜2 are both invertible. By
an additional equivalence transformation on (50), wemay assume X12 = Y˜2 = I. In this case equations
(58), (66) and (62) become (after reusing notation)
A − λE − BxC(α − βλ) = Ax − λEx ,
Cx = −Dx(C + DFx), (70)
BxD − B = 0.
Eq. (70) show that R(λ) in (50) indeed takes the form (38) with (39) in force ending therefore the ﬁrst
part of the proof.
Conversely, if R(λ) takes the form (38) then (54) (or equivalently (53)) holds for
X11 = 0, X12 = I, Y˜1 = 0, Y˜2 = I, Y˜3 = 0,
and X2, Y˜4 which are the unique solutions of the equation
Bn − λFn + X2Bn(α − βλ) − BxDn(α − βλ) = (Ax − λEx)Y˜4,
where Ax − λEx and Bx are deﬁned through (38). This equation has a unique solution X2, Y˜4, according
to part (I) of Lemma 1 because the spectrum of the two regular pencils Bn(α − βλ) and Ax − λEx are
clearly disjoint. Since (53) holds, a realization of R(λ)R(λ) is given by (63) form where we get with
(65) for the system pencil
SRR(λ)Z =
⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE B(α − βλ) Bn − λFn
0 0 0 Bn− − − − −− − − − − −− − − − − −− − − − − −−
0 −DxDFx DxD DxDn + CxY˜4
⎤⎥⎥⎥⎥⎦ , (71)
which clearly has no left Kronecker indices. Thus R(λ) is a solution to the LMIDP.
Finally, we show (40) and (41). Writing the system pencil of (40) by using (41) and (28) we get
SRc (λ)Z =
⎡⎢⎢⎢⎢⎣
Arg − λErg B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE B(α − βλ) Bn − λFn
0 0 0 Bn− − − − −− − − − − −− − − − − −− − − − − −−
0 −DxDFx DxD 0
⎤⎥⎥⎥⎥⎦ . (72)
Comparing (71) with (72) we see that
SRc (λ) = VSRR(λ), (73)
where
V =
⎡⎢⎢⎣
Ie−n 0 0 0
0 In 0 0
0 0 Ik−e 0
0 0 −(DxDn + CxY˜4)B−1n Ip
⎤⎥⎥⎦ (74)
The partition in (74) shows that V is a transformation on the SRR(λ) that does not change the rmf
(see for example [24]). Hence Rc(λ) = R(λ)R(λ) which ends the whole proof. 
Remark 13. From (63) it follows that the poles of Rc(λ) are among the poles of R(λ) and from (71) that
the zeros of Rc(λ) are the union of the zeros of R(λ)with some of the zeros of R(λ), given explicitly by
Λ(A − λE + BFx(α − βλ)). To justify the last claim notice that in the product R(λ)R(λ) – apart
1802 C. Oara˘, S¸. Saba˘u / Linear Algebra and its Applications 431 (2009) 1785–1814
from the minimal indices to the left of R(λ) which are canceled by the poles of R(λ) – some poles of
R(λ) may be canceled by zeros of R(λ) as well.
Remark 14. The decomposition (45) automatically produces a rational basis matrix for the left null
space of R(λ). Indeed, we can always update a minimal solution to the LMIDP by multiplication with
a constant invertible (even unitary) matrix to the left and obtain
R(λ)R(λ) =
[
R1(λ)
R2(λ)
]
R(λ) =
[
Rc(λ)
0
] }r
}p − r. (75)
Then we can extract from (45) an explicit expression for a realization of R2(λ). Moreover, one can
assign the poles of R2(λ) to any desired locations through an appropriate choice of Kx . Provided we
assign all poles at inﬁnity,weget aminimal polynomial basis for the left null spacewhich is constructed
through an overall numerically sound algorithm solving in particular a long standing problem [6].
Remark 15. Theorem 10 shows that R(λ) is a solution to the LMIDP for R(λ) if and only if it is a
solution for the LMIDP for T(λ), given in (37) (see also Remark 8).
Example 16. We illustrate our approach on a simple but relevant example. For illustrative simplicity
we use also non-unitary transformations. Consider the polynomial matrix
R(λ) =
⎡⎢⎣ 3λ2 + λ + 1 12λ2 + λ + 2 6λ2 − 4λ − 2−3λ2 − 1 −12λ2 + 3λ − 3 −6λ2 + 6λ
−λ2 + 5λ + 2 −4λ2 + 21λ + 1 −2λ2 + 12λ − 10,
⎤⎥⎦ (76)
which has a realization (centered at inﬁnity) (27) given by
A − λE =
⎡⎢⎢⎣
−λ 0 1 0
0 −λ 0 1
1 0 0 0
0 1 −1 0
⎤⎥⎥⎦ , B =
⎡⎢⎢⎣
0 0 0
0 0 0
1 4 2
0 −1 −2
⎤⎥⎥⎦ ,
C =
⎡⎣0 0 −1 −30 0 0 3
0 0 −5 1
⎤⎦ , D =
⎡⎣ 1 2 −2−1 −3 0
2 1 −10
⎤⎦ .
The structural elements of R(λ) are: a pole at ∞ with partial multiplicity 2, a zero at 1 with partial
multiplicity 1, one minimal index to the left equal to 1, one minimal index to the right equal to 0 and
normal rank r = 2. We want to cancel the minimal index to the left by a unimodular factor R(λ)
(which has poles and zeros at ∞ only). Therefore we choose λ0 = 0 (with α = 0,β = 1). With
Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
0 0 0 1 1 0 1
0 1 −1 1 2 −1 0
0 0 −1 0 0 0 0
6 3 −4 0 4 −3 0
−2 −1 1 0 −1 1 0
1 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
we get the decomposition (28) in the form
⎡⎢⎣A − λE B
C D
⎤⎥⎦ Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Arz − λErz B1 − λF1 B2 − λF2 B3 − λF3
0 A − λE −λB Bn − λFn
0 0 0 Bn
0 C D Dn
⎤⎥⎥⎥⎥⎥⎥⎥⎦
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=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 − λ −1 1 2 −1 0
0 0 −1 −λ −λ 0 −λ
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 2 −1 0 0 0
0 0 −2 0 −1 0 0
0 0 −3 −5 −3 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
By choosing Bx = [−1 −1 0]we place at inﬁnity the poles of R(λ) (notice that (39) is fulﬁlled)
and by choosing Fx =
[
1
−1
]
we place at inﬁnity the zeros of R(λ). With these choices and Dx = I3 we
get
R(λ) =
[
A − λE − BxC(α − βλ) Bx
−C − DFx I
]
λ0
=
⎡⎢⎢⎣
−1 −1 −1 0
1 1 0 0
1 0 1 0
5 0 0 1
⎤⎥⎥⎦
0
=
⎡⎣−λ + 1 −λ 0λ λ + 1 0
5λ 5λ 1
⎤⎦ .
A direct check shows that for
Dx = 1
7
⎡⎣−3 −6 27 7 0
5 3 −1
⎤⎦ ,
we have
DxR(λ)R(λ) =
⎡⎢⎣ 2λ2 + λ + 1 8λ2 + 2λ + 2 4λ2 − 2λ − 2−2λ2 − 1 −8λ2 + 2λ − 3 −4λ2 + 4λ
4λ2 + 5λ + 2 16λ2 + 16λ + 1 8λ2 + 2λ − 10
⎤⎥⎦
=
⎡⎣2λ2 + λ + 1 8λ2 + 2λ + 2 4λ2 − 2λ − 2λ 4λ − 1 2λ − 2
0 0 0
⎤⎦ ,
which shows that R(λ) is a solution to the LMIDP and DxR(λ) is a solution to the LRCP formulated
for R(λ).
5. Solutions to the LMIDP featuring symmetries
In this sectionwe investigate the LMIDPwith the additional requirement on the compression factor
to feature a certain symmetry.We study various types of symmetries: J-unitary and J-inner, eitherwith
respect to the imaginary axis or the unit circle. To pay tribute to traditions, we replace the variable
λ with s and z whenever we discuss symmetries with respect to the imaginary axis C0 and the unit
circle D1(0), respectively.
Quite interestingly, in the case of J-symmetries the LMIDP is not equivalent with the LRCP in the
following sense. Clearly, any minimal solution to the LRCP is automatically a solution to the LMIDP.
However, the converse is in general not true as illustrated by the following example.
Example 17. Let
R(s) =
[
1
s+1
s−1
]
, R(s) =
[
s+1
s−1 0
0 1
]
.
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R(s) has a pole in s = 1, no zeros, one minimal index to the left equal to 1, and normal rank 1. Hence
n = 1 and theMcMillan degree of aminimal solution is 1. A direct check shows that R(s) is J-unitary
on C0, for J =
[
1 0
0 −1
]
, has McMillan degree 1 and
R(s)R(s) =
[
s+1
s−1
s+1
s−1
]
.
This shows that R(s) is indeed aminimal J-unitary solution to the LMIDP problem. However, the LRCP
has no J-unitary solution. Indeed, if it would have one, say R̂(s), then
R̂(s)R(s) =
[
Rc(s)
0
]
, (77)
with Rc(s) of normal rank 1. However,
R∗(s)JR(s) = [R∗c (s) 0] R̂−∗ (s)JR̂−1 (s) [Rc(s)0
]
, (78)
which leads to a contradiction because the leftmost term is zerowhile the right-most termhas normal
rank 1.
Remark 18. Notice that there is a minimal unitary solution to the LMIDP (with J = I) if and only if
there is a minimal unitary solution to the LRCP. This follows because we can always update a unitary
solution to the LMIDP R(λ) with a constant unitary matrix Q such that QR(λ) is a solution to the
LRCP.
We start to give characterizations in terms of associated realizations for a general matrix featuring
each of these symmetries. In this context we see the importance of centered realizations of the type
(16) for which a suitable choice of α and β provides very handy formulas. A suitable choice means
that α and β are such that α
β
is on the contour with respect to which the symmetry is deﬁned (either
the imaginary axis or the unit circle). This choice guarantees, for a given rational matrix R(λ) with a
minimal realization centered at α
β
, that its adjoint has a minimal realization centered at α
β
which can
be simply expressed in terms of the realization of R(λ). This is especially important for symmetries
with respect to the unit circle as it avoids the intricacies related to the fact that∞ is the symmetrized
value of 0.
5.1. Symmetries with respect to the imaginary axis
We have the following characterizations of a J-unitary and J-inner rmf (see for example [20]).
Theorem 19. Let R(s) be a square and invertible rmf. Let α ∈ R and β ∈ C0 such that λ0 = αβ is not a
pole of R(s), and let
R(s) :=
[
Ax − sEx Bx
Cx Dx
]
λ0
(79)
be a minimal realization.
(1) R(s) is J-unitary on C0 if and only if
D∗x JDx = J (80a)
and there is an invertible hermitian matrix X such that
A∗x XEx + E∗x XAx − C∗x JCx = 0, (80b)
Cx − DxJB∗x X(αEx − βAx) = 0. (80c)
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(2) R(s) is J-inner with respect to C+ if and only there is a negative hermitian matrix X that fulﬁlls
(80).
Combining Theorems 5 and 19 we obtain the following result.
Theorem 20. Let R(s) be a rmfwith a controllable realization (27) andα ∈ R andβ ∈ C0,withλ0 := αβ .
Let Z be a unitary matrix as in Theorem 7 for which (28) holds (see also Remark 9).
(I) There is an LMIDP minimal solution which is J-unitary on C0 (without poles at λ0) if and only if the
algebraic Riccati system[
A∗XE + E∗XA + C∗ JC (αE − βA)∗XB + C∗ JD
B∗X(αE − βA) + D∗ JC D∗ JD
] [
I
Fx
]
= 0 (81)
has a solution (X , Fx), with X invertible hermitian. The class of solutions is given by
R(s) = Dx
[
A − sE − BxC(α − βs) Bx
−C − DFx Ip
]
λ0
, (82)
Bx := −X−1(αE − βA)−∗(C + DFx)∗J, (83)
Dx is any J-unitary constant matrix, i.e., D
∗JD = J, and (X , Fx) is a solution of the algebraic Riccati
system (81), with X hermitian and invertible.
(II) There is an LMIDP minimal solution which is J-inner with respect to C+ (without poles at λ0) if
and only if the algebraic Riccati system (81) has a solution (X , Fx), with X hermitian and negative
deﬁnite. The class of solutions is given by the same (82), written for the respective solution (X , Fx),
and Dx any J-unitary constant matrix.
Proof. A LMIDP minimal solution (38) is J-unitary on C0 if and only if Dx is constant J-unitary and
(80b) and (80c) hold for a hermitian invertible matrix X . Replacing
Cx = −(C + DFx) (84)
in (80c) we get
− Dx(C + DFx) − DxJB∗x X(αE − βA) = 0 (85)
and further
Bx = −X−1(αE − βA)−∗(C + DFx)∗J. (86)
However, Bx should satisfy also (39), i.e.,
B + X−1(αE − βA)−∗(C + DFx)∗JD
from where we get
B∗X(αE − βA) + D∗ JC + D∗ JDFx = 0. (87)
Moreover, X should satisfy (80b). Replacing Ax − λEx in (80b) with A − λE − BxC(α − βs), and Cx
with (84) we get after some simple algebraic manipulations
A∗X + XA + C∗ JC − F∗x D∗ JDFx = 0. (88)
Notice that (87) and (88) are equivalent to the algebraic Riccati system (81). Therefore, the LMIDP
solution is J-unitary on C0 if and only if there is an invertible X and Fx such that (81) hold, and Dx is
constant J-unitary. Part (II) follows immediately from (II) of Theorem 19. 
We investigate now minimal solutions to the LRCP which are J-unitary on C0. We start with a
remark.
Remark 21. Provided R̂(s) is a solution to the LRCP which is J-unitary on C0, then (77) and (78)
hold. Theright-most termin (78)hasnormal rank r,where r := rank nR(s).Hence rank n(R∗(s)JR(s)) =
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r = rank n(R(s)) is a necessary condition for the existence of a LRCP solution which is J-unitary onC0.
It turns out to be play a key role in the sufﬁcient conditions as well, as shown in the next theorem.
Theorem 22. The same notation and hypotheses as for Theorem 20.
(I) There is an LRCP minimal J-unitary solution on C0 (without poles at λ0) if and only if
D∗ JD is invertible (89)
and the algebraic Riccati equation
A∗XE + E∗XA − ((αE − βA)∗XB + C∗ JD)(D∗ JD)−1(B∗X(αE − βA)
+D∗ JC) + C∗ JC = 0 (90)
has a hermitian invertible solution X. The class of solutions is given by (82), (83), with
Fx = −(D∗ JD)−1(B∗X(αE − βA) + D∗ JC) (91)
and Dx any J-unitary constant matrix.
(II) There is an LRCP minimal solution which is J-inner with respect to C+ (without poles at λ0) if and
only if (89) holds and the algebraic Riccati equation (90) has a negative deﬁnite hermitian solution
X. The class of solutions is given by (82), (83),with Fx deﬁned in (91), and Dx any J-unitary constant
matrix.
Proof. We show ﬁrst that
rank n(R(s)
∗JR(s)) = rank n(T(s)∗JT(s)) (92)
by passing to the associated system pencils. We have with (1) of Theorem 6 and (28)
rank n(R
∗(s)JR(s))
= rank nSR∗ JR − 2n
= rank n
[
In 0
0 Z∗
]⎡⎢⎢⎣
0 A − sE B
(A − sE)∗ C∗JC C∗JD
B∗ D∗JC DJD
⎤⎥⎥⎦
[
I 0
0 Z
]
− 2n
× rank n
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 Arz − sErz B1 − sF1 B2 − sF2 B3 − sF3
0 0 0 0 A − sE B(α − βs) Bln − sFln
0 0 0 0 0 0 Bn
(Arz − sErz)∗ 0 0 0 0 0 0
(B1 − sF1)∗ (A − sE)∗ 0 0 C∗ JC C∗ JD C∗ JDn
(B2 − sF2)∗ B∗(α − βs)∗ 0 0 D∗ JC D∗ JD D∗ JDn
(B3 − sF3)∗ (Bln − sFln)∗ B∗n 0 D∗n JC D∗n JD D∗n JDn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− 2n
= −2n + (2n − 2n) + rank n
⎡⎢⎢⎣
0 A − sE B(α − βs)
(A − sE)∗ C∗ JC C∗ JD
B∗(α − βs)∗ D∗ JC D∗ JD
⎤⎥⎥⎦
= rank n(T∗ (s)JT(s)),
where for the last two equalitieswehave used the invertibility ofBn, the right invertibility ofArz − λErz
and (1) of Theorem 6. This shows (92).
“If”. Since (89) holds, the algebraic Riccati equation (90) is well-deﬁned and equivalent to the
algebraic Riccati system (81) as they share the same solution (X , Fx), with Fx given by (91). Theorem
20 shows that the LMIDP for R(s) has a solution which is J-unitary on C0, say R(s). Thus
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R(s)R(s) = Rc(s), R∗(s)JR(s) = J.
However,
rank n(R
∗
c (s)JRc(s)) = rank n(R∗(s)R∗(s)JR(s)R(s)) = rank n(R∗(s)JR(s))
(92)= rank n(T∗ (s)JT(s)) rank (D∗ JD)
= r = rank nRc(s) = rank n(R(s)).
Evaluating this at a point s0 which is neither a pole nor a zero of any intervening matrix we get
rank (R∗c (s0)JRc(s0)) = rank (Rc(s0)). (93)
From [13] it followswith (93) that there is a constant invertible J-unitarymatrixQ , i.e.,Q∗JQ = J, such
that
QRc(s0) =
[
R̂c(s0)
0
]
.
Since all minimal indices to the left of Rc(s) are all zero, we conclude
QRc(s) =
[
R̂c(s)
0
]
.
Hence R̂(s) := QR(s) is a LRCP solution which is J-unitary on C0.
“Only if”. Since LRCP has a J-unitary solution on C0, say R(s), it follows that R(s) is a solution to
the LMIDP as well. From Theorem 20 we have that the algebraic Riccati system (81) has an invertible
hermitian solution. It remains to show only (89) since in this case the algebraic Riccati equation (90)
is well-deﬁned and equivalent to the algebraic Riccati system (81). We have (see also Remark 21)
rank n(R
∗(s)JR(s)) = rank n(Rc(s)∗JRc(s)) (92)= rank n(T∗ (s)JT(s)) = r. (94)
Clearly R(s) is an LMIDP solution for T(s) (see Remark 15) and since (94) holds we can repeat the
argument in the “if" part of the proof with R(s) replaced by T(s) and get that T(s) has a LRCP solution
which is J-unitary on C0 of the form R̂(s) = QR(s), with Q a J-unitary constant matrix. Hence
R̂(s)T(s) =
[
R̂c(s)
0
]
.
Evaluating this at λ0 we get QDxD =
[
D̂c
0
] }r
0 , where D̂c = R̂c(λ0) has rank r, because rank (D) =
r and QDx is constant and J-unitary. Finally, this leads to rank (D
∗
 JD) = r which ends the whole
proof. 
Remark 23. There is a strong connection between our result in Theorem 22 and (J, J′)-lossless fac-
torizations (see for example Theorem 6.5 in [18]). Indeed, provided we look for a (−J)-inner solution
to the LRCP, then Theorem 22 gives existence conditions and construction of the class of solutions by
simply replacing X < 0 with X > 0. In this case we can easily recapture the results of Theorem 6.5 in
[18] for a left invertible rmf R(s), by simply taking α = 1,β = 0, and noticing thatΛ(A + BFx) ⊂ C−.
The invertible hermitian solution X to the algebraic Riccati equation (90) becomes now the unique sta-
bilizing solutionwhose existence canbe checked andwhich canbe computedby standardHamiltonian
eigenvalue techniques (see [14]).
5.2. Symmetries with respect to the unit disk
Here follow analogous results for the case in which the symmetry is deﬁned with respect to the
unit disk. We omit the proofs as they followsmutatis mutandis from the previous section.
We have the following characterizations of a rmf which is J-unitary on D1(0) and J-inner with
respect to Dc (see [20]).
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Theorem 24. Let R(z) be a square and invertible rmf. Let α ∈ R and β := α¯ such that λ0 = α2 is not a
pole of R(z), and let
R(z) :=
[
Ax − zEx Bx
Cx Dx
]
λ0
(95)
be a minimal realization.
(1) R(z) is J-unitary on D1(0) if and only if
D∗x JDx = J (96a)
and there is an invertible hermitian matrix X such that
E∗x XEx − A∗x XAx − C∗x JCx = 0, (96b)
Cx − DxJB∗x X(αEx − α¯Ax) = 0. (96c)
(II) R(z) is J-inner with respect to Dc if and only if there is a hermitian negative deﬁnite matrix X that
fulﬁlls (96a).
Combining Theorems 5 and 24 we obtain the following result.
Theorem 25. Let R(z) be a rmf with a controllable realization (27), α ∈ D1(0),β := α¯, with λ0 := α2.
Let Z be a unitary matrix as in Theorem 7 for which (28) holds (see also Remark 9).
(I) There is a LMIDP minimal solution which is J-unitary on D1(0) (without poles in λ0) if and only if
the algebraic Riccati system[
E∗XE − A∗XA + C∗ JC (αE − α¯A)∗XB + C∗ JD
B∗X(αE − α¯A) + D∗ JC D∗ JD
] [
I
Fx
]
= 0 (97)
has an invertible hermitian solution X. The class of solutions is given by
R(λ) = Dx
[
A − zE − BxC(α − βz) Bx
−C − DFx I
]
λ0
, (98)
Bx := −X−1(αE − α¯A)−∗(C + DFx)∗J, (99)
Dx is any J-unitary constant matrix and (X , Fx) is a solution of the algebraic Riccati system (97),with
X hermitian and invertible.
(II) There is an LMIDP minimal solution which is J-inner with respect to Dc (without poles in λ0) if
and only if the algebraic Riccati system (97) has a solution (X , Fx), with X hermitian and negative
deﬁnite. The class of solutions is given by the same (82), written for the respective solution (X , Fx),
and Dx any J-unitary constant matrix.
Here follows the analogue of Theorem 22.
Theorem 26. The same notation and hypotheses as for Theorem 25.
(I) There is a LRCP minimal solution which is J-unitary on D1(0) (without poles in λ0) if and only if
D∗ JD is invertible (100)
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and the algebraic Riccati equation
E∗XE − A∗XA − ((αE − α¯A)∗XB + C∗ JD)(D∗ JD)−1
×(B∗X(αE − α¯A) + D∗ JC) + C∗ JC = 0 (101)
has a hermitian invertible solution X. The class of solutions is given by (98) and (99), with
Fx = −(D∗ JD)−1(B∗X(αE − α¯A) + D∗ JC) (102)
and Dx any J-unitary constant matrix.
(II) There is an LRCP minimal solution which is J-inner with respect to Dc if and only if (100) holds and
the algebraic Riccati equation (101) has a hermitian negative deﬁnite solution.
Remark 27. Theorems 22 and 26 give a nice extension of the rank revealing decomposition for a
constant matrix R of rank r,
RR =
[
Rc
0
] }r
, (103)
where R is a constant J-unitary matrix. When J = I, (103) is the well-known QR factorization
(see [10]).
Remark 28. The characterization of an LRCP solutionwhich is J-unitarywith respect toDc can be done
in terms of the solutions of a standard (discrete-time) Riccati equation (see [14]) of the form
A∗XA − E∗bXE−(A∗XB + C∗ JD)(D∗ JD + B∗XB)−1(B∗XA + D∗ JC) + C∗ JC = 0
written in terms of a decomposition (28) obtained forα = 1,β = 0. In this caseD∗ JD + B∗XB results
invertible while Fx := −(D∗ JD + B∗XsB)−1(B∗XsA + D∗ JC). However, one can not always write
down a standard and proper realization (α = 1,β = 0) for R(z) because it is possible to have 0 ∈
Λ(A + BFs − zE) which would imply that ∞ is among the poles of R(z) (as 0 is among the zeros
of R(z)). However, one can still write down a standard realization for the inverse R
−1
 (z). We do not
elaborate further in this direction.
Appendix
To prove the main result in Section 4 we need two preliminary lemmas.
Lemma 29. Let R(λ) be a p × m rational matrix of normal rank r, and assume R(λ) is a minimal solution
to the LMIDP for R(λ). Assume R(λ) and R(λ) have no common poles. Then all poles of R(λ) are canceled
in the product R(λ)R(λ).
Proof. We give a proof based on realizations. Consider λ0 ∈ C such that λ0 is not a pole of R(λ) or of
R(λ). Let α,β ∈ C as in (15), and
R(λ) =
[
A − λE B
C D
]
λ0
, Ri(λ) =
[
Ax − λEx Bx
Cx Dx
]
λ0
, (104)
be minimal realizations centered at λ0. A realization of the product R(λ)R(λ) is given by
Rc(λ) := R(λ)R(λ) =
⎡⎣Ax − λEx BxC(α − βλ) BxD0 A − λE B
Cx DxC DxD
⎤⎦
λ0
. (105)
Since the realizations in (104) are minimal, and R(λ) and R(λ) have no common poles we get
Λ(Ax − λEx) ∩ Λ(A − λE) = ∅. Therefore, using (I) of Lemma 1 the equation
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(Ax − λEx)Y + X(A − λE) + BxC(α − βλ) = 0 (106)
has a unique solution (X , Y). With
U :=
[
I X
0 I
]
, V :=
[
I Y
0 I
]
,
we perform an equivalence transformation on (105) and get a new realization
R̂(λ) =
⎡⎣Ax − λEx 0 BxD − XB0 A − λE B
Cx DxC + CxY DxD
⎤⎦
λ0
. (107)
We show now that
BxD − XB = 0 (108)
which will conclude the proof. Indeed, provided (108) holds, we get from (107) after removing the
uncontrollable part
Rc(λ) =
[
A − λE B
DxC + CxY DxD
]
λ0
.
This shows that the poles of Rc(λ) are among the poles of R(λ) and hence the conclusion.
To show that (108) holds, we use (IV) of Theorem 4 to outline the controllable and uncontrollable
parts of the pair (Ax − λEx , BxD − XB) in the form[
Q 0
0 I
] [
Ax − λEx BxD − XB
Cx DxD
] [
Z 0
0 I
]
=:
⎡⎣Ax1 − λEx1 0 0 Ax2 − λEx2 Bx2D − X2B
Cx1 Cx2 DxD
⎤⎦ }n1}n2}p ,
(109)
where n = n1 + n2 is the McMillan degree of R(λ), the matrices
QBx =:
[
Bx1
Bx2
]
, QX =:
[
X1
X2
]
have been partitioned conformably with (109), and the pair (Ax2 − λEx2, Bx2D − X2B) is controllable.
In particular, notice that
Bx1D − X1B = 0. (110)
With (109) in (107) we get after removing the uncontrollable part
Rc(λ) =
⎡⎣Ax2 − λEx2 0 Bx2D − X2B0 A − λE B
Cx2 DxC + CxY DxD
⎤⎦
λ0
, (111)
which is clearly a controllable realization. To prove (108) we have only to show that n2 = 0. By
contradiction, assume n2 > 0 which means
n1 < n. (112)
We show that there is a LMIDP solution of McMillan degree less or equal to n1 which will contradict
the hypothesis that R(λ) is a minimal solution (of McMillan degree n).
Since R(λ) is a solution to the LMIDP it follows with (111) that
Rc(λ) =
⎡⎣ − − −
0
⎤⎦ }r
}p − r
=
⎡⎢⎢⎢⎢⎢⎣
Ax2 − λEx2 0 Bx2D − X2B
0 A − λE B
Cx12 Dx1C + Cx1Y Dx1D− − − − − − − − − − − − − − − − − − −−
Cx22 Dx2C + Cx2Y Dx2D
⎤⎥⎥⎥⎥⎥⎦
λ0
, (113)
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where we have partitioned
Cx1 =
[
Cx11
Cx21
]
, Cx2 =
[
Cx12
Cx22
]
, Dx =
[
Dx1
Dx2
]
and we have denoted
Cx1 := [Cx11 Cx12] , Cx2 := [Cx21 Cx22] .
Since the realization in (111) is controllable it follows from (113) that
Cx22 = 0, Dx2C + Cx2Y = Dx2C + Cx21Y1 = 0, Dx2D = 0, (114)
where
Y =:
[
Y1
Y2
]
has been partitioned accordingly.
The ﬁnal main step of the proof is to show that
R̂(λ) =
[
Ax1 − λEx1 Bx1
Cx1 Dx
]
λ0
(115)
is also a solution to the LMIDP and since the McMillan degree nˆ of R̂(λ) satisﬁes
nˆ n1, (116)
it will follow with (112) that nˆ < nwhich contradicts the hypothesis.
Indeed, we have
R̂c(λ) := R̂(λ)R(λ) =
⎡⎣Ax1 − λEx1 Bx1C(α − βλ) Bx1D0 A − λE B
Cx1 DxC DxD
⎤⎦
λ0
(117)
and from (106) written in partitioned form we extract the ﬁrst equation to get
(Ax1 − λEx1)Y1 + X1(A − λE) + Bx1C(α − βλ) = 0. (118)
Using (118) and (110),we obtain after an equivalence transformation and removal of the uncontrollable
part
R̂c(λ) =
[
A − λE B
DxC + Cx1Y1 DxD
]
λ0
=
⎡⎣ A − λE BDx1C + Cx11Y1 Dx1D
Dx2C + Cx21Y1 Dx2D
⎤⎦
λ0
.
Using the last two relations in (114) we conclude that
R̂c(λ) =
[

0
] }r
}p − r,
which shows that R̂(λ) is a LMIDP solution for R(λ) having McMillan degree nˆ < n. This ends the
proof. 
The following lemma gives a necessary condition for R(λ) to be a solution to the LMIDP.
Lemma 30. Let R(λ) be a a rational matrix given by a realization (27) and R(λ) be a minimal solution to
the LMIDP given by a minimal realization centered at λ0 := αβ ,
R(λ) =
[
Ax − λEx Bx
Cx Dx
]
λ0
, (119)
whereλ0 ∈ C is neither a pole nor a zero of R(λ). Assume the poles of R(λ) are disjoint fromΛ(A − λE).
Then there exist matrices X1, X2, Y1, Y2 of appropriate dimensions such that
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[
X1 X2(α − βλ) −Bx(α − βλ)]
⎡⎣A1 − λE1 B1A2 B2
C D
⎤⎦ = (Ax − λEx) [Y1 Y2] (120)
and
R(λ)R(λ) =
[
A − λE B
DxC + CxY1 DxD + CxY2
]
. (121)
Proof. We prove ﬁrst (120) which is equivalent to the following two equations
[
X1 X2
] [ A1 − λE1
A2(α − βλ)
]
− BxC(α − βλ) = (Ax − λEx)Y1, (122)
X1B1 + X2B2(α − βλ) − BxD(α − βλ) = (Ax − λEx)Y2. (123)
However,Λ
([
A1 − λE1
A2(α − βλ)
])
⊂ Λ(A − λE) ∪
{
α
β
}
and therefore it is disjoint fromΛ(Ax − λEx). Hence,
using part (I) of Lemma 1 it follows that there exist uniquematrices X12 := [X1 X2] and Y1 that fulﬁll
(122).
It remains to prove existence of Y2 such that (123) holds. A realization of the product is given by
R(λ)R(λ) =
⎡⎢⎢⎣
Ax − λEx BxC(α − βλ) BxD(α − βλ)
0 A1 − λE1 B1
0 A2 B2
Cx DxC DxD
⎤⎥⎥⎦ . (124)
With
Q :=
⎡⎣ I −X1 −X2(α − βλ)0 I 0
0 0 I
⎤⎦ , Z := [ I Y1
0 I
]
,
weperformanequivalence transformationon (124)whichdoesnot change the transfer functionmatrix
and get by using (122) a new realization
R(λ)R(λ) =
⎡⎣Ax − λEx O B̂x − λF̂xO A − λE B
Cx DxC + CxY1 DxD
⎤⎦ , (125)
where we have denoted
B̂x − λF̂x := BxD(α − βλ) − X1B1 − X2B2(α − βλ). (126)
From (125) we get further
R(λ)R(λ) =
[
A − λE B
DxC + CxY1 DxD
]
+ Cx(λEx − Ax)−1(̂Bx − λF̂x). (127)
Since R(λ) is a minimal solution to the LMIDP and R(λ) and R(λ) have no common poles, the
hypotheses of Lemma 29 are fulﬁlled and therefore all poles of R(λ) should cancel in the product
R(λ)R(λ). However, in view of (127), this is possible only if
Cx(λEx − Ax)−1(̂Bx − λF̂x) = cst. (128)
Since the realization (119) is minimal, the pair (Cx , Ax − λEx) is observable and it follows that (128)
holds only if there exists Y2 such that
B̂x − λF̂x = (λEx − Ax)Y2. (129)
Combining (129) with (126) we conclude that (123) holds which ends the proof of (120). Finally, we
get (121) by using (129) in (127). 
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6. Conclusions
We have obtained the class of minimal solutions to the minimal indices displacement problem
formulated for a completely general rational matrix function. We have shown that minimal indices
can be canceled by an invertible factor that may have arbitrary poles and zeros. We have studied
minimal solutions that feature some symmetry with respect to the imaginary axis or the unit circle
and have given necessary and sufﬁcient existence conditions and the class of solutions. En route, we
extended the well-known rank revealing factorization from constant to rational matrices. This shows
the potential of the derived results for many interesting applications in linear systems theory and
linear algebra that will be investigated in a separate publication.
There are a couple of related aspects that have not been analyzed here. For example, it is not clear
if the approach taken in this paper can be adapted to solve the problems in a recursive fashion in
which elementary factors cancel one-by-one the minimal indices. It is also of interest to explore in
the symmetric case when no minimal solution (of McMillan degree n) exists if a solution of a greater
McMillan degree can be found and what would be the minimumMcMillan degree of it.
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