Cosmic Acceleration: Past And Present by Agarwal, Nishant
COSMIC ACCELERATION: PAST AND PRESENT
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulllment of the Requirements for the Degree of
Doctor of Philosophy
by
Nishant Agarwal
May 2011c  2011 Nishant Agarwal
ALL RIGHTS RESERVEDCOSMIC ACCELERATION: PAST AND PRESENT
Nishant Agarwal, Ph.D.
Cornell University 2011
Our Universe has an exciting history of accelerated expansion. Following its in-
ception in an event known as the big bang, the Universe underwent a phase of
exponential expansion called ination. Although precise observations of the cos-
mic microwave background (CMB) radiation and large-scale structure support the
inationary paradigm, the absence of a rm physical mechanism for ination has
led to a plethora of theoretical embarkments attempting to understand its genesis.
Ination lasted only for a fraction of a second, but observations suggest that thir-
teen billion years after ination, the Universe began accelerating once again. This
acceleration, which continues till date, is attributed to a mysterious component,
dubbed dark energy, that lls up our Universe and accounts for almost 73% of the
total energy density in the Universe. In this thesis we study and develop models
of ination and dark energy, in the light of current observations.
We begin, in Chapter 1, with a detailed introduction to cosmic acceleration,
and discuss various models of ination and dark energy that have been studied
in the literature in the recent years. In Chapter 2, we discuss how a hierarchy of
Hubble ow parameters, extended to include the evolution of the inationary sound
speed, can be applied to compare a general, single-eld inationary action with
cosmological observational data. In Chapter 3, we study the six-eld dynamics
of D3-brane ination for a general scalar potential on the conifold, nding simple,
universal behavior, such as a power law dependence for the probability of Ne e-folds
of ination.Subsequent chapters study modications to the theory of gravity in an attempt
to understand dark energy. In Chapter 4, we establish the dynamical attractor
behavior in scalar-tensor theories of gravity, providing a powerful framework to
analyze such theories, predicting common evolutionary characteristics that can
be compared against cosmological constraints. Chapter 5 develops a cascading
cosmology framework in order to study the cosmological implications of a six-
dimensional (6D) theory of gravity. We nd that cascading cosmology can indeed
lead to an accelerating Universe. Finally, in Chapter 6, we study the issue of
ghostlike instabilities in the cascading framework, and propose a mechanism to
obtain at brane and bulk solutions.
We conclude in Chapter 7 with a discussion of the main results presented in
this thesis.BIOGRAPHICAL SKETCH
Nishant Agarwal was born in 1984 in a beautiful village called Maun in the South-
ern African country of Botswana. Shortly after, his family moved to Gaborone.
He had his early education in Northside Primary School there. When he was seven
years old, his family moved to India, and he completed his schooling from Oxford
Senior Secondary School in New Delhi.
In 2001 he joined St. Stephen's College in the University of Delhi for a bache-
lor's degree in physics. On completing his under-graduation in 2004, he went to the
Indian Institute of Technology at Kanpur to pursue a master's degree in physics.
In 2006 he came to the U.S.A. to begin his graduate studies in cosmology at the
Department of Astronomy in Cornell University.
iiiTo, my family.
ivACKNOWLEDGEMENTS
I would like to begin by thanking my advisor Rachel Bean for her incessant support
through the years of my Ph.D. She has always given me the freedom to explore
the exciting eld of cosmology, while her guidance has prevented me from ever
getting lost in its complexities. I admire the expanse and depth of her knowledge
in cosmology, and thank her for all of her patience and encouragement. I also thank
her for building extremely enjoyable collaborations from which I have benetted
immensely. It has been a great pleasure to work with her for my Ph.D.
I have been fortunate to work with the most amazing people in the course of
my research. I would like to thank Justin Khoury and Mark Trodden, who have
so greatly inuenced my understanding of theoretical physics. I thank them for a
wonderful collaboration lled with enthusiasm and opportunity, and for all of their
hospitality during my visits to the University of Pennsylvania. I would also like to
thank Liam McAllister for an exciting opportunity to work on string cosmology. I
thank him and Gang Xu for their patient and thorough guidance in string theory.
Gang's imperturbable zeal made research all the more enjoyable and I thank her
for the countless discussions that we have had in order to remove any discrepancies
between our results.
I also thank my other collaborators | Pankaj Jain, John Ralston, Douglas
McKay, and Archana Kamal (who is also my wife) | my work with whom is
not included as a part of this thesis. Pankaj introduced me to the exciting eld of
pseudoscalar-photon mixing while I was studying for my master's degree in physics
in India. I have learned a lot in cosmology from him and thank him for a great
collaboration.
I thank my committee members | David Cherno, Eanna Flanagan, and Terry
Herter | for their interest in my research, their patience during my presentations,
vand their brilliant questions that have helped me better understand my work. I am
also thankful to have had great oce-mates and friends like Istvan Laszlo, without
whom life in Cornell would not have been half as much fun.
Coming back to my wife, Archana | without her this thesis would just not
have been possible. She has always been there for me with all of her love, care,
and support, and has helped maintain sanity in life at crazy times. She has helped
me through discussions in every project, and also as a collaborator in some of my
research. I would also like to express my heartfelt gratitude towards my parents
for all of their love and aection and for their rigid support throughout my career.
My sister has always been an inspiration for me and I have many times just wanted
to be like her. Without her support I would possibly not be doing Astronomy at
all. My brother-in-law has guided me not only professionally but also personally
and I can not imagine how I would have achieved anything without his support.
My brother, who has taught me how to excel without ever panicking, has always
been there for any help I have ever needed. I dedicate this thesis to my family.
viTABLE OF CONTENTS
Biographical Sketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
1 Introduction 1
1.1 Ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1 Evidence in support of ination . . . . . . . . . . . . . . . . 4
1.1.2 The physics of ination . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Models of ination . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Dark energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.1 Observational evidence for dark energy . . . . . . . . . . . . 15
1.2.2 The physics of dark energy . . . . . . . . . . . . . . . . . . . 18
1.2.3 Dark energy models . . . . . . . . . . . . . . . . . . . . . . . 20
2 General, single-eld ination 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 The Hubble ow formalism . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Primordial perturbations . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Calculating the power spectrum . . . . . . . . . . . . . . . . 32
2.3.2 Scalar and tensor perturbation initial conditions . . . . . . . 34
2.3.3 Calculating the primordial power spectrum . . . . . . . . . . 36
2.4 Observable predictions of ination . . . . . . . . . . . . . . . . . . . 40
2.4.1 Monte-Carlo simulations of inationary trajectories . . . . . 41
2.4.2 Constraints from cosmological observational data . . . . . . 45
2.4.3 Reconstruction of viable inationary trajectories . . . . . . . 50
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3 D-brane ination 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2 Review of warped D-brane ination . . . . . . . . . . . . . . . . . . 63
3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 Constructing an ensemble of potentials . . . . . . . . . . . . 70
3.3.3 Initial conditions . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.4 Parameters summarized . . . . . . . . . . . . . . . . . . . . 73
3.4 Results for the homogeneous background . . . . . . . . . . . . . . . 74
3.4.1 The probability of ination . . . . . . . . . . . . . . . . . . . 74
3.4.2 An analytic explanation of the exponent  = 3 . . . . . . . . 80
3.4.3 Dependence on initial conditions . . . . . . . . . . . . . . . 81
vii3.4.4 The DBI eect . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.5 Towards the primordial perturbations . . . . . . . . . . . . . . . . . 87
3.5.1 Angular kinetic energy and bending trajectories . . . . . . . 87
3.5.2 Single-eld treatment of the perturbations . . . . . . . . . . 90
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4 Scalar-tensor theories of dark energy 98
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2 Cosmic evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2.1 Evolution in the Einstein frame . . . . . . . . . . . . . . . . 100
4.2.2 Evolution in the Jordan frame . . . . . . . . . . . . . . . . . 101
4.2.3 The Einstein frame vs. Jordan frame perspectives . . . . . . 102
4.2.4 The form of the scalar potential . . . . . . . . . . . . . . . . 104
4.3 Dynamical critical points . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3.1 Jordan frame autonomous phase plane equations . . . . . . . 105
4.3.2 Einstein frame autonomous phase plane equations . . . . . . 107
4.3.3 Mapping between the Einstein and Jordan frame phase planes108
4.3.4 Critical points and calculating their stability . . . . . . . . . 109
4.4 Solving the autonomous phase plane equations . . . . . . . . . . . . 112
4.4.1 The critical points . . . . . . . . . . . . . . . . . . . . . . . 112
4.4.2 Comparison with other dynamical analysis of f(R) and cou-
pled CDM theories . . . . . . . . . . . . . . . . . . . . . . . 118
4.4.3 Stability criteria for the dynamical attractors . . . . . . . . 119
4.4.4 Classication of F()R scalar-tensor theories . . . . . . . . 124
4.4.5 Criteria for viable models with saddle acceleration . . . . . . 129
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5 Cascading cosmology 133
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 A proxy theory for cascading gravity . . . . . . . . . . . . . . . . . 137
5.3 Boundary terms in the 5D eective theory . . . . . . . . . . . . . . 142
5.4 Covariant equations of motion on and o the brane . . . . . . . . . 144
5.5 The cosmological evolution on the brane . . . . . . . . . . . . . . . 146
5.5.1 A dynamic brane in a static background . . . . . . . . . . . 147
5.5.2 The strong-coupling regime . . . . . . . . . . . . . . . . . . 149
5.5.3 The weak-coupling regime . . . . . . . . . . . . . . . . . . . 153
5.5.4 Numerical Solutions . . . . . . . . . . . . . . . . . . . . . . 154
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6 Flat brane solutions in cascading cosmology 160
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.2 Overview of cascading gravity . . . . . . . . . . . . . . . . . . . . . 165
6.3 Obtaining at brane solutions for any tension . . . . . . . . . . . . 168
6.4 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
viii6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
7 Conclusions 180
A Structure of the D-brane potential used in Chapter 3 183
B Derivations of equations used in Chapter 4 185
B.1 The conformal transformation . . . . . . . . . . . . . . . . . . . . . 185
B.2 JF equations of motion from the JF action . . . . . . . . . . . . . . 187
B.3 JF equations of motion from the EF equations of motion . . . . . . 191
B.4 JF autonomous phase plane equations . . . . . . . . . . . . . . . . 194
B.5 EF autonomous phase plane equations . . . . . . . . . . . . . . . . 196
C Junction conditions across the brane in cascading cosmology 198
C.1 Junction conditions for a specic choice of metric . . . . . . . . . . 198
C.1.1 5D Einstein eld equations . . . . . . . . . . . . . . . . . . . 199
C.1.2 Junction conditions . . . . . . . . . . . . . . . . . . . . . . . 202
C.2 Covariant junction conditions . . . . . . . . . . . . . . . . . . . . . 211
C.2.1 GHY boundary terms . . . . . . . . . . . . . . . . . . . . . 211
C.2.2 Junction conditions . . . . . . . . . . . . . . . . . . . . . . . 223
C.3 Checking the junction conditions . . . . . . . . . . . . . . . . . . . 225
D Stability analysis of at brane solutions in cascading cosmology 228
D.1 Stability analysis in the Jordan frame . . . . . . . . . . . . . . . . . 228
D.1.1 The second-order action . . . . . . . . . . . . . . . . . . . . 229
D.1.2 Checking the second-order action . . . . . . . . . . . . . . . 237
D.1.3  action and the ghost-free conditions . . . . . . . . . . . . 239
D.2 Stability analysis in the Einstein frame . . . . . . . . . . . . . . . . 240
D.2.1 The background solution . . . . . . . . . . . . . . . . . . . . 240
D.2.2 Scalar perturbations . . . . . . . . . . . . . . . . . . . . . . 245
D.2.3  action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
D.3 Equivalence of the stability analysis in the two frames . . . . . . . . 253
Bibliography 255
ixLIST OF TABLES
2.1 Inationary scenarios investigated using an MCMC analysis. . . . . 46
3.1 Summary of the power law ts to the success probabilities. . . . . . 78
3.2 The power law ts for dierent distributions. . . . . . . . . . . . . 79
4.1 Critical points of the dynamical attractors in the Einstein frame. . 113
4.2 Critical points of the dynamical attractors in the Jordan frame. . . 114
4.3 
m and we at the Jordan frame critical points. . . . . . . . . . . . 115
4.4 Mapping solutions found here to those obtained in the literature. . 118
xLIST OF FIGURES
1.1 Cosmic history (Figure from [1]). . . . . . . . . . . . . . . . . . . . 3
2.1 Monte-Carlo sampling of canonical and general ination models. . 43
2.2 A comparison of rexact and rapprox. . . . . . . . . . . . . . . . . . . 44
2.3 Evolution of cs, , and csk=aH. . . . . . . . . . . . . . . . . . . . . 45
2.4 1D probability distributions for the ow parameters and observables. 54
2.5 2D contour plots for the ow parameters and observables. . . . . . 55
2.6 Comparison of the 1D probability distributions for the primordial
scalar power spectra of dierent models. . . . . . . . . . . . . . . . 56
2.7 The two constraints in our analysis | observations and (k) < 1. . 57
2.8 The 1D 68% and 95% condence levels for quantities in models C1
and C2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.9 The 1D 68% and 95% condence levels for quantities in model G1. 59
2.10 Reconstructed energy density and kinetic term for dierent ina-
tionary models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.1 Example trajectories of the inaton. . . . . . . . . . . . . . . . . . 75
3.2 The distribution of success probability as a function of Q. . . . . . 77
3.3 The power law t of P(Ne). . . . . . . . . . . . . . . . . . . . . . . 78
3.4 The attractor behavior in angular directions. . . . . . . . . . . . . 83
3.5 Demonstrating the role of angular degrees of freedom. . . . . . . . 89
3.6 Hubble slow-roll parameters as a function of Ne. . . . . . . . . . . 91
3.7 An inection-point potential in one dimension. . . . . . . . . . . . 93
3.8 Scalar power as a function of Ne. . . . . . . . . . . . . . . . . . . . 94
3.9 Power spectrum observables consistent with data. . . . . . . . . . . 95
4.1 we as a function of  at the point P4. . . . . . . . . . . . . . . . . 117
4.2 Class V models of scalar-tensor theories on the (r;m) plane. . . . . 128
4.3 Scalar-tensor theories which lead to a saddle accelerated expansion
of the Universe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.1 The eective equation of state as a function of time. . . . . . . . . 155
5.2 Example evolution histories in models without a cosmological con-
stant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.1 Example showing ghostlike instabilities for positive tension. . . . . 176
6.2 Example showing absence of ghostlike instabilities for negative ten-
sion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
xiCHAPTER 1
INTRODUCTION
Cosmology is as old as humankind. The heavens above us have intrigued not
only those who are scientically inclined, but have also often been an important
aspect of ancient religions. Modern cosmology began in the mid sixteenth century,
with Nicolaus Copernicus's comprehensive heliocentric model which displaced the
Earth from the center of the Universe. The following discovery of the telescope and
observations made by Galileo Galilei supported Copernicanism, giving birth to the
modern scientic method of combining experiment with mathematics. Around the
same time, Tycho Brahe made the most accurate astronomical observations of his
time, using which, his assistant, Johannes Kepler, derived the laws of planetary
motion. The nal missing piece in the scientic revolution of this time came in the
late seventeenth century from Sir Isaac Newton, with his discovery of the theory of
gravitation and the laws of motion, which laid the groundwork of most of classical
mechanics.
The next breakthrough for cosmology came in the early twentieth century,
when Albert Einstein proposed his theory of general relativity (GR). GR provides
a unied description of gravity as a geometric property of space and time, or
spacetime. Einstein resisted the idea of an expanding Universe even though his
equations of gravity predicted that the Universe was not static. However, after
a decade of careful observations, Edwin Hubble discovered that the Universe was
indeed expanding. This provided one of the rst supporting evidences for big bang
cosmology. The discovery of the cosmic microwave background (CMB) radiation
in the 1960s by Arno Penzias and Robert Wilson provided further support to the
big bang model of the Universe.
1The last couple of decades have seen striking advances in observational cosmol-
ogy, providing us with a consistent account of the form and composition of our
Universe. From precision measurements of the relic CMB radiation, large-scale
structure surveys, and observations of Supernovae Ia (SN Ia), a comprehensive
picture of the history of the Universe has emerged in the recent years, which is
described in the paragraphs below.
The Universe was born around 13.7 billion years ago in an event known as the
big bang. Just after the big bang, the Universe entered a phase of exponential
expansion, known as the inationary era, which lasted roughly 10 30 seconds. The
temperature of the Universe dropped drastically during ination due to this rapid
expansion. Following a subsequent period of reheating of the Universe, baryogen-
esis produced an asymmetry between baryons and anti-baryons, leaving behind a
substantial amount of residual baryons in the very early Universe. Around three
minutes after the big bang, the Universe cooled down suciently to form stable
protons and neutrons, making it possible for the process of nucleosynthesis to
manufacture light nuclei. Another 380,000 years later, the Universe cooled down
suciently to allow electrons to combine with these proton/neutron nuclei in a
process called recombination. The formation of neutral atoms made the Universe
transparent to radiation. Once photons decoupled from matter (on a spherical sur-
face called the surface of last scattering), they traveled freely through the Universe
without interacting with matter, constituting what we observe today as the CMB
radiation. The decoupling of photons from matter led to a few hundred million
years of what is known as the dark ages. The rst stars in the Universe formed
around 400 million years after the big bang, and the next thirteen billion years of
evolution saw the development of numerous galaxies, planets, etc.
2Observations from the Wilkinson Microwave Anisotropy Probe (WMAP) satel-
lite and large-scale structure surveys give us the following composition of the cur-
rent Universe | 73% of the energy density in the Universe is in the form of dark
energy, 22% is in the form of dark matter, and the remaining 5% is contained in
ordinary matter that forms all of the structure observed by our telescopes. Dark
energy is the mysterious form of energy that causes the current Universe to accel-
erate, while dark matter is believed to be invisible matter contained in galaxies.
Fig. 1.1 gives a pictorial representation of the main events in the evolutionary
history of the Universe.
ture (minimum displacement) and then toward minimum tem-
perature (maximum negative displacement). The wave that
causes the region to reach maximum negative displacement ex-
actly at recombination is the fundamental wave of the early uni-
verse. The overtones have wavelengths that are integer fractions
of the fundamental wavelength. Oscillating two, three or more
times as quickly as the fundamental wave, these overtones cause
smaller regions of space to reach maximum displacement, ei-
ther positive or negative, at recombination.
How do cosmologists deduce this pattern from the CMB?
They plot the magnitude of the temperature variations against
the sizes of the hot and cold spots in a graph called a power
spectrum [see box on page 51]. The results show that the re-
gions with the greatest variations subtend about one degree
across the sky, or nearly twice the size of the full moon. (At the
time of recombination, these regions had diameters of about
one million light-years, but because of the 1,000-fold expan-
sion of the universe since then, each region now stretches near-
ly one billion light-years across.) This ﬁrst and highest peak in
the power spectrum is evidence of the fundamental wave, which
compressed and rareﬁed the regions of plasma to the maximum
extent at the time of recombination. The subsequent peaks in
the power spectrum represent the temperature variations
caused by the overtones. The series of peaks strongly supports
the theory that inﬂation triggered all the sound waves at the
same time. If the perturbations had been continuously gener-
ated over time, the power spectrum would not be so harmo-
niously ordered. To return to our pipe analogy, consider the ca-
cophony that would result from blowing into a pipe that has
holes drilled randomly along its length.
The theory of inﬂation also predicts that the sound waves
should have nearly the same amplitude on all scales. The pow-
er spectrum, however, shows a sharp drop-off in the magnitude
of temperature variations after the third peak. This discrepan-
cy can be explained by the fact that sound waves with short
wavelengths dissipate. Because sound is carried by the collisions
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TIMELINE OF THE UNIVERSE
AS INFLATION EXPANDED the universe, the plasma of photons
and charged particles grew far beyond the horizon (the edge of
the region that a hypothetical viewer after inflation would see
as the universe expands). During the recombination period
about 380,000 years later, the first atoms formed and the
cosmic microwave background (CMB) radiation was emitted.
After another 300 million years, radiation from the first stars
reionized most of the hydrogen and helium. 
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Figure 1.1: Cosmic history (Figure from [1]).
This thesis deals with developing theories for the two phases of accelerated
expansion of the Universe | ination and dark energy | in the light of cur-
rent observations. The next two sections of the Introduction provide most of the
3relevant background to understand these two broad themes.
1.1 Ination
In the subsections to follow, we will provide an overview of ination | we will
discuss the motivation behind ination, the physics of ination, and various models
of ination that have been studied in the literature. Useful references that provide
more details on the inationary paradigm include [2, 3, 4, 5].
1.1.1 Evidence in support of ination
The inationary paradigm [6, 7, 8, 9, 10] was proposed in the early 1980s partly in
order to understand how regions which could not have been in causal contact with
each other have the same temperature. It was soon realized [11, 12, 13, 14, 15,
16, 17] that the same mechanism could also explain how minute inhomogeneities
produced from quantum uctuations in matter elds and spacetime provided the
seeds that grew into galaxies. These inhomogeneities also show up as temperature
anisotropies in the CMB radiation, thus making the CMB an extremely important
tool to study ination.
Ination addresses ve major puzzles of big bang cosmology:
1. Relic problem: At the extremely high energies associated with the big bang,
it is believed that the breaking of gauge symmetries leads to the formation of
topological defects such as magnetic monopoles. The absence of monopoles
in the observable Universe today is a puzzle of the big bang model without
4ination. An inationary phase in which the early Universe goes through a
brief but intense period of accelerated expansion immediately resolves this
problem since any monopoles created during the big bang will be vastly
diluted away.
2. Flatness problem: Current observations tell us that the Universe is very
close to being spatially at, and curvature does not contribute signicantly
to the total energy density in the Universe. A at Universe is an unstable
solution in standard big bang cosmology, hence we would require an extreme
ne-tuning in a big bang model without ination, in order to explain the
geometric atness of space today. In an inationary phase of expansion, any
primordial geometric curvature would be diluted away, thus making a at
Universe an attractor solution during ination.
3. Horizon problem: In the standard big bang theory, regions that would be
causally connected on the surface of last scattering correspond to points
seperated by an angle of around 1 on the sky today. However, observations
suggest that the temperature of the CMB is isotropic to more than one part
in 104. The exponential rate of expansion of the Universe during ination
resolves this problem by ensuring that physical wavelengths grow faster than
the horizon. The region of space corresponding to the observable Universe
today was then in causal contact before ination. During ination, uctua-
tions were stretched outside of the horizon, to re-enter the horizon in the late
Universe. Hence scales that were outside of the horizon at CMB decoupling
were in fact inside the horizon before ination, giving the uniformity of the
CMB a causal explanation.
4. Homogeneity and Isotropy problems: It is dicult to understand the large-
scale homogeneity and isotropy of the Universe in standard big bang cos-
5mology. If the Universe expands during ination by a factor of at least 1026
within less than 10 34 seconds, then we nd that the entire observable Uni-
verse today, which is almost 1026 m in diameter, would have originated from
a smooth patch of space smaller than 10 26 m in diameter. This is sucient
to explain both, homogeneity and isotropy, of the Universe,
5. Origin of uctuations: Standard cosmology without ination does not pro-
vide a satisfactory explanation for the origin of large-scale structure. Ob-
servations suggest that there were anisotropies in the CMB around one part
in 105 at the surface of last scattering. These uctuations are close to scale
invariant | they spread so large a scale that it is practically impossible to
generate them between the big bang and the time of last scattering. The
resolution of this problem is similar to that of the horizon problem. Initial
quantum uctuations before ination were in causal contact. These perturba-
tions were pushed outside of the horizon during ination, so that they could
now be described as classical perturbations. As the perturbations re-entered
the horizon later, they appeared as large-scale perturbations, generating the
seeds for structure formation.
1.1.2 The physics of ination
Consider the Eintein-Hilbert action for regular four-dimensional (4D) gravity,
S =
Z
d
4x
p
 g

M2
pl
2
R + Lmatter

; (1.1)
where R is the Ricci scalar, Mpl = (8G) 1=2 is the Planck mass, and Lmatter is the
matter Lagrangian. On varying this action with respect to the metric we obtain
6the Einstein eld equations, given by,
M
2
plG = T; (1.2)
where G is the Einstein tensor and
T =  
2
p
 g
(
p
 gLmatter)
g (1.3)
is the energy-momentum tensor. Using the Friedmann-Robertson-Walker metric
for a spatially at Universe,
ds
2 = gdx
dx
 =  dt
2 + a(t)
2d~ x
2; (1.4)
where a(t) is the scale factor, we nd that T = (;a2P;a2P;a2P), where  is the
energy-density and P is the pressure of matter/energy in the Universe. Here we use
the notation that indices ;;::: run over 0;1;2;3 (i.e. the 3 + 1D coordinates),
and indices i;j;::: run over 1;2;3 (i.e. the 3D spatial coordinates).
The (0;0) and (i;j) components of the eld equations give us the Friedmann
and acceleration equations,
H
2 =

_ a
a
2
=
1
3M2
pl
; (1.5)
_ H + H
2 =
 a
a
=  
1
6M2
pl
( + 3P); (1.6)
where H = _ a=a is the Hubble factor. In order to have an accelerating Universe, we
need  a > 0, therefore we need some form of matter/energy with negative pressure.
The simplest mechanism to implement such behavior is to have a scalar eld (the
inaton) in the early Universe with the requisite properties. Although we have
not yet found a scalar eld that could have been responsible for ination, we do
know that scalar elds exist in Nature, and hope that some day we will discover
a scalar eld that could account for the tremendous acceleration of the Universe
during ination.
7Consider a scalar eld (~ x;t) which is mostly homogeneous, consisting of a
zero-order part  (t) and a rst-order perturbation (~ x;t). The action for 4D
gravity with a scalar eld (~ x;t) and its corresponding potential V () is given by
S =
Z
d
4x
p
 g

M2
pl
2
R  
1
2
@@
   V ()

: (1.7)
On varying with respect to the metric we obtain the Friedmann and acceleration
equations, while variation with respect to  yields the evolution equation for the
scalar eld in an expanding Universe. The background equations are then given
by,
H
2 =
1
3M2
pl

1
2
_  
2 + V ( )

; (1.8)
 a
a
=  
1
3M2
pl

_  
2   V ( )

; (1.9)
and,
   + 3H _   + V
0( ) = 0; (1.10)
where a prime denotes derivative with respect to the scalar eld. Also, notice that
the scalar eld equation can be derived from the other two equations. For accel-
erated expansion we need V  _  2, i.e. the potential energy of the inaton should
dominate over its kinetic energy. This condition is sustained through ination if
we also have j j  jV 0j. These two conditions imply that the zero-order scalar
eld, and hence the Hubble rate, vary slowly, and also restrict the form of the
potential V () and its derivatives.
The conditions described above are satised by slow-roll models of ination.
Typically, we envision the inaton slowly rolling down a potential, so that its
kinetic energy is much smaller than its potential energy. As the inaton gains
kinetic energy, these conditions are violated and ination ends. To quantify slow-
roll ination, we dene two slow-roll parameters which vanish in the limit that 
8remains constant,
 =  
_ H
H2 
M2
pl
2

V 0
V
2
; (1.11)
 =
_ 
H
 2M
2
pl
"
V 0
V
2
 
V 00
V
#
: (1.12)
For slow-roll ination we require ;  1. The slow evolution of the inaton then
leads to an exponential increase in the size of the Universe,
a(t)  a(0)e
Ht; H  constant; (1.13)
where a(0) is the scale factor at the beginning of ination. Further, we can quantify
the amount of ination in terms of the total number of e-folds of ination, dened
as Ne  ln(a(ten)=a(0)), where ten is the time at the end of ination. A typical
lower bound on the required number of e-folds is Ne & 55.
The zero-order scheme outlined above ensures that the Universe will be uniform
on all scales of interest today. In addition to this scheme, however, we have scalar
and tensor perturbations. Scalar perturbations in the inaton and in the metric
couple to the density of matter and radiation, and are ultimately responsible for
most of the inhomogeneities and anisotropies in the Universe. Tensor perturbations
in the metric, on the other hand, produce gravitational waves, which do not couple
to the density and are not responsible for the formation of large-scale structure in
the Universe. These uctuations, however, leave their imprint on the CMB and
are a unique signature of ination.
Let us rst consider scalar perturbations in the metric given by,
ds
2 =  (1 + 2	(~ x;t))dt
2 + a(t)
2(1   2(~ x;t))d~ x
2; (1.14)
where 	 is the Newtonian potential of the perturbations and  is the perturbation
to the spatial curvature. These scalar perturbations couple to the scalar perturba-
tion in the inaton eld, . An eective combination of the scalar perturbations
9is written in the form of a Bardeen parameter , with a power spectrum of the
form,
h~ k~ k0i =
22
k3 P(k)
3(~ k   ~ k0): (1.15)
The scale dependence of the power spectrum is dened by the scalar spectral index
(or tilt)
ns   1 
dlnP
dlnk
   
k=k
; (1.16)
and the running of the spectral index is dened as
nrun 
dns
dlnk

  
k=k
; (1.17)
where k is the pivot scale. Data tells us that the scalar power spectrum is nearly
scale invariant, i.e. ns is close to unity. The power spectrum can be approximated
by a power law,
P(k) = As

k
k
ns 1+ 1
2nrun ln(
k
k)
; (1.18)
with the amplitude As  P(k).
Now let us consider tensor uctuations in the metric. Tensor perturbations can
be characterized by a metric with g00 =  1, zero space-time components g0i = 0,
and gij = hij. We can decompose these perturbations into two independent
polarization modes, denoted + and , since gravitational waves are both transverse
and traceless. The power spectrum of the Fourier modes hk;+ and hk; is dened
as
D
h~ k;+h~ k0;+
E
+
D
h~ k;h~ k0;
E
=
22
k3 Ph(k)
3(~ k   ~ k0) (1.19)
and its scale dependence is dened as
nt   1 
dlnPh
dlnk
  

k=k
: (1.20)
10The tensor power spectrum can now be approximated by a power law of the form
Ph(k) = At

k
k
nt
; (1.21)
with the amplitude At  Ph(k).
An important physical observable in CMB experiments is the tensor to scalar
ratio,
r 
Ph
P
: (1.22)
Since gravitational waves are a unique prediction of ination, the tensor to scalar
ratio encodes crucial information about the physics of the inationary era.
1.1.3 Models of ination
Ination requires a form of stress-energy with negative pressure to pervade the
early Universe, giving rise to a constant Hubble parameter, H, leading in turn to
an exponential expansion of the Universe. A model of ination generally species
some form of the eective potential V during ination (along with the kinetic
term if it is nontrivial). Since we also want the model of ination to be sensible
in the context of particle physics, the ongoing quest is to nd a model that would
belong to a complete eld theory that describes all of the particles and interactions
occuring in Nature.
Many models of ination have been considered in the literature over the last
couple of decades and are still under active research. Here we will give a brief
overview of some of the current models of ination | this list is by no means
exhaustive and we refer the reader to [2, 4, 5, 18] for more details.
111. Single eld slow-roll ination: Canonical single-eld models are described by
an action similar to that in (1.7), with the inationary dynamics specied
by the potential V (). The potential has a minimum corresponding to the
vacuum expectation value (vev) of , at which V vanishes. Acceleration
occurs when the potential energy of the eld dominates over its kinetic energy,
while it slowly rolls down the potential. As the inaton approaches the
minimum of the potential, the slow-roll conditions are violated ( ! 1) and
ination ends. The eld  then oscillates about its vev and the reheating
process begins. Single eld models of ination include chaotic ination [9,
19, 20, 21], hilltop models [22], and axion ination [23, 24, 25, 21].
2. Hybrid models of ination: The potential in hybrid models of ination [26,
27, 28] is a function of the slowly rolling eld  and other elds  , V (; ).
The eld   is stabilized by its interactions with the inaton eld  and sits
in a false vacuum, providing an almost constant contribution to V . When 
passes through a critical value, the false vacumm is destabilized, and   relaxes
to its true minimum, bringing ination to an end. The phase transition of  
to its true minimum typically produces topological defects in the Universe,
which could provide a distinct observational signature of such models.
3. General, single-eld models: The scalar eld Lagrangian,  1
2@@ V (),
in (1.7) can be generalized to a Lagrangian with a non-canonical kinetic term,
L(X;), where X = 1
2@@. The inclusion of such derivative interactions
is justied because these interactions still preserve the shift symmetry of the
inaton eld [29]. These more general models introduce a new parameter |
the sound speed cs, which is equal to unity in canonical single-eld models.
With a sound speed dierent from unity, these models generally produce
large non-Gausianity in the CMB power spectrum. Examples of inationary
12models where L(X;) takes a non-trivial form are k-ination [30, 31], Dirac-
Born-Infeld (DBI) ination [32, 33], and ghost ination [34].
A useful formalism to reconstruct the entire general, single-eld action by
directly comparing with observations was established in [35]. The author's
work [36] applied this formalism to constrain the form of the action for general
inationary models, and is discussed in detail in Chapter 2.
4. Ination with multiple elds: In general we can have two or more interact-
ing elds that lead to ination. Hybrid models discussed above are eec-
tively single-eld models since the dynamics of ination and the generation
of primordial perturbations are still governed by a single inaton eld. Al-
though multi-eld ination extends the possibilities for inationary models,
it also diminishes the predictive power of ination. However, these models
can have distinctive observational signatures, such as observable isocurvature
perturbations or large non-Gaussianities. Multi-eld models include double
ination [37, 38, 39], thermal ination [40], double hybrid ination [41, 42],
curvaton models [43, 44, 45], inhomogeneous reheating [46, 47], and assisted
ination [48].
5. D-brane ination: Ination is sensitive to the ultraviolet completion of grav-
ity. This strongly motivates formulating ination within an ultraviolet-
complete theory, such as string theory which is believed to be a candidate
ultraviolet completion of particle physics and gravity. In the simplest mod-
els of D-brane ination [49, 50, 51], the inaton eld  is identied as the
separation between a D3-brane and an anti-D3-brane which is sitting at the
bottom of a throat (a region of warped geometry in the bulk arising from
ux compactications). Ination progresses as the brane moves towards the
antibrane and ends when the two branes collide and annihilate.
13A well-studied scenario for ination in string theory is warped D-brane in-
ation [52], in which six (or more) dynamical elds are governed by a scalar
potential with hundreds of terms. Recent results [53] provide the structure of
the scalar potential in warped D-brane ination, listing all possible terms and
undetermined, model-dependent coecients. The author's work [54] studied
the six-eld dynamics in warped D-brane ination by carrying out a com-
prehensive Monte Carlo analysis on the coecients in the potential | this
work is discussed in detail in Chapter 3.
6. Galileon ination: The scalar eld action in canonical slow-roll models of in-
ation respects the shift symmetry  ! +c. It is possible to extend the shift
symmetry to also include spacetime translations, so that @ ! @ + b is
also a valid symmetry. The scalar eld respecting this new Galilean symme-
try is dubbed the Galileon. The extension of the eld self-interaction to more
general forms satisfying the Galilean symmetry may allow us to avoid the
appearance of ghosts in the theory. An inationary Lagrangian containing
noncanonical derivative operators whose form is protected by the covariant
generalization of the Galileon shift symmetry was recently constructed in [55]
(also see [56]). Galileon models have mostly received attention as models of
dark energy in the past, and will be discussed in somewhat more detail in
Sec. 1.2.3.
In addition to the above models of the inationary paradigm, there have been
alternative proposals such as ekpyrotic/cyclic models, string gas cosmology, and
pre-big bang models, which will not be discussed here. Details on these models
can be found in [5] and references therein.
141.2 Dark energy
In this section we will present a short review on the current acceleration of the
Universe | the evidence for dark energy, the physics of dark energy, and dierent
theories of dark energy that have been discussed in the literature over the last
decade. Further details on research in this fascinating eld can be found in [3, 57,
58, 59, 60].
1.2.1 Observational evidence for dark energy
The discovery of the late-time cosmic acceleration was rst reported in [61, 62]
based on SN Ia observations, and has subsequently been conrmed using more
data on SN Ia [63, 64, 65, 66, 67, 68], observations of the CMB [69, 70, 71, 72],
and observational data on baryon acoustic oscillations (BAO) [73, 74, 75]. Mea-
surements of the cosmic age [76], large-scale clustering [77, 78, 79], gamma ray
bursts [80, 81, 82, 83, 84], and weak lensing [85, 86, 87, 88], further constrain the
nature of dark energy. The simplest candidate for dark energy is a cosmological
constant (), with an equation of state w = P= =  1. However, the energy
density of the cosmological constant is around 120 orders of magnitude larger than
what is inferred from observations. Before we delve into details of the physics of
dark energy, we will rst briey discuss some of the observational evidence for the
current acceleration.
1. SN Ia: Type Ia supernovae are stellar explosions that occur when a white
dwarf star has accreted enough meterial from a companion star to cross
the Chandrasekhar mass limit. They are extremely bright events and are
15relatively easy to detect at high redshifts (z  1). The Chandrasekhar limit
is a nearly-universal quantity, and it is expected that the resulting supernova
explosions are of nearly-constant luminosity. Therefore, SN Ia are believed to
be standard candles, i.e. the absolute magnitude M at the peak of brightness
is the same for all SN Ia. Any dierence in their apparent magnitudes m
is thus attributable to a dierence in their distances. The apparent and
absolute magnitudes are related via the luminosity distance dL,
m   M = 5log10

dL
10pc

; (1.23)
where in an expanding Universe the luminosity distance as a function of
redshift is given by
dL(z) = (1 + z)
Z z
0
dz0
H(z0)
: (1.24)
On independently measuring dL(z) (using apparent magnitudes) and z (using
spectra of the host galaxies or of the supernovae themselves), it has been
inferred that the most distant supernovae are dimmer than expected in a
Universe currently dominated by matter. Assuming a at, isotropic, and
homogeneous Universe, the data is best t by a Universe which has recently
entered a phase of accelerated expansion. The simplest model tting the
data, called the -Cold-Dark-Matter (CDM) model, is a Universe in which
matter accounts for only a quarter of the critical density while the remaining
73% of the energy density is in the cosmological constant .
2. CMB: The temperature uctuations in the CMB are commonly measured
as two-point correlation functions, the Fourier counterpart of which yield an
angular power spectrum for the CMB. While uctuations on largest scales
are essentially primordial ones (since these scales have only recently entered
the horizon), uctuations on smaller scales hold information of the Universe
16before the decoupling epoch (z  1100). These small-scale uctuations show
damped acoustic oscillations, which are characteristic of the photon-baryon
uid before recombination, due to competing eects of gravity and radiation
pressure. The maximum amplitude of these oscillations is expected on uc-
tuations that entered the horizon just before decoupling, hence we expect to
see a peak in the CMB power spectrum at an angular size corresponding to
the horizon size at last scattering. Since we know the physical size of the
sound horizon at last scattering and we can measure the angular diameter
distance to recombination, we can obtain the position of this peak. For a
at Universe we expect to see a peak at the multipole `  220, which is in
fact where the rst peak is observed. This provides strong evidence for the
spatial atness of the Universe and constrains the sum 
m + 
DE to unity,
where 
m and 
DE are respectively the fractional energy densities of matter
(baryonic + dark matter) and dark energy. The CMB thus oers a probe
of dark energy complemetary to SN Ia data, and supports an accelerating
Universe when combined with other measurements.
3. BAO: The acoustic oscillations observed in the spectrum of the CMB also
leave a characteristic imprint on the matter power spectrum, commonly re-
ferred to as baryon acoustic oscillations. The length scale that was imprinted
by the sound waves (rs  150 Mpc) appears as a preferred comoving scale in
the galaxy correlation function that we observe today. Since the BAO have
a characteristic size that can be determined from an understanding of the
physics of recombination, they provide a new geometrical probe to constrain
the physics of cosmic acceleration. While the CMB is a standard ruler to
z  1100, the BAO provide a standard ruler at the redshift of the galaxies
used to measure the correlation, at z . 1. As such, they provide information,
17complementary to that from supernovae, about the expansion history of the
Universe at the redshifts when the Universe is accelerating. Combined with
observations of SN Ia and the CMB, BAO data thus further constrains the
nature of dark energy.
1.2.2 The physics of dark energy
As discussed in Sec. 1.1.1 in the context of ination, the evolution of the (spatially
at) Universe is described by the Friedmann and acceleration equations (1.5) and
(1.6). Since we have dierent components in the Universe, we can modify these
equations as,
H
2 =
1
3M2
pl
X
i
i ; (1.25)
 a
a
=  
1
6M2
pl
X
i
(i + 3Pi) ; (1.26)
where i indexes all possible types of energy in the Universe. The critical energy
density of the Universe at any given time is dened as,
c = 3M
2
plH
2: (1.27)
The density parameter 
total = =c allows us to relate the total energy density
in the Universe to its local geometry. A positively curved Universe corresponds to

total > 1 while a negatively curved Universe has 
total < 1. Observations tell us
that 
total  1, and hence our Universe is spatially at.
With no curvature contribution, the two major components of the energy den-
sity in the Universe are matter (baryonic + dark matter) and dark energy. Assum-
ing these to be noninteracting perfect uids, conservation of the energy-momentum
18tensor T for each component (rT  = 0, where r is the 4D covariant deriva-
tive) gives the continuity equations,
_ m + 3Hm = 0; (1.28)
_ DE + 3H(DE + PDE) = 0: (1.29)
The continuity equations are not independent of the Friedmann and acceleration
equations, but are required for consistency. [For example, the continuity equation
for a scalar eld in the Universe is given by (1.10).] In the matter uid equation we
have used the fact that non-relativistic matter is pressureless, i.e. wm = Pm=m =
0. Similarly, radiation (photons or other relativistic species) corresponds to an
equation of state w = 1=3 and for a cosmological constant, w =  1.
Using the above equations of state in the continuity equations yields m / a 3,
 / a 4, and  = constant. The early Universe was dominated by radiation. As
the Universe expanded, the energy density of matter took over, until dark energy
came to dominate the current Universe. With negative pressure, the cosmological
constant leads to an accelerating Universe, as discussed in Sec. 1.1.1.
The way to add a cosmological constant in Einstein's equations is to introduce
it in the action (1.1),
S =
Z
d
4x
p
 g

M2
pl
2
R    + Lmatter

: (1.30)
This corresponds to having a source of energy with energy-momentum T =
 g, so that  =  and P =  .
Although adding a cosmological constant is a simple solution to the current
acceleration of the Universe, and the equation of state w =  1 is consistent with
observations, the cosmological constant faces a major phenomenological problem.
Within the framework of particle physics described by quantum eld theory, we
19can attempt to calculate the expected contribution to the cosmological constant
from quantum uctuations in the vacuum. An estimate of the vacuum energy can
be obtained by introducing a cuto energy, above which quantum gravity eects
become signicant. If we assume that classical GR is valid up to the Planck scale,
we expect the vacuum energy to be given by

(theory)
vac = M
4
pl: (1.31)
Comparing this to the value 
(obs)
vac required to explain cosmic acceleration, we
obtain

(obs)
vac  10
 120
(theory)
vac : (1.32)
This discrepancy is generally referred to as the cosmological constant problem.
The cosmological constant solution to dark energy is an example of adding a
new form of energy in the Universe, i.e. an attempt to modify the right hand side
of (1.2). We can alternately modify the theory of gravity, which tantamounts to
altering the left hand side of (1.2). Both of these approaches have been discussed
extensively in the literature in an attempt to understand the current acceleration,
in addition to some attempts to explain the acceleration without dark energy at
all. We will now discuss some of the popular models of dark energy, which have
been developed over the last couple of decades.
1.2.3 Dark energy models
The cosmological constant problem described above is two-fold | if  is a solution
to dark energy then we need to explain why is the observed value so small, and
secondly if the current acceleration is not driven by  then we need a mechanism
20to make it vanish. We refer the reader to the review articles [57, 59] and references
therein for details on the cosmological constant problem and its possible resolu-
tions. Here we will briey discuss some of the theoretical models to explain the
current acceleration of the Universe (and again refer the reader to [57, 59, 60] for
a more complete list and details), broadly classied under modied matter models
and modied gravity models.
Modied matter models
1. Quintessence and k-essence: A canonical scalar eld  responsible for dark
energy is dubbed quintessence [89, 90]. The dynamics of this scalar eld
are similar to those discussed in Sec. 1.1.2. Scalar elds with non-canonical
kinetic terms L(X;) where X = 1
2@@ also often appear in particle
physics. Even in the absence of the eld potential V () it is possible to
realize cosmic acceleration due to the kinetic energy X. These models are
called k-essence [91, 92, 93].
Scalar eld models of dark energy predict a wide variety of variations of
the equation of state wDE, the evolution of which allows us to distinguish
these models from the cosmological constant. The current observational data,
however, is not sucient to show any preference of these models over the
CDM model. The eld potential needs to be suciently at such that the
eld evolves slowly enough to drive the present cosmic acceleration. This
demands that the eld mass be extremely small (m  10 33 eV) relative to
typical mass scales appearing in particle physics, however, it is still possible
to construct viable scalar eld models of dark energy. There is also a class
of models, called quintessential ination [94], in which a single scalar eld is
responsible for both ination and dark energy.
212. Coupled dark energy: Since the energy density of dark energy is of the same
order as that of dark matter in the present Universe, we might expect dark
energy to have some relation with dark matter. A general coupling between
dark energy and dark matter can be described by adding in a parameter  to
the right hand side of (1.28) and subtracting it out from the right hand side
of (1.29). The parameter  then describes the rate of energy exchange in the
dark sector. Such a coupling can arise in scalar-tensor theories of gravity (dis-
cussed below and in more detail in Chapter 4) or more phenomenologically,
constrained by observational bounds from the cosmic expansion history.
If a scalar eld  is coupled to baryons as well as dark matter, this gives rise
to a fth force interaction that can be constrained experimentally. The fth
force can be screened under the so-called chameleon mechanism [95, 96, 97]
in which the eld mass is dierent depending on the matter density in the
surrounding environment. Another interesting coupled dark energy scenario
is the mass varying neutrino [98, 99, 100, 101, 102, 103, 104] in which the
mass of the neutrino depends on the quintessence eld.
3. Unied models of dark energy and dark matter: There are a number of works
that try to explain the origin of dark energy and dark matter using a single
uid or a single scalar eld. The generalized Chaplygin gas model is one
example of a single uid model [105, 106, 107, 108, 109]. In this model,
the pressure P of the perfect uid is related to its energy density  via
P =  A , where A is a positive constant and  is a free parameter. Using
this relation in the continuity equation leads to an energy density that evolves
as  / a 3 in the early Universe, which means that the uid behaves like
dark matter, and   constant in the late Universe, hence the uid behaves
as dark energy. Such models are severely constrained from the matter power
22spectrum in galaxy clustering. It is also possible to construct unied models
of dark energy and dark matter using a purely kinetic scalar eld [110].
Modied gravity models
1. f(R) gravity: The simplest modication to GR is f(R) gravity, in which
the Ricci scalar R in the Einstein-Hilbert action is replaced by a function
f of R [111]. One of the earliest modications to be studied was f(R) =
R   2(n+1)=Rn (n > 0) [112, 113, 114, 115]. It was soon realized that
this model suers from a number of problems such as matter instability,
absence of the matter dominated era, and inability to satisfy local gravity
constraints. Although many f(R) gravity models have been proposed in
the literature, constraints from the expansion history of the Universe, the
avoidance of ghosts and instablities, and local gravity constraints, tightly
constrain the allowed forms of the function f. A useful formalism to compare
the predictions of dierent f(R) models with cosmological observations was
developed in [116]. The chameleon mechanism discussed earlier also plays an
important role for f(R) models to satisfy local gravity constraints.
2. Gauss-Bonnet gravity: It is possible to extend f(R) gravity to more general
theories in which the Lagrangian density f is an arbitrary function of R,
P  RR, and Q  RR, where R and R are the Ricci tensor
and Riemann tensor respectively [117, 118]. The appearance of spurious spin-
2 ghosts can be avoided by taking a Gauss-Bonnet combination [119, 120,
121, 122, 123, 124, 125, 126]: G = R2   4RR + RR. However,
on considering cosmological perturbations, it is found that an Ultra-Violet
instability in f(G) models makes it dicult for these models to be compatible
with the observed galaxy spectrum. Thus f(G) models are eectively ruled
23out as an alternative to the CDM scenario.
3. Scalar-tensor gravity: There is another class of modied gravity mod-
els called scalar-tensor theories in which the Ricci scalar R is coupled
to a scalar eld . The simplest version of scalar-tensor gravity is the
Brans-Dicke theory in which the Einstein-Hilbert Lagrangian is modied
as L =
M2
pl
2 R  
!BD
2 (@)2 + Lmatter, where !BD is the Brans-Dicke param-
eter [127, 128]. GR is recovered in the limit !BD ! 1. While the original
Brans-Dicke action did not have a eld potential, subsequent works have
constrained the form of the potential allowed and generalized the coupling
to gravity [129, 130, 131, 132, 133, 134, 135]. It is possible to satisfy local
gravity constraints in scalar-tensor theories via the Chameleon mechanism.
The action for scalar-tensor gravity described above is in the so-called Jor-
dan frame. It can be transformed via a conformal transformation to the
Einstein frame in which such theories are described by a coupling between
scalar dark energy and matter. The author has studied dynamical attractors
in scalar-tensor theories with a general coupling between dark energy and
matter, providing a powerful framework to analyze such theories in the light
of cosmological constraints [136]. This work is presented in detail in Chapter
4.
4. Braneworld models of gravity: Higher-dimensional theories of gravity are
based on the braneworld scenario in which our 4D world is considered to
be a surface (a brane) embedded in a higher-dimensional spacetime (the
bulk). In the old Kaluza-Klein picture it was necessary for the extra dimen-
sions to be suciently compact (for reviews see e.g. [137, 138]). Recent
developments, however, are based on the idea that all standard model par-
ticles are conned to a 4D brane, whereas gravity is free to explore the bulk
24[139, 140, 141]. As such, large extra dimensions are conceivable, giving rise
to a much smaller fundamental Planck mass than the eective Planck scale
we observe today [140, 142, 143]. A well-studied example of such a theory
is the Dvali-Gabadadze-Porrati (DGP) model [144], in which our observed
4D Universe is embedded in an innite fth dimension. Newtonian gravity
is recovered by adding a 4D Einstein-Hilbert action sourced by the brane
curvature to the 5D action. Such a 4D term may be induced by quantum
corrections coming from bulk gravity and its coupling with matter on the
brane.
The (self-accelerating branch of the) DGP model has, however, been shown
to be statistically disfavored in comparison to the standard CDM scenario
[145, 146, 147]. Further, it is signicantly inconsistent with constraints on
the curvature of the universe [148] and is plagued with ghostlike instabilities
[149, 150, 151, 152, 153, 154]. The 6D cascading gravity braneworld model
[155, 156] was recently proposed in order to resolve these problems with the
DGP model. Cascading gravity also provides a natural mechanism to imple-
ment the idea of degravitation [157, 158, 159] which oers an entirely new
perspective on dark energy, suggesting that gravity acts as a high-pass lter,
thus suppressing the eects of a large cosmological constant on cosmological
scales. The author's work on cascading cosmology [160] and on at brane
solutions in cascading gravity [161] is presented in detail in Chapters 5 and
6.
5. Galileon gravity: We briey discussed Galileons in the context of ination
in Sec. 1.1.3. While the DGP model is plagued with ghostlike instabilities,
the extension of the eld self-interaction to more general forms satisfying the
Galilean symmetry facilitates the existence of ghost-free solutions [162, 163,
25164]. The Galileon self-interaction allows the decoupling of the eld from
matter within a Vainshtein radius | the radius below which nonlinearities
in massive gravity theories need to be taken into account in order to recover
the massless graviton limit [165]. This enables the theory to satisfy solar
system constraints. (This is dierent from the chameleon mechanism in
which the presence of the eld potential with a matter coupling gives rise to
a minimum with a large mass in the regions of high density.) The cosmology
of a Galileon eld and the generalization of Galileon gravity have been studied
by a number of authors, and it was shown in [166, 167] that there exists a
tracker solution that nally approaches a de Sitter xed point responsible for
cosmic acceleration today.
There have also been proposals to explain the current cosmic acceleration with-
out dark energy. One example is the void model in which an apparent acceleration
is induced by a large spatial inhomogeneity. Another example is the backreaction
model in which the backreaction of spatial inhomogeneities on the Friedmann-
Lema^ tre-Robertson-Walker (FLRW) background is responsible for the real accel-
eration. These models will not be discussed here; details can be found in the recent
review [59] and references therein.
26CHAPTER 2
GENERAL, SINGLE-FIELD INFLATION
(Based on work with Rachel Bean [36])
In this chapter we discuss how a hierarchy of Hubble ow parameters, extended
to include the evolution of the inationary sound speed, can be applied to compare
a general, single-eld inationary action with cosmological observational data. We
show that it is important to calculate the precise scalar and tensor primordial power
spectra by integrating the full ow and perturbation equations, since values of ob-
servables can deviate appreciably from those obtained using typical second-order
Taylor expanded approximations in ow parameters.
2.1 Introduction
Although ination explains our observable universe remarkably, we have very little
understanding of the physical mechanism responsible for the acceleration during
ination. On the other hand, recent advances in precision cosmology provide
valuable constraints on the cosmological density perturbation, which is essential
to understand the inationary scenario.
Comparison with observations yields tight constraints on the primordial power
spectrum, which can be used to reconstruct properties of the underlying theory
guiding the physics of the inationary era [168, 169, 170, 171, 172, 173, 174, 175,
176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 35,
192, 193, 194]. It is important to reconstruct the entire inaton action, rather than
just the inaton potential or a specic kinetic term, since theories of ination, such
as those arising from the DBI action [32, 33] or from k-ination [30, 31, 92, 93],
27allow the presence of nonminimal kinetic terms.
A hierarchy of derivatives of the Hubble expansion factor, ow parameters,
during ination was developed as a technique to reconstruct canonical ination
[170, 195, 196, 197]. This was recently extended to DBI ination by also considering
derivatives of the inaton sound speed [198] and, through an additional derivative
of the Lagrangian, to a general, single-eld action in [35]. In this chapter we
use this formalism to obtain cosmological constraints on a general, single-eld
inationary action by comparing with data from WMAP5 [199, 200], the \Union"
set of supernovae [68], and the Sloan Digital Sky Survey (SDSS) [79, 201].
The current chapter is organized as follows. In Sec. 2.2 we review the back-
ground evolution equations and the ow formalism in general, single-eld ination.
In Sec. 2.3 we discuss how we calculate the exact primordial scalar and tensor
perturbation spectra by integrating the ow equations, and review the ability of
approximate Taylor expansions about a pivot point to describe physical observ-
ables such as the tilt, running and tensor to scalar ratio in the general inationary
scenario. In Sec. 2.4 we present the main ndings of the paper | cosmolog-
ical constraints on a general, single-eld inationary action in light of current
CMB temperature and polarization power spectra and three point temperature
correlations, the large-scale structure power spectrum, and supernovae luminosity
distance constraints. We consider constraints within the observed range of phys-
ical scales 10 4 Mpc 1 . k . 1 Mpc 1 in Sec. 2.4.2, as well as general action
reconstruction over the extended inationary history in Sec. 2.4.3. In Sec. 2.5 we
draw together our ndings and discuss implications for the future.
282.2 The Hubble ow formalism
Consider the general lagrangian L(X;) of a single scalar eld inationary model.
Here X = 1
2@@ is the canonical kinetic term. The pressure and energy density
are given by,
p(X;)  L(X;); (2.1)
(X;)  2XLX   L(X;); (2.2)
where LX  @L=@X. We assume that the null energy condition  + p > 0, is
satised, such that,
LX > 0: (2.3)
The adiabatic sound speed for the propagation of inhomogeneities, cs, is dened
as,
c
2
s 
pX
X
=

1 + 2
XLXX
LX
 1
: (2.4)
We measure the extent of ination using the variable Ne, which denotes the number
of e-folds before the end of ination. We choose Ne to increase backwards in time
from the end of ination, i.e.,
dNe =  Hdt; (2.5)
Ne  ln
a(ten)
a(t)
; (2.6)
where a(t) is the scale factor at any time t, and ten is the time at the end of
ination.
We can dene three physical slow-roll parameters to describe time derivatives
of the Hubble parameter and sound speed,
   
_ H
H2;  
_ 
H
;    
_ (c 1
s )
Hc 1
s
; (2.7)
29where a dot represents a derivative with respect to time, t. Note that these pa-
rameters are independent of a scalar eld denition. They depend upon L, and
combinations of X and derivatives of L with respect to X and  that are invariant
under a scalar eld redenition. The acceleration equation can now be written as
 a
a
= (1   )H
2; (2.8)
requiring   1 for ination to occur.
The slow-roll approximation requires that
;;;N;N;N;:::  1; (2.9)
where N  d=dNe, etc.
In order to describe an action beyond the slow-roll assumption, one can dene
an innite hierarchy of ow parameters, as used extensively for canonical ination
[195, 196, 197] and extended to DBI ination [198], and to a general action in
[35]. For a general action, with a general scalar eld denition, the evolution is
described by three hierarchies of the ow parameters, dealing with derivatives with
respect to the scalar eld of the Hubble constant (H), the speed of sound (cs), and
LX. These parameters are in general all dependent on the explicit choice of  and
as discussed in [35], actions reconstructed using this formalism can map onto each
other through a scalar eld redenition. We impose a specic scalar eld choice,
such that LX = c 1
s , consistent with canonical and DBI ination, to alleviate this
degeneracy. This leaves us with only two distinct hierarchies of ow parameters,
 =
2M2
pl
c 1
s

H0
H
2
; (2.10)
 =
2M2
pl
c 1
s

H0
H
(c 1
s )0
c 1
s

; (2.11)
30and
l() =

2M2
pl
c 1
s
l 
H0
H
l 1 H[l+1]
H
; (2.12)
l() =

2M2
pl
c 1
s
l 
H0
H
l 1 (c 1
s )[l+1]
c 1
s
; (2.13)
for l  1. Here a prime denotes derivative with respect to , M2
pl = 1=8G, and
H[l+1]  dl+1H=dl+1 etc. The combination of parameters, 21    = 2   , is
invariant under scalar eld redenition.
Using
d
dNe
=
2M2
pl
LX
H0
H
; (2.14)
we can write the evolutionary paths of the ow parameters as a set of coupled rst
order dierential equations with respect to Ne,
N =  (2   2
1 + ) =  ; (2.15)
N =  (  
1 + 2) + 
1; (2.16)
and for l  1,
lN =  
l[l   (l   1)
1 + l] +
l+1; (2.17)
lN =  
l[(l   1)   (l   1)
1 + (l + 1)] +
l+1: (2.18)
In this chapter we consider two scenarios in which ination is driven by the
inationary ow equations, one in which the end of ination arises from when
 = 1, and one in which ination does not end on its own ( 6= 1), but may be
brought on, for example, by the behavior of a second scalar eld.
312.3 Primordial perturbations
In this section we discuss the generation of primordial power spectra in single-
eld ination: we summarize the evolution equations for the scalar and tensor
perturbations in Sec. 2.3.1, the choice of initial conditions in Sec. 2.3.2, and how
the exact power spectra are calculated through evolving the ow equations in Sec.
2.3.3. We also review the approximate expressions for the power spectra in terms
of the ow parameters in order to compare them with the exact power spectra we
use for the analysis in Sec. 2.4.
2.3.1 Calculating the power spectrum
The evolution of the scalar perturbations in the metric,
ds
2 = (1 + 2)dt
2   (1   2)a
2(t)ijdx
idx
j; (2.19)
are typically described in terms of the Bardeen parameter, ,
 =
5 + 3p
3( + p)
 +
2
3( + p)
_ 
H
; (2.20)
and specically its spectral density,
P =
k3
22
2; (2.21)
while the tensor perturbations can be characterized by a metric with g00 = 1,
zero space-time components g0i = 0, and gij = hij. We can decompose these
perturbations into two independent polarization modes, denoted + and , since
gravitational waves are both transverse and traceless. Writing the Fourier modes
as hk;+ and hk;, the spectral density of tensor uctuations, Ph can be written as,
Ph =
k3
22
 

jhk;+j
2
+


jhk;j
2
: (2.22)
32The evolution of  and hk;+; can be calculated concisely through considering two
alternative Mukhanov variables,
uk  z; (2.23)
vk;+; 

aMpl
2

hk;+;; (2.24)
where
z =
a( + p)1=2
csH
=
p
2Mpla
p

cs
: (2.25)
To determine the full evolution of the power spectrum, we need to numerically
integrate the mode equations in uk and vk. Written in terms of the number of
e-foldings Ne, these are
d2uk
dN2
e
  (1   )
duk
dNe
+
"
csk
aH
2
  W
#
uk = 0; (2.26)
d2vk
dN2
e
  (1   )
dvk
dNe
+
"
k
aH
2
  (2   )
#
vk = 0; (2.27)
with,
W = 2
h
1 +

2
  

1  

2
+

4
 

2
i
+
N
2
  N: (2.28)
Following [202, 203], the scalar spectral density, P is given by
P = 2
2 3
 
 
 ()
 (3=2)
 
 
2
(1      )
2 1
 
 
H2
2
p
2X
 
 
2
csk=aH
;
(2.29)
where
 =
3
2
+  +

2
+

2
: (2.30)
The tensor spectral density is
Ph = 2
2 3
   
 ()
 (3=2)
   
2
(1   )
2 1
 
  
p
2H
Mpl
 
  
2
k=aH
;
(2.31)
33where

2 =
2   
(1   )2 +
1
4
: (2.32)
2.3.2 Scalar and tensor perturbation initial conditions
We assume the standard choice of initial conditions for the mode functions uk and
vk, the Bunch-Davies vacuum,
uk( csk ! 1) =
1
p
2csk
e
 icsk; (2.33)
vk( k ! 1) =
1
p
2k
e
 ik: (2.34)
As in [190] we note that we cannot use these conditions directly in order to solve
the mode equations numerically since we cannot impose these conditions in the
innite past. We need to initialize the mode functions at suciently early times,
which we choose as the number of e-folds before the end of ination at which
(csk=aH)=(1      ) = 50 for scalar perturbations, and (k=aH)=(1   ) = 50 for
tensor perturbations. Note that the results are insensitive to the precise condition
chosen.
We dene the ratio of the Hubble radius to the proper wavelength of uctua-
tions for the scalar and tensor perturbations, respectively, as
y(Ne) 
csk
aH
; (2.35)
yh(Ne) 
k
aH
: (2.36)
34Then,
dy
d
=  csk(1      ); (2.37)
d
dy
=
1
y(1      )
d
dNe
; (2.38)
d
dy
=
1
y(1      )
d
dNe
; (2.39)
and
dyh
d
=  k(1   ); (2.40)
d
dyh
=
1
yh(1   )
d
dNe
: (2.41)
The initial conditions for each mode need to be set at early times that correspond
to large y and yh, when the scalar/tensor mode is well within the horizon. We
see from the above equations that at large y and yh, (y), (y), and (yh) are
approximately constant. Then we can integrate the equations in y and yh to get,
y =  csk(1      ); (2.42)
yh =  k(1   ): (2.43)
Using this in (2.33) and (2.34) we get the initial conditions,
uk(yi) =
1
p
2csk
e
iyi=(1 i i); (2.44)
duk
dNe
   
y=yi
=
i
p
2csk
yie
iyi=(1 i i); (2.45)
and,
vk(yhi) =
1
p
2k
e
iyhi=(1 i); (2.46)
dvk
dNe
   
yh=yhi
=
i
p
2k
yhie
iyhi=(1 i): (2.47)
352.3.3 Calculating the primordial power spectrum
We set the initial conditions for each scalar k-mode at the number of e-folds, Ne,
for which yi=(1   i   i) = 50. We then integrate the mode equation (2.26) to
nd uk(Ne) as we go forward in time. At each instant we obtain the value of z
from (2.25). The ow parameters are simultaneously integrated using their rst
order dierential equations (2.15)-(2.18), as are the speed of sound and aH, using
dcs
dNe
=  cs;
d(aH)
dNe
=  (1   )aH: (2.48)
We nd the scalar power spectrum (for each value of k, using  from (2.23) in
(2.21)) as we evolve forward in time until the power spectrum freezes out, the
condition for which we set as [dlnP=dlna] < 10 3. At this level the accuracy
of the power spectrum calculation is at least as good as the accuracy of the other
numerical calculations required when obtaining the CMB and matter power spec-
tra predictions in CAMB, described in Sec. 2.4. This allows ecient computa-
tional calculation of the primordial spectrum at a level of accuracy sucient not
to degrade the overall accuracy of the cosmological predictions obtained using the
CAMB code, as described in Sec. 2.4. Similarly for each tensor k-mode we set the
initial conditions at Ne for which yhi=(1   i) = 50 and nd the power spectrum
as we evolve forward in time until it freezes out at [dlnPh=dlna] < 10 3. Note
therefore that we do not simply evaluate the power spectrum at horizon crossing,
dened as csk = aH, as we discuss below. Assuming such an instantaneous freeze-
out takes place at this time, and further assuming that both tensor and scalar
modes freeze out nearly simultaneously can have notable eects on the estimation
of the power spectrum variables.
To rst order in slow-roll parameters, the equation for the scalar power spec-
36trum (2.29) becomes [202, 203],
P(k) =
h
1   2   2 + 2b

 +

2
+

2
i 1
82M2
pl
H2
cs
  

csk=aH
; (2.49)
where b = 2 ln2 , and  = 0:5772 is the Euler-Mascheroni constant. A similar
calculation for the tensor power spectrum (2.31) is typically evaluated at tensor
mode horizon crossing (k = aH), however recently an approximate expression at
scalar horizon crossing (csk = aH) was also given [194, 204],
Ph(k) = [1   2(1   b)]
2H2
2M2
pl
  

k=aH
(2.50)
 [1   2(1   b   lncs)]
2H2
2M2
pl
   
csk=aH
: (2.51)
We consider pivot scales, at which spectrum parameters are calculated, for scalar
and tensor modes as ks = 0:01 Mpc 1 and kt = 0:01 Mpc 1, respectively.
Using the above expressions one can calculate the scalar power spectrum nor-
malization, As, tilt, ns, and running, nrun, of the spectral index, and the tensor
spectral index, nt, at the pivot points, [203, 204]
As  P(ks); (2.52)
ns   1 
dlnP
dlnk
   
k=ks
(2.53)
  (2 +  + )(1 +  + )   2b

N +
N
2
+
N
2

+ 2N + 2N;
(2.54)
nrun 
dns
dlnk
 
 
k=ks
(2.55)
 (2 +  + )(N + N) + (1 +  + )
2(2N + N + N)
+2b

NN +
NN
2
+
NN
2

  2NN   2NN; (2.56)
37nt 
dlnPh
dlnk
   
k=kt
(2.57)
 [ 2(1 +  + ) + 2(1   b)N]k=kt (2.58)
 [ 2(1 +  + ) + 2(1   b   lncs)N + 2]k=ks; (2.59)
where the approximate expressions in terms of the slow-roll parameters are given to
second order for ns and nt, and third order for nrun. All parameters are calculated
at sound horizon crossing, unless stated otherwise.
The Taylor expanded expressions for the scalar and tensor power spectrum,
spectral indices and running reduce to previous results for canonical ination [196,
205, 206, 183, 207] and for general ination [31, 203, 35, 204] to the orders quoted
in those papers.
We dene the tensor-to-scalar ratio without Taylor expansion approximations
as rexact,
rexact =
Ph(kt)jfreeze out
P(ks)jfreeze out
: (2.60)
A common approximation is to calculate r at sound horizon crossing (csk = aH),
assuming that the tensor and scalar modes freeze out at roughly the same time.
To second order, this expression is given by [203],
rapprox = 16cs[1 + 2   b( + )]: (2.61)
The approximation above, however, is only valid when scalar and tensor modes
cross the horizon at similar instants [31]. Since we keep the speed of sound cs
and its dynamical evolution general, we do not assume this apriori and instead
calculate r directly using the ratio Ph=P, (2.60), by solving the mode equations
for uk(k = ks) and vk(k = kt), and calculating Ph and P at freeze-out.
38To rst order we can write an expression for rexact as,
rexact 
Ph(kt)
P(ks)
(2.62)
=
[1   2h + 2bh]

1   2 + 2b
 
 +

2   
16cs

Hh
H
2
; (2.63)
where the approximation above means that we have assumed instantaneous freeze-
out of the scalar and tensor power spectra at their respective horizon crossings.
Here h and Hh are calculated at kt = aH, and cs, ,  and  are calculated
at csks = aH. Now for cs(ks) < 1, scalar modes leave the horizon at an earlier
time compared to the tensor modes. So for cs(ks)  1 we expect Hh < H, and
since (Hh=H)2 is a stronger eect than the single factor of , we expect therefore
rexact=rapprox < 1. Similarly for cs(ks)  1 we expect to get rexact=rapprox > 1.
We verify these results numerically in Sec. 2.4.1, and nd that the approximate
expression for r can give signicant discrepancies from the actual tensor to scalar
ratio for models in which cs 6= 1.
This behavior was recently shown to give a modied expression for the tensor-
to-scalar ratio [204],
r = 16cs[1 + 2   b( + ) + 2lncs]; (2.64)
which we nd is an excellent analytical approximation for our rexact. The fact
that rexact diers signicantly from rapprox tells us that, as cs deviates from 1, the
next-to-leading order contribution in the expression for r becomes important, the
Taylor expansion which is often used breaks down, and next order terms, as given
in (2.64), are required.
392.4 Observable predictions of ination
We apply the formalism outlined in Secs. 2.2 and 2.3 to generate evolutionary
trajectories for a general inationary model. When constraining ow parameters
with observational data typically two conditions can be considered:
Condition 1: Constraints on the ow parameters at horizon crossing from the
form of the observed primordial power spectrum.
Condition 2: The end of ination arises when  = 1, when accelerated expansion
as dened by (2.8) ceases, and requires that observable scales crossed the horizon
a reasonable number of e-foldings, say, Ne  50   80, before the end of ination.
Monte-Carlo-Markov-Chain analyses placing constraints on the ow parameters
often solely impose Condition 1, e.g. [183, 191, 207, 194], while other analyses
additionally impose the more restrictive, theoretically motivated, Condition 2, e.g.
[196, 176, 208, 190, 209].
In Sec. 2.4.1 we consider the properties of inationary evolutionary trajecto-
ries, and the resultant power spectra, under Condition 2. In Sec. 2.4.2 we apply
constraints on the ow parameters from the current WMAP 5-year data, Sloan
Digital Sky Survey (SDSS) Luminous Red Galaxies (LRG) galaxy power spectrum
and \Union" Type 1a supernovae data sets using Condition 1, and additionally
consider the permitted models under the more restrictive Condition 2.
402.4.1 Monte-Carlo simulations of inationary trajectories
We randomly select values at the end of ination (when  = 1) of the ow parame-
ters f; l; lg, the scale factor a(ten) and the sound speed, cs, within the following
intervals:
a(ten) 2 [5  10
 29;5  10
 26];
cs 2 [0;2];
 2 [ 0:05;0:05];
l;
l 
8
> <
> :
2 [ 0:05;0:05] (l  5);
= 0 (l > 5):
(2.65)
The Hubble constant at this instant is [210],
H(ten) =

3:17708  10 30
a(ten)
2
Mpl: (2.66)
We also consider models of ination that allow superluminal propagation of
density perturbations, with the speed of sound at the end of ination, cs 2 [0;2].
Faster-than-light propagation has been shown to arise in higher order QCD cor-
rections, see for example [211, 212, 213], and in many other theories, such as
[214, 215, 216]. It has been shown recently [217] that superluminal propagation in
generic k-essence theories does not lead to the appearance of closed causal curves
(hence they do not violate causality).
To obtain the scalar perturbation spectrum we evolve the parameters back
to the time, Ni when y=(1      )jNi = 50, and then evolve uk forward
to freeze-out of the power spectrum. The pivot mode crosses the horizon at
Ne = N, where ks = aH=csjN. If N 2 [50;80] then the observable parameters
fAs;ns;dns=dlnkg are calculated and the trial is recorded. The tensor spectrum,
41and r, are calculated in an analogous manner, by evolving back to Nhi, when
yh=(1   )jNhi = 50, and evolving vk forward to obtain Ph(kt).
In Fig. 2.1 we constrast the properties of inationary trajectories satisfying
Condition 2 in the case of canonical ination (cs = 1;  = l = 0), as discussed in
[177, 218], and in models of general ination. The introduction of an evolving sound
speed noticeably alters the distribution of spectrum observables arising from the
ow trajectories. The asymptotic relation ns   1   r=8 that holds for canonical
ination is broadened to ns 1   r=8cs, and the introduction of a non-zero  gives
rise to nearly scale-invariant models with non-zero running. Allowing superluminal
propagation, with cs > 1, can give scenarios with larger tensor-to-scalar ratios
[219].
For the main analysis in Sec. 2.4, we assume linear priors on the ow parameters
(most consistent with assuming linear priors on the power spectrum observables at
lowest order). We note, for interest, however that Monte-Carlo sampling assuming
log priors on the ow parameters can alter the sampling of allowed models, as
in the context of canonical ination [209, 220]. The eect is more noticeable in
general inationary models where introducing log priors can allow larger tensor
scenarios to be sampled more eciently.
In Fig. 2.2 we demonstrate the dierence between the exact tensor-to-scalar
ratio coming from fully evolving both P and Ph, (2.60), and well approximated
by (2.64), and the ratio derived by assuming both tensor and scalar freeze-out
concurrently at scalar horizon crossing (2.61). As introduced in Sec. 2.3.3, for
sound speeds dierent from 1, and especially as cs ! 0, the discrepancy between
the two values becomes signicant, as much as 50-60%. We can understand these
deviations by the fact that as cs deviates from 1, tensor and scalar modes leave
42Figure 2.1: Monte-Carlo sampling of canonical and general ination models.
Monte-Carlo sampling of canonical (cs = 1,  = l = 0) [upper panels] and general
[lower panels] ination models plotted in the (r;ns) (left) and (nrun;ns) (right) planes,
truncated at l = 5 in the l and l ow hierarchies using linear priors (black points)
and log priors (blue points) on a(ten), cs, and ow parameters, in the ranges specied in
(2.65). For general ination we plot models that have cs(ks) 2 [0;1].
the horizon, and are frozen, at increasingly disparate epochs.
Since the tilt ns and running nrun are calculated purely from the scalar power
43Figure 2.2: A comparison of rexact and rapprox.
The dierence between rexact and rapprox [left panel] and the dependence on cs(ks) [right
panel] for general ination models with cs(ks) 2 [0;1] (blue points), and cs(ks) 2 [1;2]
(dark red points), for an order 5 Monte-Carlo simulation with ranges as given in (2.65).
spectrum (with no reference to the tensor power spectrum), we expect that the
values of corresponding ns;exact and nrun;exact, found directly from the power spec-
trum, will be similar to the values obtained from the numerical expressions (2.54)
and (2.56). We have veried numerically that the approximate expression for ns
is as good as the exact calculation to within a few percent. The fact that ns;exact
and ns;approx are in good agreement also implies that our approximate expression
for ns to second order is reasonable, and we do not need to calcualte ns to fourth
or fth order.
As shown in Fig. 2.3, at the epoch when observable modes cross the horizon,
 and cs may be increasing or decreasing, csk=aH, however, always decreases
monotonically. Therefore once the modes have left the horizon (i.e. csk=aH < 1)
they do not re-enter and we do not have to worry about the presence of multiple
44horizon crossings (with the potential for unfreezing and refreezing of uctuations).
Figure 2.3: Evolution of cs, , and csk=aH.
Evolution of cs [left panel],  [center panel], and csk=aH [right panel] for k = 0:01
Mpc 1, for two example trajectories with  > 0 (black) and  < 0 (light blue) at the
epoch when current cosmological scales exit the horizon. We nd that for all viable
trajectories, csk=aH is monotonically decreasing over the course of ination so that one
does not need to be concerned about the prospect of multiple horizon crossings, and
freezing and thawing of scalar perturbations.
2.4.2 Constraints from cosmological observational data
We have included our general inationary perturbation code into the CAMB code
[221] to evolve background equations and rst order density perturbations for a
at universe containing baryons, CDM, radiation, massless neutrinos and use Cos-
moMC [222] to perform a Monte-Carlo-Markov-Chain analysis of the model pa-
rameter space in comparison to current cosmological data.
In Table 2.1 we summarize the priors on the ow parameters for ve inationary
scenarios we investigate. We use linear priors on the ow parameters, f;; l; lg,
up to some lmax for l and l, cs and ln(1010As) at horizon crossing for ks = 0:01
45Mpc 1. As is used to calculate the value of H(N) at horizon crossing using (2.49)
and (2.52), which then gives a(N) = csks=HjN. We choose truncations at l = 2
(C1) and l = 5 (C2) to demonstrate the eect of adding in extra degrees of freedom
in reconstructing the power spectrum.
Scenario cs  l, lmax  l, lmax ( 2lnL) (deg)
C1 1 [0,0.5] [-0.1,0.1], 2 0 0 1.14 0
C2 1 [0,0.5] [-0.5,0.5], 5 0 0 1.18 3
G1 [0,1] [0,0.5] [-0.5,0.5], 2 [-0.5,0.5] 0 1.16 2
G2 [0,2] [0,0.5] [-0.5,0.5], 2 [-0.5,0.5] 0 0.96 2
G3 [0,2] [0,0.5] [-0.5,0.5], 2 [-0.5,0.5] [-1.0,1.0], 1 1.28 3
Table 2.1: Inationary scenarios investigated using an MCMC analysis.
Summary of the parameter ranges investigated for each of the inationary scenarios in
the MCMC analysis in Sec. 2.4.2 | C1 and C2 are canonical models while G1-G3 are
general models with cs 6= 1,  6= 0. All ranges are for values as the scalar mode ks
crosses the horizon. We also show the change in the eective minimum 2 =  2lnL,
where L is the likelihood, and number of extra degrees of freedom (deg) in comparison
to the ducial, canonical power law primordial power spectrum with scale independent
running.
Using the approach described in Sec. 2.3 we calculate the scalar and tensor
power spectra for 5  10 6 Mpc 1  k  5 Mpc 1. For the MCMC analysis, we
purely consider constraints within this range of observable scales, i.e. Condition
1 of Sec. 2.4. We do not impose the stricter requirement of Condition 2, that
pertains to the full inationary history, however we do require that 0   < 1 (and
hence that ination persists) during all times from when the initial conditions are
set, up to when the power spectrum has converged for all observable k-modes. We
discuss the eect that this additional condition has on the parameter constraints
below.
46We constrain the models using a combination of cosmological datasets, includ-
ing measurements of the CMB temperature and polarization power spectrum from
the WMAP 5-year data release [199, 200], the \Union" set of supernovae [68], and
the matter power spectrum of Luminous Red Galaxies (LRG) as measured by the
Sloan Digital Sky Survey (SDSS) [79, 201]. We include the shift parameter, ascl,
to adjust the matter power spectrum as discussed in [79].
The MCMC convergence diagnostic tests on each scenario considered are per-
formed on four or more chains using the Gelman and Rubin \variance of chain
mean"=\mean of chain variances" R statistic for each parameter. Our 1D and
2D constraints are obtained after marginalization over the remaining \nuisance"
parameters, again using the programs included in the CosmoMC package.
In Figs. 2.4 and 2.5 we show the 1D and 2D marginalized posterior proba-
bility distributions for the ow parameters and power spectrum observables, ns,
nrun, and r at ks for the canonical and general inationary scenarios studied, and
for the \standard" power law inationary model with scale independent running.
Comparing the constraints on the canonical and general models, we see that inclu-
sion of higher order ow parameters can noticeably change the constraints on the
power spectrum properties. Model C2 signicantly opens up the accessible region
as compared to the standard power law model and C1, allowing larger negative
running models and large tensor amplitudes. That one obtains constraints on all
higher order ow parameters 3   5 separately in C2, can be attributed to our
truncation of the ow hierarchy at l = 5. If one were to further include more higher
order parameters in the analysis, then this would further open up the parameter
space for lower-order parameters.
Note that since the data has only a nite amount of information, adding extra
47degrees of freedom does not necessarily lead to a statistically important improve-
ment in the t. Table 2.1 shows a comparison of the t obtained for primordial
power spectra based on the ow parameters for dierent models, with that for the
commonly assumed canonical power law spectrum with scale independent running
of the scalar spectral index. The alternative parameterization of the primordial
spectrum does not signicantly improve the t with data, the improvement in 2
does not outweigh the additional degrees of freedom added, but rather allows the
primordial power spectrum to be reconstructed with more freedom.
Increasing the magnitudes of the higher order ow parameters increases the
variation of the scalar spectral index over the observed scales and signicantly
boosts or diminishes small- and large-scale power to levels inconsistent with CMB
and galaxy matter power spectrum observations respectively. We show this in Fig.
2.6 where we plot the 1D posterior probability distributions for the primordial
power spectrum for models C1, C2, and G2. Specically, C2 is better able to
t freedom in the power spectrum at large and small scales arising from larger
experimental and cosmic variance errors on those scales. We also nd that notable
degeneracies exist between the higher-order ow parameters in C2, reecting that
the number of independent degrees of freedom measured by the observed primordial
power spectrum is less than the number of higher-order parameters employed.
Future small-scale measurements of the power spectrum, for example using Lyman-
 observations, will help to reduce this interdependency.
Allowing general ination, with cs 6= 1,  6= 0, as in models G1-G3, pre-
dominantly alters the tensor amplitude posterior distribution, consistent with the
overlap of observational constraints and the Monte-Carlo sampling using linear
priors on the ow parameters in general models shown in Fig. 2.1. The scalar
48spectral index to rst order is dependent on 2( 2 + 1   ) so that allowing an
evolving sound speed (with  6= 0) opens up the range of 1 that is consistent with
observations in comparison to canonical models.
The bounds on the ow parameters that we obtain in our analysis arise from
two dierent sets of constraints: (i) observations, and (ii) the  < 1 requirement.
In canonical models, we nd the constraint on  imposed by the  < 1 condition
is very similar to that arising from the observational constraint, therefore it does
not play a major role. This is not true for general models, however. We see from
(2.61) that the bound on r alone places a rough upper bound on the product cs,
but leaves  and cs individually unbounded, as, for example, in [194]. Insisting
however, that, for consistency, ination should occur over the observable scales in
general inationary models, i.e.  < 1 from when the initial conditions for each
observable mode are set up until when the power spectrum for all observable modes
10 4 Mpc 1 . k . 5 Mpc 1 has converged, introduces a constraint on N over
the observable range. This restricts the value of (ks) and (ks) over and above
the observational constraints arising from the power spectrum properties at the
pivot point. In Fig. 2.7 we demonstrate this by plotting cs(ks) vs. (ks) for a
sampling of ow parameter combinations for model G1 that are consistent with
observations at the 95% condence level. We nd that requiring  < 1 induces
the constraint on (ks) and constrains (ks) . 0:03 at the 95% condence level.
Note that, as seen in Fig. 2.4, adding in an extra ow parameter, 1, as in model
G2, does not signicantly alter the observational constraints on  in the presence
of the  < 1 requirement. Extending the truncation to include higher nonzero l
might alter the constraints on , however such additional degrees of freedom are
not statistically warranted by the data, so we don't consider such models here.
49In Figs. 2.8 and 2.9 we show the 1D 68% and 95% condence levels for the
ow parameters and , X, and XLX, for the eld choice LX = c 1
s , as a function
of the observable comoving mode k(N), that exits the horizon N e-folds before the
end of ination (the slice at k = 0:01 Mpc 1 is directly analogous with the 1D
constraints shown in Fig. 2.4), where [35],
(N) = (N)exp
Z N
N
2(N
0)dN
0; (2.67)
XLX(N) =
1
3
(N)(N); (2.68)
X(N) =
1
3
(N)cs(N)(N); (2.69)
lnk(N) = lnks   (N   N)  
Z N
N
(N
0)dN
0; (2.70)
with
(N) =
242cs(N)(N)As
1   2(N) + 2b

2(N) + (N)  
(N)
2
: (2.71)
As has been pointed out in previous analyses using power law primordial power
spectra [223], the best measured modes are around k  0:01 Mpc 1, with large-
scale constraints being limited by cosmic variance. However, even in the scenarios
with higher-order ow parameters allowed to vary, the observations, in combination
with the  < 1 condition, impose interesting constraints on the ow parameters
across the full range of observable scales.
2.4.3 Reconstruction of viable inationary trajectories
In this section we consider the viable trajectories that satisfy both conditions 1
and 2, namely the spectral properties are consistent with observational constraints
in the k range measurable by CMB and large-scale structure experiments, and
50ination ends with  = 1 around 60 e-foldings after observable modes have exited
the horizon.
Fig. 2.10 shows the results of  150 reconstructed energy density evolutions
(), and kinetic term evolutions XLX(), tracing back 100 e-foldings from the
end of ination, for canonical and general models C1, C2, and G1, in which the
power spectrum properties, As, ns, nrun at k, and the tensor-to-scalar ratio, are
consistent with observations at the 2 level and  = 1 at the end of ination. We
set  = 0 at scalar horizon crossing for k, and  at other epochs is given by
(N) =  
Z N
N
p
2cs(N0)(N0)dN
0: (2.72)
We see that introducing higher order ow parameters and/or the possibility
of an evolving sound speed open up the range of allowed trajectories. Equally,
however, observational constraints within the single-eld inationary formalism
are already starting to tie down the range of allowed inationary histories for both
canonical and general ination.
2.5 Conclusions
The large amount of data available today from CMB and large-scale structure sur-
veys can be used to turn around the problem of matching inationary theory to
observations, to reconstructing the theory from the data itself. In this chapter we
explored the parameter space of general single-eld inationary models by using a
Monte-Carlo-Markov-Chain approach in combination with the Hubble ow formal-
ism, and constrained the energy density and kinetic energy in such a Lagrangian.
In order to accommodate models that allow the speed of sound, cs, to vary
51during ination, it is important to take into account the fact that tensor and
scalar modes cross the horizon at dierent epochs. This directly aects the tensor-
to-scalar ratio, which may deviate by as much as 50% from the value obtained by
assuming that horizon crossing epochs are eectively simultaneous.
We used the full ow parameter evolution equations to solve for the scalar
and tensor perturbations spectra, and subsequently evolved each spectrum until
it freezes out, as opposed to evaluating it at horizon crossing, in order to get
precise predictions for the primordial power spectra over the full range of observable
scales. We studied ve dierent classes of models of ination, summarized in
Table 2.1, in light of the latest CMB and large-scale structure data and showed
observational constraints on the ow parameters, observed power spectrum, and
typically considered observables, ns, nrun, and r, at the pivot point k = 0:01 Mpc 1.
Including higher-order slow-roll parameters allows a higher-dimensional t to
the primordial power spectrum, with increased power on large and small scales
possible in comparison to the commonly considered canonical power spectrum with
scale independent running of the spectral index. In models of general ination,
where we allowed cs to vary, the condition that ination should continue (i.e.
 < 1) on observable scales imposed a natural bound on the value of  and  at
horizon crossing of the pivot mode, and constrained the value of r.
In the absence of a sound theoretical explanation for ination, the method
of action reconstruction holds a lot of promise to give valuable directions for the
search of such a theory. We imposed constraints on the energy density and kinetic
energy terms in the Lagrangian in the light of current observations. The next step
could now be to either explicitly construct a general class of allowed Lagrangians,
or study dierent possible Lagrangians in light of these constraints. Once we
52have a general Lagrangian that could consistently explain the observed inationary
properties, the elucidation of its theoretical motivation should hopefully be that
much closer.
53Figure 2.4: 1D probability distributions for the ow parameters and observ-
ables.
Comparison of the 1D marginalized posterior probability distributions for the ow pa-
rameters and observables, for the cases of power law ination with scale-independent
running (blue full line) and our models C1 (black dotted), C2 (black dashed), G2 (red
dot-dashed) and G3 (red triple dot-dashed). The constraints for model G1 are the same
as those for G2, with just cs cutting o at 1, so we do not show them here.
54Figure 2.5: 2D contour plots for the ow parameters and observables.
The 68% and 95% condence regions of the (1;2 ) [left], (r;ns) [center], and (nrun;ns)
[right] parameter spaces. Constraints for a standard power law spectrum with constant
running are shown in dark blue and light blue, as well as canonical ination models C1
(black dotted), C2 (black dashed) and general ination model G2 (red dot-dashed).
55Figure 2.6: Comparison of the 1D probability distributions for the primordial
scalar power spectra of dierent models.
Comparison of the 1D marginalized posterior probability distributions, showing 68%
(dark blue) and 95% (pale blue) condence limits, for the primordial scalar power spec-
trum for models C1 [left], C2 [center] and G2 [right], in comparison to a \standard"
power law spectrum with scale independent running (black dashed lines). Increasing
the number of ow parameters increases the freedom with which the spectrum is recon-
structed. In particular we can get signicantly greater or smaller power at small and
large scales, least well measured by the CMB and large-scale structure data respectively.
The bounds on the higher-order parameters in model C2 directly arise from constraining
this greater or lesser power at the extreme ends of the observed scales.
56Figure 2.7: The two constraints in our analysis | observations and (k) < 1.
While models with large  and small cs are consistent with observational constraints from
the bound on r, imposing the condition that ination persists while the observable scales
exit the horizon places an additional restriction on (ks). The left panel shows cs(ks)
vs. (ks) for models which satisfy observational constraints. Models which additionally
satisfy (k) < 1 (red crosses) have an upper limit on the value of (ks), while for larger
(ks) (blue squares) the (k) < 1 condition is not met (these models are rejected in the
MCMC analysis). The right panel shows the evolution of (k) for observable modes, for
example models which give constraints at the pivot point in agreement with the data,
and which satisfy (red, lower two lines) or break (blue, upper two curves that reach
 = 1) the (k) < 1 constraint.
57Figure 2.8: The 1D 68% and 95% condence levels for quantities in models
C1 and C2.
Comparison of the 1D marginalized posterior probability distributions for models C1 [top
panels] and C2 [lower panels], showing 68% (dark blue) and 95% (pale blue) condence
limits, for the ow parameters and observables as each observed comoving mode k exits
the horizon, where k(N) is given by (2.70).
58Figure 2.9: The 1D 68% and 95% condence levels for quantities in model
G1.
Comparison of the 1D marginalized posterior probability distributions for model G1,
showing 68% (dark blue) and 95% (pale blue) condence limits, for the ow parameters
and observables as each observed comoving mode k exits the horizon.
59Figure 2.10: Reconstructed energy density and kinetic term for dierent in-
ationary models.
Reconstructed energy density  [upper panels] and kinetic term XLX [lower panels] for
canonical models C1 [left panel], C2 [center] and the general inationary model G1 [right]
which satisfy both conditions 1 and 2 from Sec. 2.4. Each has As, ns, nrun at k = k and
the tensor-to-scalar ratio consistent with observations at the 2 level, and  = 1 at the
end of ination with N  50 80. The range of  represents 100 e-foldings of evolution,
with  = 0 at scalar horizon crossing for k. (For canonical models with the usual scalar
eld denition, LX = c 1
s and XLX = X.)
60CHAPTER 3
D-BRANE INFLATION
(Based on work with Rachel Bean, Liam McAllister, and Gang Xu [54])
In this chapter we study the six-eld dynamics of D3-brane ination for a gen-
eral scalar potential on the conifold, nding simple, universal behavior. We nd
that when prolonged ination occurs, it has a characteristic form: the D3-brane ini-
tially moves rapidly in the angular directions, spirals down to an inection point
in the potential, and settles into single-eld ination. Further, we nd that the
probability of Ne e-folds of ination is a power law, P(Ne) / N 3
e . The emergence
of robust predictions from a six-eld potential with hundreds of terms invites an
analytic approach to multi-eld ination.
3.1 Introduction
Ination provides a compelling explanation for the large-scale homogeneity of the
universe and for the observed spectrum of cosmic microwave background (CMB)
anisotropies. However, in a large fraction of the multitude of inationary models
| e.g., in most small-eld models | the success and the predictions of ination
are sensitive to small changes in the inaton Lagrangian and initial conditions.
Without a priori measures on the space of scalar eld Lagrangians and on the
corresponding phase space, it is dicult to test a given model of ination.
In this chapter we nd robust predictions in a surprising place: warped D-brane
ination [52], a well-studied scenario for ination in string theory in which six (or
more) dynamical elds are governed by a scalar potential with hundreds of terms.
We show that the collective eect of many terms in the potential is accurately
61described by a simple and predictive phenomenological model. The essential idea
behind our approach is that in an inationary model whose potential involves
the sum of many terms depending on multiple elds, one can expect a degree of
emergent simplicity, which may be thought of as central limit behavior.
Our primary method is a comprehensive Monte-Carlo analysis. Recent results
[53] provide the structure of the scalar potential in warped D-brane ination, i.e.
a list of all possible terms in the potential, with undetermined, model-dependent
coecients. A realization of warped D-brane ination then consists of a choice of
coecients together with a choice of initial conditions. We construct an ensemble
of realizations, drawing the coecients from a range of statistical distributions
and truncating the potential to contain 27, 237, and 334 independent terms, cor-
responding to contributions from Planck-suppressed operators with maximum di-
mensions of 6, 7, and
p
28   3=2  7:79, respectively. We then numerically evolve
the equations of motion for the homogeneous background and identify robust ob-
servables that have demonstrably weak dependence on the statistical distribution,
on the degree of truncation, and on the initial data. In particular, we nd that
the probability of Ne e-folds of ination is a power law, P(Ne) / N 3
e , and we
present a very simple analytical model of inection point ination that reproduces
this exponent.
To study the primordial perturbations, we focus on the subset of realizations
in which the dynamics during the nal 60 e-folds is that of single-eld slow-roll
ination. (In the remaining realizations, multi-eld eects can be signicant, and
a dedicated analysis is required.) For these cases, we nd that primordial pertur-
bations consistent with WMAP7 [224] constraints on the scalar spectral index, ns,
are possible only in realizations yielding Ne & 120 e-folds. In favorable regions of
62the parameter space, a universe consistent with observations arises approximately
once in 105 trials.
The plan of this chapter is as follows. In Sec. 3.2 we recall the setup of
warped D-brane ination, and in Sec. 3.3 we explain how we construct and study
an ensemble of realizations. Results for the homogeneous background evolution
appear in Sec. 3.4, while the perturbations are studied in Sec. 3.5. We conclude in
Sec. 3.6. Appendix A summarizes the structure of the inaton potential, following
[53].
3.2 Review of warped D-brane ination
In the simplest models of warped D-brane ination,1 the inaton eld  is identi-
ed as the separation between a D3-brane and an anti-D3-brane along the radial
direction of a warped throat region of a ux compactication [52]. (We will have
much to say about more complicated inationary trajectories that involve angular
motion.) The D3-brane potential receives a rich array of contributions, from the
Coulomb interaction of the brane-antibrane pair, from the coupling to 4D scalar
curvature, and from nonperturbative eects that stabilize the K ahler moduli of the
compactication. The curvature coupling yields a signicant inaton mass, and
in the absence of any comparable contributions, the slow-roll parameter  obeys
  2=3 [52], which is inconsistent with prolonged ination.
The moduli-stabilizing potential does generically make signicant contributions
to the inaton potential, and many authors have taken the attitude that within
the vast space of string vacua, in some fraction the moduli potential will by chance
1See [49], [50], [51] for foundational work on brane ination.
63provide an approximate cancellation of the inaton mass, so that   1. To do
better, one needs to know the form of the moduli potential. The nonperturbative
superpotential was computed in [225] for a special class of congurations in which
a stack of D7-branes falls inside the throat region. For this case, Refs. [226, 227,
228, 229] studied the possibility of ination, and found that ne-tuned ination,
at an approximate inection point, is indeed possible [227, 228, 229].
This situation is unsatisfactory in several ways. First, the restriction to com-
pactications in which D7-branes enter the throat is articial, and serves to en-
hance the role of known terms in the inaton potential (those arising from interac-
tions with the nearby D7-branes) over more general contributions from the bulk of
the compactication. Second, the analyses of [226, 227, 228, 229, 230, 231, 232, 233]
treated special cases in which the D3-brane tracked a minimum along some or all
of the angular directions of the conifold, sharply reducing the dimensionality of the
system, but there is no reason to believe that this situation is generic. Therefore,
although these works do provide consistent treatments of ination in special con-
gurations, an analysis that studies the full 6D dynamics in a general potential is
strongly motivated.2
The results of [237, 53] provide the necessary information about the D3-brane
potential. As explained in detail in [53], the most general potential for a D3-brane
on the conifold corresponds to a general supergravity solution in a particular per-
turbation expansion around the Klebanov-Strassler solution. The most signicant
terms in this potential arise from supergravity modes corresponding to the most
relevant operators in the dual CFT, and by consulting the known spectrum of
Kaluza-Klein modes, one can write down the leading terms in the inaton poten-
2See [234, 235] for detailed studies of multi-eld eects at the end of D-brane ination in the
framework of [229], and [236] for a systematic exploration of the likelihood of ination in this
context.
64tial, up to undetermined Wilson coecients. The physical picture is that eects
in the bulk of the compactication, e.g. gaugino condensation on D7-branes, or
distant supersymmetry breaking, distort the upper reaches of the throat, leading
to perturbations of the solution near the location of the D3-brane.
To describe the D3-brane action, we begin with the background geometry,
which is a nite region of the warped deformed conifold. Working far above the
tip and ignoring logarithmic corrections to the warp factor, the line element is
ds
2 =

R
r
2
gijdy
idy
j =

R
r
2 
dr
2 + r
2ds
2
T1;1

; (3.1)
where r is the radial direction of the cone, and the base space T 1;1 is parameterized
by ve angles, 0  1;2  , 0  1;2 < 2, 0    < 4, which we shall
collectively denote by 	. The radius R is given by R4 = 27
4 gsN02, with N  1
the D3-brane charge of the throat. At radial coordinate rUV  R, the throat
smoothly attaches to the remainder of the compact space, which we refer to as the
bulk. On the other hand, the deformation is signicant in the vicinity of the tip,
at r0  a0R, with a0 denoting the warp factor at the tip. We will perform our
analysis in the region a0R  r < rUV, where the singular conifold approximation
is applicable, and will work with a rescaled radial coordinate x  r
rUV < 1. Finally,
because the D3-brane kinetic term is insensitive to warping at the two-derivative
level (cf. Sec. 3.4.4), the metric on the inaton eld space is the unwarped metric
gij.
The D3-brane potential is usefully divided into four parts,
V (x;	) = V0 + VC(x) + VR(x) + Vbulk(x;	); (3.2)
which we will discuss in turn. First, the constant V0 represents possible contribu-
tions from distant sources of supersymmetry breaking, e.g. in other throats. Next,
65the Coulomb potential VC between an anti-D3-brane at the bottom of the throat
and the mobile D3-brane has the leading terms
VC = D0

1  
27D0
642T 2
3r4
UV
1
x4

; (3.3)
where T3 is the D3-brane tension and D0 = 2a4
0T3. Higher-multipole terms in
the Coulomb potential depend on the angles 	, but are suppressed by additional
powers of a0 and may be neglected in our analysis.
Upon dening the scale 4 = (V0 +D0)

T3r2
UV
M2
pl

, the leading contribution from
curvature, corresponding to a conformal coupling, may be written
VR =
1
3

4x
2 : (3.4)
Finally, the structure of the remaining terms has been obtained in [53]:
Vbulk(x;	) = 
4 X
LM
cLMx
(L)fLM(	): (3.5)
Here LM are multi-indices encoding the quantum numbers under the SU(2) 
SU(2)  U(1) isometries of T 1;1, the functions fLM(	) are angular harmonics on
T 1;1, and cLM are constant coecients. The exponents (L) have been computed
in detail in [53], building on the computation of Kaluza-Klein masses in [238]:
 = 1; 3=2; 2;
p
28   3; 5=2;
p
28   5=2; 3;
p
28   2; 7=2;
p
28   3=2;::: (3.6)
From the viewpoint of the low-energy eective eld theory, a term in the potential
proportional to x(L) arises from a Planck-suppressed operator with dimension
 = (L) + 4. In particular, the conformal coupling to curvature corresponds to
an operator of dimension six, O6 = (V0 + D0)2.
Two technical remarks are in order. First, for simplicity of presentation we
have included higher-order curvature contributions in the list of bulk terms, rather
66than in a separate category. Second, perturbations of the unwarped metric gij
lead to terms in the D3-brane potential that were not analyzed in [53], but can
be important in some circumstances.3 We do not implement the angular structure
of these terms in full detail, but we have veried that these contributions lead to
negligible corrections to our results.
The coecients cLM could be computed in principle in a specic realization
in which all details of the compactication are available, but in practice must
be treated as unknown parameters. Our approach is to assume that all possible
terms are present, with coecients cLM of comparable magnitude. Specically, we
will draw the cLM from a range of statistical distributions and then verify that
the (unknown) detailed statistical properties of the cLM are not important for
the inationary phenomenology, while the overall scale of the cLM does matter
signicantly.
We set the overall scale of the bulk contributions by noting that the moduli
potential and the remainder of the potential are tied by the requirement that the
cosmological constant should be small after brane-antibrane annihilation. With our
denition of , the scaling arguments presented in Appendix A of [237] suggest
that in typical KKLT compactications, cLM  O(1).
Let us remark that the potential (3.2) is not the most general function on the
conifold: it is the most general D3-brane scalar potential on the conifold (within
the fairly broad assumptions of [53].) Many terms in (3.2) enjoy correlations that
would be absent in a totally general function, and which arise here because certain
physical sources, such as uxes, contribute in correlated ways to dierent terms in
the potential. We defer a full description of the construction of the potential to
3We thank Sohang Gandhi for very helpful discussions of this point.
67Appendix A.
Finally, we note that in compactications preserving discrete symmetries that
act nontrivially on the throat region, the structure of the D3-brane potential is
altered by the exclusion of terms that are odd under the discrete symmetries [237].
Exploring the phenomenology of the corresponding models is an interesting ques-
tion that is beyond the scope of this work.4
3.3 Methodology
To characterize the dynamics of D3-brane ination in a general potential, we per-
form a Monte-Carlo analysis, numerically evolving more than 7  107 distinct re-
alizations of the model. In this section we explain our recipe for constructing an
ensemble of realizations. In Sec. 3.3.1, we obtain the equations of motion and in-
troduce the parameters required to specify the potential. In Sec. 3.3.2 we describe
how we draw the coecients in the potential from statistical distributions, and in
Sec. 3.3.3 we indicate how we choose initial conditions.
3.3.1 Setup
The inaton eld is characterized by one radial coordinate and ve angular coor-
dinates. At the two-derivative level (see Sec. 3.4.4 for a discussion of DBI eects),
the equations of motion for the homogeneous background are the Klein-Gordon
equations obtained from the Lagrangian
L = a
3

1
2
T3gij _ y
i _ y
j   V (y)

; (3.7)
4We thank Daniel Baumann for helpful discussions of this point.
68where a is the scale factor, along with the Friedmann and acceleration equations,
3H
2 =
1
2
T3gij _ y
i _ y
j + V (y); (3.8)
_ H =  
1
2
T3gij _ y
i _ y
j : (3.9)
Here yi denotes the six coordinates, dots indicate derivatives with respect to time,
H  _ a=a, and gij is the metric on the inaton eld space, which is the conifold.
Three important microphysical parameters are the D3-brane tension, T3; the
length of the throat, UV  rUV
p
T3; and the warp factor at the tip, a0. The com-
bination 2T3a4
0  D0 determines the overall scale of ination, while UV dictates
the size of the eld space.
The result of [239] gives an upper bound on the inaton eld range, UV <
2Mpl p
N ,
with N  1 the D3-brane charge of the warped throat. Consistent with this, we
take UV = 0:1. Working in units where M
 2
pl = 8G = 1 for the remainder, we
set the D3-brane tension to be T3 = 10 2, and for our analysis of the background
evolution, we take a0 = 10 3. We have veried that changing these parameters
does not substantially alter our results for the homogeneous background. However,
changing T3a4
0 | which we accomplish by changing a0 | does aect the scale of
ination, and hence the normalization of the scalar perturbations. Therefore, in
our study of the perturbations in Sec. 3.5, we scan over a range of values for a0,
focusing on values most likely to lead to a WMAP-normalized spectrum [224]. This
is a ne-tuning that we will not attempt to quantify, as there is no agreed-upon
measure for a0.
693.3.2 Constructing an ensemble of potentials
In principle the D3-brane potential (3.2) has an innite number of terms, but for
x  r
rUV < 1 one can truncate (3.2) at some maximum exponent  = max  max 
4. Because of the critical role of the inaton mass term, truncating to max < 6
would fail to capture essential physical properties, so we must have max  6. As
 increases, the number of independent terms grows very rapidly, because there
are many angular harmonics fLM for each . Limited by computational power, we
truncate the potential at max =
p
28+5=2  7:8. We perform identical analyses
for max = 6, 7, and 7:8, corresponding respectively to 27, 237 and 334 independent
terms in the potential, in order to assess whether our results are sensitive to the
cuto.
Many studies of D-brane ination treat the evolution of the radial position, the
volume of a particular four-cycle, and sometimes one angular coordinate, cf. e.g.
[226, 227, 228, 229, 230, 231, 232, 233], rather than the full multi-eld dynamics.
Although angular evolution in the framework of [229] has been studied in detail
in [234, 235], the focus of these works was the onset of angular instabilities at the
end of ination. We will nd that angular evolution before the onset of ination
also plays a critical role.
To understand how our results dier from treatments with fewer dynamical
elds, we study the impact of stepwise increases in the number Nf of evolving
elds. We articially, but self-consistently, freeze 6   Nf of the angular elds by
not imposing the corresponding equations of motion, creating realizations that
depend on Nf variables. While these realizations have less physical meaning than
the full potential, they provide some insight into the role of the angular elds. For
simplicity we study Nf = 1, Nf = 2, and the full case Nf = 6.
70As we are not assuming that D7-branes wrapping a four-cycle descend into the
throat region, we will not model the evolution of the K ahler moduli. Although
it would be very interesting (and challenging) to study the cosmological dynam-
ics of K ahler moduli in the bulk, the universality found in the present analysis
makes it plausible that additional elds would have little eect on the inationary
phenomenology.
Turning now to the Wilson coecients cLM, we do not assume a specic com-
pactication, but instead draw the cLM from a range of statistical distributions.
We dene the root mean square (rms) size, hc2
LMi1=2  Q, where the brackets de-
note the ensemble average, and by assumption5 the rms size is independent of L
and M. It is then convenient to write
cLM = Q^ cLM ; (3.10)
and draw the ^ cLM from some distribution M that has unit variance but is otherwise
arbitrary.
The physical picture is that Q depends on the distance to the nearest stack
of D7-branes eecting K ahler moduli stabilization. The estimates performed in
[237] indicate that Q  O(1) for D7-branes in the upper region of the throat. We
anticipate that as the nearest D7-branes are moved farther into the bulk, Q will
diminish to some extent, though we are not aware of a regime in which the bulk
contributions are strictly negligible.
If the inationary phenomenology depended in detail on the nature of M, e.g.
if the success of ination depended sensitively on the higher moments of M, then
5A strong trend in Q as a function of  could change the relative importance of terms with
large , and hence aect our conclusions about the robustness of the truncation to   max.
We are not aware of a well-motivated proposal for such a trend, but it could be worthwhile to
investigate this further.
71no general predictions would be possible. Let us clarify that dependence on the rms
size Q of the cLM, corresponding to the typical size of the bulk contribution to the
inaton potential, is to be expected and is not problematic. Diculty would arise
if, for example, two distributions with unit variance but with distinct skewness or
kurtosis led to disparate predictions.
There are strong motivations for expecting that some statistical properties of
the potential will be independent of M. For example, if a symmetric N  N
matrix has its entries drawn from some distribution with appropriately bounded
moments, then in the large N limit the statistical properties of the eigenvalues are
indistinguishable from those obtained from entries drawn from a Gaussian distri-
bution with mean zero [240]. By experimenting with dierent distributions, we
will identify observables which, like the eigenvalue distribution in random matrix
theory, are robust against changes in the statistics of the inputs. In practice, for
much of our analysis we choose M to be a Gaussian distribution with mean zero,
and then carefully verify for a range of other distributions that our results receive
negligible corrections.
3.3.3 Initial conditions
The phase space of initial conditions for a D3-brane in the conifold is 12-
dimensional: six dimensions for the initial positions x0;	0 and another six di-
mensions for the initial velocities _ x0; _ 	0. A grid-based scan across the full 12D
space would be very computationally intensive even with only a few points along
each dimension. Fortunately, ve of the six dimensions are angular coordinates on
the coset space T 1;1, which has a large isometry group, SU(2)  SU(2)  U(1).
These isometries can be used to reduce the dimensionality of the initial phase
72space, in the following way. A generic conguration of sources in the compact
space will break the isometry group completely, but in a large ensemble of realiza-
tions, we expect that there are no preferred regions on T 1;1: the ensemble averages
should respect the isometries even though any individual realization breaks the
isometries. Thus, without loss of generality we may pick a xed point 	0 on T 1;1
for the initial position. For numerical purposes it is convenient to begin away from
the coordinate singularities, so we choose 	0 to be 1 = 2 = 1 = 2 =   = 1:0.
The initial angular velocities _ 	0 are slightly more complicated.6 To describe a
general angular velocity, it suces to specify the magnitude of the velocity in each
S2 and in the ber S1. For simplicity we focus on velocity in the ber, _  , and take
the remaining components of the initial velocity to vanish. We expect, and nd,
similar results for initial velocities in either S2, but we postpone a complete scan
of the phase space to future work.
We are left with a 3D space of initial congurations spanned by the radial
position x0, the radial velocity _ x0, and the angular velocity _ 	0 = _  0. Of course,
our evolution occurs in the full 12D phase space: the simplication applies only
to the initial conditions. For a portion of our Monte-Carlo analysis, we set _ x0 =
_  0 = 0, so that the D3-brane begins at rest. In Sec. 3.4.3 we describe the eect of
nonvanishing initial velocities.
3.3.4 Parameters summarized
To summarize, we x T3 = 10 2, a0 = 10 3, and UV = 0:1 for our analysis of the
background evolution. We truncate the D3-brane potential to include contributions
6We are grateful to Raphael Flauger for helpful discussions of this point.
73from operators with maximum dimension max = 6, 7, and 7:8, and we take
Nf = 1;2;6 of the D3-brane coordinates to be dynamical elds. The coecients
cLM have rms size Q, and the rescaled quantities ^ cLM = cLM=Q are drawn from
a distribution M that has unit variance. We begin at x = x0  0:9, 	 = 	0 
f1 = 2 = 1 = 2 =   = 1:0g, with arbitrary radial velocity _ x0, arbitrary
angular velocity _  0 in the   direction, and all other angular velocities vanishing.
In Fig. 3.1 we show examples of downward-spiraling trajectories for a particular
realization of the potential at max = 7:8.
We would now like to understand how the observables depend on the input
parameters Q, max, Nf, and M, and on the initial data x0; _ x0; _  0.
3.4 Results for the homogeneous background
As a rst step, we study the evolution of the homogeneous background. In Sec.
3.4.1, we show that for xed initial conditions, the probability of Ne e-folds of
ination is a power law, and we show that the exponent is robust against changes
in the input parameters max, Nf, and M. In Sec. 3.4.2 we present a simple
analytic model that reproduces this power law. We study the eect of varying the
initial conditions in Sec. 3.4.3, and we discuss DBI ination in Sec. 3.4.4.
3.4.1 The probability of ination
We nd it useful to divide possible trajectories into three classes. The D3-brane
can be ejected from the throat, reaching x > 1 and leaving the domain of validity of
our analysis; it can become trapped in a local or global minimum of the potential;
74Figure 3.1: Example trajectories of the inaton.
Examples of downward-spiraling trajectories for a particular realization of the potential.
The black dots mark 60 and 120 e-folds before the end of ination (7 of the 8 curves
shown achieve Ne > 120); ination occurs along an inection point that is not necessarily
parallel to the radial direction. Red curves have nonvanishing initial angular velocities
_ 	0, while blue curves have _ 	0 = 0.
and it can reach the bottom7 of the throat, triggering the hybrid exit and reheating,
after a certain number of e-folds of ination.
A central question is what fraction of realizations solve the horizon problem by
producing Ne  60 e-folds of ination, and then plausibly transition to the hot Big
7In practice, we dene the bottom of the throat to be at x = 20a0 in order to remain well
above the region where the throat rounds o and the singular conifold approximation fails.
75Bang. We will not model reheating in detail, but we will insist that only e-folds of
ination that precede a hybrid exit are counted towards Ne. That is, false vacuum
ination in a metastable minimum, or slow-roll ination preceded by ejection and
unknown dynamics in the bulk, do not contribute to Ne.
Specically, for k distinct trials we dene
P(Ne > 60) =
#(Ne > 60)
#(Ne > 60) + #(Ne  60) + #(ejected) + #(trapped)
; (3.11)
i.e. trials leading to ejection or trapping are included in the denominator, so that
P(Ne > 60) reects the probability of Ne > 60 e-folds of ination preceding a
hybrid exit in a general realization.
We now examine how the `success probability' P(Ne > 60) depends on the
input parameters Q, max, Nf, and M. First, Fig. 3.2 shows that P(Ne > 60)
depends strongly on Q, and the optimal value of Q depends on max and on Nf.
When all six elds are dynamical (Nf = 6), the probability of ination is optimized
for Q  0:04, while for Nf = 1, Q  1 can yield sucient ination.
To understand this result, we recall that in the presence of a single harmonic
contribution to the inaton potential, after minimization of the angular potential,
the radial potential is expulsive [237]. More generally, the bulk contributions to
the potential provide the only possibility of counterbalancing the Coulomb and
curvature contributions, which both draw the D3-brane towards the tip. For Q = 0,
the Coulomb and curvature contributions are not counterbalanced, and the D3-
brane falls quickly towards the tip without driving ination. For Q  1, a single
harmonic contribution term could marginally balance the inward force; the net
eect of 334 such terms then plausibly leads to rapid expulsion from the throat.
This result is consistent with our nding that the optimal value of Q diminishes
as the number of terms in the potential increases, as shown in Fig. 3.2.
76Figure 3.2: The distribution of success probability as a function of Q.
The rms value, Q, of the coecients cLM has a signicant role in determining whether
ination can occur. [Left panel] The success probability P(Ne > 60) for two dierent
numbers of elds, Nf = 1 and Nf = 6, with max = 7:8. [Right panel] The success
probability for two dierent degrees of truncation, max = 6 and max = 7:8, with
Nf = 6.
In Fig. 3.3 we display a histogram of Monte-Carlo trials that give more than 40
e-folds of ination for Q 2 [0;2:0] with max = 7:8 and all six elds evolving (Nf =
6). We nd that we can characterize the probability of ination, for scenarios
yielding Ne  10 e-folds, by a function P(Ne) = A(Ne=60) . On tting the data
in Fig. 3.3, we nd that  = 3:22  0:07 and A = 1:7  10 6.
In Table 3.1 we summarize the power law ts to the probability of ination
as one considers dierent numbers of elds, Nf, and dierent truncations of the
potential, max, assuming that M is Gaussian, and taking zero initial angular and
radial velocities at x = 0:9 and xed angular position 	0.
The probability of obtaining 60 e-folds of ination does not change dramatically
77Figure 3.3: The power law t of P(Ne).
The likelihood of Ne e-folds of ination as a function of Ne, for max = 7:8 and Nf = 6.
We nd P(Ne) / N 
e , with  = 3:220:07 at the 68% condence level. The left panel
shows the power law t to the histogram and the right panel shows the same t on a
log-log plot.
Nf max A  P(Ne > 60) P(Ne > 120) P(ej) P(min)
6 7.8 1:7  10 6 3:22  0:07 4:6  10 5 1:1  10 5 0:97 3:9  10 3
6 7 3:2  10 6 3:19  0:10 9:0  10 5 2:0  10 5 0:96 8:8  10 3
6 6 4:3  10 6 2:85  0:14 1:3  10 4 3:3  10 5 0:92 5:4  10 2
2 7.8 3:0  10 5 3:30  0:25 9:6  10 5 2:4  10 5 0:77 6:7  10 2
2 7 5:6  10 5 2:97  0:17 1:8  10 4 4:9  10 5 0:66 1:2  10 1
2 6 1:5  10 5 2:99  0:12 4:7  10 4 1:3  10 4 0:51 1:9  10 1
1 7.8 2:7  10 6 2:83  0:22 8:8  10 5 2:6  10 5 0:36 5:1  10 2
1 7 4:3  10 6 3:03  0:21 1:2  10 4 2:9  10 5 0:29 6:1  10 2
1 6 1:3  10 5 2:86  0:15 4:2  10 4 1:1  10 4 0:17 7:4  10 2
Table 3.1: Summary of the power law ts to the success probabilities.
Summary of the power law ts to the success probabilities for various scenarios, with Q
varied over the range [0:0;2:0]. We t the Monte-Carlo data for Ne > 40 to a power law
of the form P(Ne) = A(Ne=60) . The two nal columns indicate the probabilities that
the D3-brane will be ejected from the throat or trapped in a minimum, respectively.
78if one truncates the potential at max = 6:0 or max = 7:8, so our results appear
insensitive to the precise placement of the truncation. As the number of elds, Nf,
increases, the range of Q yielding ination becomes restricted, but we also nd
that the probability of achieving ination within this Q range increases, cf. Fig.
3.2. In fact, the power law t of the success probability remains fairly consistent
as Nf is varied, provided that one marginalizes over Q.
Although we have seen that P(Ne > 60) is highly sensitive to the value of Q,
we nd that P(Ne > 60) has negligible dependence on the shape of the distribution
M from which the ^ cLM are drawn. Specically, we have obtained power law ts of
the success probability for ensembles in which M is a Gaussian, shifted Gaussian,
triangular, or uniform distribution. As shown in Table 3.2, we nd negligible
changes in A and . We expect that there exist pathological distributions, e.g.
with rapidly growing higher moments, that could change our ndings, but we are
not aware of a microphysical argument for such a distribution.
M max A  P(Ne > 60) P(Ne > 120)
Gaussian 7.8 1:6  10 6 3:21  0:14 4:6  10 5 1:1  10 5
shifted 7.8 1:7  10 6 3:42  0:10 4:7  10 5 1:1  10 5
triangular 7.8 1:8  10 6 3:21  0:09 4:9  10 5 1:1  10 5
uniform 7.8 1:7  10 6 3:18  0:08 4:8  10 5 1:1  10 5
Gaussian 6 4:3  10 6 2:96  0:09 1:3  10 4 3:4  10 5
shifted 6 3:7  10 6 3:03  0:08 1:1  10 4 2:9  10 5
triangular 6 4:3  10 6 2:94  0:08 1:3  10 4 3:5  10 5
uniform 6 4:3  10 6 3:06  0:07 1:3  10 4 3:6  10 5
Table 3.2: The power law ts for dierent distributions.
Summary of the power law ts to the success probabilities for various distributions M,
with Q varied over the range [0:0;2:0], and for initial positions chosen randomly on
T1;1. We t the Monte-Carlo data for Ne > 40 to a power law of the form P(Ne) =
A(Ne=60) .
793.4.2 An analytic explanation of the exponent  = 3
In our ensemble of potentials, ination typically occurs near an approximate inec-
tion point of the potential. We now show that a very simple model of single-eld
inection point ination, along the lines proposed in [241], predicts  = 3, in
excellent agreement with our numerical results.8
An approximate inection point of a function V () of a single eld  is a
location where V 00 = 0 and V 0 is small in appropriate units. We choose the origin
of  to correspond to the zero of V 00, so that
V () = c0 + c1 + c3
3 + ::: ; (3.12)
with the ci being constants. Assuming that the constant term dominates, the
number of e-folds of ination is
Ne 
c0 p
c1c3
(3.13)
in the regime of interest where the ci are small.
The approach suggested in [241] is to obtain the probability of Ne e-folds of
ination by computing
P(Ne) =
Z k Y
i=1
diF(1;:::k)

Ne   f(1;:::k)

; (3.14)
where the i are the parameters of the model, f is the number of e-folds as a
function of these parameters, and F is a measure on the parameter space. Deter-
mining F from rst principles is very subtle, and is beyond the scope of this work.
However, to compare to our numerical results involving relative probabilities of
dierent numbers of e-folds, we need only use a measure F that properly repre-
sents the measure M that we have imposed on the coecients in our ensemble.
8We thank G. Shiu and H. Tye for very helpful discussions of this point.
80At very small values of the ci, we can approximate M as a constant, and so we
take F(c0;c1;c3) = 1. Thus, we need to evaluate
P(Ne) =
Z
dc1 dc3 

Ne  
c0 p
c1c3

; (3.15)
Performing the integral and again using the smallness of the ci, we nd
P(Ne)   
4c2
0
N3
e
log(c0) (3.16)
so that  = 3, which compares very well to our numerical results displayed in
Table 3.1.
In the homogeneous background analysis described in Sec, 3.4.1, the power
in scalar perturbations is unconstrained. However, in Sec. 3.5 we will assemble
realizations whose scalar perturbations are consistent with the WMAP7 [224] nor-
malization. To compare to the ensemble of Sec. 3.5 with xed scalar power, we
must compute
P(Ne) =
Z k Y
i=1
diF(1;:::k)

Ne   f(1;:::k)



A
?
s   As(1;:::k)

; (3.17)
where As(1;:::k) is the amplitude of the scalar perturbations as a function of
the parameters i, and A?
s is the central value measured by WMAP7. For the
inection point model (3.12), when the scalar power is xed as in (3.17), one again
nds  = 3, just as in the case (3.14) with unconstrained scalar power. Moreover,
the ensemble of Sec. 3.5 with xed scalar power is consistent with  = 3, providing
a second check of our analytical model.
3.4.3 Dependence on initial conditions
By construction, there is no preferred angular position selected by the ensemble of
potentials: upon averaging over all possible source locations in the bulk, we recover
81ensemble average rotational invariance. However, in any particular realization, the
potential will be quite dierent at dierent angular locations, so it is meaningful
to ask about the eect of varying the initial angular position in a given realization.
Moreover, changes in the initial radial position can signicantly alter the dynamics.
In Sec. 3.4.3 we determine the eects of altering the initial radial and angular
positions, while the eects of varying the initial velocities are presented in Sec.
3.4.3.
Dependence on the initial position
Prior works on initial conditions for D-brane ination have found that in many
examples, the inaton needs to begin with small velocity just above the inection
point in order to yield substantial ination. In our ensemble, overshooting is not
a problem: in most realizations yielding at least 60 e-folds, it suces to begin the
evolution with small velocity high up in the throat, e.g. at x = 0:9, while the
inection point is generally in the vicinity of x = 0:1 or even smaller. In fact,
increasing the initial radial position typically increases the amount of ination.
We suggest that this increase could be due to an increased opportunity to nd the
inection point during a prolonged period of radial infall.
The amelioration of the overshoot problem in our ensemble is a reection of
the dierence between potentials that are ne-tuned by hand and potentials that
are chosen randomly. In the former case, there is a natural tendency to ne-tune
the potential to be just at enough for 60 e-folds of ination given perfect initial
conditions, but no atter. In contrast, when scanning through the space of possible
potentials, one can actually nd more robust examples. As we have seen, successful
realizations are reasonably common.
82The success of ination has very mild dependence on the initial angular posi-
tions: we nd that in realizations of the potential that yield more than 60 e-folds
of ination for one set of initial positions, an order-unity fraction of the space
of initial angular positions leads to the same outcome. Indeed, we nd attractor
behavior in the space of initial angles, as illustrated in Fig. 3.4.
Figure 3.4: The attractor behavior in angular directions.
Trajectories in the 1   2 plane, with log(x) vertical, for a xed potential. Notice the
attractor behavior in the angular directions. Green trajectories correspond to  5 e-folds
of expansion, while the remaining colors correspond to trajectories with  150 e-folds.
83Dependence on the initial velocity
When the D3-brane begins with a radial velocity of order 10 6 of the local limiting
speed (cf. Sec. 3.4.4), corresponding to an initial kinetic energy that is  10%
of the potential energy, it strikes the bottom of the throat within a fraction of
an e-fold. However, initial angular velocity of the same magnitude has a dierent
eect: the D3-brane is quickly ejected from the throat.
We have found that two distinct causes contribute to this ejection eect: rst,
D3-branes with large angular velocities can overcome potential barriers in the
angular directions and thereby explore a larger fraction of T 1;1, including regions
where the potential is strongly expulsive. Second, angular momentum produces
a barrier to radial infall, as in standard central force problems. Inward-directed
radial velocity and comparably large angular velocity have counterbalancing eects
in many cases, suggesting that slow-roll ination could arise in special regions
of phase space where the initial velocities are not small, but have compensating
eects. We leave this as an interesting question for future work.
3.4.4 The DBI eect
In certain parameter regimes, higher-derivative contributions to the D3-brane ki-
netic energy can support a phase of DBI ination [32, 33]. The DBI Lagrangian
is
L = a
3
 
 T(y)
s
1  
T3gij _ yi _ yj
T(y)
  V (y) + T(y)
!
; (3.18)
where in the AdS5  T 1;1 approximation with warp factor eA = x, T(y) = T3x4.
DBI ination can occur if the D3-brane velocity approaches the local limiting
84speed, i.e. if
1  
T3gij _ yi _ yj
T(y)

1
2 ! 0: (3.19)
In our Monte-Carlo trials, we did not observe a single example with   1 > 10 8,
so the DBI eect was never relevant in our system.
To understand this result, we recall that steep potentials are generically re-
quired to accelerate D3-branes to approach the local speed of light, and not every
potential that is too steep to support slow-roll ination is actually steep enough
to drive DBI ination in a given warped background.9 Specically, DBI ination
requires [33]

V 0
V
2

T(y)
V
; (3.20)
so that for a xed potential, DBI ination could be achieved by appropriately
reducing the background warp factor T(y). However, microphysical constraints
prevent the warp factor from becoming arbitrarily small: when the infrared scale
of a throat becomes small compared to the scale of supersymmetry breaking (due to
e.g. uxes or antibranes in a dierent region of the compactication), then relevant
supersymmetry-breaking perturbations of the throat sourced in the ultraviolet lead
to large corrections to the infrared geometry (cf. the discussion in [53]). This
constraint enforces
V . 2T3 a
4
0  2T(y)jtip  2T(y): (3.21)
For comparison, the general arguments of [237] concerning the scale of compacti-
cation corrections give Vbulk  T3a4
0, and our choice to expand around Q = 1 is
consistent with these results. We have taken T3 = 10 2 and a0 = 10 3 throughout,
so the condition (3.20) could only be satised if a rather steep potential arose by
chance.
9We thank Enrico Pajer for instructive discussions of this issue.
85In fact, an additional eect reduces the likelihood of DBI ination in our anal-
ysis. For consistency we have restricted our numerical evolution to the region
where the singular conifold approximation is applicable, which excludes the re-
gion of greatest warping, the tip of the deformed conifold. In practice, we impose
x > 20a0, so that the minimum value of T(y) explored in our simulations exceeds
the global minimum value by a factor of 204. It would be very interesting to extend
our analysis to the tip region, and as the unperturbed Klebanov-Strassler solution
is well understood, it would be straightforward to incorporate purely kinematic
corrections involving deviations of the eld space metric from that of the singu-
lar conifold. However, characterizing the structure of the potential in this region
would be much more challenging, and would require understanding the most gen-
eral non-supersymmetric, perturbed solution for the tip region, along the lines of
[53] but departing from the approximately-conformal region.
One could also ask whether, even when the potential is not steep enough to
accelerate the D3-brane to near the local speed of light, large initial velocities
might still trigger a phase of DBI ination. We have found that cases with initial
radial kinetic energy larger than 10% of the initial potential energy typically strike
the bottom without entering the DBI regime. This result is compatible with prior
investigations such as [210], which found that exceptionally steep Coulomb poten-
tials, which could arise in cones whose base spaces have extremely small angular
volume, are required to produce DBI phases.
In summary, we nd that the combination of the mild Coulomb potential in
the Klebanov-Strassler throat, and general contributions to the D3-brane potential
from moduli stabilization in the bulk, do not suce to support DBI ination in the
AdS5  T 1;1 region. It would be interesting to understand whether DBI ination
86arises in the tip region [242, 243].
3.5 Towards the primordial perturbations
D3-brane ination generically involves at least six10 dynamical elds, and the study
of the primordial perturbations is rather intricate. Most notably, entropy pertur-
bations can be converted outside the horizon into curvature perturbations [244],
provided that the inaton trajectory bends in a suitable way.
In Sec. 3.5.1 we review the prospects for isocurvature-curvature conversion
in warped D-brane ination, following [234]. We nd that although our setup
provides an ecient framework for computing multi-eld eects, there is a wide
range of parameter space in which these eects can be neglected. Therefore, in
Sec. 3.5.2 we restrict our attention to the subset of cases that admit a single-
eld description, and straightforwardly obtain the CMB observables. A complete
analysis of perturbations in the general case is postponed to a future publication.
3.5.1 Angular kinetic energy and bending trajectories
Typical trajectories that lead to prolonged ination begin with relatively rapid
angular and radial motion, then gradually spiral down to slow-roll ination along
an inection point, which is not necessarily parallel to the radial direction. Even-
tually, the D3-brane leaves the inection point and accelerates, ending slow-roll;
it then plummets towards the anti-D3-brane, triggering tachyon condensation and
annihilation of the brane-antibrane pair.
10In addition to the six D3-brane coordinates, the compactication moduli can also evolve.
87We will begin by assessing the prevalence of multi-eld eects in our ensemble
of realizations. As a rst, rough measure of the importance of multiple elds, one
can examine the angular kinetic energy during ination. In Fig. 3.5, we show the
ratio of angular kinetic energy to radial kinetic energy as a function of the number
of e-folds before the end of ination for selected examples. In realizations yielding
Ne  60 e-folds, the ratio of angular kinetic energy to radial kinetic energy is often
of order unity when observable scales exit the horizon, but diminishes thereafter.
In realizations yielding Ne & 120 e-folds, the transients are much diminished, but
we still nd cases (cf. Fig. 3.5) in which the angular kinetic energy is of order the
radial kinetic energy, and is approximately constant, throughout ination. These
cases involve slow-roll ination along an inection point that is not parallel to the
radial direction.
Although some degree of bending is commonplace, we do not nd that the
inaton trajectory is substantially lengthened as a result of meandering [245] in
six dimensions. We nd that the total distance ` in eld space traversed in a
realization with six active elds is negligibly larger than that for a realization with
only one active eld, `(Nf = 6) . 1:01`(Nf = 1).
Next, we turn to a more precise characterization of multi-eld contributions
to the primordial perturbations. A comprehensive study of multi-eld eects in
D-brane ination [234] has been performed in the framework of [229], i.e. in terms
of explicit embeddings of D7-branes in the Klebanov-Strassler solution. One im-
portant lesson of [234] concerns the necessary conditions for isocurvature-curvature
conversion at the end of ination to make a signicant contribution to CMB tem-
perature anisotropies. Under fairly general assumptions, this contribution is negli-
gible unless slow-roll persists into the deformed conifold region, and the Coulomb
88Figure 3.5: Demonstrating the role of angular degrees of freedom.
The ratio KE	=KEr of angular to radial kinetic energies for trials with max = 7:8 and
Nf = 6. [Left panel] Evolution of KE	=KEr for trials yielding 60  Ne . 120 e-folds of
ination (red lines), and 120  Ne . 180 e-folds (black lines). Notice that in some cases
the angular kinetic energy is non-negligible, and nearly constant, in the nal 60 e-folds,
corresponding to an inection point trajectory that is not purely radial. [Right panel]
Histogram of KE	=KEr 60 e-folds before the end of ination for potentials that yield
more than 60 (light blue) or more than 120 (dark blue) e-folds of ination.
potential is subdominant to the moduli potential at the time of tachyon conden-
sation [234]. Our analysis applies only in the region above the tip of the deformed
conifold, so we cannot consistently capture large multi-eld eects from the end of
ination.11
A further possibility is that a sharp bend in the trajectory partway through
ination will produce substantial isocurvature-curvature conversion and render in-
valid a single-eld treatment of the perturbations.
11As explained in Sec. 3.4.4, incorporating these eects would require an extension of the
results of [53] to the tip region, which is beyond the scope of this work.
89To quantify the contributions from additional elds, we calculate  in two
components, k and ?, as dened in [246] and [247]. The acceleration of the
inaton parallel to its instantaneous trajectory is captured by k, while ? encodes
the rate at which the inaton trajectory bends perpendicular to itself. Therefore,
? is an ecient measure of the role of multiple elds in producing the primordial
perturbations [246]. We dene as \eectively single-eld" a realization in which
the stringent cut ?=k < 0:05 is obeyed for the entirety of the last 60 e-folds.
Interestingly, we do nd that in a small fraction of cases, abrupt angular motion
occurs after a period of ination driven by radial motion: the inaton shifts rapidly
from one angular minimum to another, then resumes radially-directed ination.
These examples with ?=k  0:05 require a full multi-eld treatment of the
perturbations, and there is the intriguing possibility of substantial non-Gaussianity
from superhorizon evolution of isocurvature perturbations. We defer consideration
of these interesting cases to a dedicated analysis [248].
3.5.2 Single-eld treatment of the perturbations
We now consider observational constraints on the substantial fraction of examples
in which ?=k < 0:05, so that the primordial perturbations are well-approximated
by the single-eld result.
We begin by computing the Hubble slow-roll parameters,
   
_ H
H2 =  
dlogH
dNe
; (3.22)
    
1
2
dlog
dNe
; (3.23)
We describe the power spectrum of curvature uctuations using a normalization
90As and scalar spectral index, or `tilt', ns, P(k) = As(k=k0)ns 1. In terms of 60
and 60, one has As =
V60
24260 and ns 1 = 260 460, where the subscripts denote
evaluation 60 e-folds before the end of ination.
The scalar power has signicant dependence on the parameter D0 = 2a4
0T3,
which measures the height of the Coulomb potential. We therefore scan over a
range of values of D0 (in practice, we x T3 and scan over a0), and for each
successful trial that yields at least 60 e-folds, we compute the slow-roll parameters,
As, and ns. In Fig. 3.6, we show scatter plots of 60 and 60 as a function of the
maximum number of e-folds.12
Figure 3.6: Hubble slow-roll parameters as a function of Ne.
Hubble slow-roll parameters 60 and 60 as a function of the maximum number of e-
folds. The scatter in 60 for Ne & 120 results from our scan over dierent values of
the inationary scale, as encoded in a0. Notice the absence of corresponding scatter in
60. Color coding:  5 < log10 a0 <  4:75, green;  4:75 < log10 a0 <  4:5, chartreuse;
 4:5 < log10 a0 <  4:25, orange. All points shown have trajectories with negligible
bending, ? < :05k.
12Figs. 3.6, 3.8 and 3.9 share a set of 4:9  106 Monte-Carlo trials at max = 6, out of which
8301 trials yield more than 60 e-folds and 140 also satisfy the WMAP7 constraints on As at 2.
Fig. 3.9 additionally includes 5  105 trials at max = 7:8, out of which 750 examples yield more
than 60 e-folds and 9 examples also satisfy the constraints on As at 2. All the data points given
in Figs. 3.6 and 3.8 obey ?=k < 0:05, while in Fig. 3.9, data points with ?=k  0:05 are
included, and indicated by red or purple dots.
91Notice the paucity of examples with Ne . 120. As P(Ne) / N 3
e , a large
fraction of trials yield Ne in this range, but most such examples are excluded by
the cut ?=k < 0:05. This can be understood from Fig. 3.5: realizations yielding
Ne  120 typically have substantial angular evolution in the nal 60 e-folds, so
that the single-eld approximation is inapplicable.
We observe that 60 is strongly correlated with the number of e-folds. Im-
portantly, when the single-eld slow-roll approximation is valid, only cases with
Ne & 120 e-folds are observationally consistent, since it is only for these cases that
we have V 00 < 0, ensuring ns < 1. This is not surprising (cf. [229], Fig. 3.7):
for single-eld ination in an approximate inection point that is at enough to
yield exactly 60 e-folds of ination, the CMB anisotropies are generated when the
inaton is above the inection point, so that the potential is concave up, and hence
ns > 1. In a corresponding potential that yields 120 e-folds of ination, observable
modes exit the horizon when the inaton is near to the inection point (because
60 e-folds have elapsed and 60 e-folds remain), so that for 60  1, one has ns  1.
The seven-year WMAP (WMAP7) constraints on As and ns are As = (2:43 
0:11)  10 9 and ns = 0:963  0:014 at k = 0:002 Mpc 1, at the 68% condence
level [224]. In Fig. 3.8 we show a scatter plot of As compared to the measured
central value, A?
s = 2:43  10 9, indicating cases that are allowed at 2 by the
WMAP7 constraint. Notice that there is no ne-tuned choice of D0, or of other in-
put parameters, that guarantees a WMAP-normalized spectrum of perturbations:
there is signicant dispersion in 60 in our ensemble of inationary models, with
corresponding dispersion in the scalar power.
Next, for the subset of cases in which As is consistent with experiment, we cal-
culate the corresponding tilt ns and tensor-to-scalar ratio r, displaying the results
92Figure 3.7: An inection-point potential in one dimension.
An inection-point potential in one dimension, taken from [229]. The color coding indi-
cates that if the inaton is above the inection point 60 e-folds before the end of ination,
V 00 > 0 and the scalar power spectrum is blue. A red spectrum is possible if the inaton
has passed the inection point 60 e-folds before the end of ination.
in Fig. 3.9. Evidently, observational constraints on the tilt are readily satised for
essentially all cases with Ne & 120 e-folds, while cases with 60 . Ne . 120 e-folds
solve the horizon and atness problems but are not consistent with experiment.
We stress that this is a straightforward, albeit interesting, consequence of the in-
ection point form of the potential that is characteristic of successful realizations
in our ensemble.
Within our model there is a microphysical upper bound r  rmax on the tensor-
to-scalar ratio resulting from the geometric bound on UV [239]. However, in single-
eld slow-roll cases whose scalar perturbations are consistent with WMAP7, we
nd that r  rmax. It is sometimes argued that small values of r require substantial
93Figure 3.8: Scalar power as a function of Ne.
Scalar power As compared to the measured central value, A?
s = 2:4310 9, as a function
of the total number of e-folds. On the right, we show a zoomed in version. Within the
red lines, the scalar power is consistent with WMAP7 at 2. All points shown have
? < :05k, and the color coding is as in Figure 3.6.
ne-tuning. Evaluating the absolute likelihood of ination in this scenario requires
information about a priori measures, and is beyond the scope of this work. Even
so, our analysis indicates that the requisite degree of ne-tuning is not extreme:
in optimal regions of the parameter space, but without direct ne-tuning of the
potential, we nd examples consistent with all observations approximately once in
105 trials, and it is clear from Figure 3.9 that these scenarios have r . 10 12.
3.6 Conclusions
We have performed a comprehensive Monte-Carlo analysis of D3-brane ination for
a general scalar potential on the conifold, obtaining robust predictions in spite of
| indeed, arguably because of | the complexity of the inaton action. Our work
builds on recent results [53] that provide the structure of the potential, i.e. a list
94Figure 3.9: Power spectrum observables consistent with data.
Scalar tilt ns and tensor-to-scalar ratio r for cases for which the scalar power As is
consistent with WMAP7 at 2. The red lines indicate the region allowed at 2 by the
WMAP7 constraints on ns. Green and red dots arise from realizations with max = 6,
while cyan and purple dots have max = 7:8. Green and cyan dots correspond to
trajectories with negligible bending (? < :05k), while red and purple dots have ? 
:05k and plausibly require a multi-eld analysis.
of possible terms in the potential with undetermined coecients. Most previous
works (cf. e.g. [226, 210, 227, 228, 229, 233]) have treated special congurations in
which suitably-aligned D7-branes stabilize the angular positions of the inationary
D3-brane, leading to one-eld or two-eld dynamics. We have characterized the
6D dynamics of the homogeneous background, without restricting the scalar po-
tential. We have not ne-tuned the potential by hand, but have instead drawn the
coecients in the scalar potential from suitable distributions, creating an ensemble
of potentials, a subset of which led to ination by chance.
We found that the probability P(Ne) of Ne e-folds of ination is a power law,
95P(Ne) / N 
e , with   3. The exponent is robust against changes in our trun-
cation of the potential, in the statistical distribution from which the coecients
in the potential are drawn, in the initial conditions, and in the number of dy-
namical elds. Moreover, we derived  = 3 from a simple analytical model of
inection point ination. This power law behavior has signicant implications for
the prospect of detecting transients arising from the onset of ination (cf. [241]):
among all histories with at least 60 e-folds, histories with at least 65 e-folds |
in which most transients are stretched to unobservable scales | are considerably
more likely.
When the inaton starts at a radial location that is far above the inection
point, angular motion combined with gradual radial infall frequently allow the in-
aton to reach the inection point with a velocity small enough to permit ination.
Moreover, we found attractor behavior in the angular directions: in an order-unity
fraction of the space of initial angular positions, the inaton spirals down to the
inection point. However, large amounts of radial or angular kinetic energy, of
order the initial potential energy, are compatible with ination only in exceptional
cases.
DBI ination did not arise by chance in our ensemble: the potential was never
steep enough. It would be interesting to understand whether this nding can be
generalized or is an artifact of the limitations of our treatment.
We have obtained the scalar perturbations for the subset of realizations in which
a single-eld description is applicable throughout the nal 60 e-folds, deferring a
comprehensive study of the multi-eld evolution of perturbations to future work.
In optimal regions of the parameter space, we found that 60 or more e-folds of
ination arose approximately once in 103 trials, but because constraints on As and
96ns enforce Ne & 120, observational constraints were satised approximately once in
105 trials. Outside the optimal regions, the chance of ination diminished rapidly.
As we lack a meaningful a priori measure on the space of parameters and initial
conditions, we have not attempted to quantify the total degree of ne tuning, but
our results provide considerable information about relative likelihoods.
In the range of parameters where realizations consistent with observations of
the scalar power spectrum are most likely, we found that the tensor-to-scalar ra-
tio obeys r . 10 12 in all examples allowed by WMAP7, which is much smaller
than the maximum allowed by the Lyth bound. Our statements about the per-
turbations apply only to realizations that are consistently described by slow-roll,
eectively single-eld ination, which we checked by computing the rate of bend-
ing of the trajectory. We anticipate that including more general multi-eld cases
could populate additional regions of the ns   r plane.
Our ndings have interesting implications beyond the setting of D-brane ina-
tion. The fact that our conclusions are unaected by the statistical distribution
used to generate the coecients in the potential suggests that in inationary mod-
els in which there are many competing terms in the scalar potential, the details of
the individual terms can be less important than the collective structure. A simpli-
cation of this form has been previously noted [249] in ination driven by D  1
elds with quadratic potentials [25], where random matrix theory could be applied
directly.13 Our present results suggest that this emergent simplicity may be more
general, and it would be valuable to understand whether a general inationary
model in a eld space of dimension D  1 has characteristic properties at large
D.
13See [250] for recent related work.
97CHAPTER 4
SCALAR-TENSOR THEORIES OF DARK ENERGY
(Based on work with Rachel Bean [136])
In this chapter we establish the dynamical attractor behavior in scalar-tensor
theories of dark energy, providing a powerful framework to analyze classes of theo-
ries, predicting common evolutionary characteristics that can be compared against
cosmological constraints. In the Jordan frame the theories are viewed as a coupling
between a scalar eld, , and the Ricci scalar, R, F()R. The evolution can be
alternatively viewed in the Einstein frame as a general coupling between scalar dark
energy and matter, . We present a complete, consistent picture of evolution in
the Einstein and Jordan frames and consider the conditions on the form of the
coupling F and  required to give the observed cold dark matter (CDM) domi-
nated era that transitions into a late-time accelerative phase, including transitory
accelerative eras that have not previously been investigated.
4.1 Introduction
The current accelerated expansion of the Universe has led to a variety of new
theories in cosmology under the common descriptor of dark energy. One approach
to explain the observed acceleration, without recourse to a new form of energy, is
to consider large-scale modications to gravity coming from scalar-tensor gravity
[127, 128, 129, 130, 131, 132, 133, 134, 135].
Dynamical attractors in dark energy theories provide a powerful way to ana-
lyze classes of theories. They predict common evolutionary characteristics, with
minimal dependence on ne-tuning of initial conditions [130, 251, 57, 252], with
98which we can critique theories in light of cosmological constraints on the back-
ground evolution [253, 116] and also the growth of perturbations and implications
for large-scale structure [254].
In this chapter we apply the dynamical attractor analysis to general scalar-
tensor theories. In the Einstein frame theories are described by a coupling between
scalar dark energy and matter, parameterized by , and in the Jordan frame by
a general coupling between a scalar eld and the Ricci scalar, F()R;  = 0
and F()  1 for GR. We have structured this chapter in the following way.
Sec. 4.2 contains the equations for background evolution in the Einstein frame
(x4.2.1) and Jordan frame (x4.2.2) for generally coupled models. We discuss the
two alternative perspectives given by the two frames (x4.2.3) and the form of the
Jordan frame potential we consider (x4.2.4). In Sec. 4.3 we set up all of the
equations that we need to study the critical points of dynamical evolution in the
Jordan frame (x4.3.1) and Einstein frame (x4.3.2), discuss the mapping of critical
points from one frame to the other (x4.3.3) and how stability is assessed (x4.3.4).
In Sec. 4.4 we present the dynamical attractor solutions (x4.4.1) and compare
our solutions with those previously obtained in the literature for f(R) and non-
minimally coupled quintessence theories (x4.4.2). We perform a detailed analysis
of the stability of all critical points (x4.4.3) and classify scalar-tensor theories into
dierent classes (x4.4.4). We then discuss the behavior if we relax the condition of
a stable accelerated Universe to include saddle critical points (x4.4.5). Finally we
summarize and conclude in Sec. 4.5.
As supplementary material to this chapter, derivations of some of the equations
used here are presented in Appendix B.
994.2 Cosmic evolution
4.2.1 Evolution in the Einstein frame
We start with the action in the Einstein frame (EF),
S =
Z
d
4x
p
 ~ g

1
22
~ R  
1
2
(~ r)
2   ~ V ()

+
Z
d
4x
p
 ~ g ~ Lm

e
 2
p
2=3~ g

;
(4.1)
where 2  8G and  is a scalar eld which is non-minimally coupled to matter
through a coupling strength . We denote all quantities in the EF with a tilde,
such as the metric, ~ g, Ricci scalar, ~ R, scalar potential, ~ V () and the matter
Lagrangian, ~ Lm. The action in the EF is a standard GR action with a non-minimal
coupling between the scalar eld and matter. For a Robertson Walker metric
with at geometry described by a cosmic expansion factor, ~ a, evolving in physical
time, ~ t, the Friedmann, acceleration, scalar eld and matter uid equations are
respectively,
~ H
2 =
2
3
 
~ m +
1
2

d
d~ t
2
+ ~ V
!
; (4.2)
d ~ H
d~ t
=  
2
2
 
~ m + ~ pm +

d
d~ t
2!
; (4.3)
d2
d~ t2 + 3 ~ H
d
d~ t
+ ~ V; =
r
2
3
(~ m   3~ pm); (4.4)
d~ m
d~ t
+ 3 ~ H(~ m + ~ pm) =  
r
2
3

d
d~ t
(~ m   3~ pm): (4.5)
where ~ m and ~ pm are the EF matter density and pressure, ~ H  dln~ a=d~ t and
~ V ;  d~ V =d. In this chapter, we are interested in the nature of cosmic evolution
in the matter dominated and dark energy dominated eras. We therefore restrict
our attention to pressureless matter, with ~ pm = 0.
100Such a parameterization, using  to describe a non-minimal coupling between
matter and scalar, has been widely discussed in the literature, for example [130,
251, 255, 256, 253, 116, 57, 257, 103]. This can include low temperature neutrinos
which behave as nonrelativistic matter. The scalar coupling of the form shown in
(4.5) can hence give rise to mass varying neutrinos (`MaVaN's) [98, 99, 100, 101,
102, 103, 104].
4.2.2 Evolution in the Jordan frame
We can re-express the action (4.1) in the Jordan frame (JF) as a non-minimal cou-
pling of the scalar to gravity and minimally coupled matter, through a conformal
transformation, redening the metric,
g  e
 2
p
2=3~ g: (4.6)
This leads to a general Brans-Dicke-type action for a scalar-tensor theory with a
non-canonical kinetic term,
S =
Z
d
4x
p
 g
"
1
22F()R  
3(1   42)
1622
1
F()

dF
d
2
(r)
2   V ()
#
+
Z
d
4x
p
 gLm(g); (4.7)
where we have introduced the function F() of scalar , which is wholly specied
by  and ,
F()  e
2
p
2=3: (4.8)
We require F() > 0 for the conformal transformation to be well dened. ()
can be specied by choosing an explicit form for F() and inverting (4.8).
Pressure, density, time, and the expansion factor in the two frames are related
101via F(),
pm = F()
2~ pm; m = F()
2~ m; dt = F()
 1=2d~ t; a = F()
 1=2~ a; (4.9)
with the potential in the JF related to the EF potential by,
V () = F()
2~ V (); (4.10)
where again, an explicit form for V () can be found given a specic choice of F()
and hence ().
The Friedmann, acceleration, scalar eld and energy conservation equations for
the action in the JF are:
H
2 =
2
3F
(m + V ())  
H _ F
F
+
(1   42)
162
_ F 2
F 2; (4.11)
_ H =  
1
2F

2m  
1
2
 F
F
+
1
2
H _ F
F
 
3(1   42)
162
_ F 2
F 2; (4.12)
 F + 3H _ F =
422
3

m + 4V ()   2F
V;
F;

; (4.13)
_ m + 3Hm = 0; (4.14)
where dots denote derivatives with respect to physical time t in the JF.
4.2.3 The Einstein frame vs. Jordan frame perspectives
If a theory can be expressed in a frame in which all matter components are min-
imally coupled, such as in (4.7), then a conformal transformation to the Einstein
frame will always result in the matter-scalar coupling being the same strength, ,
for all types of matter. Some debate persists in the literature, in the case of such
identical couplings, on whether EF or JF is the `physical' frame, see for example
[258, 259, 260] on this issue. We favor the perspective that neither frame is more
102physical than the other, but that cosmological observations can be viewed more
conveniently in the JF since interpretation of observations that form the key evi-
dence for dark energy, of uctuations in the CMB, and of redshift measurements in
galaxy surveys and supernovae are usually made with the assumption that baryons
are minimally coupled. When considering the dynamical evolution of scalar-tensor
theories therefore we consider properties, for example the fractional matter density,
equation of state and stability of critical points (attractors/repellers), in the JF to
be those that are most appropriate to compare with observational constraints.
The Einstein frame perspective is also useful however in that the evolution
equations and xed point analysis are arguably easier analytically in this frame.
The Einstein frame description can also be used to encompass theories outside
the modied gravity realm. In these theories the scalar is minimally coupled to
gravity but the coupling strength of the scalar with cold dark matter (c), baryons
(b) and neutrinos () could be dierent, for example [251, 255, 256, 100, 261, 102,
104, 257, 103]. In models in which CDM alone is coupled, observational constraints
constrain c < 0:1 [251]. In Chameleon Cosmology models [95, 96, 97], the scalar
elds acquire a mass whose magnitude depends on the local matter density, and
all i can be spatially varying, and of order unity.
One of the goals of this work is to give a coherent picture of dynamical attractor
analysis in modied gravity theories in both the Einstein and Jordan frames. As
will come out naturally in our analysis, the choice of frame is really a matter of
convenience and the physical implications of the analysis, in terms of attractor
critical points and their stability arises identically out of analyses irrespective of
frame choice. We, therefore, focus our analysis on scenarios in which the coupling
strength is the same for all types of matter and in which the Jordan frame quantities
103are to be compared with observational predictions. The Einstein frame analysis
however can be equally applied to theories in which CDM-scalar couplings are
present, and the Einstein frame is the physical frame.
4.2.4 The form of the scalar potential
The action in (4.7) allows both a free choice of coupling to gravity F() and scalar
eld potential V (). In order to include an important group of extended gravity
theories, `f(R) theories', and CDM as classes of models described by our analysis,
however, we place a restriction on the form of the JF potential.
f(R) theories, where the Lagrangian contains an arbitrary function of the scalar
curvature R, can be written as a scalar-tensor theory of gravity [262, 263, 264, 265],
S =
1
22
Z
d
4x
p
 gf(R) + Sm (4.15)
=
1
22
Z
d
4x
p
 g[F()R   (F()   f())] + Sm; (4.16)
where,
F()  df()=d: (4.17)
This is equivalent to our general scalar-tensor action (4.7), with  = 1=2, i.e. a
non-dynamical scalar eld, and scalar potential,
V () =
1
22[F()   f()]: (4.18)
By considering actions with potentials of the form (4.18), our analysis has f(R)
theories as its limit when the eld  is non-dynamical. Equally, with this form of
the potential, GR is regained for f() =  and  = 0.
104In the dynamical analysis described in the following sections, with this re-
stricted potential, we nd it useful to split the potential in (4.18) into two compo-
nents,
V1()   
1
22f(); V2() 
1
22F(); (4.19)
and consider their relative importance in the cosmic evolution. This analysis could
be extended, therefore, to describe evolution of more general actions, without the
restriction on the potential given in (4.18), through writing
V () =
1
22[F()   f()] + V3(); (4.20)
and considering the relative importance of the extra component, V3(), to the
dynamical evolution. We leave such an extension to future work.
4.3 Dynamical critical points
4.3.1 Jordan frame autonomous phase plane equations
We would like to nd the critical points of the dynamical background evolution.
This equates to nding asymptotic power law solutions of the form a / tp, where
p is a constant and related to the eective equation of state of the system, we, by
p = 2=3(1 + we).
Writing the scalar potential as (4.18), and dening the dynamical variables,
x1   
_ F
HF
=  
dlnF
dlna
; x2   
f
6FH2; x3 

6H2; (4.21)
the fractional matter density in the JF can be expressed in terms of these dynamical
105parameters through the Friedmann equation (4.11) as

m 
2m
3FH2 = 1   x1   Kx
2
1   x2   x3; (4.22)
where K  (1   42)=162. we can also be expressed in terms of the dynamical
parameters,
we =  
2
3
_ H
H2   1 (4.23)
=
42
3
+
(1   42)
3
x1 +

1  
42
3

Kx
2
1  
 
1   4
2
x2  

1  
42
3

x3;
(4.24)
so that critical points, where we is constant in time, are satised by x0
1 = x0
2 =
x0
3 = 0, where x0  dx=dlna = _ x=H.
The closed set of `autonomous phase plane' equations, x0
1, x0
2, and x0
3 in terms
of x1, x2, and x3 are obtained from the JF equations (4.11) - (4.14), and constraint
equation (4.22),
x
0
1 =  
x1
2
h
(3   4
2)   (3   4
2)x1   (3   4
2)Kx
2
1 + (3   12
2)x2
+ (3   4
2)x3
i
  4
2(1   x1   Kx
2
1 + 3x2 + x3); (4.25)
x
0
2 =
x1x3
m
+ x2
h 
3 + 4
2
+
 
2   4
2
x1 +
 
3   4
2
Kx
2
1
  3
 
1   4
2
x2  
 
3   4
2
x3
i
; (4.26)
x
0
3 =  
x1x3
m
+ x3
h 
3 + 4
2
+
 
1   4
2
x1 +
 
3   4
2
Kx
2
1
  3
 
1   4
2
x2  
 
3   4
2
x3
i
; (4.27)
where m is dened as
m 
dlnF
dln
=  x1

dlnx3
dlna
  3(1 + we)
 1
; (4.28)
and its explicit evolution depends on the choice of f().
1064.3.2 Einstein frame autonomous phase plane equations
We can dene analogous dimensionless dynamical variables, ~ x, ~ y and ~ z, to those
dened in section 4.3.1, which are simply related to the fractional energy densitites
of the scalar kinetic and potential energies in the EF,
~ x =

p
6 ~ H
d
d~ t
; ~ y =
2~ V1
3 ~ H2 ; ~ z =
2~ V2
3 ~ H2 ; (4.29)
where ~ V () = ~ V1() + ~ V2(),
~ V1()   
f
22F 2; ~ V2() 
F
22F 2: (4.30)
The specic form of the potentials ~ V1 and ~ V2 coming from the conformal transfor-
mation will depend on the form of f().
We can also dene an Einstein frame fractional energy density for matter, and
using (4.2) write it in terms of the Einstein frame dynamical variables,
~ 
m 
2~ m
3 ~ H2 = 1   (~ x
2 + ~ y + ~ z); (4.31)
where 0  ~ 
m  1:
On dierentiating the potentials ~ V1() and ~ V2() with respect to  and using
the scalar eld redenition equation (4.8) we get
~ V1; =  2
r
2
3


2~ V1 +
1
m
~ V2

; (4.32)
~ V2; = 2
r
2
3
 ~ V2

1
m
  1

: (4.33)
The EF equations (4.2)-(4.5), along with the constraint equation (4.31) can be
107used to write down the system of plane-autonomous equations,
d~ x
dln~ a
= (1   ~ x
2   ~ y   ~ z) + 2(2~ y + ~ z)  
3
2
~ x(1   ~ x
2 + ~ y + ~ z); (4.34)
d~ y
dln~ a
=  4~ x~ z

1
m

  8~ x~ y + 3~ y(1 + ~ x
2   ~ y   ~ z); (4.35)
d~ z
dln~ a
= 4~ x~ z

1
m
  1

+ 3~ z(1 + ~ x
2   ~ y   ~ z); (4.36)
where all information about the scalar eld redenition () is encoded in the
parameter m.
We can nd EF evolution where there is power law expansion of the form
~ a / ~ t~ p where ~ p is constant by solving d~ x=dln~ a = d~ y=dln~ a = d~ z=dln~ a = 0. As
discussed previously, if visible matter, and not only CDM, is non-minimally coupled
in the Einstein frame then Einstein frame is not the one in which cosmological
observations are usually expressed. However, as we discuss in the following section,
a mapping exists between the autonomous phase planes in each frame that implies
that solving one set of equations translates into the solutions of the other.
4.3.3 Mapping between the Einstein and Jordan frame
phase planes
There is a direct mapping between the JF and EF variables,
x1 =  
4~ x
1   2~ x
; ~ x =
1
2
x1
x1   2
; (4.37)
x2 =
~ y
(1   2~ x)2; ~ y =
4x2
(x1   2)2; (4.38)
x3 =
~ z
(1   2~ x)2; ~ z =
4x3
(x1   2)2; (4.39)
where
dln~ a
dlna
=
1
1   2~ x
=  
x1   2
2
: (4.40)
108Writing a point in the JF as x  (x1;x2;x3) and a point in the EF as ~ x 
(~ x; ~ y; ~ z), the transformation matrix T dened such that x = T ~ x, where x 
(x1;x2;x3) and ~ x  (~ x;~ y;~ z), is given by
T =
1
(1   2~ x)2
0
B B
B B
@
 4 0 0
4~ y
1 2~ x 1 0
4~ z
1 2~ x 0 1
1
C C
C C
A
; (4.41)
T
 1 =
1
(x1   2)2
0
B B
B B
@
  1
 0 0
 
8x2
(x1 2) 4 0
 
8x3
(x1 2) 0 4
1
C C
C C
A
: (4.42)
The transformation from the Jordan to Einstein frame is well dened as long
as x1 6= 2. Equation (4.37) shows that for x1 6= 2, if follows that (1 2~ x) 6= 0 and
the transformation from the Einstein to Jordan frame is non-singular. For theories
in which x1 = 2 occurs, this simply represents that the Einstein frame mapping is
ill-dened and the dynamical analysis should be undertaken in the Jordan frame.
4.3.4 Critical points and calculating their stability
The critical points (also called xed points) in the Jordan and Einstein frames,
xc  (x1c;x2c;x3c) and ~ xc  (~ xc; ~ yc; ~ zc) respectively, are the solutions of x0
1 = x0
2 =
x0
3 = 0 and d~ x=dln~ a = d~ y=dln~ a = d~ z=dln~ a = 0. These points may be stable,
saddle, or unstable solutions. In order to study the stability of the critical points
we expand about these points, x  xc + x and ~ x  ~ xc + ~ x and consider the
eigenvalues of the stability matrices M and ~ M dened by x
0  Mx, and
d~ x=dln~ a  ~ M~ x.
109For any point the matrices M and ~ M are related by
M =
dln~ a
dlna

T ~ MT
 1 +
d(T )
dln~ a
T
 1

: (4.43)
From (4.40), for well-dened transformations (x1 6= 2), at the critical points
d(T )=dln~ a = 0 so that we can relate M, ~ M and T ,
M =
1
1   2~ xc
Tc ~ MT
 1
c ; (4.44)
where Tc is the transformation matrix at the critical point.
Let the eigenvalues of M at some critical point be 1, 2 and 3. Then the
general solution for the evolution of linear perturbations in the JF will be of the
form,
x = c1e
1N + c2e
2N + c3e
3N; (4.45)
where c1, c2, and c3 are vectors of constants, and N = lna. We require the linear
perturbations to decay with time so that the critical point is stable. Cosmological
observations of the cosmic expansion, as measured by the CMB, supernovae, and
galaxy surveys are consistent with a monotonically increasing expansion history
such as in CDM. We therefore consider stability criteria as the Universe expands,
taking N positive, in which case stable xed points are characterized by negative
real parts of eigenvalues in the Jordan frame. If the Universe had been contracting
instead of expanding at any point of time, then corresponding xed points would
map to repellers instead of attractors.
If the eigenvalues of ~ M at some critical point (~ xc; ~ yc; ~ zc) are ~ 1, ~ 2 and ~ 3, then
the general solution for the evolution of linear perturbations in the EF will be of
the form,
~ x = ~ c1e
~ 1 ~ N +~ c2e
~ 2 ~ N +~ c3e
~ 3 ~ N; (4.46)
110where ~ c1, ~ c2, and ~ c3 are vectors of constants and ~ N = ln~ a. We require the linear
perturbations to decay with time so that the critical point is stable. Our time
variable in the EF, ~ N, may increase or decrease with the evolution of the Universe
since at a critical point, N = (1 2~ xc) ~ N and (1 2~ xc) could be positive or
negative. However the eigenvalues in the two frames at a critical point are related
by  = ~ =(1   2~ xc). The product of these two together hence guarantees that
stability in one frame implies stability in the other frame irrespective of the sign of
(1   2~ xc). The sign of the stable eigenvalue in the Einstein frame may therefore
be opposite to that in the Jordan frame.
The stability matrix in the Jordan frame, M, is given by:
M11 = 2
2(3   2x1c + 4Kx1c   3Kx
2
1c + 3x2c + x3c)
 
3
2
(1   2x1c   3Kx
2
1c + x2c + x3c); (4.47)
M12 =  12
2  
3
2
x1c + 6
2x1c; (4.48)
M13 =  4
2  
3
2
x1c + 2
2x1c; (4.49)
M21 =
x3c
m
+ (2   4
2)x2c + 2K(3   4
2)x1cx2c; (4.50)
M22 = 3 + 4
2 + (2   4
2)x1c +
mrr2x1c
m2 + (3   4
2)Kx
2
1c
 6(1   4
2)x2c   (3   4
2)x3c; (4.51)
M23 =
x1c
m
 
mrrx1c
m2   (3   4
2)x2c; (4.52)
M31 =
 x3c
m
+ (1   4
2)x3c + 2K(3   4
2)x1cx3c; (4.53)
M32 =
 mrr2x1c
m2   3(1   4
2)x3c; (4.54)
M33 = 3 + 4
2 + (1   4
2)x1c  
x1c
m
+
mrrx1c
m2 + (3   4
2)Kx
2
1c
 3(1   4
2)x2c   2(3   4
2)x3c; (4.55)
111where mr  dm=dr, and,
r   
F
f
=  
dlnf
dln
=
x3
x2
=
~ z
~ y
: (4.56)
The stability matrix in the Einstein frame, ~ M, is given by:
~ M11 =  2~ xc + 3~ x
2
c  
3
2
(1   ~ x
2
c + ~ yc + ~ zc); (4.57)
~ M12 = 3  
3
2
~ xc; (4.58)
~ M13 =   
3
2
~ xc; (4.59)
~ M21 =
 4~ zc
m
  8~ yc + 6~ xc~ yc; (4.60)
~ M22 =  8~ xc  
4mrr2~ xc
m2 + 3(1 + ~ x
2
c   ~ yc   ~ zc)   3~ yc; (4.61)
~ M23 =
 4~ xc
m
+
4mrr~ xc
m2   3~ yc; (4.62)
~ M31 = 6~ xc~ zc + 4~ zc

 1 +
1
m

; (4.63)
~ M32 =
4mrr2~ xc
m2   3~ zc; (4.64)
~ M33 = 4~ xc

 1 +
1
m

 
4mrr~ xc
m2   3~ zc + 3(1 + ~ x
2
c   ~ yc   ~ zc): (4.65)
4.4 Solving the autonomous phase plane equations
4.4.1 The critical points
The seven critical points, P1 P7, are given in Tables 4.1 and 4.2 in the Einstein
and Jordan frames respectively. Table 4.3 gives the Jordan frame fractional matter
density 
m and eective equation of state parameter we for each of the points,
which can be compared to observational constraints.
112Point ~ x ~ y ~ z
P1 0 -1 2
P2
2
3 0 0
P3 -1 0 0
P4
4
3
9 162
9 0
P5 3m
 4+2m
 82+m( 9+42)
42( 2+m)2
 (1+m)[ 82+m( 9+42)]
42( 2+m)2
P6
2( 1+m)
3m
42 82m+m2( 9+42)
9m3
 (1+m)[42 82m+m2( 9+42)]
9m3
P7 1 0 0
Table 4.1: Critical points of the dynamical attractors in the Einstein frame.
Critical points (P1   P7) of the dynamical attractors for a universal, general scalar
coupling,  in the Einstein frame in terms of dynamical variables (~ x; ~ y; ~ z).
We will nd that r and m, which we can treat as dynamical variables deter-
mined by the specic theory (the specic form of f()), are useful parameters to
characterize the properties and stability of the critical points.
Note that at the critical points, given that x0
1 = x0
2 = x0
3 = 0 and (4.56),
r
0 =  rx1

r + 1
m
+ 1

= 0; (4.66)
i.e. r is constant at the xed points.
At the points P5 and P6 when x1c 6= 0 and r 6= 0, m and r are related by
m =  (r + 1): (4.67)
113Point x1 x2 x3
P1 0 -1 2
P2
82
42 3 0 0
P3
4
2+1 0 0
P4
162
82 3
9 162
(3 82)2 0
P5 3m
1+m
 9m+42( 2+m)
162(1+m)2
9m 42( 2+m)
162(1+m)
P6
82(1 m)
3m+42(1 m)
 9m2+42( 1+m)2
m[3m 42( 1+m)]2
(1+m)[9m2 42( 1+m)2]
m[3m 42( 1+m)]2
P7
4
2 1 0 0
Table 4.2: Critical points of the dynamical attractors in the Jordan frame.
Critical points (P1   P7) of the dynamical attractors for a universal, general scalar
coupling,  in the Jordan frame in terms of dynamical variables (x1;x2;x3).
From (4.28) the value of m at these critical points is related to the equation of
state by
m =
x1c
3(1 + we)
: (4.68)
At P1, r =  2 irrespective of the value of  or the form of f(), however,
since we =  1, from (4.28), the coordinates are independent of the value of m.
Similarly at P4, r = 0 and since x3c = 0, from (4.28), again the coordinates are
independent of the value of m.
Finally, at points P2, P3 and P7, where x2c = x3c = 0, the coordinates
114Point 
m(JF) we(JF)
P1 0 -1
P2
9 42
(3 42)2
82
9 122
P3 0
3 2
3+6
P4 0
9 402
 9+242
P5
 9m2+42(2 3m+m2)
82(1+m)2
 m
1+m
P6 0
 82+202m+m2(9 122)
3m[ 42+m( 3+42)]
P7 0
3+2
3 6
Table 4.3: 
m and we at the Jordan frame critical points.
The fractional matter density 
m and eective equation of state we in the Jordan
frame (JF). For modied gravity theories, observational constraints derived from redshift
measurements are more directly applicable in the Jordan rather than Einstein frame, as
discussed in Sec. 4.2.3.
fx1;x2;x3g are not explicitly dependent on the specic values of r, m. How-
ever, as discussed in Sec. 4.4.3 the stability criteria/eigenvalues at these points are
dependent on r, m. Note that r remains well-dened as given in (4.56) despite x3
and x2, or ~ z and ~ y, asympotically tending to zero at a xed point.
It should be noted that a specic choice of f() may only be able to reach
a subset of xed points given in this general analysis. For example, consider a
scenario in which f() / n (n 6= 0), where n is constant, then r =  n at all
115times, even as  ! 0 as at P2, P3 and P7. This theory could reach P1 only if
n =  2, and P4 only if n = 0 (for which F() = 0 and would not give a well
dened action). Moreover, the consistency relation for P5 and P6 in (4.67) is
always satised since m = n   1 for this particular choice of f().
We briey summarize the properties of each xed point below. In each case 
m
and we are the Jordan frame quantities most easily compared with cosmological
observations, as discussed in Sec. 4.2.3.
Point P1: Since 
m = 0, and we =  1 the point P1 can only represent a de-Sitter
accelerated Universe.
Point P2: P2 is a generalization of the \ matter-dominated era" (MDE) attrac-
tor in f(R) theories in which the scale factor in the JF has wrong time evolution,
a / t1=2 [253]. However for general values of , we can be arbitrarily close to
zero and a good approximation to the standard MDE in which a / t2=3. P2 could
therefore act as an approximate CDM era which, for small , could be consistent
with cosmological observations. For jj >
p
3=2, P2 gives accelerated expansion.
Point P3: Since 
m = 0 at P3, it cannot represent a matter-dominated era (MDE).
P3 describes an accelerated Universe for  <  1=2.
Point P4: For P4 we again have 
m = 0, so it cannot represent a valid MDE. In Fig.
4.1 we show the variation of we with  for this point. P4 gives rise to acceleration
for  in the range  <  
p
3=8;  >
p
3=8, or jj <
p
3=4. Acceleration has
we <  1 for    3=4 and   3=4, and we >  1 for jj <
p
3=4. For  = 1=2,
we = 1=3, therefore P4 is not accelerated in f(R) theories and general values of
 thus open up avenues for new accelerated critical points.
116Figure 4.1: we as a function of  at the point P4.
Point P5: As m(P5) ! 0, 
m ! 1 and we ! 0 for all values of . Thus m(r =
 1) = 0 represents a standard MDE. In order for P5 to represent accelerated
expansion, m(P5) <  1 or m(P5) > 1=2.
Point P6: Since 
m = 0 for P6, it can not be used to represent a MDE. P6 gives
accelerated expansion for a wide range of fm;g. In the limit m(P6) ! 1
the point P6 tends to a de-Sitter point with we !  1. It is also de-Sitter for
m(P6) = 1, which is the same as the point P1. As m ! 1=(1 3=42) or m ! 0 ,
one would get acceleration with we !  1.
Point P7: Since 
m = 0, P7 cannot represent a MDE. For it to represent an
accelerated Universe one requires  > 1=2.
1174.4.2 Comparison with other dynamical analysis of f(R)
and coupled CDM theories
Before discussing the nature of the critical points in detail (which we do in the next
section) it is useful to make a connection between the solutions that we have found
and those that have been obtained in the literature, since our general analysis
maps to specic models that have been considered previously.
Solutions for f(R) models with  = 1=2 have been obtained in [116] in the
JF. We can map solutions discussed in [116] to subsets of solutions found here. A
summary of the relationship between solutions discussed here and those obtained
in non-minimally coupled dark matter and f(R) models is given in Table 4.4.
Point CDM coupling, b = 0, c = , [251] f(R) theories,  = 1=2, [116]
P1 - Point P1
P2 Point cM Point P2
P3 Point d Point P3
P4 - Point P4
P5 Point bM (for constant r and m) Point P5
P6 Point a (for constant r and m) Point P6
P7 Point e -
Table 4.4: Mapping solutions found here to those obtained in the literature.
Table showing how theories with purely CDM couplings in which the analysis is wholly
in the Einstein frame, and f(R) theories with  = 1=2, can be mapped to subsets of the
attractor behavior with a general coupling, .
Our Einstein frame analysis can be applied to CDM coupled dark energy mod-
els, with b = 0, c 6= 0, e.g. [251, 255, 256, 252]. Attractors in these theories
118have been considered with an exponential potential in the EF, ~ V () = Ae
p
2=3
[251, 252].
Only two critical points, which represent a subset of solutions of P5 and P6
with ~ V1 / ~ V2, depend on . For these points
m =  (1 + r) =
2
 + 2
: (4.69)
We consider in this work a purely scalar-tensor theory of gravity, with no
higher order gravity terms. Modied gravity theories including such terms have
been shown to be able to generate cosmic acceleration, for example Gauss-Bonnet
gravity f(G) where G  R2   4RR + RR (which is motivated by
eective low-energy actions in string theory) [117, 118, 119, 120, 121, 122, 123,
124, 125, 126]. Our analysis is not applicable to higher order gravity theories.
Dynamical analyses [121, 126] have been used to show, however, that f(G) models
are highly constrained by cosmological data.
4.4.3 Stability criteria for the dynamical attractors
We present here the stability criteria for each of the critical points discussed in
Sec. 4.4.1 and shown in Tables 4.1 and 4.2. A viable cosmology requires an
extended matter-dominated era (MDE) followed by late-time acceleration in the
Jordan frame. Therefore the MDE needs to be a saddle point and the acceleration
can be stable or saddle. The stability criteria presented here are for an expanding
Universe. In the case of contraction, stable attractors map to unstable repellers
and vice versa.
In Sec. 4.4.1 we discussed the dependency of the observables 
m and we on m
119and . At certain critical points, P1, P4 P6, r is a constant or equal to  (m+1),
while for the points, P2, P3 and P7, r is unconstrained. Here we nd that the
conditions for saddle matter domination and stable acceleration can be expressed
in terms of conditions on m, r, and the coupling,  for all points P1   P7.
m and r are considered variables determined by the specic theory, in terms
of which the stability of the critical points is described. We denote the value of m
at the critical point Pi by mi  m(Pi) and the derivative of mi with respect to r
at that point by mir  dm=dr(Pi). In this section we consider conditions to give
saddle MDE and stable acceleration in the Jordan frame. We then give conditions
on the specic evolutionary paths for m and r that yield viable cosmologies in Sec.
4.4.4, and discuss conditions for saddle acceleration in Sec. 4.4.5.
Point P1:
The eigenvalues for P1 are
 3;  
3
2

1
2
s
9 + 642

1  
1
m1

;
where m1 = m(r =  2). For the point to be stable we need the real parts of all
three eigenvalues to be negative (or zero). This amounts to 0 < m(r =  2)  1
irrespective of the value of . P1 is a saddle point otherwise.
Point P2:
The eigenvalues for P2 are
 
1
2
 
3
3   42;
1
m2
2(3   42)
"
9m2
2   42 fm2( 1 + 2m2) + m2rr(1 + r)g
42
q
m4
2 + 2m3
2 + m2
2 f1 + 2m2rr( 1 + r)g   2m2m2rr(1 + r) + m2
2rr2(1 + r)2
#
:
120As an illustrative example, if m2 is constant so that m2r = 0, the eigenvalues
reduce to
 
1
2
 
3
3   42; 3;
9m2 + 42(2   m2)
m2(3   42)
:
Since at least one eigenvalue is positive, P2 can either be a saddle point or unstable
and does not represent a stable acceleration point even though we <  1=3 for
jj >
p
3=2.
Point P3:
The eigenvalues for P3 are
3 + 2
1 + 2
;
2
m2
3(1 + 2)
"
  m3 + m3rr(1 + r) + 3m2
3(1 + )

q
m4
3 + 2m3
3 + m2
3 f1 + 2m3rr( 1 + r)g   2m3m3rr(1 + r) + m2
3rr2(1 + r)2
#
:
For example, if m3 is constant so that m3r = 0, the eigenvalues reduce to
3 + 2
1 + 2
;
6 + 8
1 + 2
;
6m3 + 4( 1 + m3)
m3(1 + 2)
:
In the range  3=4 <  <  1=2 the rst and second eigenvalues are negative, in
this constant m3 case. To get stable acceleration, one must nd corresponding
values of m3 so as to get the third eigenvalue negative or zero as well.
Point P4:
The eigenvalues for P4 are,
 3;  2  
3
3   82;
162(1 + m4)
m4(3   82)
; (4.70)
where m4 = m(r = 0). Accelerative expansion occurs for  <  
p
3=8;  >
p
3=8,
or jj <
p
3=4. The rst eigenvalue is negative, and the second one is negative
or equal to zero for    3=4;   3=4, or jj <
p
3=8. In the overlapping
121regions, i.e. when    3=4;   3=4; jj <
p
3=4 we have almost all conditions
for stable acceleration satised. We can then nd corresponding values of m4 so
that the third eigenvalue also becomes negative or zero. For jj <
p
3=4 and
 1  m(r = 0) < 0, P4 always represents a stable accelerated era with we >  1,
with no condition on m4r. The point P4 is therefore of interest and we discuss it
further in Secs. 4.4.4 and 4.4.5.
Point P5:
The general expression for the eigenvalues of P5 is non-trivial. The eigenvalues of
P5 in the limit of a matter dominated era (with jm5j  1) are approximately,
3(1 + m5r);  
3
4

s
 
42
m5
:
Models with m5 < 0 are not acceptable since the eigenvalues diverge as m5 !
0 , so the system would not remain at P5 for sucient time to give rise to a viable
CDM dominated era [116]. In order to get a valid saddle MDE as m5 ! 0+ we
need
m(r   1) > 0; mr(r   1) >  1; m(r =  1) = 0:
We nd that P5 is never stable in either of the two regions that give accelerated
expansion (m5 <  1 and m5 > 1=2), for values of  approximately in the range
jj  0:86. For  outside this range P5 can give rise to accelerated expansion,
however these values of  are generally disfavored by observations [251]. Hence P5
best describes a MDE.
Point P6:
122The eigenvalues for P6 are
 42 + 82m6 + m2
6(9   42)
m6[ 42 + m6( 3 + 42)]
;
 82 + 122m6 + m2
6(9   42)
m6[ 42 + m6( 3 + 42)]
;
82( 1 + m2
6)(1 + m6r)
m6[ 42 + m6( 3 + 42)]
: (4.71)
We note that there is a symmetry with respect to positive and negative values of
 since we and the eigenvalues are all functions of 2.
In order to characterize and study the properties of P6 in more detail, we limit
our analysis to  in the range jj  1=2, in which we nd that it is accelerated and
stable in ve distinct ranges. This choice of  is well-motivated, the value of  is
constrained by CMB observations with jj  0:1 in [251] and encompasses f(R)
theories with  = 1=2. Hence jj  1=2 represents a broad and interesting range
for viable scalar-tensor theories.
There are ve regions of stable acceleration in P6, labelled (A)-(E), which
depend on the magnitude of m at the xed point, m6, and the sign of the derivative
dm=dr at the xed point, written m6r.
[I] m6r >  1
(A) m6  min[ 1;2jj=(2jj  
p
3)]: we >  1,
(B) 42=(42   3) < m6 < 0: we   1,
(C) m6  1: we .  1,
[II] m6r <  1
(D) 2jj=(2jj +
p
3) < m6  1: we >  1,
(E)  1  m6 < 2jj=(2jj  
p
3): This point exists only for  in the range
jj <
p
3=4 for which we >  1.
123Region (E) does not exist for f(R) theories, so as with P4, general values of
 therefore open up avenues for new accelerative critical points. We discuss this
region further in Secs. 4.4.4 and 4.4.5.
Point P7:
The eigenvalues for P7 are
3   2
1   2
;
2
m2
7(1   2)
"
m7   m7rr(1 + r)   3m2
7( 1 + )

q
m4
7 + 2m3
7 + m2
7 f1 + 2m7rr( 1 + r)g   2m7m7rr(1 + r) + m2
7rr2(1 + r)2
#
:
For example, if m7 is constant so that m7r = 0, the eigenvalues reduce to
3   2
1   2
;
6   8
1   2
;
6m7 + 4(1   m7)
m7(1   2)
:
Stable acceleration is able to occur for the range 1=2 <  < 3=4, where the rst
and second eigenvalues are negative (in the constant m7 case), and a suitable value
of m7 can make the third eigenvalue also negative or zero.
4.4.4 Classication of F()R scalar-tensor theories
We classify general F()R scalar-tensor theories, with values of  in the range
jj  1=2, on the basis of trajectories of the m(r) line on the (r;m) plane since such
a trajectory completely species a theory's dynamical evolution as the Universe
expands. These trajectories depend on the functional form of F(), or from an
alternative perspective on the value of . We therefore consider conditions on
viable cosmologies as conditions on these trajectories.
 We assume that the function f is a C1 function (i.e. it is dierentiable
for all degrees of dierentiation). Also f and all of its derivatives are non-
124singular and single valued. For the conformal transformation and scalar eld
redenition to be valid we require that F() > 0. This implies that f() is
monotonically increasing and single valued for all . As such r() and m()
are also single valued. Therefore m(r) is single valued and we can consider
evolutionary trajectories in terms of the function m(r).
 As mentioned earlier, a viable cosmology requires an extended matter dom-
inated era followed by late-time acceleration. The matter dominated era
therefore needs to be a saddle point. From our detailed analysis in Sec. 4.4.3
we nd that only the point P5 with m5(r =  1) ! 0+ can be used as a
standard saddle matter dominated point with 
m = 1, we = 0 and a / t2=3.
This point is denoted as P5(0) .
 The accelerated expansion needs to be a stable or saddle point. Valid accel-
eration points (for jj  1=2) are P1, P4, and P6. Transitions from P5(0)
to P1 and regions (A)-(D) of P6 are qualitatively similar to those in f(R)
theories [116]. The point P4 and the region (E) of point P6, however, are
not present in f(R) models; we therefore discuss their properties in detail
below. Interestingly, both of these exist as stable accelerated epochs only for
jj <
p
3=4 and have very similar properties.
 The points P5 and P6 lie on the critical line, m =  r   1. Valid m(r)
trajectories should not enter a critical point from a forbidden direction. For
the point P5(0) to exist we require m5r >  1. We can therefore mark forbid-
den direction regions on the critical line around the point P5(0). Forbidden
direction regions also exist around P6, with transitions to regions (A), (B),
and (C) of point P6 requiring that m6r >  1, and m6r <  1 for transitions
to regions (D) and (E). The point P4, by contrast, has no such forbidden
direction regions around it.
125The characteristics of the ve general classes of scalar-tensor theory trajectories
that give stable acceleration are summarized below:
(I) The m(r) curve does not connect the standard matter dominated point to the
accelerated attractor solutions. Models of this class either bypass the matter
era and directly fall onto an accelerated attractor or go through a MDE.
For general values of , however, we for the point P2 can be arbitrarily close
to zero and give a standard MDE instead of a MDE.
(II) The m(r) curve connects the standard matter era P5(0) to P1 or asymptot-
ically (r ! 1) to P6, giving a stable accelerated de-Sitter expansion.
(III) The m(r) curve intersects the critical line in the region (B) of point P6.
These models have very short matter dominated phases which would not
allow sucient time for structure formation. The resulting acceleration after
matter domination has we   1.
(IV) The m(r) curve connects the standard matter era P5(0) to the region (D) of
P6 which has acceleration with we >  1.
(V) Models of this class connect the standard MDE P5(0) to the point P4 in
 1  m(r = 0) < 0, or to region (E) of P6. These models exist only for
jj <
p
3=4, hence P4 and region (E) of P6 are not accelerated for f(R)
theories. The nal acceleration has we >  1.
Classes I-IV are qualitatively similar to those in f(R) theories. Class V is not
open to f(R) theories and we discuss this class here in more detail.
Class V covers the transition between points P5(0) and P4 or region (E) of P6.
As shown in Sec. 4.4.3 the point P4 and region (E) of P6 represent accelerated
126epochs with we >  1 for jj <
p
3=4. P4 is stable for  1  m(r = 0) < 0
irrespective of the value of m4r, and region (E) of P6 (which has  1  m6 <
2jj=(2jj  
p
3)) is stable for m6r <  1. If we can nd a function f() which
takes us from P5(0) to either of these points then this would represent a valid
trajectory for cosmic evolution.
In Fig. 4.2 we show possible trajectories on the (r;m) plane for a class V model.
Consider the case when P5(0) is connected to P4 by a straight line. We require
the slope of this line to be between 0 and  1 so that it can intersect the m-axis
between 0 and  1. The resulting equation for the m(r) curve that we are looking
for is
m =  
1
n
(1 + r); (4.72)
where n > 1. Combining (4.72) with (4.17), (4.28) and (4.56), the resulting second-
order dierential equation in f() gives solutions for class V models of the form
f() = a(
n 1
n + b)
n
n 1; (4.73)
where a and b are constants, and a > 0. This gives,
r =  

 + b1=n: (4.74)
In order to have the correct sequence of matter domination and acceleration we
need r to be increasing with time, i.e. dr=da > 0. Using _  < 0 and _ a > 0 this
corresponds to b > 0 (here dots denote derivatives with physical time in the JF). In
f(R) theories, _  < 0 represents a curvature, R, that decreases with time consistent
with observations.
The above form of f() can be used to calculate the mass of the scalar eld 
in these scalar-tensor theories [264],
m
2
 = ~ V;j=0 =
42
3

d
dF
+    4f()

: (4.75)
127Figure 4.2: Class V models of scalar-tensor theories on the (r;m) plane.
The solid line with a slope of  1 is the critical line m =  r 1 and the dashed curves are
possible trajectories for a class V model. The point P5(0) ( 1;0) is the starting saddle
matter dominated point, with the triangles around it representing the forbidden direction
regions. The m(r) curve for a class V model intersects either the m-axis between 0 and
 1 corresponding to the point P4, or the critical line in region (E) of point P6, to get
a stable accelerated epoch.
For large values of , b > 0 corresponds to m2
 < 0. Thus this simple f() leads
to scalar elds with imaginary mass. If we have some general curve joining P5(0)
and P4 we can break it up into an innite number of straight lines with at least
some being of the form of the above f() (with slope between  1 and 0) and again
argue that it would lead to an imaginary mass for the scalar eld. A transition
from P5(0) to region (E) of P6 will similarly need an imaginary mass scalar eld
because this transition also goes in the direction of increasing r with a negative
value of m. Hence class V has a matter dominated era followed by an accelerated
epoch with we >  1, but relates to theories with imaginary scalar eld masses in
the Einstein frame. In the specc case of f(R) models this translates to imaginary
mass scalar elds arising when fRR < 0 - see [266, 267] for details.
1284.4.5 Criteria for viable models with saddle acceleration
Till now we have only studied viable cosmologies which go from a saddle matter
dominated era to a stable accelerated Universe. Even though we know that dark
energy is the dominant component today we can not be sure of what the future
holds. Therefore it may be possible that acceleration is not a permanent feature
of our Universe [268].
We rst consider acceleration that is stable on the subspace ~ z = r~ y, on which
saddle point CDM attractors are stable, where r (and hence m) is constant. The
evolution equations written earlier reduce to
~ x
0 = [1   ~ x
2   (1 + r)~ y] + 2(2 + r)~ y  
3
2
~ x[1   ~ x
2 + (1 + r)~ y]; (4.76)
~ y
0 =  4r~ x~ y

1
m

  8~ x~ y + 3~ y[1 + ~ x
2   (1 + r)~ y]; (4.77)
where r =  (1 + m). The solutions of these evolution equations are the points
P2, P3, P5, P6, and P7. Since m is now constant, the points P1 and P4 are just
special cases of P6 with m = 1.
For jj  1=2 we see that the only points that can be accelerated are P5 and
P6. It can be shown that P5 is not stable (even on the subspace ~ z = r~ y) in the
regions that it is accelerated. The point P6

2( 1+m)
3m ;
42 82m+m2( 9+42)
9m3

has

m = 0, an eective equation of state,
 82 + 202m + m2(9   122)
3m[ 42 + m( 3 + 42)]
; (4.78)
and its eigenvalues are given by the rst two in (4.71),
 42 + 82m6 + m2
6(9   42)
m6[ 42 + m6( 3 + 42)]
;
 82 + 122m6 + m2
6(9   42)
m6[ 42 + m6( 3 + 42)]
: (4.79)
P6 is accelerated (we <  1=3) and stable on the subspace ~ z = r~ y in the following
three regions:
129(A) m6 < 2jj=(2jj  
p
3): we >  1,
(B) 42=(42   3) < m6 < 0: we   1,
(C) m6 > 2jj=(2jj +
p
3): we >  1 for m6 < 1, and we .  1 for m6  1.
Note that there is no condition on m6r, therefore there is no forbidden direction
region around P6. The rst graph in Fig. 4.3 shows a possible trajectory of the
m(r) curve, connecting P5(0) to either of the regions (A) and (C). We can also
connect to the region (B) of P6. It is likely that all scalar-tensor theories which
connect to the regions (A) and (B) are tachyonic because of reasons discussed
earlier (since they have negative values of m and are moving in the direction of
increasing r). This only leaves region (C) to be a viable cosmology. Theories which
connect P5(0) to region (C) of P6 are therefore possible models for the evolution of
the Universe from a saddle matter dominated era to a saddle accelerated expansion.
On a general subspace (away from ~ z = r~ y) the point P4 admits acceleration
for jj <
p
3=4, not compatible with f(R) theories, that gives rise to a second
saddle acceleration attractor. If we consider positive values of m(r = 0) then we
see that the third eigenvalue in (4.70) is positive but the rst two are still negative.
Thus P4 with m(r = 0) > 0 represents saddle acceleration on such a subspace, for
jj <
p
3=4. The second graph in Fig. 4.3 shows a possible trajectory from the
matter dominated point P5(0) to the saddle acceleration point P4.
4.5 Conclusions
In this chapter we have established the dynamical attractor behavior in scalar-
tensor theories of dark energy, presenting a complete, consistent picture of evolu-
130Figure 4.3: Scalar-tensor theories which lead to a saddle accelerated expan-
sion of the Universe.
The solid line with a slope of  1 is the critical line m =  r 1 and the dashed curves are
possible trajectories for a scalar-tensor theory. The point P5(0) ( 1;0) is the starting
saddle matter dominated point, with the triangles around it representing the forbidden
direction regions. In the rst graph the m(r) curve connects the matter dominated point
to one of the three accelerated regions (A, B or C) of the point P6. The accelerated
expansion is stable on the subspace ~ z = r~ y. In the second graph the m(r) curve connects
the matter dominated point to the point P4 on m(r = 0) > 0 which gives a period of,
potentially transient, acceleration.
tion in both the Einstein and Jordan frames. We discuss critical points for the
dynamical evolution and show how in the two frames the stability matrices for
these points are related by a similarity transformation.
We carry out a general analysis for values of the coupling  in jj  1=2, and
nd that there are ve classes of evolutionary behavior, of which four classes are
qualitatively similar to those for f(R) gravity. The fth class only exists for values
of  in the range jj <
p
3=4, i.e. it is not present in f(R) gravity. This class
of models has a standard matter dominated phase followed by acceleration with
we >  1, but for stable acceleration always seems to have tachyonic scalar elds.
131We then relax the condition of a stable accelerated Universe and study transi-
tions from the allowed MDE to a saddle accelerated Universe, again for jj  1=2.
We nd that on the subspace ~ z = r~ y (r = constant), which contains the suitable
MDE, the point P6 is accelerated and gives evolution without tachyonic scalar
elds if m6 > 2jj=(2jj +
p
3). This class of behavior is qualitatively true also
for f(R) theories ( = 1=2). In addition there is a possibility of going from the
MDE to the saddle non-phantom acceleration point P4, only open to jj <
p
3=4.
Therefore if we allow the current accelerated expansion of the Universe to be tem-
porary then there are a much broader variety of f(R) and F()R theories that are
dynamically valid.
Our results open up interesting questions about broader dark energy theories.
In particular, in this chapter we have studied a particular form of the potential in
the EF given by equation (4.18) appropriate for a wide class of theories, including
f(R) theories, in which the Jordan frame action has no scalar potential. It will be
interesting to see the implications of using a more general form of the potential.
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CASCADING COSMOLOGY
(Based on work with Rachel Bean, Justin Khoury, and Mark Trodden [160])
In this chapter we develop a fully covariant, well-posed 5D eective action for
the 6D cascading gravity braneworld model, and use this to study cosmological
solutions. We compute appropriate boundary terms to supplement the 5D action,
and hence derive fully covariant junction conditions and the 5D Einstein eld
equations. Using these, we derive the cosmological evolution induced on a 3-brane
moving in a static bulk. Although the cascading model can generate an accelerating
solution, the solution hits a critical singularity at late times. Our results open up
the interesting possibility that a more general treatment of degravitation in a time-
dependent bulk, or taking into account nite brane-thickness eects, may lead to
an accelerating Universe without a cosmological constant.
5.1 Introduction
A fundamental conundrum exists as to whether the accelerated expansion of the
Universe is due to a new form of energy or novel gravitational physics revealing
itself at ultralarge scales, extremely low spatial curvatures, and low cosmological
densities. Along with studies of dierent forms of dark energy and modications to
gravity, considerable attention has been paid to braneworld scenarios, in which our
4D world is considered to be a surface (a brane) embedded in a higher-dimensional
spacetime (the bulk) | standard model particles are conned to the 4D brane,
while gravity is free to explore the bulk. A well-studied example of such a theory
is the Dvali-Gabadadze-Porrati (DGP) model [144], in which our observed 4D
Universe is embedded in an innite fth dimension. In this picture, the higher-
133dimensional nature of gravity aects the 4D brane through deviations from general
relativity on horizon scales, r  cH
 1
0 (where c is the speed of light and H0 is the
Hubble constant), that may give rise to the observed accelerated expansion.
In the DGP model, integrating out the bulk degrees of freedom yields an ef-
fective action for the 4D elds containing, besides the graviton, an extra scalar
degree of freedom, , called the brane-bending mode [269, 149, 270]. The  eld
contributes to the extrinsic curvature of the boundary and interacts strongly at the
energy scale 5 = M2
5=M4, where M5 and M4 are the 5D and 4D Planck masses,
respectively. In analogy with massive gravity [271], there exists a decoupling limit
in which the strong interaction scale 5 is held xed while M4; M5 ! 1. All
other degrees of freedom (including the graviton and a vector N) decouple in this
limit. This implies that the dynamics of the scalar eld  can completely describe
all interesting features of the DGP model, including the Vainshtein screening ef-
fect [270] and the self-accelerated cosmological solution [272]. It has now been
established that the branch of solutions that include self-acceleration suers from
ghostlike instabilities [149, 150, 151, 152, 153, 154]. On the observational front,
DGP cosmology is statistically disfavored in comparison to CDM [145, 146, 147]
and is signicantly discordant with constraints on the curvature of the Universe
[148].
Recently, a phenomenological approach to the cosmological constant problem
| degravitation [158, 157, 159] | has been developed. In degravitation it is
postulated that the cosmological constant is indeed responsible for dark energy.
The cosmological constant problem, that the observed value is at least 120 orders
of magnitude smaller than vacuum energy density predicted theoretically, is solved
not by making the vacuum energy density small, but instead, by having a large
134cosmological constant whose gravitational eect is suppressed by making gravity
extremely weak on large scales. The DGP model should, in principle, provide a
more fundamental implementation of degravitation. However, the weakening of
gravity observed in DGP is insucient to account for the disparity between the
expected and observed values of the cosmological constant. This fact, in addition
to the above mentioned problems of the DGP model, have led to the idea of
cascading DGP [155, 156, 273, 274, 275] | a higher-dimensional generalization of
the DGP idea, which is free of divergent propagators and ghost instabilities. In
this model one embeds a succession of higher-codimension branes into each other,
with energy-momentum conned to the 4D brane and gravity living in higher-
dimensional space. (See [276] for a related framework.)
The implementation of degravitation within the cascading gravity idea provides
an intriguing new theoretical avenue for solving the problem of dark energy. How-
ever an important litmus test is whether such models can reproduce a successful
cosmological evolution. Studies thus far in this direction have assumed an eective
4D cosmology for degravitation by generalizing that for DGP [277, 278]. However,
to perform a more complete study of cosmology on the brane, it is necessary to
integrate out the sixth and fth dimensions to obtain a 4D eective theory.
In this chapter we start from the action for cascading gravity in six dimensions
and obtain an eective linearized 5D action in the decoupling limit. This gives rise
to an extra brane-bending scalar degree of freedom (the  eld) in the 5D action.
As a proxy for the complete 6D cascading set-up, we propose a 5D nonlinear
and covariant completion of the quadratic action. A similar strategy was used
in [279], where an analogous 4D covariant action was shown to reproduce much
of the phenomenology of the full DGP model. In our case, the resulting action
135is a 5D scalar-tensor theory, describing 5D gravity and a scalar , coupled to
a 4D brane. Because of its scalar-tensor nature, the standard Israel junction
conditions must be revisited. We derive the appropriate junction conditions across
the 4D brane using two dierent techniques. These can then be used in conjunction
with the bulk equations to study cosmology on the brane. For concreteness, we
consider the cosmology induced on a moving brane in a static bulk geometry. We
nd analytical solutions in the strong- and weak-coupling regimes for the  eld,
and numerically integrate the full equations of motion. Thanks to the Vainshtein
screening mechanism, the resulting 4D cosmology is consistent with standard big
bang expansion history at early times, but deviates from CDM at late times. We
nd that  contributes to cosmic acceleration at late times, but a singularity in
the brane embedding prevents  from accounting for all of dark energy.
In Sec. 5.2 we outline the 6D cascading gravity model we consider, and propose
an eective, covariant 5D action with a strongly interacting  eld that encodes
the 6D physics. In Sec. 5.3 we derive the appropriate boundary terms necessary
in order for our action to have a well-dened variational principle. The resulting
bulk equations of motion and brane junction conditions are computed in Sec. 5.4.
We then turn in Sec. 5.5 to the search for cosmological solutions on the brane, by
considering its motion in a static bulk. Finally, we draw together our ndings and
discuss implications in Sec. 5.6.
As supplemetary material to this chapter, we also show a complete derivation of
the junction conditions across the 4D brane in Appendix C, using both techniques
discussed in this chapter.
A comment on our notation: we denote coordinates in the full 6D spacetime
by x0;x1;x2;x3;x5;x6. Indices M;N;::: run over 0;1;2;3;5 (i.e. the 4 + 1D coor-
136dinates), indices ;;::: run over 0;1;2;3 (i.e. the 3+1D coordinates), and indices
i;j;::: run over 1;2;3 (i.e. the 3D spatial coordinates). We further denote the fth
and sixth dimensional coordinates by y = x5 and z = x6, where convenient.
5.2 A proxy theory for cascading gravity
The DGP model consists of a 3-brane embedded in a at, empty 4 + 1D bulk.
Despite the fact that the extra dimension is innite in extent, the inverse-square
law is nevertheless recovered at short distances on the brane due to an intrinsic,
4D Einstein-Hilbert term in the action
SDGP =
Z
bulk
d
5x
p
 g5
M3
5
2
R5 +
Z
brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

: (5.1)
The Newtonian potential on the brane scales as 1=r at short distances, as in 4D
gravity, and asymptotes to 1=r2 at large distances, characteristic of 5D gravity.
The crossover scale m
 1
5 between these two behaviors is set by the bulk and brane
Planck masses via
m5 =
M3
5
M2
4
: (5.2)
From the point of view of a brane observer, this force law arises from the exchange
of a continuum of massive gravitons, with m5 setting an eective mass scale for
gravity on the brane. The DGP model is therefore a close phenomenological cousin
of Fierz-Pauli massive gravity. In particular, brane gravitons form massive spin-2
representations with ve helicity states, with the helicity-0 mode having a small
strong-coupling scale,
5 = (m
2
5M4)
1=3 : (5.3)
There are many reasons to consider extending this scenario to higher dimen-
sions:
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on the DGP model [145, 146, 147]. In higher dimensions, however, the mod-
ications to the Friedmann equation are expected to be milder, which traces
back to the fact that the 4D graviton mass term is a more slowly varying
function of momentum. The resulting cosmology is therefore closer to the
CDM expansion history, thereby allowing a wider range of parameters.
(B) Another motivation, as we have already mentioned, is the degravitation idea
[157, 159] for addressing the cosmological constant problem; namely, that
gravity acts as a high-pass lter that suppresses the contribution of vacuum
energy to the gravitational eld. Although the infrared weakening of gravity
displayed in the DGP force law is suggestive of a high-pass lter, in practice
this weakening is too shallow to \lter out" vacuum energy. However, the
situation is more hopeful in D > 5 dimensions, where the force law on the
brane falls more steeply as 1=rD 2 at large distances [159].
While seemingly a straightforward task, generalizing the DGP scenario to
higher dimensions has proven challenging. To begin with, the simplest construc-
tions are plagued with ghost instabilities around at space [280, 281]. Another
technical hurdle is the fact that the 4D propagator is divergent and requires careful
regularization [282, 283]. Finally, for a static bulk, the geometry for codimension
N > 2 has a naked singularity at a nite distance away from the brane, for an
arbitrarily small tension [158].
It was recently shown that these pathologies are absent if the 3-brane is embed-
ded in a succession of higher-dimensional DGP branes, each with its own Einstein-
Hilbert term. In the 5 + 1D case, for instance, the 3-brane lies on a 4-brane, with
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Scascade =
Z
bulk
d
6x
p
 g6
M4
6
2
R6 +
Z
4 brane
d
5x
p
 g5
M3
5
2
R5
+
Z
3 brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

: (5.4)
As a result, the force law on the 3-brane \cascades" from 1=r2 to 1=r3 to 1=r4
as one moves increasingly far from a source, with the 4D ! 5D and 5D ! 6D
crossover scales given, respectively, by m
 1
5 and m
 1
6 , with
m6 =
M4
6
M3
5
: (5.5)
This cascading gravity setup is free of the aforementioned pathologies: the theory is
perturbatively stable provided that the 3-brane is endowed with a suciently large
tension [155, 156]; the 5D Einstein-Hilbert term acts as a regulator for the induced
propagator on the 3-brane; and, as has been shown explicitly for D = 6; 7, adding
tension on the 3-brane results in a completely smooth bulk geometry (except of
course for the delta-function singularities at the brane locations) and leaves the
3-brane geometry at, at least for suciently small tension [273].
The next question is, of course, whether the resulting cosmology is consistent
with current observations and, more interestingly, whether it oers distinguishing
signatures from CDM cosmology. Unfortunately, nding analytical solutions is a
hopeless task, even in the simplest 6D case, as the bulk metric is generally expected
to depend on all extra-dimensional coordinates plus time [284].
In this chapter, we instead study a 5D \proxy" braneworld theory for 6D
cascading gravity, consisting of a scalar-tensor theory of gravity in the 5D bulk.
This is obtained by generalizing the well-known decoupling limit of standard DGP
[269] to the cascading case. The limit we propose is M5; M6 ! 1, with the
139strong-coupling scale
6 = (m
4
6M
3
5)
1=7 (5.6)
kept xed. In this limit, the action (6.3) may be expanded around at space,
and reduces to a local theory on the 4-brane, describing 5D weak-eld metric
perturbations hMN and an interacting scalar eld . The latter is the helicity-
0 mode of massive gravity on the 4-brane, and has a geometrical interpretation
as measuring the extrinsic curvature of the 4-brane in the 6D spacetime. The
resulting action is [155]
Sdecouple =
M3
5
2
Z
bulk
d
5x

 
1
2
h
MN(Eh)MN + 
MN(Eh)MN  
27
16m2
6
(@)
25

+
Z
brane
d
4x

 
M2
4
4
h
(Eh) +
1
2
h
T

; (5.7)
where
(Eh)MN =  
1
2
(5hMN   MN5h   @M@
KhKN
  @N@
KhMK + MN@
K@
LhKL + @M@Nh) (5.8)
is the linearized Einstein tensor in ve dimensions, and (Eh) that in four di-
mensions. To see that only these terms survive in the decoupling limit, introduce
canonically normalized variables c = M
3=2
5  and hc
MN = M
3=2
5 hMN, which have
the correct mass dimension for scalar elds in 4 + 1 dimensions. The quadratic
terms in (5.7) become independent of M5 under this eld redenition, whereas
the cubic term reduces to (@c)25c=
7=2
6 . All other interactions in (6.3) are
suppressed by powers of 1=M5, 1=M6 and therefore drop out in the decoupling
limit.
In using (5.7) as our starting point, we are motivated by the fact that nearly
all of the interesting features of DGP gravity are due to the helicity-0 mode 
and can be understood at the level of the decoupling theory [149, 279]. Of course,
140as it stands (5.7) is restricted to weak-eld gravity and is therefore of limited
use for cosmological solutions. As our proxy braneworld scenario, we propose
to complete (5.7) into a covariant, nonlinear theory of gravity in ve dimensions
coupled to a 3-brane. By construction, the weak-eld limit of our theory will
coincide with (5.7). A similar approach was followed in [279] to mimic the 5D DGP
scenario with a proxy eective theory in four dimensions. Despite being a local
theory in 3 + 1 dimensions, the resulting cosmology was found to be remarkably
similar to that of the full 4 + 1D DGP framework, both in its expansion history
and evolution of density perturbations.
Generalizing the strategy of [279] to the cascading gravity framework, we are
led to propose the following nonlinear completion of (5.7):
S =
M3
5
2
Z
bulk
d
5x
p
 g5

e
 3=2R5  
27
16m2
6
(@)
25

+
Z
brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

: (5.9)
It is straightforward to check that this theory indeed reduces to (5.7) in the weak-
eld limit, and therefore agrees with cascading gravity to leading order in 1=M5.
(This is most easily seen by working again with the rescaled variables c and hc
MN.)
The proposed 5D completion is by no means unique, since one could consider a
host of M5-suppressed operators which would disappear in the weak-eld limit.
Our hope is that the salient features of cascading cosmology are captured by our
5D eective theory, and that the resulting predictions are at least qualitatively
robust to generalizations of (5.9).
The eective action (5.9) must be supplemented with suitable boundary terms
in order to yield a well-dened variational principle. Other than a Gibbons-
Hawking-York-like term, the form of the cubic term in  clearly necessitates its
own boundary contribution. In the next section, we derive these boundary terms,
141which will be essential in deriving the junction conditions.
5.3 Boundary terms in the 5D eective theory
Because of the form of the cubic term, varying (5.9) with respect to  yields con-
tributions on the 3-brane of the form  (@)2Ln, where Ln is the Lie derivative
with respect to the normal. Such terms cannot be set to zero by the usual Dirich-
let boundary condition,  = 0, and must therefore be canceled by appropriate
boundary terms in order that the action be truly stationary and the variational
principle be well-posed. Gravity also requires its own boundary contribution, which
is a generalization of the well-known Gibbons-Hawking-York term [285, 286]. (We
should, of course, also include boundary terms at innity, but we will ignore these
since they do not play any role in the junction conditions.)
To derive the boundary terms, it is convenient to work in the Arnowitt-Deser-
Misner (ADM) coordinates [287], with y playing the role of a \time" variable,
ds
2
(5) = N
2dy
2 + q(dx
 + N
dy)(dx
 + N
dy); (5.10)
where N and N are the lapse function and the shift vector, respectively. In the
\half-picture", the bulk extends from y = 0 to 1, and the 3-brane is located at
y = 0, with normal vector nM = (0;0;0;0;N).
In ADM coordinates, the 5D Einstein-Hilbert term takes the form
Sgravity =
M3
5
2
Z
y0
d
4xdy
p
 qNe
 3=2
h
R4 + K
2   KK

+ 2rM
 
n
NrNn
M   n
MK
i
; (5.11)
142where K is the extrinsic curvature tensor
K 
1
2
Lnq =
1
2N
(@yq   DN   DN): (5.12)
Here D is the covariant derivative with respect to the 4D induced metric q.
Unlike standard gravity, the rM
 
nNrNnM   nMK

term in (5.11) is not a total
derivative and must be treated with care. Integrating by parts gives
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and the last term must therefore be canceled with a Gibbons-Hawking-York (GHY)
boundary term
SGHY =  M
3
5
Z
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d
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p
 qe
 3=2K : (5.14)
Similar considerations for the  sector lead us to require adding the boundary
term
S =  
27
32
M3
5
m2
6
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3
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where
Ln = N
 1(@y   N
@) : (5.16)
Note that in the at space limit this agrees with the  boundary term obtained in
[288] in the decoupled theory.
Including (5.14) and (5.15), the full 5D action is therefore
S =
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143Although we obtained the boundary terms using the ADM formalism, the result
is fully covariant and hence holds in any coordinate system. In particular, given
the unit normal vector to the brane nM in a general coordinate system, the Lie
derivative is given by Ln = nM@M, and the induced metric by qMN = gMN  
nMnN. One can check that varying this action with respect to the metric and 
does not yield any normal derivative terms of the form Lnq and Ln on the
boundary.
5.4 Covariant equations of motion on and o the brane
Our goal now is to derive the bulk equations of motion and brane junction condi-
tions that result from (5.17). (See [289, 290, 291, 292] for earlier work on junction
conditions in scalar-tensor braneworld scenarios.) Starting with the bulk, vary-
ing (5.17) with respect to the metric yields the Einstein equations
e
 3=2GMN =  
27
16m2
6

@(M(@)
2@N)  
1
2
gMN@
K(@)
2@K   @M@N5

 (gMN5   rMrN)e
 3=2; (5.18)
where GMN is the 5D Einstein tensor. The second line is typical of scalar-tensor
theories and arises from the nonminimal coupling of  to gravity. Varying with
respect to , meanwhile, gives
(5)
2   (rM@N)
2   R
MN@M@N =
4
9
m
2
6e
 3=2R5; (5.19)
where RMN is the 5D Ricci tensor and R5 is the Ricci scalar. Remarkably, even
though the cubic  interaction in (5.17) has four derivatives, all higher-derivative
terms cancel in the variation, yielding a second-order equation of motion for .
This is a nontrivial and important property of the DGP  Lagrangian [149]. In
144the decoupling limit of Fierz-Pauli massive gravity, by contrast, the  Lagrangian
takes an analogous form, but its equation of motion is higher order | there is a
ghost mode propagating at the nonlinear level [293, 294, 295, 159]. See [296, 297]
for an interesting recent proposal of a nonlinear completion of Fierz-Pauli gravity
that seemingly avoids these pitfalls.
Next we obtain the junction conditions at the brane position by setting to zero
the boundary contributions to the variation of (5.17). Assuming a Z2 symmetry,
variation with respect to the metric yields the Israel junction condition
2M
3
5e
 3=2

Kq   K  
3
2
qLn

=
27
8
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5
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6

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1
3
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   M
2
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(4)
 ; (5.20)
where
T
(4)
   
2
p
 q
(
p
 qLmatter)
q (5.21)
is the matter stress-energy tensor on the brane, and G
(4)
 is the Einstein tensor
derived from the induced metric q. Similarly, varying (5.17) with respect to the
scalar, we obtain after some algebra the boundary condition for  on the brane:
e
 3=2K +
9
8m2
6

K@
@
 + 2Ln4 + K(Ln)
2

= 0: (5.22)
Equations (5.20) and (5.22) are not independent, of course; the divergence of (5.20)
can be shown to be proportional to (5.22) after using the bulk momentum con-
straint equation. As a nontrivial check on our junction conditions, we have evalu-
ated (5.20), (5.22) in a gauge in which the brane is at xed position (y = 0) and
the bulk metric is time-dependent, and have shown that the result agrees with
the boundary conditions obtained by integrating the bulk equations (5.18){(5.19)
across the delta-function sources at y = 0 (see Appendix C).
1455.5 The cosmological evolution on the brane
The study of braneworld cosmology requires us to use our equations of motion to
obtain a Friedmann equation on the brane, assuming homogeneity and isotropy
along the 3+1 world-volume dimensions. The junction conditions (5.20) and (5.22)
do not form a closed system of equations for q, hence deriving an induced Fried-
mann equation requires knowledge of the bulk geometry [284].
Because of the bulk scalar eld, there is no Birkho's theorem to ensure that
the bulk solutions are necessarily static under the assumption of homogeneity and
isotropy on the brane | the most general bulk geometry depends on both the
extra-dimensional coordinate and time. For concreteness, however, we focus here
on a static warped geometry with Poincar e-invariant slices,
ds
2
bulk = a
2(y)( d
2 + d~ x
2) + dy
2 : (5.23)
While admittedly restrictive, we view this ansatz as a tractable rst step in ex-
ploring cascading cosmology. And, as we will see, the resulting phenomenology is
already surprisingly rich.
The brane motion is governed by two functions, y(t) and (t), describing the
embedding, where t is proper time on the brane. The induced metric is of the
Friedmann-Robertson-Walker (FRW) form, with spatially at (k = 0) constant-
time hypersurfaces,
ds
2
brane =  dt
2 + a
2(y)d~ x
2 ; (5.24)
where, by virtue of t being the proper time,

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d
2
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2  

dy
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2
: (5.25)
146Given a solution a(y) to the bulk equations (5.18){(5.19), the covariant junction
conditions (5.20) and (5.22) allow us to solve for the embedding (y(t);(t)), and
hence the cosmology induced by brane motion through the warped bulk.
5.5.1 A dynamic brane in a static background
With the static ansatz (5.23), the bulk equations (5.18){(5.19) take on a form rem-
iniscent of cosmological equations, with a(y) acting as a scale factor as a function
of time y. In particular, the (5;5) component yields a Friedmann-like equation

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whereas the (;) components yield
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Meanwhile, the equation of motion for  can be written as
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As usual, the Bianchi identity guarantees that only two of these equations are inde-
pendent. Finding exact solutions to these equations requires a numerical approach,
which we will perform in Sec. 5.5.4. To oer analytical guidance, however, we seek
approximate solutions to (5.26){(5.28) in the so-called strong- (Sec. 5.5.2) and
weak-coupling (Sec. 5.5.3) regimes in which the nonlinear terms in  respectively
dominate or are negligible in these equations.
The brane embedding (y(t);(t)) is determined by the junction conditions,
which involve the extrinsic curvature tensor and the Lie derivative of . Us-
147ing (5.25) the relevant quantities are
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and
Ln = 
0
s
1 +

dy
dt
2
: (5.30)
For the stress energy on the brane, we assume a collection of (noninteracting)
perfect uids with energy densities 
(i)
m and pressures P
(i)
m , obeying the standard
continuity equations
d
(i)
m
dt
+ 3H(
(i)
m + P
(i)
m ) = 0; (5.31)
where H  dlna=dt is the Hubble parameter on the brane. These components
may include baryonic matter, dark matter, radiation, and a cosmological constant
. Equation (5.31) is consistent with the picture that matter is not allowed to ow
into the bulk and is conned to the brane.
It is clear, therefore, that given a bulk solution a(y), a single junction con-
dition is sucient to solve for the cosmological evolution on the brane. Indeed,
although (5.20) and (5.22) yield three equations, two of these follow from the bulk
Hamiltonian and momentum constraints, which are automatically satised given a
solution a(y). Since we are interested in the Friedmann equation on the brane, the
natural choice is the (0;0) component of (5.20). Noting that @0 = 0dy=dt and
dy=dt = aH=a0, we can write the resulting equation as the standard Friedmann
equation with an additional eective energy density  resulting from the  eld,
3H
2M
2
4 =
X
i

(i)
m +  ; (5.32)
where
  M
3
5
p
a02 + a2H2
"
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2
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!
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 3=2

0
2a0  
1
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#
;
(5.33)
148encoding all the complexity and new physics of our model. Given a solution a(y),
(y) to the bulk equations, we may invert this relation to obtain y(a), and use this
to express all y-dependent terms in  as functions of a. Equation (5.32), together
with the continuity equations (5.31), then form a closed system for the brane scale
factor a(t).
Before moving on to explicit solutions, we note in passing that  is not pos-
itive denite. When combined with , this can lead to an eective equation of
state parameter w <  1 for the eective dark energy component. This phan-
tom behavior already occurs in the normal branch of the standard DGP model
[298, 299, 300], a phenomenon that can be understood in the decoupling limit
as arising from nonminimal coupling of the brane-bending mode to brane gravity
[279]. (It is well-known that w <  1 can be achieved in scalar-tensor theories when
working in the Jordan frame [301, 302, 303, 136].) Similarly here, the scalar  is
kinetically mixed with the brane graviton, which can lead to phantom behavior for
dark energy.
5.5.2 The strong-coupling regime
By analogy with the Vainshtein screening mechanism around astrophysical sources,
we expect that at early times, when the energy density in the Universe is high, 
should be strongly coupled and cause small deviations from standard 4D Fried-
mann cosmology. In other words, the nonlinear terms in  dominate, but as a
result  is negligible compared to matter and radiation. Moreover, since the total
variation in  is expected to be small in this regime (jj  1), by rescaling M5
we can assume that e3=2  1.
149Consider (5.26) and (5.27) in the regime in which the nonlinear terms in 
dominate:
a0
a
=
9
8m2
6

03 ;
a00
a
+

a0
a
2
=
9
16m2
6

02
00 : (5.34)
These admit scaling solutions, given by
a(y) =

12
5
m6jyj
5=12
;
(y) =
 r
5
4
m6jyj
!2=3
; (5.35)
where we have a chosen a mass scale proportional to m6 in the solution for a(y).
This leaves the scale factor today, a0, to be a free parameter. It is straightforward
to check that the above solution also satises the third bulk equation (5.28) in
the strong-coupling approximation. The approximation   1 implicit in (5.35)
is therefore valid provided y  m
 1
6 . This denes the regime of validity of this
solution.
The naked singularity at y = 0 | the analogue of a big bang singularity in
cosmology | introduces a plethora of complications if included as part of the
bulk geometry. It is therefore safest to exclude this part of the geometry when
performing the Z2 identication. As a result, however, the warp factor grows
without bound as one moves away from the brane, which may indicate a strong-
coupling problem. A related question concerns the stability of this solution | by
analogy, the self-accelerated branch of the DGP model also has a growing warp
factor [272] and is well-known to suer from instabilities. We leave a careful study
of these important issues to future work.
The above solutions for (y) and a(y) can be used to express the eective
150Friedmann equation (5.32) solely in terms of the brane scale factor. In the strong-
coupling regime, the 03=m2
6 term dominates over the 0 term in (5.33), giving
  M
3
5

2
H2
m2
6
a
24=5 + 5
r
H2 +
 m6
a12=5
2
; (5.36)
and (5.32) reduces to
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r
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where m5 is dened in (5.2). Combined with the matter uid equation (5.31), this
eective Friedmann equation completely describes the evolution of the Universe in
the strong-coupling regime.
In contrast with the standard DGP Friedmann equation, H2 = =3M2
4 2m5H,
where the departure from 4D gravity is set by H=m5, here the relative importance
of  also depends on a time-dependent scale m6=a12=5. In particular, for a xed
initial value of a, the magnitude of the modication can be set arbitrarily by a
suitable choice of m6. This freedom reects the choice of initial condition for the
brane motion in the bulk | because the bulk is warped, dierent initial locations
of the brane yield dierent expansion histories. In the standard DGP model, on
the other hand, the bulk is at Minkowski space, and hence all initial conditions
(within the same branch of solutions) are related by the Poincar e group.
To proceed, we consider two limiting cases:
(A) If H  m6=a12=5, then the modication to the Friedmann equation further
reduces to
  2M
3
5
a24=5H3
m2
6
: (5.38)
Assuming that the Universe is dominated by a matter component with gen-
eral equation of state w, then H  a 3(1+w)=2, and thus   a3(1 15w)=10.
151In terms of an eective equation of state for the  eld, dened through
dln=dlna   3(1 + w), we have
w =  
11
10
+
3
2
w: (5.39)
In particular, since w < w, it is clear that  becomes more and more
negligible as we look backward in time. Moreover, in a Universe dominated
by baryonic and/or cold dark matter (w = 0), the  eld can act as a dark
energy uid with phantom equation of state w =  11=10.
A phantom equation of state opens up the possibility of the  eld acting
like dark energy and driving cosmic expansion. In the strong regime, the
Friedmann equation (5.32) can be approximated by the cubic equation
AH
3   3H
2 +
m
M2
4
= 0 (5.40)
with =M2
4 = AH3, and A = 2a24=5m5=m2
6. Dierentiating (5.40) gives
we   1  
2
3
_ H
H2 =  1  
2
3
1   13
5 


   2
3
: (5.41)
For 
 > 5=24  0:21, this gives we <  1=3, and acceleration occurs. How-
ever, the  eld is unable to dominate the energy density and fully account
for the current phase of accelerated expansion, because of a singularity at

 = 2=3 for which we !  1.
(B) In the opposite regime, H  m6=a12=5, we have
  5M
3
5
m6
a12=5 : (5.42)
In this case, the  component has a xed eective equation of state, w =
 1=5, independent of the matter on the brane. Again, this pushes the total
equation of state to more negative values.
1525.5.3 The weak-coupling regime
By analogy once again with the Vainshtein story in DGP, at late times we expect
the nonlinear terms in  to be negligible, corresponding to gravity becoming higher-
dimensional. In this approximation, the bulk equations (5.26) and (5.27) reduce
to
a0
a
= 
0 ;
a00
a
+

a0
a
2
=  
1
2

3
2

02   3
a00
a
  
00

; (5.43)
which again admit a scaling solution
a(y) =

12
5
m6jyj
2=5
;
(y) =
2
5
ln(m6jyj): (5.44)
The mass scale in the solution for a(y) has been chosen to be consistent with the
strong-coupling solution. It is straightforward to check that this solution consis-
tently satises the third bulk equation (5.28) in the weak-coupling limit.
Substituting this solution into (5.33), the eective energy density in  in the
weak-coupling regime reduces to
  3M
3
5
"
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5
3=5 1
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4
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6
#s
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
24
25
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2
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In the limiting case in which H  m6=a5=2, this further reduces to
 
9
4
M3
5
m2
6
H
3 ; (5.46)
which implies that
w =
1
2
+
3
2
w: (5.47)
153It is interesting to note that for a cosmological constant with w =  1, the  eld
also behaves as a cosmological constant, w =  1. Similarly, for H  m6=a5=2,
 
72
25

12
5
3=5 M3
5m6
a4 ; (5.48)
which behaves like a relativistic component (w = 1=3) independent of the matter
on the brane.
5.5.4 Numerical Solutions
To complement the analytical strong- and weak-eld limits in Secs. 5.5.2 and
5.5.3, we numerically evolve the full bulk and brane equations given in (5.26){
(5.28) and (5.31){(5.33), in the presence of matter on the brane. We assume zero
spatial curvature on the brane, and include relativistic and pressureless components
consistent with the standard cosmological model: 
m = 0:3, 
r = 8:5  10 4. We
further x the scale factor today to be a0 = 1.
Starting well into the radiation dominated era, with a  1, we evolve , 0, y,
and t forward with respect to lna: (5.27) and (5.28) combine to form an equation
for 00, from which we form an equation for d0=dlna = 00=(a0=a), and (5.32) can
be rewritten as a cubic equation in H2, which, if a positive, real solution exists,
can be used to evolve t through dt=dlna = 1=H.
In Fig. 5.1, we show numerical conrmation of the analytical dynamical at-
tractor solutions for w discussed in Secs. 5.5.2 and 5.5.3. For scenarios with
m6  H we nd attractor solutions of w =  0:6 and  1:1 in the (strongly cou-
pled) radiation- and matter-dominated eras, respectively, and  1 in the (weakly
coupled) -dominated epoch. For m6  H, strongly and weakly coupled attrac-
tors arise with w =  0:2 and w = 1=3, respectively.
154Figure 5.1: The eective equation of state as a function of time.
Evolution of the eective equation of state, w =  1   (1=3)dln=dlna, for the -
dependent modications to the Friedmann equation (5.33). The numerical results are
consistent with the analytical predictions for the large (upper panel) and small (lower
panel) m6 limits in the strong- (a  1) and weak-coupling (a  1) regimes. Here we
use the numerical values (in natural units c = ~ = 1): H0 = 2:33  10 4 Mpc 1 (i.e.
H0 = 70 km s 1Mpc 1), (upper panel) m6 = 1030 Mpc 1 (m6  H) and m5 = 10 40
Mpc 1 and (lower panel) m6 = 10 15 Mpc 1 (m6  H) and m5 = 10 30 Mpc 1. The 
eld is a subdominant component of the total energy density at all times, and late-time
acceleration is driven by .
The  eld has an eective \phantom" equation of state in the matter-
dominated (m6  H) regime. This opens up the apparent possibility of cosmic
155acceleration arising within cascading cosmology without the need for a cosmolog-
ical constant. However, as discussed in Sec. 5.5.2, while it is possible to generate
acceleration at late times, one hits a singularity in the expansion history when

 = 8G=3H2 = 2=3 so that the Universe cannot smoothly transition toward

 ! 1. In Fig. 5.2 we show a realization of such a scenario, with the onset of
cosmic acceleration, and the limiting presence of the singularity.
This singularity is of an unusual nature | it is not equivalent to the big rip
scenarios in which H and a both become innite in a nite space of time, since the
Hubble parameter H and scale factor a remain nite while _ H diverges. Moreover,
the bulk geometry is smooth at that point, and it is the brane embedding that is
singular. It is possible that this singularity could be circumvented by the use of a
more general metric ansatz than the static case considered here to obtain solutions
on the brane, or by accounting for nite brane-thickness eects. We leave this to
future investigation.
5.6 Conclusions
Cascading gravity is a phenomenologically rich framework for exploring new phe-
nomena associated with infrared-modied gravity, and oers a promising avenue
for realizing degravitation. This construction circumvents many of the techni-
cal hurdles of earlier attempts at higher-dimensional extensions of DGP: the in-
duced propagator is free of divergences, the theory is perturbatively ghost-free, and
adding a small tension on the 4D brane yields a bulk solution which is nowhere
singular and remains perturbative everywhere. Because of its higher-dimensional
nature, however, extracting cosmological predictions presents a daunting challenge.
156In this chapter we have considered the more tractable problem of a 5D eec-
tive braneworld set-up, obtained from the full 6D cascading theory through the
decoupling limit. Strictly speaking, the decoupling limit leaves us with an action
describing a scalar  and weak-eld gravity, which is therefore of limited use for
studying cosmology. But since  is responsible for most of the interesting phe-
nomenology of cascading gravity, we have proposed a fully covariant, nonlinear 5D
completion of the decoupling theory, as a proxy for the complete 6D model. Our
eective action describes 5D DGP gravity with a bulk  scalar eld, coupled to a
4D brane with intrinsic gravity.
Upon supplementing the 5D action with boundary terms (to yield a well-posed
action principle), we obtained covariant junction conditions across the brane, re-
lating the extrinsic curvature to delta-function sources on the brane. In order to
study cosmology on the brane, we then considered a scenario in which a dynamic
brane moves across a static bulk, and consistently solved the bulk and brane equa-
tions of motion. We derived analytical solutions for the induced cosmology in the
strong- and weak-coupling regimes, valid at early and late times, respectively, and
conrmed these expectations with a complete numerical analysis.
Thanks to a cosmological Vainshtein mechanism, the bulk scalar  and the
helicity-0 mode of the 4D massive graviton both decouple at early times, resulting
in an early-Universe cosmology that closely reproduces the expansion history of the
standard big bang theory. At late times, however, these scalar modes eectively
contribute to dark energy through a modication of the Friedmann equation and
result in small deviations from CDM expansion at late times. Although these
scalars thus aect dark energy, a singularity in the brane embedding prevents the
modication from being entirely responsible for cosmic acceleration.
157It would be interesting to further study the evolution of cosmological pertur-
bations in cascading cosmology. Such an analysis should also shed light on the
all-important question of stability. With our branch choice, the modication to
the Friedmann equation behaves as an eective component with positive energy
density. At rst sight this is worrisome, since the counterpart in standard DGP is
the self-accelerated branch, which is plagued with ghost instabilities. It is crucial
to investigate whether or not this is the case here too. From a phenomenological
perspective, one could perform a full likelihood analysis for the predictions of the
model, including both expansion and growth histories. It would also be interesting
to derive the consequences for Lunar Laser Ranging observations, thereby gener-
alizing the analysis of [304] for DGP to the degravitation/cascading framework
[159].
158Figure 5.2: Example evolution histories in models without a cosmological
constant.
In the top panel, the deviation of the expansion history from that derived from stan-
dard matter (for which 3H2=m = 1). The blue (dotted) and red (solid) curves each
show consistent solutions to the modied Friedmann equation (5.32): one solution (red)
recovers the standard expansion history at early times and then undergoes accelerated
expansion at late times; the other solution (blue) has an expansion history entirely incon-
sistent with that of standard CDM. In the center panel, the evolution of the eective
fractional energy density, 
 = 8G=3H2, for the two solutions discussed above. For
the accelerating solution, the  eld dominates and drives cosmic acceleration at late
times. The model is not physical, however, since as 
 ! 2=3 one nds _ H ! 1 and a
singularity occurs. In the bottom panel, a comparison of the eective equation of state
for the expansion, we =  1   (2=3)dlnH=dlna, for the accelerating  (red solid line)
and ducial CDM (black dashed line) scenarios. For the  driven expansion histories,
we use the numerical values H0 = 2:33  10 4 Mpc 1, m6 = 3:5  10 18 Mpc 1 and
m5 = 4:4  10 31Mpc 1 for which the maximum singularity occurs just after a = 1.
159CHAPTER 6
FLAT BRANE SOLUTIONS IN CASCADING COSMOLOGY
(Based on work with Rachel Bean, Justin Khoury, and Mark Trodden [161])
In this chapter we study a at brane solution in an eective 5D action for
cascading gravity and propose a mechanism to screen extrinsic curvature in the
presence of a large tension on the brane. The screening mechanism leaves the bulk
Riemann-at, thus making it simpler to generalize large extra dimension dark en-
ergy models to higher codimensions. By studying an action with cubic interactions
in the brane-bending scalar mode, we nd that the perturbed action suers from
ghostlike instabilities for positive tension, whereas it can be made ghost-free for
suciently small negative tension.
6.1 Introduction
Higher-dimensional theories of dark energy oer an interesting proposal towards
understanding dark energy as a manifestation of the presence of extra dimensions
of space-time. The Dvali-Gabadadze-Porrati (DGP) braneworld model [144], in
particular, considers our 4D Universe to be embedded in an empty 5D bulk of
innite extent. Despite being observationally disfavored [145, 146, 147, 148]1,
the normal branch of the DGP model is perturbatively ghost-free, in contrast to
the self-accelerating branch [149, 150, 151, 152, 153, 154], and thus represents a
perturbatively consistent infrared modication of gravity in which the graviton has
a soft mass.
Innitely large extra dimensions also oer a promising arena for realizing
1Also see [299, 305, 306], in which the authors studied DGP-like models with a non-vanishing
bulk cosmological constant.
160Rubakov and Shaposhnikov's proposal [307] for addressing the cosmological con-
stant problem, namely that brane tension could curve the extra dimensions while
leaving the 4D geometry at. While tantalizing, this idea immediately fails if the
extra dimensions are compactied, since 4D general relativity, and hence stan-
dard no-go arguments [308], apply below the compactication scale. Moreover,
obtaining a at 4D geometry with compact extra dimensions requires canceling
the brane tension against other branes and/or bulk uxes [309]. The situation is
more promising if the extra dimensions have innite volume. The weakening of
gravity as it enters the higher-dimensional regime (combined with an intrinsic cur-
vature term on the brane) at least suggests that vacuum energy, by virtue of being
the longest-wavelength source, might only appear small because it is degravitated
[158, 157, 159].
The generalization of large extra-dimension dark energy models to higher codi-
mensions is important not only for the cosmological constant problem but also
for their possible embedding into string theory [158, 310]. Previous attempts of
such a generalization have been found to give rise to a divergent brane-to-brane
propagator and ghost instabilities around at space [280, 281]. Furthermore, for
a static bulk, the geometry for codimension N > 2 has a naked singularity at a
nite distance from the brane, for arbitrarily small tension [158].
The cascading gravity framework [155, 156, 274, 275, 273, 311] avoids these
pathologies by embedding the 4D brane within a succession of higher-dimensional
branes, each with their own intrinsic curvature term. The brane-to-brane propa-
gator is regulated by the intrinsic curvature term of the higher-dimensional brane.
Meanwhile, in the simplest codimension-2 case, consisting of a 4D brane embedded
in a 5D brane within a 6D bulk, the ghost is cured by including a suciently large
161tension  on the (at) 4D brane:
 
2
3
m
2
6M
2
4 ; (6.1)
where m6  M4
6=M3
5, and MD denotes the Planck mass in D dimensions. This sta-
bility bound was rst derived through the decoupling limit M5;M6 ! 1, keeping
the strong-coupling scale 6 = (m4
6M3
5)1=7 xed. In this limit, the 6D framework
reduces to a local theory on the 5D brane, describing weak-eld 5D gravity cou-
pled to a self-interacting scalar eld . The bound (6.1) was conrmed in [311]
through a complete perturbation analysis in the full 6D set-up.
The codimension-2 solution exhibits degravitation: the brane tension creates a
decit angle in the bulk, leaving the geometry at. Since the decit angle must be
less than 2, the tension is bounded from above:
  2M
4
6 : (6.2)
Since M6 is constrained phenomenologically to be less than meV, this upper
bound is unfortunately comparable to the dark energy scale. Given its geomet-
rical nature, however, this is likely an artifact of the codimension-2 case and is
expected to be absent in higher codimensions. This motivated [273] to study the
codimension-3 case, consisting of a 4D brane living on a 5D brane, itself embed-
ded in a 6D brane, together in a 7D bulk space-time. In the limit of small tension
on the 4D brane, such that the weak-eld approximation is valid, [273] showed
that the bulk geometry is non-singular everywhere (away from the brane) and
asymptotically at, with the induced 4D geometry also at.
In Chapter 5 [160], we proposed a proxy theory for the full 6D cascading gravity
model by covariantizing the 5D eective theory obtained through the decoupling
limit. The resulting action is a 5D scalar-tensor theory, describing 5D gravity
162and the brane-bending scalar mode (denoted by ), coupled to a 4D brane. The
scalar eld is of the conformal galileon type [162], with a cubic self-interaction term
[269, 149]. Since our brane is a codimension-1 object in this case, the equations
of motion are more tractable and allowed us in [160] to derive a rich cosmology
on the brane. A similar strategy was used in earlier work [279] to construct an
eective 4D covariant theory, which was shown to faithfully reproduce much of
the phenomenology of the full 5D DGP model. See [163, 312, 166, 313] for related
work.
The goal of this chapter is to explore whether this eective framework also
allows for at brane solutions with tension and, if so, whether such degravitated
solutions are stable. In particular, are the bounds (6.1) and (6.2) reproduced in
the eective theory?
Remarkably, we nd that our 5D theory allows for at brane solutions for
arbitrarily large tension, with the bulk geometry being non-singular. The cascading
origin of the theory is essential to the viability of these solutions: if we let m6 ! 1,
corresponding to turning o the cubic scalar self-interaction, the bulk geometry
develops a naked singularity a nite distance from the brane, as in [314].
Our mechanism for screening the brane cosmological constant relies crucially
on . In order for the theory to have a well-dened variational principle, the cubic
self-interaction term requires appropriate interactions for  on the brane, analogous
to the Gibbons-Hawking-York term for gravity. In the presence of brane tension,
these scalar boundary terms screen the tension, resulting in a at geometry. This
is the interpretation of our mechanism in the Jordan frame, in which the scalar is
non-minimally coupled to gravity. There is of course a similar intuitive explanation
in the Einstein frame. There, based on the Israel junction conditions, one would
163expect that a large brane tension should imply large extrinsic curvature, and hence
large (i.e. super-Planckian) bulk curvature near the brane. Instead, the scalar
boundary terms eectively screen the tension, much like the screening of charges
in a dielectric medium, resulting in a small source for bulk gravity.
The screening mechanism we propose seems to resolve the problem with earlier
self-tuning attempts. A perturbative analysis of this mechanism, however, shows
that it is dicult to avoid ghosts in such a model for positive brane tension, while
it is possible to obtain consistent ghost-free solutions for negative tension. We
further nd that the model is free of gradient instabilities, and scalar perturbations
propagate sub-luminally along the extra dimension. It is also worth mentioning
that we only consider solutions in which the bulk is at, hence we are working on
a dierent branch of solutions than those studied in [160], and our results are in
no way contradictory to [311, 160].
We have organized this chapter in the following way. After briey reviewing
cascading gravity in Sec. 6.2, we present the at brane solution in Sec. 6.3. In Sec.
6.4 we discuss perturbations to the screening solution around a at background,
and derive various conditions for stability, both in the bulk and on the brane. We
summarize our results and discuss future research avenues in Sec. 6.5.
As supplemetary material to this chapter, we derive the stability conditions of
Sec. 6.4 in the Jordan and Einstein frames, in Appendix D.
A comment on our notation: We use the mostly positive signature convention.
Indices M;N;::: run over 0;1;2;3;5 (i.e. the 4+1D coordinates) and indices ;;:::
run over 0;1;2;3 (i.e. the 3 + 1D coordinates). We denote the fth dimensional
coordinate by y = x5.
1646.2 Overview of cascading gravity
Consider a 6D cascading gravity model in which a 3-brane is embedded in a
succession of higher-dimensional branes, each with its own Einstein-Hilbert ac-
tion [155, 156],
Scascade =
Z
bulk
d
6x
p
 g6
M4
6
2
R6 +
Z
4 brane
d
5x
p
 g5
M3
5
2
R5
+
Z
3 brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

; (6.3)
where, as mentioned earlier, MD denotes the Planck mass in D dimensions. The
gravitational force law on the 3-brane \cascades" from 1=r2 to 1=r3 and from 1=r3
to 1=r4 as the Universe transitions from 4D to 5D and ultimately to 6D at the
crossover scales m
 1
5 and m
 1
6 respectively, where2
m5 =
M3
5
M2
4
; m6 =
M4
6
M3
5
: (6.4)
As mentioned in Sec. 6.1, this theory allows for degravitated solutions | a 3-brane
with tension creates a decit angle in the bulk while remaining at. Furthermore,
the theory is perturbatively ghost-free provided the 3-brane tension is suciently
large that (6.1) is satised.
In the decoupling limit M5; M6 ! 1, with the strong-coupling scale
6 = (m
4
6M
3
5)
1=7 (6.5)
held xed, we can expand the action (6.3) around at space and integrate out
the sixth dimension [269, 160]. The resulting action is local in 5D and describes
2Strictly speaking, the 4D ! 5D ! 6D cascading behavior of the force law requires m
 1
5 <
m
 1
6 , thereby allowing for an intermediate 5D regime. If m
 1
5 > m
 1
6 , on the other hand, the
scaling of the force law transitions directly from 1=r2 to 1=r4 at the crossover scale m
 1
6 .
165weak-eld gravity coupled to a scalar degree of freedom :
Sdecouple =
M3
5
2
Z
bulk
d
5x

 
1
2
h
MN(Eh)MN + 
MN(Eh)MN  
27
16m2
6
(@)
25

+
Z
brane
d
4x

 
M2
4
4
h
(Eh) +
1
2
h
T

; (6.6)
where (Eh)MN =  5hMN=2 + ::: is the linearized Einstein tensor. The scalar 
is the helicity-0 mode of the massive spin-2 graviton on the 4-brane and measures
the extrinsic curvature of the 4-brane in the 6D bulk space-time. An obvious
advantage oered by the decoupling theory is that the 3-brane now represents a
codimension-1 object, which greatly simplies the analysis. On the other hand, its
regime of validity is of course restrained to the weak-eld limit and therefore of
limited interest for obtaining cosmological or degravitated solutions.
In [160], we proposed a proxy theory for the full 6D cascading gravity model
by extending (6.6) to a fully covariant, non-linear theory of gravity in 5D coupled
to a 3-brane,
S =
M3
5
2
Z
bulk
d
5x
p
 g5


()R5  
27
16m2
6
(@)
25

+
Z
brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

: (6.7)
This reduces to (6.6) in the weak-eld limit provided that 
()  1   3=2 for
small . In [160], we chose 
() = e 3=2 and derived the induced cosmology
on a moving 3-brane in static bulk space-time solutions. Interestingly, this choice
corresponds in Einstein frame to the 5D generalization of the cubic conformal
galileon [162], whose structure is protected by symmetries. While the proposed
covariantization of (6.6) is by no means unique, our hope is that (6.7) captures
the salient features of the 6D cascading gravity model, and furthermore that the
resulting predictions are at least qualitatively robust to generalizations of (6.7).
In this chapter, we want to address whether (6.7) allows the 3-brane to have
166tension while remaining at. To parallel the corresponding 6D solutions, where
the bulk acquires a decit angle while remaining at, we will impose that the 5D
(Jordan-frame) metric is Minkowski space. For most of the analysis, we will leave

() as a general function, and derive constraints on its form based on stability
requirements.
We work in the \half-picture", in which the brane is a boundary of the bulk
space-time. In this case, the action (6.7) is not complete without the appropriate
Gibbons-Hawking-York terms on the brane [285, 286], both for the metric and for
 [288], to ensure a well-dened variational principle. These were derived in at
space in [288] and around a general backgroud in [160], and the complete 5D action
is
S =
M3
5
2
Z
bulk
d
5x
p
 g5


R4 + K
2   KK
 + 2K
Ln



  2
4




 
27M3
5
32m2
6
Z
bulk
d
5x
p
 g5(@)
25
 
27M3
5
32m2
6
Z
brane
d
4x
p
 q

@@
Ln +
1
3
(Ln)
3

+
1
2
Z
brane
d
4x
p
 q

M2
4
2
R4 + Lmatter

: (6.8)
Here q = g nn is the 4D induced metric, and K  Lnq=2 is the extrinsic
curvature of the brane, where n is the unit normal to the brane, and Ln is the Lie
derivative with respect to the normal. Note that we have added an extra factor of
1=2 in the brane action so that the Israel junction conditions obtained using (6.8)
match with those obtained in the \full-picture". The assumed Z2 symmetry across
the brane guarantees that the bulk action in y  0 is equal to that in y  0, while
the bulk in (6.8) is dened only in y  0.
167Varying (6.8) with respect to the metric leads to the Einstein eld equations,

GMN =  
27
16m2
6
"
@(M(@)
2@N)  
1
2
gMN@K(@)
2@
K   @M@N5
#
 (gMN5   rMrN)
 ; (6.9)
where GMN is the 5D Einstein tensor, and parentheses around indices denote
symmetrization: X(MN)  (XMN + XNM)=2. The matter stress-energy tensor on
the brane is dened as
T
(4)
   
2
p
 q
(
p
 qLmatter)
q : (6.10)
Similarly, varying with respect to  gives us the  equation of motion,
(5)
2   (rM@N)
2   R
MN
5 @M@N =  
8
27
m
2
6
;R5 ; (6.11)
with 
;  d
=d. We further obtain the Israel junction conditions at the brane
position by setting the boundary contributions to the variation of the action (6.8)
to zero. Variation with respect to the metric gives us the Israel junction condition
2M
3
5


Kq   K +

;


qLn

=
27M3
5
8m2
6

@@Ln +
1
3
q (Ln)
3

+ T
(4)
   M
2
4G
(4)
 ; (6.12)
while varying with respect to  yields the scalar eld junction condition

;K  
27
16m2
6

K@
@
 + 2Ln4 + K(Ln)
2

= 0 : (6.13)
In the balance of this chapter we seek at brane solutions to the bulk equa-
tions (6.9) and (6.11), with boundary conditions set by (6.12) and (6.13).
6.3 Obtaining at brane solutions for any tension
In this section we seek at 3-brane solutions to the above equations of motion. To
mimic the 6D situation where the brane remains at but creates a decit angle
168in a at 6D bulk, we impose that the 5D (Jordan-frame) geometry is Minkowski
space:
ds
2
bulk = MNdx
Mdx
N =  d
2 + d~ x
2 + dy
2 : (6.14)
Similarly, the induced metric on the brane should also be at. By Lorentz invari-
ance, clearly we can assume the brane to be at xed position, y = 0, with the
extra dimension therefore extending from y = 0 to 1. By symmetry, we also have
 = (y).
With these assumptions, the (5;5) component of the eld equations (6.9) and
the  equation of motion (6.11) are trivially satised, while the (;) components
of (6.9) reduce to

00 =

;02
2702
16m2
6   
;
; (6.15)
where primes denote derivatives with respect to y. The junction conditions (6.12)
and (6.13) can similarly be used to obtain the brane equations of motion. The
 junction condition (6.13) is trivial for a at bulk and the (;) components of
(6.12) reduce to,
 
;0
0
0 +
903
0
16m2
6
=

2M3
5
; (6.16)
where the subscript 0 indicates that the function is evaluated at the brane position
y = 0. We have further assumed that the matter energy-momentum tensor on
the brane is a pure cosmological constant , which we allow to be of any size,
performing no ne-tuning like that usually required for the cosmological constant.
In fact we would like  to be large (TeV scale), since we know from particle
physics experiments that such energy densities exist on our 4D brane. Note that,
although we neglect other matter for simplicity, its inclusion would not aect our
overall conclusions.
169As a check, note that our junction condition (6.16) is consistent with the de-
coupling limit result 0
0 = =3M3
5 obtained in [155, 311]. Indeed, in this limit

;0   3=2. Moreover, introducing the canonically normalized c = M
3=2
5 ,
we see that the 03 term drops out in the limit M5 ! 1, m6 ! 0 keeping
6 = (m4
6M3
5)1=7 xed. Hence our junction condition (6.16) reduces to the de-
coupling result in this limit.
It is easily seen that the bulk equation (6.15) allows for a rst integral of motion
 
;
0 +
903
16m2
6
= constant: (6.17)
Comparing against the junction condition (6.16) immediately xes the integration
constant in terms of , and we obtain
 
;
0 +
903
16m2
6
=

2M3
5
: (6.18)
Notice that for suitable 
, (6.18) appears to admit a solution (y) for arbitrarily
large .
For example, suppose that  is large and positive, and we choose 
 such that

; ! 0 at large  so that the cubic interaction term dominates everywhere, then
this leads to a linear solution (y) increasing monotonically with y:
(y) '

8m2
6
9M3
5
1=3
y : (6.19)
Since  is non-singular for any nite y, the solution is well-dened everywhere.
Therefore a at brane solution is allowed for any tension. Of course, consistency
of the eective theory requires that 0  M5. Since  is suppressed by the tiny
scale m6, this is a weak requirement:
0
M5
'

8m2
6
9M6
5
1=3
=

8
9
m2
6
m2
5

M4
4
1=3
 1; (6.20)
170where in the last step we have used (6.4). Even with   M4
4, this can be satised
provided m6  m5. A linearly growing (y) is also desirable from the point of view
of quantum corrections to the  Lagrangian. It is well-known that such corrections
are of the form ()n, that is, they always involve two derivatives per eld, and
hence vanish on a linear background.
Note that the above remarks depend crucially on the cascading mechanism. If
we let m6 ! 1, thereby eectively decoupling the sixth dimension and turning
o the cubic  terms in (6.8), then (6.18) reduces to  
0 = =2M3
5, with solution

 =  (=2M3
5)y + c. For  > 0, as assumed above, the integration constant
c must be positive since 
 must always be positive (since it is the coecient of
R5 in the action). Hence 
 inevitably vanishes at some nite value of y in this
case, indicating strong coupling. (In Einstein frame, this corresponds to a naked
singularity.) The cascading mechanism, therefore, is crucial in obtaining a at
brane solution for positive tension.
To gain further insight, we can translate to the Einstein frame: gE
MN =

2=3MN. In this frame, the brane extrinsic curvature is non-zero and is deter-
mined by the Israel junction condition. Focusing on its trace for simplicity, and
assuming 
0 = 1 without loss of generality, we have
K
E =
4
3

903
0
16m2
6
 

2M3
5

: (6.21)
In the absence of the 03 term (corresponding to m6 ! 1), the junction condition
would imply KE=M5  =M4
5. In turn, requiring that the curvature remains sub-
Planckian, KE  M5, would in turn impose a bound on the tension:  < M4
5 [158].
(Phenomenologically, M5 must be less than  MeV, so this bound would be rather
stringent.) Instead, using (6.16) and (6.20), we obtain
KE
M5
 
;0

8m2
6
9m2
5M4
4
1=3
: (6.22)
171Again assuming m6  m5, this allows a Planck-scale tension,   M4
4, while
keeping KE  M5. In other words, the 03 contribution in (6.21) neutralizes
the dangerous  term, leaving behind a much smaller curvature. This screening
mechanism results in an eectively weak source for bulk gravity. This, however,
also suggests that  must be a source of negative energy to screen positive tension
on the brane. This is not surprising since galileons are known to violate the usual
energy conditions [315].
Thus at the background level our proposed screening mechanism displays many
desirable features. To be physically viable, the action (6.7) must be perturbatively
stable around a at bulk solution. We study this issue in detail in the next section.
Unfortunately, we will nd that the theory propagates ghosts around the large-
tension solution (6.19). More generally, the absence of ghost instabilities, combined
with the requirement that the bulk solution is well-dened everywhere, places
stringent constraints on the form of 
 and the allowed values of  that can be
degravitated. In Sec. 6.5 we discuss possible ways to extend the framework to
relax the stability constraints.
6.4 Stability
In this section we study the stability of the degravitated solutions described above,
by perturbing the complete Jordan frame action (6.8) to quadratic order around
the at bulk metric (6.14). To do so, it is convenient to work in the Arnowitt-
Deser-Misner (ADM) coordinates [287] with y playing the role of a \time" variable,
ds
2
(5) = N
2dy
2 + q(dx
 + N
dy)(dx
 + N
dy) ; (6.23)
172where N denotes as usual the lapse function and N the shift vector. Focusing on
scalar perturbations, we use the gauge freedom to make q conformally at
q = e
2(x;y) : (6.24)
Moreover, we keep the brane at xed position y = 0. (This of course does not
completely x the gauge in the bulk, but is sucient for our purposes.) We perturb
the lapse function, shift vector and scalar eld respectively as
N = 1 + N ; (6.25)
N = @ ; (6.26)
 =  (y) + ^ (x
;y) : (6.27)
Similarly, all functions of  (such as 
()) evaluated on the background will be
denoted by a bar. (In particular, the background equations in Sec. 6.3 only hold
for the barred quantities  (y) and  
(y).)
After some integration by parts, carefully keeping track of boundary terms, the
complete action at quadratic order is given by
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2]: (6.28)
Varying with respect to  and N yields the rst-order momentum and Hamiltonian
173constraint equations, respectively,
N =
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 00
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
0 ; (6.29)
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where we have dened
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8m2
6
: (6.31)
Since N and  are Lagrange multipliers, either of the relations (6.29) and (6.30)
can be substituted back into (6.28). The resulting quadratic action is
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Note that the bulk action does not depend on ^ , consistent with the fact that
it is pure gauge from the bulk perspective. For consistency, its source at the brane
position must vanish. That is, we must set the variation of the brane action with
respect to ^  to zero, thus obtaining
^  =

2 

Z


1   9
4m2
6
 02
Z
: (6.33)
Using this solution in (6.32) yields the complete  action,
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174where we have set  
 = 1 on the brane, without loss of generality. As a check, we
have repeated the bulk calculation in the Einstein frame, where the bulk geometry
is warped, and obtained the same result. This calculation is presented in Appendix
D.
In order for bulk perturbations to be ghost-free, the coecient of (@)2 must
be negative:
Z2
2 

+
Z 
;
 

 
9 00
8m2
6
< 0 : (6.35)
This inequality involves  
,  0 and  00. Using the background equations of mo-
tion (6.15) and (6.18), we can eliminate  0 and  00 in terms of  
 and its derivatives,
as well as the brane tension . Hence (6.35) reduces to a second-order dierential
inequality for  
( ), which constrains the allowed functions 
() that can yield
ghost-free solutions for a given value of . More precisely, since (6.18) is a cubic
equation for  0, we obtain up to three allowed dierential inequalities for  
( ). The
physically-allowed 
() should not only satisfy the ghost-free inequality, but must
also be positive-denite and well-dened for all y > 0 to avoid strong coupling.
We have studied this problem numerically. Since it is non-trivial to solve the
dierential inequality directly, we have instead tried various forms for 
() for
dierent values of , and checked whether these forms satised the ghost-free
condition (6.35) for each of the roots of (6.18). For each root that satised (6.35),
we then solved (6.18) for  (y), and hence checked whether  
(y) remained positive
and well-dened everywhere. Some of the specic functional forms we have tried
include 
 = 1  3=2;e3=2 and 1   3=2 + 92=8.
For positive tension,  > 0, we were unable to nd any 
() that could si-
multaneously satisfy the ghost-free condition and remain everywhere well-dened
and positive. For large tension,   M4
6, any real root of (6.18) inevitably vio-
175lates the ghost-free condition (6.35). For small tension,   M4
6, it is possible to
satisfy the ghost-free inequality, but the resulting 
(y) either vanishes or becomes
cuspy a nite distance from the brane. This is illustrated in Fig. 6.1 for the case

() = 1 + 3=2 and  = M4
6.
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Figure 6.1: Example showing ghostlike instabilities for positive tension.
In the left panel, we plot the quantity Z2
2 
 +
Z 
;
 
   9 00
8m2
6
which appears in the ghost-free
condition (6.35) for 
 = 1 + 3=2 and  = M4
6. The three curves correspond to the
three roots of the cubic equation (6.18) in  0=m6. The ghost-free condition requires
Z2
2 
 +
Z 
;
 
   9 00
8m2
6
< 0, hence only the black (solid) curve is free of ghost instabilities.
In the right panel, we plot  
(y) for the ghost-free case. Since  
 vanishes at nite y,
corresponding to strong coupling, this solution is unphysical. We have found similar
results for all positive values of  and functional forms of 
 that we have tried.
For negative tension,  < 0, on the other hand, it is possible to nd suitable

() that satisfy the ghost-free condition and are well-dened for all y > 0. Fig.
6.2 illustrates this for 
 = 1+3=2 and  =  M4
6. However, this is only the case
for suciently small values of the tension, jj . M4
6. For large values jj  M4
6,
either the ghost-free condition cannot be satised or 
(y) is ill-behaved. The
existence of non-singular, ghost-free degravitated solutions, albeit with negative
tension, is certainly a welcome feature of our 5D covariant framework. That said,
176these solutions do not connect to the parent 6D cascading framework, where the
decit angle solution requires a positive tension source.
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Figure 6.2: Example showing absence of ghostlike instabilities for negative
tension.
Same as Fig. 6.1, except that 
 = 1 + 3=2 and  =  M4
6. From the right panel, we
see that  
(y) corresponding to the ghost-free branch is everywhere positive, hence this
solution is physically viable.
Coming back to (6.34), there are other requirements that our degravitated so-
lutions must satisfy. To avoid gradient instabilities in the extra dimension, the
coecient of 02 must be negative, which is automatically true since 
 > 0. Fur-
thermore, from the ratio of the 02 and (@)2 terms we can infer the sound speed
of propagation in the bulk:
c
2
s =
 Z2
 

Z2
2 
 +
Z 
;
 
   9 00
8m2
6
; (6.36)
which is of course manifestly positive once (6.35) is satised. Using this we can
determine whether the propagation of perturbations is sub- or super-luminal. For
the ghost-free example 
 = 1 + 3=2 and  =  M4
6 shown in Fig. 6.2, c2
s is
sub-luminal everywhere.
Finally, the coecient of (@)2 on the brane must be negative, in order to avoid
177ghost instabilities:
Z
2
0  
9m5 0
0
2m2
6

1  
9 02
0
4m2
6Z0
 1
< 0 : (6.37)
With m5  m6, for instance, this condition is satised for the negative-tension
example of Fig. 6.2. As a check, we can compare this ghost-free condition with
the stability bound (6.1) obtained both in the decoupling limit [155] and in the
full 6D cascading framework [311]. In the decoupling limit with 
 = 1   3=2,
where we expect agreement with the cascading results, (6.37) indeed reduces to
 > 2m2
6M2
4=3 (see Appendix D).
Note that the absence of ghosts on the brane can always be achieved by adding a
suitably-large kinetic term for  on the brane, thereby modifying (6.37) to a trivial
condition. This intrinsic kinetic term would not aect the background solution nor
the bulk perturbation analysis. In this sense, the bulk ghost-free condition (6.35)
is a more robust constraint on the theory.
6.5 Conclusions
Cascading gravity is an interesting approach to understanding dark energy as a
manifestation of the presence of large extra dimensions. Unlike previous attempts,
such as the DGP model, the propagators in cascading gravity are free of diver-
gences, and the model has been found to be perturbatively ghost-free. Moreover,
cascading gravity oers a promising arena for realizing degravitation: both in the
codimension-2 [155] and codimension-3 [273] cases, at least for small brane ten-
sion, the bulk geometry has been shown to be non-singular and asymptotically-at,
while the induced 4D geometry is at.
178In this chapter, we have studied a recently-proposed eective 5D action of
cascading gravity in an attempt to obtain at brane solutions. Our analysis has
uncovered an intringuing screening mechanism that can shield bulk gravity from
a large tension on the brane, resulting in a small brane extrinsic curvature. The
brane remains at for arbitrarily large tension, while the bulk is non-singular.
Although this model oers an attractive mechanism to generalize extra-dimension
dark energy models to higher codimensions without any ne-tuning, the stability
analysis imposes stringent constraints. The bulk solution is perturbatively unstable
for positive brane tension, while it is possible to nd stable solutions for suciently
small negative brane tension.
Our model agrees with earlier work in the weak-eld limit, hence we do not
contradict results that cascading gravity is indeed ghost-free. It does, however,
raise the interesting question | is there a fundamental dierence between a theory
with large extra dimensions and an eective 4D scalar-tensor theory of gravity?
A complete answer to this question demands a more detailed analysis, which we
leave to future work.
To improve stability, we are currently investigating the impact of including
higher-order galileon terms for  in the bulk, generalizing the results of [162] to
5D. Preliminary results show that these higher-order terms still allow for at
brane solutions, while greatly alleviating the stability issues. In particular, ghost-
free solutions are now possible with positive tension. However, demanding that
gravity on the brane is approximately 4D on suciently large scales appears to
impose an upper bound on the brane tension. The results of this ongoing analysis
will be presented in detail elsewhere.
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CONCLUSIONS
Ination and dark energy continue to remain outstanding challenges for modern
day cosmology. Nonetheless, access to detailed observations of unprecedented pre-
cision has ushered cosmology into its present day golden era. These observations
have acted as the ultimate touchstone to test many theoretical models that have
been proposed in recent years to explain the early- and late-time acceleration of
our Universe. Such an integrative approach has yielded rich dividends and cosmol-
ogists are better prepared than ever to demystify the evolutionary history of our
Universe. This thesis focused on studying dierent theories of ination and dark
energy (modied gravity) in the light of current cosmological constraints imposed
by observations.
We rst studied the action reconstruction of general, single scalar eld models of
ination, using data on the cosmic microwave background and large-scale structure
surveys. As a part of this project we found that in models of ination where the
sound speed cs is dierent from unity, it is important to account for the fact that
tensor and scalar modes cross the horizon at dierent epochs. This aects the
tensor-to-scalar ratio, which is a crucial observable in assessing the viability of
dierent models of ination.
We then studied the six-eld dynamics of D3-brane ination for a general scalar
potential on the conifold. We saw the emergence of robust predictions in our Monte
Carlo analysis of the potential, such as a power law behavior in the probability of
Ne e-folds of ination. Although we did not observe DBI ination in any of our
Monte Carlo realizations of the potential, it would be interesting to understand
whether DBI eects can become important in the tip region of the throat. Further,
180we carried out an eective single-eld treatment of the perturbations. We found
that in a small fraction of cases, abrupt angular motion occurs after a period of
radial ination. It would also be interesting to study curvature and isocurvature
density perturbations, and non-Gaussianity, in such cases, using a full multi-eld
treatment of the perturbations.
Now coming to modied gravity models of dark energy, we rst studied the
viability of scalar-tensor theories of gravity. We presented a consistent analysis
of dynamical attractor behavior in the Einstein and Jordan frames, providing a
powerful framework to analyze such theories in the light of current cosmological
constraints. We found that there exist classes of scalar-tensor theories of gravity
that can give rise to a dark energy dominated expansion of the Universe; these
models, however, involve tachyonic scalar elds. Further, we found that it is pos-
sible to have accelerated expansion with well-dened scalar elds, if we allow for
the possibility that the current dark energy domination is transitory.
In the nal chapters of this thesis, we studied cosmology in a cascading theory
of gravity. Higher-dimensional gravity oers an interesting arena in which we
can interpret the current acceleration of the Universe as a manifestation of the
presence of large extra dimensions. We studied the cosmological implications of a
fundamental 6D theory of gravity on a 4D brane (moving in a static 5D bulk), and
found that it is indeed possible to obtain an accelerated solution. The accelerated
solution, however, suers from a critical singularity in the late-time Universe. It
would be interesting to further study if general time-dependent bulk solutions or
including nite brane-thickness eects could alleviate this singularity.
In the context of cascading cosmology we found that the eective 5D action
for gravity, that we infer from the complete 6D theory of gravity, oers other in-
181teresting features as well. It is possible to obtain at brane and bulk solutions
in cascading gravity, due to a screening mechanism that screens bulk curvature in
the presence of a large tension on the brane. This is a welcome feature of cascad-
ing cosmology since it allows one to generalize large extra-dimension dark energy
models to higher codimensions, which could eventually allow us to embed such
theories into string theory. We subsequently found that such at brane solutions
are pathological in the presence of positive brane tension, while they can be made
ghost-free for negative brane tension. A preliminary analysis shows that the inclu-
sion of higher-order galileon terms in the bulk could resolve these stability issues
with at brane solutions. Cascading gravity, therefore, is an interesting proposal
which demands further study.
182APPENDIX A
STRUCTURE OF THE D-BRANE POTENTIAL USED IN
CHAPTER 3
In this appendix we summarize the computation of bulk contributions to the in-
aton potential in warped D-brane ination, following [53], to which we refer for
notation and for further details.
D3-branes experience the potential
VD3 = T3
 
e
4A   

 T3  : (A.1)
The classical equations of motion imply
r
2  =
gs
96
jj
2 + R4 + Slocal ; (A.2)
where r2 is constructed using the unwarped metric on the compact space,  is
proportional to the imaginary anti-self-dual three-form ux, and Slocal is a localized
source due to anti-D3-branes.
The homogeneous solutions to (A.2) are harmonic functions on the conifold,
i.e. solutions to the Laplace equation r2h = 0. Expanding h in angular harmonics
YLM(	) on T 1;1, we have
h(x;	) =
X
L;M
hLMx
(L)YLM(	) + c:c: (A.3)
where hLM are coecients, L  (j1;j2;Rf) and M  (m1;m2) label the SU(2) 
SU(2)  U(1)R quantum numbers under the isometries of T 1;1, and the radial
scaling dimensions (L) are related to the eigenvalues of the angular Laplacian,
(L)   2 +
q
H(j1;j2;Rf) + 4; (A.4)
183where [238]
H(j1;j2;Rf)  6(j1(j1 + 1) + j2(j2 + 1)   R
2
f=8): (A.5)
Next, let us consider inhomogeneous contributions to the D3-brane potential
sourced by imaginary anti-self-dual ux . Each mode of ux is a three-form
with specied quantum numbers L = (j1;j2;Rf) and M = (m1;m2) under the
angular isometries. Thus, we can consider a general imaginary anti-self-dual ux
, compute1 jj2, and expand the result in terms of irreducible representations of
the angular isometries. (That is, we expand products of two harmonic functions
on T 1;1 in terms of individual harmonic functions, ensuring that each term still
obeys the selection rules.) Using the Green's function given in [316], one readily
obtains the corresponding   prole.
The general potential for a D3-brane therefore involves a sum of homogeneous
terms h, inhomogeneous contributions sourced by ux, the Coulomb potential
sourced by Slocal, and curvature contributions. (For the computation of higher-
order contributions from curvature, see [53].)
1Some care is needed because certain contractions vanish identically.
184APPENDIX B
DERIVATIONS OF EQUATIONS USED IN CHAPTER 4
In this appendix we will derive some of the equations that have been used in
Chapter 4. In Sec. B.1 we derive the action in the Jordan frame (JF) by performing
a conformal transformation on the Einstein frame (EF) action. In Sec. B.2 we
obtain the equations of motion in the JF, and in Sec. B.3 we obtain the same
equations of motion by performing a conformal transformation on the EF equations
of motion. In Secs. B.4 and B.5 we derive the evolution equations in the Jordan
and Einstein frames.
B.1 The conformal transformation
We will rst obtain the JF action by performing a conformal transformation on
the EF action. The action in the EF is given by,
S =
Z
d
4x
p
 ~ g

1
22
~ R  
1
2
(~ r)
2   ~ V ()

+
Z
d
4x
p
 ~ g ~ Lm

e
 2
p
2=3~ g

;
(B.1)
where 2 = 8G, and the scalar eld  is non-minimally coupled to matter through
the coupling strength . In order to transform to the JF we dene the conformal
transformation,
~ g = 

2g = e
2
p
2=3g (B.2)
= F()g; (B.3)
where we have dened the function,
F() = e
2
p
2=3; (B.4)
185and 
2 = F(). Under this conformal transformation, the Ricci scalar transforms
as,
~ R =
1

2R  
6

3g
(rr
)
=
R
F
 
6
F
p
F
g
(rr
p
F)
=
R
F
 
6
F
p
F
g
r

1
2
p
F
rF

=
R
F
 
6
F
p
F
g


 
1
4F
p
F
rFrF +
1
2
p
F
rrF

=
R
F
+
3
2
1
F 3g
rFrF  
3
F 2g
rrF
=
R
F
+
3
2
1
F 3

dF
d
2
(r)
2  
3
F 2g
rrF: (B.5)
Using the scalar eld redenition in (B.4) we get,
r =
1
2
r
3
2
1
F

dF
d

(r): (B.6)
From the conformal transformation we also have,
~ g
 =
1
F()
g
; (B.7)
p
 ~ g = F()
2p
 g: (B.8)
Since  is a scalar, we have ~ r = r. Using these transformations in the EF
action (B.1) we get,
S =
Z
d
4x
p
 gF
2
"
1
22
R
F
 
3(1   42)
1622
1
F 3

dF
d
2
(r)
2
 
3
22
1
F 2g
rrF   ~ V ()
#
+
Z
d
4x
p
 gLm(g):
Here the term
R
d4x
p
 g(grrF) vanishes since it is a divergence term and
hence goes to the boundary. Therefore the action in the JF becomes,
S =
Z
d
4x
p
 g
"
1
22F()R  
3(1   42)
1622
1
F()

dF
d
2
(r)
2   V ()
#
+
Z
d
4x
p
 gLm(g); (B.9)
186where the potential in the JF is related to that in EF by,
V () = F()
2~ V (): (B.10)
B.2 JF equations of motion from the JF action
We will now derive the equations of motion in the JF starting from the JF Einstein
eld equations. The eld equations, obtained by varying the action (B.9) with
respect to the metric, are given by,
 G = 
2(T + T

); (B.11)
where,
 G = F()R  
1
2
gF()R + (gr
r   rr)F(); (B.12)
T

 = (1   4
2)F()

rr   g

1
2
g
rr

  gV ()
=
3(1   42)
822
1
F()

dF
d
2 
rr   g

1
2
g
rr

  gV (): (B.13)
Also, for a at expanding Universe, with the metric g = ( 1;a2;a2;a2), we have,
 
0
00 =  
0
0i =  
0
i0 =  
i
jk = 0; (B.14)
 
0
ij = ij _ aa; (B.15)
 
i
0j =  
i
j0 = ijH; (B.16)
R = 6

 a
a
+ H
2

= 6( _ H + 2H
2); (B.17)
R00 =  
3 a
a
=  
R
2
+ 3H
2; (B.18)
Rij = gij

 a
a
+ 2H
2

= gij

R
6
+ H
2

: (B.19)
187The Friedmann equation
The Friedmann equation is given by the (0;0) component of the eld equations.
We have
r0r0F =  F; (B.20)
rirjF = ri(@jF)
= @i(@jF)    

ij(@F)
= 0    
0
ij _ F
=  ij _ aa _ F; (B.21)
and,
r
rF =    F   3H _ F: (B.22)
Taking the time-time component of the left hand side of the eld equations we get,
 G00 = FR00  
1
2
g00FR + (g00r
r   r0r0)F
= F

 
R
2
+ 3H
2

+
1
2
FR + (  F + 3H _ F)    F
= 3H
2F + 3H _ F: (B.23)
Taking the time-time component of the right hand side gives us,
T00 = m; (B.24)
and,
T

00 =
3(1   42)
822
1
F

dF
d
2 
r0r0   g00

1
2
g
rr

  g00V ()
=
3(1   42)
1622
_ F 2
F
+ V (): (B.25)
Therefore the Friedmann equation in the JF is given by,
H
2 =
2
3F
(m + V ())  
H _ F
F
+
(1   42)
162
_ F 2
F 2: (B.26)
188The acceleration equation
Similarly, the (i;j) component of the eld equations gives us the acceleration equa-
tion. The space-space component of the left hand side of the eld equations is given
by,
g
ij  Gij = g
ij

FRij  
1
2
gijFR + (gijr
r   rirj)F

= 3F

R
6
+ H
2

 
3
2
FR + [3(   F   3H _ F) + 3H _ F]
= 3

 
1
3
FR + FH
2    F   2H _ F

: (B.27)
Taking the space-space component of the right hand side gives us,
g
ijTij = 3pm = 0; (B.28)
and,
g
ijT

ij =
3(1   42)
822
1
F

dF
d
2 
g
ijrirj   3

1
2
g
rr

  3V ()
= 3
"
3(1   42)
1622
_ F 2
F
  V ()
#
: (B.29)
Using these in the eld equations (B.11), we get,
 
1
9
R +
1
3
H
2 =  
2
3F
V () +
2
3
H _ F
F
+
(1   42)
162
_ F 2
F 2 +
1
3
 F
F
: (B.30)
On adding this equation to (B.26) and using R = 6( _ H + 2H2) we get the acceler-
ation equation in the JF,
_ H =  
1
2F

2m  
1
2
 F
F
+
1
2
H _ F
F
 
3(1   42)
162
_ F 2
F 2: (B.31)
Scalar eld continuity equation
The Lagrangian in the JF is given by,
L =
1
22F()R +
3(1   42)
1622
1
F()

dF
d
2
_ 
2   V () + Lm(g): (B.32)
189The equation of motion for the scalar eld can be obtained from the Euler-Lagrange
equation,
d
dt
@
@ _ 
(
p
 gL)  
@
@
(
p
 gL) = 0: (B.33)
On using the JF Lagrangian and simplifying, this gives,
3(1   42)
822
"
H _ F
F
+
 F
3F
 
_ F 2
6F 2
#
 
1
62R +
V;
3F;
= 0: (B.34)
We also know that R = 6(2H2 + _ H). Using (B.26) and (B.31) in this we get,
R = 12H
2 + 6 _ H
=
2
F
m +
42
F
V ()  
9H _ F
F
 
3  F
F
 
3(1   42)
82
_ F 2
F 2: (B.35)
Using this expression for R in (B.34) gives us the nal scalar eld equation of
motion,
 F + 3H _ F =
422
3

m + 4V ()   2F
V;
F;

: (B.36)
Matter uid equation
The energy-momentum tensor for matter is given by: T 
 = ( m;pm;pm;pm) =
( m;0;0;0). In an expanding Universe, conservation of the energy-momentum
tensor implies vanishing of the covariant derivative,
T

; 
@T 

@x +  

T

    

T

: (B.37)
Consider the  = 0 component of the conservation equation,
@T

0
@x +  

T

0    

0T

 = 0:
Using the fact that the only non-zero component of the energy-momentum tensor
is T 0
0 =  m, we obtain the following matter uid equation in the JF,
_ m + 3Hm = 0: (B.38)
190B.3 JF equations of motion from the EF equations of mo-
tion
The JF equations of motion can also be derived by performing the conformal
transformation (B.3) on the EF equations of motion. We will now show that this
gives us the same equations as those obtained in the previous section.
The Friedmann equation
We start with the Friedmann equation in the EF,
~ H
2 =
2
3
 
~ m +
1
2

d
d~ t
2
+ ~ V
!
: (B.39)
We know that,
~ m = F()
 2m; d~ t = F()
1=2dt; ~ a = F()
1=2a; ~ V () = F()
 2V ():
(B.40)
Therefore,
~ H =
1
~ a
d~ a
d~ t
=
1
F
1
a
d
dt
(F
1=2a)
=
1
F 1=2
 
H +
_ F
2F
!
: (B.41)
We also have,
d
d~ t
=
1
F 1=2
d
dt
=
1
2
r
3
2
_ F
F 3=2: (B.42)
Using these in (B.39) we get,
1
F
 
H +
_ F
2F
!2
=
2
3
 
1
F 2m +
3
1622
_ F 2
F 3 +
1
F 2V ()
!
;
191which upon simplication yields the JF Friedmann equation,
H
2 =
2
3F
(m + V ())  
H _ F
F
+
(1   42)
162
_ F 2
F 2: (B.43)
The acceleration equation
The acceleration equation in the EF is given by,
d ~ H
d~ t
=  
2
2
 
~ m +

d
d~ t
2!
; (B.44)
where we have set ~ pm = 0 for pressureless matter. Using the transformation for ~ H
we get,
d ~ H
d~ t
=
1
F 1=2
d
dt
 
H
F 1=2 +
1
2
_ F
F 3=2
!
=
_ H
F
 
1
2
H _ F
F 2 +
1
2
 F
F 2  
3
4
_ F 2
F 3: (B.45)
Using this in (B.44) gives us the JF acceleration equation,
_ H =  
1
2F

2m  
1
2
 F
F
+
1
2
H _ F
F
 
3(1   42)
162
_ F 2
F 2: (B.46)
Scalar eld continuity equation
The scalar eld equation of motion in the EF is given by,
d2
d~ t2 + 3 ~ H
d
d~ t
+ ~ V; =
r
2
3
~ m; (B.47)
where we have set ~ pm = 0 for pressureless matter. Each term in this equation
can be transformed to the JF separately. The terms that have not already been
192discussed are:
d2
d~ t2 =
1
F 1=2
d
dt
d
d~ t
=
1
2
r
3
2
1
F 2
 
 F  
3
2
_ F 2
F
!
; (B.48)
~ V; =
d
d

1
F 2V ()

=
d
d

1
F 2V ()

d
d
= 2
r
2
3

F
F;
d
d

1
F 2V ()

= 2
r
2
3

1
F 2

F
V;
F;
  2V ()

: (B.49)
Substituting the above equations, and the JF expressions for the other terms (which
have been obtained earlier), in (B.47) gives us the scalar eld equation of motion
in the JF,
 F + 3H _ F =
422
3

m + 4V ()   2F
V;
F;

: (B.50)
Matter uid equation
In the EF, the conservation equation for pressureless matter is given by,
d~ m
d~ t
+ 3 ~ H~ m =  
r
2
3

d
d~ t
~ m: (B.51)
We have,
d~ m
d~ t
=
1
F 1=2
d
dt

1
F 2m

=
1
F 5=2
 
_ m  
2 _ F
F
m
!
: (B.52)
Using this and expressions in the JF for the other terms (which have been obtained
earlier) in (B.51) gives us the JF matter uid equation,
_ m + 3Hm = 0: (B.53)
193B.4 JF autonomous phase plane equations
The scalar potential is assumed to have the form,
V () =
1
22[F()   f()]: (B.54)
In the JF we dene the dynamical variables,
x1   
_ F
HF
; x2   
f
6FH2; x3 

6H2: (B.55)
In order to nd the evolution equations we need to dierentiate x1, x2 and x3 with
respect to N = lna.
x
0
1 =
dx1
dlna
=
1
H
dx1
dt
=
1
H
"
 
 F
HF
+
_ H _ F
H2F
+
_ F 2
HF 2
#
: (B.56)
Using the potential (B.54) in the equations of motion we get,
 F
F
=  
3H _ F
F
+
422
3
m
F
+
42
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
  
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F

= 3H
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2H
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2
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2H
2(2x3 + 4x2)
= 3H
2x1 + 4
2H
2(1   x1   Kx
2
1 + 3x2 + x3); (B.57)
where K  (1   42)=162. Similarly,
_ H
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2
2
m
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2
_ F
F
  3K
_ F 2
HF 2  
1
2
 F
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 
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
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2
1   3x2   3x3)   2
2H(1   x1   Kx
2
1 + 3x2 + x3):
(B.58)
194Using these in the expression for x0
1 above, we get,
x
0
1 =  
x1
2
h
(3   4
2)   (3   4
2)x1   (3   4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2
1 + (3   12
2)x2
+ (3   4
2)x3
i
  4
2(1   x1   Kx
2
1 + 3x2 + x3): (B.59)
The other two evolution equations can be obtained in a similar way:
x
0
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dx2
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; (B.60)
where we have used F  df=d and m  dlnF=dln. Finally,
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195B.5 EF autonomous phase plane equations
In the EF, we dene the dynamical variables as,
~ x =

p
6 ~ H
d
d~ t
; ~ y =
2~ V1
3 ~ H2 ; ~ z =
2~ V2
3 ~ H2 : (B.62)
In order to nd the evolution equations we need to dierentiate ~ x, ~ y, and ~ z with
respect to ~ N = ln~ a.
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=

p
6 ~ H
"
1
~ H
d2
d~ t2  
1
~ H2
d ~ H
d~ t
d
d~ t
#
=
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3
2
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196and,
d~ z
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197APPENDIX C
JUNCTION CONDITIONS ACROSS THE BRANE IN CASCADING
COSMOLOGY
In this appendix we will derive junction conditions across a 3-brane in the cascading
cosmology setup. We derive the junction conditions using two dierent methods.
In Sec. C.1 we obtain junction conditions in a gauge in which the brane is at a
xed position (y = 0) and the bulk metric is time-dependent, by integrating the
bulk equations of motion across the delta-function sources at y = 0. In Sec. C.2
we obtain covariant junction conditions by adding appropriate Gibbons-Hawking-
York (GHY) boundary terms to the action and setting the variation of the action
across the brane to zero. Finally, in Sec. C.3 we show that for a specic choice of
the metric, the covariant junction conditions of Sec. C.2 reduce to those obtained
in Sec. C.1.
C.1 Junction conditions for a specic choice of metric
We derive the 5D Einstein eld equations in Sec. C.1.1, and use these equations to
obtain the junction conditions across the 4D brane for a specic choice of metric
in Sec. C.1.2.
198C.1.1 5D Einstein eld equations
The eective 5D covariant action in cascading cosmology is given by,
S =
M3
5
2
Z
bulk
d
5x
p
 g5

e
 3=2R5  
27
16m2
6
(@)
25

+
Z
brane
d
4x
p
 g4

M2
4
2
R4 + Lmatter

: (C.1)
Let us rst consider the 5D gravity part of the above action,
Sgravity =
M3
5
2
Z
d
5x
p
 g5e
 3=2R5: (C.2)
Taking the variation of this action with respect to gMN gives,
Sgravity 
Z
d
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 3=2(
p
 g5R5)
=
Z
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(C.3)
using,
R5 = RMNg
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 
g
RS 
P
SR   g
RP 
S
SR

;

p
 g5 =  
1
2
p
 g5
 
gMNg
MN
; (C.4)
and,
GMN = RMN  
1
2
gMNR5: (C.5)
On integrating by parts we get,
Sgravity 
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
: (C.6)
199We also have
 
P
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1
2
g
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Therefore,
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(rSgQR + rRgSQ   rQgSR):
(C.8)
The second integral above in Sgravity can thus be written as,
=
1
2
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g
RSg
PQ   g
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SQh 
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Therefore,
Sgravity 
Z
d
5x
p
 g5

e
 3=2GMN + (gMN5   rMrN)e
 3=2
g
MN;
(C.10)
giving us the left hand side of Einstein's eld equations,
 e
 3=2GMN + (gMN5   rMrN)e
 3=2: (C.11)
200Now consider the 5D cubic  interactions part of the action (C.1),
S =  
27
32
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5
m2
6
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5x
p
 g5(@)
25 (C.12)
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Here notice that since gMN is a symmetric tensor, the remaining terms should also
be symmetric in M;N. We do this symmetrization in the end, continuing with the
above form for now. Varying this action with respect to gMN gives,
S 
Z
d
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; (C.14)
where we have used,
 
P
MN =
1
2
g
PQ(rMgQN + rNgMQ   rQgMN): (C.15)
Therefore,
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We also have
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 
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201Using this in S gives,
S 
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Therefore after proper symmetrization in the M;N indices, the energy-momentum
tensor is of the form,
T
(5)
MN 

1
2
@M(@)
2@N +
1
2
@N(@)
2@M  
1
2
gMNg
AB@A(@)
2@B
  @M@N5

: (C.19)
The complete 5D Einstein eld equations
Using the expressions obtained above, and adding in the 4D contributions from
the action (C.1), the complete 5D Einstein eld equations can be written as,
e
 3=2GMN = T
(5)
MN   (gMN5   rMrN)e
 3=2
+
(y)
b
M
N
M
 3
5
 
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(4)
   M
2
4G
(4)


; (C.20)
where,
T
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@(M(@)
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gMN@
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2@K   @M@N5

;(C.21)
T
(4)
 = diag( b;pb;pb;pb;0); (C.22)
G
(4)
 = scalar curvature contribution from the brane: (C.23)
The term G
(4)
 arises from the brane intrinsic curvature,
M2
4
2
R
d4x
p
 g4R4.
C.1.2 Junction conditions
We will now specialize to 5D spacetime metrics of the form,
ds
2
bulk =  n
2(;y)d
2 + a
2(;y)d~ x
2 + b
2(;y)dy
2; (C.24)
202with  = (;y). Further, the brane is dened by the hypersurface y = 0.
For this choice of metric, the brane Einstein tensor G
(4)
 is given by,
G
(4)
00 = 3

_ a2
a2

; (C.25)
G
(4)
ij =  
a2
n2

_ a2
a2   2
_ a
a
_ n
n
+ 2
 a
a

ij; (C.26)
where dots denote derivatives with respect to . In order to obtain the junction
conditions from the 5D Einstein eld equations, we need to consider dierent com-
ponents of the eld equations. The following expressions are useful in calculating
components of the energy-momentum tensor,
5 =

00
b2  
 
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_ 
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_ b
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!
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n0
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+ 3
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 
b0
b

; (C.27)
(@)
2 =

02
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_ 2
n2

; (C.28)
where primes denote derivatives with respect to y.
(0;0) component
Consider the (0;0) component of the eld equations,
e
 3=2G00 = T
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; (C.29)
203where,
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; (C.30)
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; (C.31)
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r0r0e
 3=2 =
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; (C.33)
T
(4)
00 = n
2b; (C.34)
G
(4)
00 = 3

_ a2
a2

: (C.35)
In order to have a well-dened geometry, the metric is required to be continuous
across the brane localized at y = 0. However, its derivatives with respect to y may
be discontinuous across y = 0, hence the second derivatives with respect to y will
have a Dirac delta function in them. Therefore a00 = b a00+[a0](y), and similarly for
b and n. Here b a00 is the standard derivative (non-distributional part of the double
derivative of a), and [a0] is the jump in the rst derivative across y = 0, i.e.,
[X
0] = X
0(y ! 0
+)   X
0(y ! 0
 ): (C.36)
We similarly allow  to be discontinuous across the brane and write, 00 = c 00 +
[0](y). However, we need to be careful in dealing with terms like 0200 that we
have above. We can not write this term as 02(c 00 + [0](y)). Instead we should
write,

02
00 =
1
3
(
03)
0 =
1
3

[ (03)0 + [
03](y)

: (C.37)
204We also assume Z2 symmetry across the brane for simplicity. This symmetry allows
us to make the identication y $  y. In this case, we can write [X0]  2X0(0+).
Now equating the coecients of (y) in the (0;0) component of the eld equa-
tions (which is equivalent to integrating the eld equations over an innitesimal
region around y = 0, and then equating the terms on the brane), having written
double derivatives as above, gives us the following junction condition (under Z2
symmetry),
e
 30=2
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1
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2m5a2
0n2
0
; (C.38)
where the subscript 0 means that the function is evaluated at y = 0. Note that if
we remove all  terms above, then the resulting jump condition is consistent with
[272].
(0;5) component
Now consider the (0;5) component of the eld equations,
e
 3=2G05 = T
(5)
05   (g055   r0r5)e
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where,
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g055e
 3=2 = 0; (C.42)
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T
(4)
05 = 0; (C.44)
G
(4)
05 = 0: (C.45)
205On equating the coecients of (y) on the two sides of the eld equations, we get
0 = 0. Therefore the (0;5) component does not give any new junction conditions.
(5;5) component
Next we consider the (5;5) component of the eld equations,
e
 3=2G55 = T
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where,
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T
(4)
55 = 0; (C.51)
G
(4)
55 = 0: (C.52)
Again on equating the coecients of (y) on the two sides of the eld equations,
we get 0 = 0. Therefore the (5;5) component does not give any new junction
conditions either.
(i;j) component
Consider the spatial (i;j) component of the eld equations,
e
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206where,
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On equating the coecients of (y) in the above component of the eld equations
we get the following junction condition (under Z2 symmetry),
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We can substitute for a0
0 from the rst junction condition. This gives,
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Note that if we remove all  terms above, then the resulting jump condition is
again consistent with [272].
207 equation of motion
Consider the action (C.1),
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Varying this action with respect to , and noting that no boundary terms will be
generated since the integral in our action extends from  1 to +1, we get
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The 5D  equation of motion therefore is,
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; (C.67)
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: (C.69)
Collecting only double y-derivative terms (that will contribute to the coecients
209of (y)), and also eventually dropping terms such as 002 and 000, we get,
2r
M(@M5)   
2
n2
 
 00
b2 +
_ _ 00
b2  
2_ 00_ b
b3
!
+
2
b2
"

005  
2000b0
b3 +
000
b2

n0
n
+ 3
a0
a
 
b0
b

+
02
b2

n00
n
+ 3
a00
a
 
b00
b
#
+
200
b2
"
_ 
n2
 
_ n
n
  3
_ a
a
 
_ b
b
!
+
0
b2

n0
n
+ 3
a0
a
 
b0
b
#
; (C.70)
5(@)
2 
2
b2

002
b2  
2000b0
b3  
2000b0 + 02b00
b3  
_ _ 00
n2 +
_ 2n00
n3

+
2
b2

n0
n
+ 3
a0
a
 
b0
b

000
b2 : (C.71)
Therefore,
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Before we write down the junction condition, we note that following the same
logic as in (C.37), we need to write terms such as 000X0 + 1
202X00, where X can
be any one of a;n;b, in the following way,

00
0X
0 +
1
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
02X
00 =
1
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02X
0)
0 =
1
2

\ (02X0)0 + [
02X
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
: (C.73)
Then assuming Z2 symmetry, the equation of motion for  in 5D (C.64) gives us
the following junction condition,
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= 0: (C.74)
210Final junction conditions
To summarize, the nal junction conditions that we obtain (under Z2 symmetry)
are,
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 30=2
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C.2 Covariant junction conditions
In this section we follow an alternate method to obtain covariant junction condi-
tions, using the 4D equations of motion. Here we need to rst add in all appropriate
GHY boundary terms. We will rst rewrite the action (C.1) including the GHY
boundary terms in Sec. C.2.1. We then vary this action with respect to the metric
and  to obtain covariant junction conditions across the brane, in Sec. C.2.2.
C.2.1 GHY boundary terms
We write the boundary terms in two steps | rst we write the GHY boundary
term corresponding to 5D gravity, then we write the boundary term for the cubic 
211self-interaction term. We will work in the \half-picture", in which the bulk extends
from y = 0 to 1, with a boundary brane at y = 0.
5D gravity
Consider the 5D Einstein-Hilbert part of the action,
Sgravity(y  0) =
M3
5
2
Z
y0
d
5x
p
 g5e
 3=2R5
=
M3
5
2
Z
y0
d
4xdy
p
 qNe
 3=2
h
R4 + K
2   KK

+ 2rM
 
n
NrNn
M   n
MK
i
; (C.78)
where we have written the action in the ADM split, with y as the \time" variable,
ds
2
bulk = N
2dy
2 + q(dx
 + N
dy)(dx
 + N
dy); (C.79)
and K is the extrinsic curvature tensor,
K =
1
2
Lnq (C.80)
=
1
2
P
MP
NLngMN: (C.81)
Here P
M is the projection tensor, dened below in (C.89). We also dene the 4D
induced metric on the brane, q, as,
q = P
MP
NgMN: (C.82)
Note that on the brane, the projection tensor and the induced metric are equivalent.
We can write the bulk spacetime metric gMN in terms of the induced metric q
and the normal to the brane nM as,
gMN = qP

MP

N + nMnN;
g
MN = q
P
MP
N + n
Mn
N: (C.83)
212We also have,
gMAg
AN = M
N; (C.84)
qq
 = 
   nn
: (C.85)
Therefore,
g
MAgA = 
M
 =
 
q
P
MP
A + n
Mn
A
gA;
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qP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Mn
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   n
n)P
M + n
Mn
= 

P
M + n
Mn
= P
M
 + n
Mn; (C.86)
since nP
M = 0, as P
M projects onto the brane, and n is perpendicular to the
brane. The normal to the brane is given by,
nM = (0;0;0;0;N);
n
M =

 
N
N
;
1
N

; (C.87)
where we obtain the second equation using the fact that gMNnMnN = 1, and that
the 5D metric gMN is given by,
gMN =
0
B
@
q N
N N2 + NN
1
C
A: (C.88)
We can therefore write the projection tensor as,
P
M = 
M   nn
M = 
M;
P

M = 

M   n
nM: (C.89)
213Now we can write the extrinsic curvature in the following form,
K =
1
2
P
MP
NLngMN
= 
M
Nr(MnN)
= rn: (C.90)
Here r is a covariant derivative associated with the 5D metric gMN. Using (C.87)
again we get,
K = rn
= @n   nP 
P

=  N 
y

=
1
2N
(@yq   DN   DN); (C.91)
where D is the covariant derivative associated with the 4D metric q, and all
indices are raised and lowered by q. We want to rewrite the action so that all
Lnq terms cancel out on the boundary when we vary with respect to the metric.
We also want to remove all Ln terms on the boundary when varying with respect
to , but we can see from the action that such terms are not generated at all.
The last term in (C.78) is not a total derivative because of the e 3=2 term. We
214can use it to nd the boundary term as follows,
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; (C.92)
where we have used Ln(e 3=2) = nMrMe 3=2, and nMnNrNnM = nMaM = 0,
aM being the 5-acceleration. We have also used the identity nNrNnM =
qMPnN (@NnP   @PnN) [317]. Further, we have ignored the boundary term at
innity since it is irrelevant for our discussion. In order to get a well-dened
variational principle, we must remove the GHY contribution at y = 0 from the
Einstein-Hilbert action. Therefore we should write,
Sgravity(y  0) =
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d
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215Here Ln(e 3=2) =  3
2e 3=2Ln, and Ln = nM@M = 1
N(@y   N@).
5D  self-interaction term
We want to rewrite the  action,
S(y  0) =
Z
y0
d
5x
p
 g5(@)
25; (C.95)
so that it yields a well-dened variational principle, i.e. all Ln and Lnq terms
on the boundary should cancel out when we take a variation wih respect to  and
the metric respectively. Here we have removed the constant  27M3
5=32m2
6 from
the action and will write it back at the end. We claim that the correct answer is,
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Also note that using gMN = q
M
N + nMnN, we can write (@)2 =
gMN@M@N = (@)2 + (Ln)2. On performing the variation with respect to
216 we get,
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As desired, the boundary term has no Ln contribution. We will now simplify
the boundary term here for future use. Consider the terms that arise from the 5D
part of the action, Ln(@)2 and  2Ln5.
Ln(@)
2 = Ln(g
MN@M@N)
= Ln[(@)
2 + (Ln)
2]
= (Lnq
)@@ + 2q
@(Ln@) + 2LnLn(Ln); (C.98)
where terms like @ should be understood as P
M@M. We can further simplify
217the rst term here using,
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where we have used n@ = nP
M@M = 0.
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where we have used properties of the projection tensor, and that n = 0, which we
can see from (C.87). Therefore we get,
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where we have used r(nMnM) = 0 since nMnM is a scalar, and also we have
used @Mn = 0 since n = 0 from (C.87). Using (C.99) and (C.100), (C.98) thus
219becomes,
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The other term arising from the 5D part of the action is given by,
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where K is the trace of the extrinsic curvature. Also the quantity that we have
above is rMnM = gMNrMnN =
 
qP
MP
N + nMnN
rMnN = qK = K.
Here we used nMnNrMnN = 0, since the 5-acceleration of the normal vector is
given by aN = nMrMnN, and nNaN = 0. We have further assumed that Ln is a
scalar in writing nM@M(Ln) = Ln(Ln); we prove this later.
220Using (C.101) and (C.102) in S(y  0) we get,
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Now we still need to make sure that there are no Lng terms on the boundary
when we vary the action with respect to the metric. We rewrite the action (C.96)
by integrating the bulk -action by parts,
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This is easier to work with since we don't have to deal with a 5 type of term.
We can check that this does not give any Lng terms on the boundary when
varied with respect to the metric.
Aside: Ln is a scalar on the brane
Consider the transformation law for vectors,
@
M(~ x) =
@~ xM
@xN @
N(x); (C.106)
221where the left hand side is written completely in terms of the new coordinates ~ x,
and the right side is written in terms of x. Now consider dieomorphisms on the
brane of the form,
~ x
 = x
 + 
; (C.107)
~ x
y = x
y: (C.108)
Under such dieomorphisms the above transformation law tells us that @(x)
transforms in the following way,
@
(~ x) = @
(x) +
@
@xN @
N(x): (C.109)
@(x) therefore transforms as a 4-vector under transformations on the brane. On
the other hand, if we now look at the transformation properties of @y(x) we see
that,
@
y(~ x) =
@~ xy
@xN @
N(x)
=
@xy
@xN @
N(x)
= @
y(x): (C.110)
Now since such dieomorphisms are general transformations on the brane (as we
can choose the normal coordinate on the brane not to change, as above), this
implies that @y is a scalar on the brane. Therefore also @y is a scalar on the
brane (since N is a scalar on the brane). Also since Ln = 1
N(@y   N@), and
N@ is a scalar on the brane, therefore Ln is a scalar on the brane.
222C.2.2 Junction conditions
Using equations (C.93) and (C.104) we see that the full action (for y  0) with
the correct GHY boundary terms is given by,
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(C.111)
where we have used (C.94) and (C.105) to write the second equation, and there is
also a boundary term (at y = 0) in the complete action, given by,
S[brane] =
M2
4
2
Z
y=0
d
4x
p
 qR4 +
Z
y=0
d
4x
p
 qLmatter: (C.112)
First junction condition
On varying S(y  0) with respect to the metric we get,
S(y  0) = Bulk Terms
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;
223where in the last line we have used (C.14). On simplifying further we get,
S(y  0) = Bulk Terms
 
M3
5
2
Z
y=0+
d
4x
p
 qe
 3=2

Kg
   K
  
3
2
g
Ln

g
+
27
32
M3
5
m2
6
Z
y=0+
d
4x
p
 q

@
@
nP@
P +
1
3
g
 (Ln)
3

g:
(C.113)
Similarly for y  0 we get,
S(y  0) = Bulk Terms
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Further, variation of the boundary term at y = 0 gives,
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where G
(4)
 is the 4D scalar curvature contribution from the brane and T
(4)
 is the
energy-momentum tensor on the brane.
Setting the sum of all boundary contributions to zero (i.e. S(y  0)+S(y 
0)+S[brane] = 0) and assuming Z2 symmetry, gives us the rst junction condition,
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Second junction condition
224In order to obtain the  junction condition, we vary S(y  0) with respect to .
Using (C.103) this gives,
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(C.117)
The boundary term S[brane] at y = 0 does not contribute to this variation. There-
fore the junction condition for the  eld is,
e
 3=2K +
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6
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 + 2Ln4 + K(Ln)
2

= 0: (C.118)
C.3 Checking the junction conditions
We will now check that the above junction conditions (C.116) and (C.118) yield
the same junction conditions obtained in Sec. C.1, in equations (C.75), (C.76),
and (C.77).
For the metric,
ds
2
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;y)d
2 + a
2(;y)d~ x
2 + b
2(;y)dy
2; (C.119)
 N
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dy); (C.120)
225we have,
N = b; N = 0; q00 =  n
2; qij = a
2ij; (C.121)
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Ln =
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b
: (C.123)
The (0;0) component of the rst junction condition (C.116) therefore gives,
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which upon simplication yields (C.75),
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where the subscript 0 means that the function is evaluated at y = 0. Similarly the
(i;j) component of the rst junction condition (C.116) gives us,
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es to,
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We can substitute for a0
0 from (C.124). This gives us (C.76),
e
 30=2

n0
0
n0b0
 
1
2
0
0
b0

 
9
16m2
6

1
3
02
0
b2
0
+ 2
_ 2
0
n2
0

0
0
b0
=
1
6M3
5
(3pb + 2b)  
1
2m5n2
0

_ a2
0
a2
0
+ 2
_ a0_ n0
a0n0
  2
 a0
a0

: (C.125)
226Also on using the above equations for our metric in the second junction condi-
tion (C.118), and using,
4 = q
r@
= q
@@   q
 

@
=  
 
n2 +
_ 
n2

_ n
n
  3
_ a
a

; (C.126)
we nd that the  junction condition becomes,
e
 30=2

3
a0
0
a0
+
n0
0
n0

+
9
4m2
6

0
0

 
 0
n2
0
+
_ 0
n2
0

_ n0
n0
  3
_ a0
a0

+
9
8m2
6

n0
0
n0

02
0
b2
0
 
_ 2
0
n2
0

+ 3
a0
0
a0
02
0
b2
0

= 0: (C.127)
This is the same as the junction condition obtained earlier in (C.77).
227APPENDIX D
STABILITY ANALYSIS OF FLAT BRANE SOLUTIONS IN
CASCADING COSMOLOGY
In this appendix we will derive the conditions for stability in the bulk and on
the brane, for a at brane solution in cascading cosmology. We rst discuss per-
turbations in the Jordan frame in Sec. D.1 and then present the Einstein frame
perturbation analysis in Sec. D.2. Finally, in Sec. D.3 we show that the stability
analysis in the two frames is equivalent.
D.1 Stability analysis in the Jordan frame
We derive the second-order action in Sec. D.1.1 and check that it reproduces the
correct correct rst-order junction conditions in Sec. D.1.2. In Sec. D.1.3 we
present the nal  action and obtain from it the ghost-free conditions. We also
show that in the decoupling limit, the brane ghost-free condition yields the correct
lower bound on the brane tension.
228D.1.1 The second-order action
We start with the complete 5D action in the half picture,
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We need to perturb this action to second order in order to study the existence of
ghosts in the theory. We perturb the metric and the scalar elds as
q = e
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 =  (y) + ^ (x
;y): (D.7)
Gravity part of action
The gravity part of the action is,
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We can calculate the R4 term to second order as,
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229using
p
 q = 1 + 4 to rst order and R4 =  6e 2[(@)2 + @2]. We have also
integrated by parts over the -coordinates of the rst term, since this does not
generate any boundary terms.
To rst order, the extrinsic curvature is given by,
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1
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: (D.10)
We need the trace K = qK to second order. For this we rst calculate 4 to
second order,
4 =
1
p
 q
@(
p
 qq
@)
= e
 4
@(e
2@)
= @
2 + 2
@@   2@
2: (D.11)
Now we can calculate K to second order,
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Therefore, the K2 terms to second order are,
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where we have integrated by parts in order to simplify.
230We need Ln
 to rst order,
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Thus,
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where we have again simplied by integrating by parts.
For the last term in the action we need 4
 to second order. This is similar to
4 obtained above, hence,
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Using this and integrating by parts we nd that
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We also have Lmatter =  , so that [
p
 qLmatter](2) =  82. Therefore the
231gravity part of the action at second order is given by,
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 interactions part of action
The -interactions part of the action is,
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Consider the term (@)25 in the bulk,
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We want to study the second order part of the action S. For this we need Ln to
rst order and 4 to second order. These are given by,
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4 = @
2^  + 2
@@^    2@
2^ : (D.22)
We will now calculate each term in S to second order in perturbations. We
will also freely integrate by parts over transverse coordinates in order to simplify
232expressions wherever required. The terms in the bulk action are then given by,
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The other two terms in the bulk can be combined in the following way,
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233The brane term obtained here cancels one of the terms on the brane in S. The
net bulk term can be calculated to second order as,
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while the remaining brane term to second order is given by,
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Adding up all of these terms gives us the -interactions part of the action to second
order,
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The complete second-order action
The nal second-order action can be obtained by adding S
(2)
gravity and S
(2)
 obtained
above. Notice that the 0 terms in S
(2)
gravity +S
(2)
 reduce to a pure boundary term
on using the bulk equation of motion   
; 0 + 9 03
16m2
6 = 
2M3
5 ,
M3
5
2
Z
bulk
d
5x[32 
; 
0
0]  
27
32
M3
5
m2
6
Z
bulk
d
5x

32
3
 
03
0

=
Z
brane
d
4x[4
2]: (D.33)
234This cancels the 2 term that comes from gravity on the brane, and we get the
complete second-order action to be,
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Setting the coecient of @2 to zero gives us the momentum constraint equation,
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where we have used  
; = 3Z 00
2 02 . We can similarly set the coecient of N to zero
to obtain the Hamiltonian constraint equation,
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In the above equations we have dened,
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235We can now substitute N from (D.35) into the action (D.34). All of the @2
terms cancel out, and we are left with,
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236On simplifying this action using  
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D.1.2 Checking the second-order action
The action (D.38) should reproduce the correct rst-order junction conditions on
the brane | we will now check these one by one.
First junction condition
The rst covariant junction condition is,
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We will work with the trace of this junction condition, so we multiply it with
q (the last term gives qG
(4)
 =  R4). At rst order we can ignore the matter
contribution, and we get,
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On using the momentum and Hamiltonian constraint equations (D.35) and (D.36),
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Now let us vary the action (D.38) with respect to  to check if we ob-
tain the same equation. First notice that the bulk term
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Second junction condition
The second covariant junction condition is,
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To rst order this gives,
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Now varying the action (D.38) with respect to ^  and setting the variation to
zero gives,
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238which also gives on rearranging terms,
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D.1.3  action and the ghost-free conditions
On substituting the expression for ^  that we found in the previous expression into
(D.38) and simplying the brane terms, we nd the complete  action to be,
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Here we can set  
 = 1 on the brane. From the above action we can read o the
conditions for no gradient instabilities and no ghosts in the bulk, and the condition
for no ghosts on the brane, respectively,
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Brane ghost-free condition in the decoupling limit
In the decoupling limit analysis, let us choose  
 = e 3 =2, so that  
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239In the limit of M5;M6 ! 1, the rst term on the left is dominant over the second.
Therefore we can write this equation as,
  
; 
0 

2M3
5
: (D.50)
Similarly since  03=m2
6 =  03
c =(M3
5
7=2
6 ), we can write,
Z   
2
3
 
;; (D.51)
1  
9
4m2
6
 02
Z
 1: (D.52)
On the brane therefore, with  0 = 1, and with our choice of  
 = e 3 =2, the
equation of motion gives  0
0 = 
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5 , and we have Z0 = 1. Then the brane ghost-
free condition (D.48) gives,
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D.2 Stability analysis in the Einstein frame
In this section we derive the bulk  action in the Einstein frame. We rst discuss
the background solution in Sec. D.2.1. In Sec. D.2.2 we discuss scalar perturba-
tions to the bulk action and derive the rst-order constraint equations. We then
use these to obtain the  action in Sec. D.2.3.
D.2.1 The background solution
Consider the Jordan frame bulk action,
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240We rst need to transform this action to Einstein frame. For this, we perform the
conformal transformation,
~ gMN = 

2=3gMN: (D.55)
Under this transformation, we 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Therefore the Einstein frame bulk action is,
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We consider the Jordan frame metric given by,
ds
2
bulk = a
2(y)( d
2 + d~ x
2) + dy
2: (D.59)
For any general 
 this corresponds to the Einstein frame metric,
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where ~ a2(~ y) = 
2=3a2(y), d~ 2 = d2, d~ ~ x2 = d~ x2, and d~ y2 = 
2=3dy2.
241We will study stability in the Einstein frame using the action (D.58). Also, we
will now onwards work in the Einstein frame and will drop the tilde in this frame.
All quantities in the sections below are in the Einstein frame, unless specied
otherwise.
5D Einstein eld equations
Setting the variation of the action (D.58) with respect to the metric to zero gives
us the bulk Einstein eld equations,
M
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MN; (D.61)
where the  stress-energy tensor is dened as,
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We will now derive the explicit form of the energy-momentum tensor by varying
the action (D.58).
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rst consider the quadratic  terms in (D.58),
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where we have ignored the boundary terms generated while integrating by parts.
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242Now consider the cubic  term in (D.58),
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On varying with respect to the metric this gives,
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after proper symmetrization in the M, N indices. The last term in (D.58) is the
quartic  term,
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243Using (D.63), (D.64), and (D.65) in (D.62) gives us the  stress-energy tensor,
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Equations of motion
For the bulk Einstein frame metric,
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with   (y), we can obtain the Friedmann and acceleration equations from the
(5;5) and (i;j) components of the eld equations (D.61). We dene an equivalent
Hubble parameter, H = a0=a, where prime denotes derivative with respect to the
\time" coordinate y. We have,
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244On simplication, these yield the following Friedmann and acceleration equations,
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D.2.2 Scalar perturbations
In the ADM formalism the bulk metric is written as
ds
2 = N
2dy
2 + q(dx
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dy)(dx
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dy): (D.72)
For the bulk metric (D.67), the induced metric on the brane is given by,
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We need to write the action (D.58) in terms of ADM variables. The gravity part
of this action is simple while the  interactions are a bit more tricky. We have
from (D.58),
Sbulk = Sg + S; (D.74)
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245where the extrinsic curvature is dened as,
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Here D is the covariant derivative with respect to the 4D induced metric q.
In order to write S in terms of ADM variables, let us rst consider the
quadratic  terms in (D.76),
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where we have ignored the boundary terms generated while integrating by parts.
Here we can use (@)2 = (@)2 +(Ln)2. Further, we will study the solution  
(y) in the bulk, where there are no uctuations in , and the scalar perturbation
is purely in the metric. Therefore,
S
(1)
 =
M3
5
2
Z
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d
5x
p
 qN
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4
3
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2
(Ln)
2
#
: (D.78)
Now consider the cubic  term in (D.76),
S
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5
32m2
6
Z
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d
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p
 g5



 1=3(@)
25

:
Using (@)2 = (@)2 + (Ln)2 and 5 = 4 + KLn + Ln(Ln) +
246N 1q@@N, we get,
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The last term in (D.76) is the quartic  term,
S
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Using (D.78), (D.79), and (D.80) in (D.76), and using Ln = 0=n, gives us S in
ADM variables,
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We dene E  NK. Let the uctuation in N be N and the uctuation in
E be E,
N = 1 + N; (D.82)
E

 = 4H + E

: (D.83)
Now we will rewrite (D.81) upto second order in perturbations, making use of the
247following identities which are valid upto second order:
1
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2
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2; (D.84)
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The action (D.81) can now be written to second order as,
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where,
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^ M
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8m2
6


 1=3
03: (D.91)
First-order constraint equations
The complete bulk action is given by,
Sbulk = Sg + S; (D.92)
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M3
5
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d
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; (D.93)
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248Varying this action with respect to N and N yields the Hamiltonian and momen-
tum constraint equations respectively,
R4  
1
N2(E
2   EE
)  
3
N2H
0 + 3(4H
2 + H
0) + M
4N   ^ M
3E

 = 0; (D.95)
D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
= 0:(D.96)
We will now perturb the metric and solve the above constraint equations,
q = e
2(x;y)a
2(y); (D.97)
N = 1 + N; (D.98)
N = @: (D.99)
Under the above perturbations we nd that,
E =
1
2
(@yq   DN   DN)
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; (D.100)
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E
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E
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   4H
= 4
0   D
2; (D.104)
E
2   EE
 = 12(H + 
0)
2   6(H + 
0)D
2; (D.105)
where D2 = qD@, and in the last quantity we have integrated by parts to
cancel out the (D2)2 terms. We also have,
R4 =  6a
 2e
 2 
(@)
2 + @
2

: (D.106)
249Note that in this expression for R4, indices are raised and lowered with  and .
Therefore (@)2 = @@ and @2 = @@. Further, since @2 is dened
with respect to partial derivatives and not covariant derivatives, therefore if we
need to integrate this term by parts we should either remove the measure
p
 q, or
else convert this term to a covariant derivative rst and then integrate by parts.
Using the above expressions in the constraint equation (D.96) we get,
D

2(1   N)(3H + 3
0)   ^ M
3N

= 0;
therefore to rst order (and using DH = 0),
N =
60
6H + ^ M3: (D.107)
Similarly, the other constraint equation (D.95) gives us to rst order,
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0   6HD
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0(1   2N)
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4N   ^ M
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which can be simplied using (D.107) for N,
D
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6H + ^ M3
1
a2@
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 36H0 + 48H ^ M3 + 4 ^ M6   6M4
(6H + ^ M3)2 
0: (D.108)
Note that to rst order, we have @2 = @@ = D@.
D.2.3  action
We will now substitue the solutions (D.107) and (D.108) into the complete action
(D.92), (D.93), and (D.94), to nd the second-order action in . We will only
keep second-order pieces in each term, and will consider only kinetic terms in the
250perturbations, i.e. terms like 02 and (@)2 (since all other second-order terms will
anyway cancel out). Consider each term in the action one by one:
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[integrating by parts];
(D.109)
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First collect all of the D2 terms,
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251This term is a total derivative, thus it can be ignored.
The remaining second-order action in  is now,
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Now using the expression for N (D.107) above, we get the coecient 02,
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where,
A(y) =
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And the coecient of (@)2 is,
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where,
B(y) =
6(18H0 + 6H ^ M3 + ^ M6 + 3@y ^ M3)
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252Therefore the complete  action is,
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
: (D.121)
D.3 Equivalence of the stability analysis in the two frames
We will now show that the Einstein frame  action (D.121) is equivalent to the
bulk Jordan frame  action in (D.45).
The results presented in Sec. D.2 in the Einstein frame are in the \unitary
gauge" in which the perturbation is purely in the metric while the scalar eld is
unperturbed. In this gauge the metric perturbation  is equivalent in both frames,
and we can drop the bar from Jordan frame background quantities since the scalar
eld is not perturbed. All other quantities transform between the two frames as
follows (where we denote the transformation as EF ! JF):

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0; (D.122)
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Further, we can set H = H0 = 0 in the Jordan frame.
On substituting the above expressions in the denitions of A(y) (D.118) and
B(y) (D.120), and simplifying using the bulk Jordan frame background equations
253
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
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602, we get,
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We also have a2 ! 
2=3 (using a = 1 in the Jordan frame), dy ! 
1=3dy, (@)2 !
(@)2 (since this is dened with , and not the metric), and 02 ! 
 2=302.
Using all of these transformations in the Einstein frame  action (D.121) gives,
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which is the same as the bulk Jordan frame  action in (D.45) derived earlier in
Sec. D.1.
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