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Abstract
We establish the existence of inﬁnitely many weak solutions for the general one-dimensional
forward–backward diffusion equation ut = (ux)x under the homogeneous Neumann boundary
condition by rephrasing it as a ﬁrst-order differential inclusion problem.
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In this paper we establish the existence of inﬁnitely many weak solutions for a gen-
eral class of forward–backward diffusion equations under the homogeneous Neumann
boundary condition
⎧⎪⎨
⎪⎩
ut = (ux)x, (t, x) ∈ (0, T ) × (0, l) := QT ,
u(0, x) = u0(x), 0x l,
ux(t, 0) = ux(t, l) = 0, 0 tT .
(1)
In this paper, we always assume that (0) = 0.
In the pioneering work of Höllig [H], inﬁnitely many weak solutions were constructed
under the main constitutive assumption that function  : R → R in (1) is piecewise
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Fig. 1. General shape of y = (s) considered by Höllig.
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Fig. 2. The general shape of y = (s) (see Hypothesis (A) for details).
afﬁne, as illustrated in Fig. 1. The construction of solutions in [H] depends heavily on
this constitutive requirement.
It seems difﬁcult to apply Höllig’s method to general situations. A main open problem
left in [H] is whether the piecewise afﬁne assumption on  can be relaxed.
In this paper, we use a completely different method to establish the existence of weak
solutions in W 1,∞(QT ) for smooth (say C3,) initial values u0 under much ﬂexible
conditions on  as illustrated in Fig. 2.
The main motivation for studying diffusion problems without monotonicity require-
ment on  is due to physical requirements as stated in [H] which only imply (s)s >
0 instead of ′(s)0, that is, (·) need not to be monotone. Another motivation for
considering general forward–backward diffusion problems is a one-dimensional non-
monotone Stefan problem considered by Elliott [E] who established an existence result
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of the so-called Young measure solutions for the following problem:
⎧⎪⎨
⎪⎩
vt = (v)xx in QT ,
v(0, x) = v0(x), 0x l,
v(t, 0) = v(t, l) = 0, 0 tT ,
(2)
where (·) is in the form similar to that in Fig. 2. It is clear that a W 1,∞ solution for
(1) gives rise to an L∞ solution for (2) by letting v = ux .
To be more precise, we have the following assumptions on  called Hypothesis (A).
From our proofs later, it would be obvious that the assumptions can be relaxed further.
For example, we may have ﬁnitely many backward parts which will not affect the
existence of solutions.
Hypothesis (A) (See Fig. 2 for an illustration). The function  : R → R satisﬁes
(i) there are two numbers 0 < s1 < s2, such that
 ∈ C2,1((−∞, s1) ∪ (s2,∞)) ∩ C0((−∞, s1]) ∪ ([s2,∞));
(ii) ′(s) > 0 for s ∈ (−∞, s1) ∪ (s2,+∞), 0 < (s2) < (s1), 0 < c0 < ′(s) < C0
for some constants c0 > 0, C0 > 0 for s < s1/2 and s > 2s2.
Let s∗1 ∈ (0, s1) and s∗2 ∈ (s2,∞) be the unique solutions of
(s∗1 ) = (s2), (s∗2 ) = (s1),
respectively so that 0 < s∗1 < s1 < s2 < s∗2 .
(iii)  : [s1, s2] → R is bounded.
The following is our main result.
Theorem 1. Suppose (·) satisﬁes (A). Let u0 ∈ C3,([0, l]) (0 < 1), with
(u0)x(0) = (u0)x(l) = 0 and max
x∈[0, l](u0)x(x) > s
∗
1 .
Then the Neumann problem
⎧⎪⎨
⎪⎩
ut − (ux)x = 0, (t, x) ∈ QT ,
u(0, x) = u0(x), x ∈ [0, l],
ux(t, 0) = ux(t, l) = 0, 0 tT
(3)
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has inﬁnitely many weak solutions u ∈ W 1,∞(QT ) satisfying
(a) for every  ∈ C10(QT ),
∫
QT
[ut+ (ux)x] dx dt = 0; (4)
(b) for some  > 0,
u ∈ C2((0, T ) × {(0, ) ∪ (l − , l)}), ut − (ux)x = 0,
(t, x) ∈ (0, T ) × {(0, ) ∪ (l − , l)} ; (5)
(c) the initial condition holds:
u(0, x) = u0(x), x ∈ [0, l]; (6)
(d) and the boundary condition is satisﬁed:
ux(t, 0) = ux(t, l) = 0, 0 tT . (7)
Items (a)–(d) in Theorem 1 simply say that our solutions are classical solutions of
the original problem (3) near the boundary, satisfying the Neumann boundary condition
in the classical sense.
In fact, the smoothness assumption on the initial value u0 can be signiﬁcantly weak-
ened (see Remark 4 after the proof of Theorem 1).
Similarly, for the homogeneous Dirichlet problem (2), we have
Theorem 2. Suppose (·) satisﬁes (A). Let v0 ∈ C2,([0, l]) with v0(0) = v0(l) = 0,
and maxx∈[0, l] v0(x) > s∗1 . Then the Dirichlet problem
⎧⎪⎨
⎪⎩
vt − (v)xx = 0, (t, x) ∈ QT ,
v(0, x) = v0(x), x ∈ [0, l],
v(t, 0) = v(t, l) = 0, t0,
(8)
has inﬁnitely many solutions in L∞(QT ) in the sense that
∫
QT
[vt + (v)xx] dx dt = 0,
for every  ∈ C1,20 (QT ) (see notation). Furthermore, every weak solution v is smooth
(in C1,2) near the boundary {0, 1} × [0, T ), satisfying Eq. (8) and the corresponding
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boundary conditions. Let u0(x)=
∫ x
0 v0() d. Then u(t, x) : =
∫ x
0 v(t, ) d∈W 1,∞(QT )
and satisﬁes (4)–(7).
It is known that for systems of diffusion equations in the form
ut + divDW(Du) = 0,
where u : [0, T ]× → RN with  ⊂ Rn (N, n2), one can establish existence results
without assuming that DW(·) is monotone. In [TZ], the long time existence of weak
solutions of the above system under the natural boundary condition was established
when W(·) is a quasiconvex double-well energy function whose gradient satisﬁes the
so-called quasimonotonicity condition [Z1]. The ﬁnite time difference scheme used in
[D], works well. However, for the one-dimensional case, quasimonotonicity implies
monotonicity, the method in [TZ] fails to produce a solution.
Our approach to problem (3) (or (4)–(7)) is based on a completely different idea
from either that of [H] or the ﬁnite time difference method [D,E], [KP] for constructing
Young measure solutions. Instead, we rephrase the weak form (4) of Eq. (3) into a
partial differential inclusion problem. We write D = (t , x) as the gradient operator
in R2. Our question can be stated alternatively as:
Find  ∈ W 1,∞(QT , R2) with (t, x) = ((t, x), u(t, x)) such that
D(t, x) ∈ K(u(t, x)) a.e. (t, x) ∈ QT , (9)
with K(u(t, x)) an appropriate subset of
(u(t, x)) :=
{(
(X) u(t, x)
Y X
)
∈ M2×2, X, Y ∈ R
}
.
We can easily see this. Suppose  = (, u) is a W 1,∞ solution of the differential
inclusion problem (9) above, we obtain t = (ux), x = u. Since curlD = 0 in the
sense of distributions, we have (ux)x − ut = 0 in the sense of distributions, thus u is
a W 1,∞ weak solution for (3).
Let MN×n be the space of N×n real matrices. The study of systems of homogeneous
partial differential inclusion problem
Df (x) ∈ K ⊂ MN×n a.e. x ∈  ⊂ Rn u(x) = Ax x ∈ 
and its inhomogeneous counterpart Df (x) ∈ K(x, f (x)) has been a very active area
of research [DM1,DM2,DP,K,MS1–MS4,MSy,Sy]. The original problem was motivated
from the variational approach to material microstructure using nonlinear elasticity mod-
els [BJ1,BJ2]. A particular problem that is directly connected to homogeneous partial
differential inclusions is the so-called attainment problem for the double-well model in
two dimension [MS1].
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The case of ordinary differential inclusions, that is, when n = 1 has been studied since
a long time ago (see [AC] and references therein). For elliptic systems (n, N > 1), there
are two main approaches. One approach [MS1–MS4,MSy,Sy] uses the idea of convex
integrals introduced by Gromov [G] and constructs in-approximations by laminates—a
method used by Scheffer [Sc] back to 1974. The other approach applies the Baire
category theory (see [B,BF,BP1,BP2] for N = 1 and [DM1,DM2,DP] for general
systems). In [K], Kirchheim attempted to unify the two approaches. As rephrased in
[K] (also see [MSy] for the in-approximation approach), both approaches require the
so-called Relaxation Property which is the key to both. We use the homogeneous case
as an example to explain what is required.
Let K, E ⊂ MN×n be two bounded subsets with K compact. We say that E has the
relaxation property with respect to K (or E can be reduced to K) if for every bounded
open set  ⊂ Rn, any afﬁne function uA(x) = Ax + b with A ∈ E, and any 	 > 0,
there is a piecewise afﬁne function u	 ∈ W 1,∞(,RN) (or piecewise C1 function in
the inhomogeneous case [DM1,DM2,DP]) such that u	 = uA on , Du	 ∈ K ∪E a.e.
in  and
∫
 dist(Du	(x),K) dx < 	.
Note that in the above deﬁnition, piecewise afﬁne (piecewise C1 respectively) means
that the function u	 is allowed to be afﬁne (C1) on countably many ‘pieces’ with com-
plement of their union in  to be of measure zero. For the inhomogeneous problems, so
far for the issue of general existence, it is assumed that the corresponding set E above
must be open in the Baire-category approach [DM2,DP] while in the convex-integral
approach, it requires certain continuity with respect to the parameters [MSy] which is
similar to the assumption that E is open.
In our case, on one hand, the technical difﬁculty is that E(u(t, x)) (to be deﬁned
later) depends on the function u(t, x) pointwise which fails to satisfy the assumption
for E in both approaches. Thus in this paper we need a more delicate design of
approximate solutions. On the other hand, we may view the problem as a differential
inclusion problem with constraints, that is, in a different category, our problem is related
somehow to that in [MS3]. If we let V ⊂ M2×2 be the subspace of lower triangular
matrices and PV the orthogonal projection to V, then, we may rewrite our differential
inclusion problem as
PV (D(t, x)) ∈ K(0) a.e. in QT subject to x = u in QT .
We will not formally take this line of approach while this fact will be used from time
to time.
We will take the in-approximation like approach [MS1,MSy] streamlined by Kirch-
heim [K]. I believe that the Baire Category Theorem approach of Dacorogna and
Marcellini [DM1,DM2,DP] also works. However, in any case we need to establish
the relaxation property (Lemma 6). In this paper we will not consider the so-called
optimal differential inclusion problem [DM2,MSy] where the notion of quasiconvex
extreme points [Z2] and relations among various semiconvex hulls [Z3] for the set K
are both needed.
Next, we give notations and preliminary results which are needed for establishing
Theorem 1.
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For a measurable set  ⊂ Rn, we denote by || its Lebesgue measure. The norm
|X| of a matrix X ∈ MN×n—the space of N×n matrices, is identiﬁed with its standard
Euclidean norm in RNn. Let QT = (0, T ) × (0, l) with T > 0, l > 0. We denote by
Ck+/2,2k+(Q¯T ) the parabolic Hölder space on Q¯T —the closure of QT , where k0
is an integer and 0 < 1 [F,L,LSU]. We write, for a function u deﬁned on QT , the
partial derivatives as ut , uxx etc. However, for an interval or a ﬁnite union of intervals
I ⊂ R, we write Ck,1(I ) as Ck functions on I whose kth order derivatives are Lipschitz
functions on I. The Sobolev space W 1,∞(QT ) is deﬁned as usual [A].
The following one-dimensional version of the theorem concerning the existence,
uniqueness and regularity result for one-dimensional parabolic equations is well known
[F,L,LSU].
Lemma 3. Suppose ∗ ∈ C2,1(R) satisﬁes 0 < 
(∗)′(s) for some constants
0 < 
 < . Let u0 ∈ C3,[0, l], (0 <  < 1) be such that (u0)x(0) = (u0)x(l) = 0.
Then the problem
⎧⎪⎨
⎪⎩
ut − ∗(ux)x = 0, (t, x) ∈ QT ,
u(0, x) = u0(x), x ∈ [0, l],
ux(t, 0) = ux(t, l) = 0, t0
(10)
has a unique solution u∗ ∈ C1+/2,2+(Q¯T ) satisfying
‖Du∗‖C0(Q¯T )C‖(u0)x‖C0[0,l], ‖u∗‖C0(Q¯T )CT . (11)
In particular, by the maximum principle,
max
(t,x)∈Q¯T
|u∗x(t, x)| = max0x l |(u0)x(x)|.
The following construction of two simple piecewise afﬁne functions is crucial for
the proof of our main result.
Given a > 0, b > 0,  > 0, we deﬁne in the triangular domain
 = {(t, x) ∈ R2, 0x(t + 1), −1 t0}
two piecewise afﬁne functions
g+(t, x) =
⎧⎪⎨
⎪⎩
bx, 0x a(t + 1)
a + b , −1 t0,
a(t + 1) − ax, (t + 1)x a(t + 1)
a + b , −1 t0,
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(0, b)
(aδ, −a)
(aδ, −a)
(−aδ, −a)
(−bδ, b)
(−bδ, b)
(bδ, b)
(bδ, b)
(−aδ, −a)
(0, b)
(0, −a) (0, −a)
(0, −a) (0, −a)
(0, b)(0, b)
Dg+ (t,x) =
Dg
−
 (t,x) =
t
x
Fig. 3. Tile T (0; 1, ) and values of Dg+(t, x) and Dg−(t, x) in each afﬁne pieces.
g−(t, x) =
⎧⎪⎨
⎪⎩
−ax, 0x b(t + 1)
a + b , −1 t0,
bx − a(t + 1), (t + 1)x b(t + 1)
a + b , −1 t0.
We extend g+ and g−, respectively, in the x-direction as odd functions: g±(−x, t) =
−g±(x, t) then extend the resulting function along the t-direction as even functions
in t, respectively. Let the diamond-shaped domain thus obtained for g± as T (0; 1, )
representing the centre at the origin 0, the horizontal length 1 from the centre to the
right and the left vertices, and vertical length to the top and bottom vertices. We deﬁne
g± = 0 outside T (0; 1, ). We also call the length between the top and bottom vertices
as the height of T (0; 1, ) and we denote it by h. We see that h = 2. We call
T (0; 1, ) the standard tile. When we need to be more precise about the parameters,
we write g = g±(−a, b, , t, x). Fig. 3 shows the tile T (0; 1, ) and the domains on
which Dg±(t, x) equal a constant. The following are some properties of g±(t, x) whose
proofs are easy as g is odd in x and the integrals of (g+)t and (g−)t against x cancel
each other.
Lemma 4. The piecewise afﬁne functions g±(t, x) deﬁned above satisﬁes
(i) Along any vertical line across T (0, 1, ), the integral of g± against x are both
zero:
∫ (1−|t |)
−(1−|t |)
g±(t, x) dx = 0, |t |1.
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(ii) The partial derivatives (g+)t and (g−)t satisfy
∫ (1−|t |)
−(1−|t |)
(g+)t (t, x) dx = 2ab(1 − |t |)
2
a + b ,∫ (1−|t |)
−(|t |+1)
(g−)t (t, x) dx = −2ab(1 − |t |)
2
a + b ,
when −1 < t < 0 and
∫ (1−|t |)
−(1−|t |)
(g+)t (t, x) dx = −2ab(1 − |t |)
2
a + b ,∫ (1−|t |)
−(|t |+1)
(g−)t (t, x) dx = +2ab(1 − |t |)
2
a + b ,
when 0 < t < 1.
(iii) The gradient Dg±(t, x) = ((g±)t (t, x), (g±)x(t, x)) takes values
Dg+(t, x) ∈ {(−a, −a), (a, −a), (0, b)},
Dg−(t, x) ∈ {(−b, b), (b, b), (0, −a)}.
(iv) Furthermore,
|g±(t, x)| (a + b)4 . (12)
Remark 1. Later we need to scale and translate the construction of the above standard
tile T (0, 1, ) to be centred at a general point p = (t0, x0) with horizontal width 2
and height 2. We denote such a tile by T (p, , ). Similarly by translation and
scaling we may deﬁne the resulting functions g±(t, x) on T (p, , ). In fact, we may
deﬁne
gT± (t, x) = g±(−a, b, , , p, t, x) = g±
(
t − t0

,
x − x0

)
.
We see that similar properties as Lemma 4 hold for gT± on T (p, , ). We have
(a) The diamond-shaped tile T (p, , ) is centred at p with width 2 and height 2.
(b) The functions gT± is supported on T (p, , ) and along almost every vertical sec-
tions of T (p, , ), the integrals against x for gT± and gT+ +gT− across T (p, , )
equal to zero.
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(c) DgT (t, x))+ ∈ {(−a,−a), (a,−a), (0, b)}, DgT (t, x))− ∈ {(−b, b), (b, b),
(0,−a)} a.e. in T (p, , ) and
|gT (t, x)| (a + b)4 .
The following result was established by Kirchheim [K, Lemma 3.27].
Lemma 5. Let  ⊂ Rm be bounded and open. For a Lipschitz mapping f :  → Rn
and k ∈ N, let r(f, k) be the supremum of all r > 0 such that there is a compact set
K ⊂  with | \ K| < 2−k and
|f (x + y) − f (x) − 〈Df (x), y〉| 1
k
|y| if x ∈ K and |y|kr.
By Rademacher’s Theorem, r(f, k) > 0. Consider a sequence fk :  → Rn of uniformly
Lipschitz mappings and suppose 0 < rk < min{1/k2, r(fk, k)} for all k. If f ∈
∩kB∞(fk, rk), then limk→∞ Dfk(x) → Df (x) for a.e. x ∈ .
Let K ⊂ Rn be bounded and let dist(X,K) be the Euclidean distance function of a
point X ∈ Rn from K, given by dist(X,K) = min{|X − Q|, Q ∈ K} and we denote
by
K = {P ∈ Rn, dist(X,K)}
the closed -neighbourhood of K. The Hausdorff distance [La] between two bounded
sets K and S is given by
d(K, S) = min{0, K ⊂ S, S ⊂ K}.
We need the following well-known covering result for a bounded open set of
Rn which is called the Vitali covering principle [MSy] or simply the exhaustion
argument [K].
Proposition 1. Let U ⊂ Rn be a bounded open set satisfying the regularity condition
|U | = 0 and let V ⊂ Rn be another bounded open set. Then there is a sequence
(xi, ri) ∈ Rn × (0,∞), i = 1, 2, . . . , such that
(a) Ui = xi + riU is contained in V, where xi + riU = {xi + rix, x ∈ U};
(b) Ui ∩ Uj = ∅ if i = j ;
(c) |V \⋃i=1 Ui | = 0.
Proof of Theorem 1. As we will convert our original problem (4)–(7) to an inhomo-
geneous differential inclusion problem similar to (9), we need to deﬁne two subsets
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K(u(t, x)) and E(u(t, x)) in M2×2 and establish an relaxation property [DM2] which
is called the reduction property in [K]. Then we apply Lemma 5 to ﬁnd a solution.
We deﬁne some bounded subsets in M2×2 as follows. First note that we may identify
diagonal matrices by vectors in R2 through a simple isometry (x, y) → diag(x, y). So
we deﬁne certain sets in R2 ﬁrst, then identify them with 2×2 diagonal matrices. This
means that for K˜ ⊂ R2, we deﬁne
K =
{(
x 0
0 y
)
, (x, y) ∈ K˜
}
.
Let
m∗ = min
0x l
(u0)x(x)0, M∗ = max
0x l
(u0)x(x) > s
∗
1 .
We deﬁne two sets K˜0 and E˜0 in R2 according to the following three different cases
for M∗ > s∗1 .
(i) M∗s∗2 ; (ii) s1M∗ < s∗2 ; (iii) s∗1 < M∗ < s1. In all of the cases, we have
x
(1)
− < min{s1, M∗}.
If (i) or (ii) occurs, we let y−, y+ be any two numbers such that (s2) < y− <
y+ < (s1). Let
s∗1 < x
(1)
− < s1 < s2 < x
(2)
− < s∗2 ,
s∗1 < x
(1)
+ < s1 < s2 < x
(2)
+ < s∗2
with x(1)− < x
(1)
+ < x
(2)
− < x
(2)
+ be such that
(x(1)− ) = (x(2)− ) = y−, x(1)− < s1, x(2)− > s2,
(x(1)+ ) = (x(2)+ ) = y+, x(1)+ < s1, x(2)+ > s2.
When (i) happens, for some 	0 > 0 sufﬁciently small, we deﬁne K˜0 = K˜0− ∪ K˜0+,
with
K˜0− = {((s), s), s ∈ [m∗, x(1)+ + 	0]}, K˜0+ = {((s), s), s ∈ [x(2)− − 	0, M∗]}
such that
x
(1)
+ + 	0 < s1, s2 < x(2)− − 	0.
We let, in all three cases,
E˜0 = U˜− ∪ U˜0 ∪ U˜+
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with
U˜− = {(t, s), y− < s < (t), x(1)− < tx(1)+ },
U˜0 = {(t, s), y− < s < y+, x(1)+  tx(2)− },
U˜+ = {(t, s), (t) < s < y+, x(2)−  t < x(2)+ }.
In case (ii), we take sufﬁciently small 	0 > 0 such that
s∗1 < x
(1)
− − 	0 < x(1)+ + 	0 < s1 < x(2)− − 	0 < x(2)+ + 	0 < s∗2 ,
and deﬁne
K˜0− = {((s), s), s ∈ [m∗, x(1)+ + 	0]}, K˜0+ = {((s), s), s ∈ [x(2)− − 	0, x(2)+ + 	0]}.
When (iii) holds, we assume that (s∗1 ) < y− < (M∗) and y− < y+. As above, we
deﬁne
(x(1)− ) = (x(2)− ) = y−, s∗1 < x(1)− < M∗ < s1, x(2)− > s2,
(x(1)+ ) = (x(2)+ ) = y+, x(1)− < x(1)+ < s1, x(2)+ > x(1)+ > s2.
Again for 	0 > 0 sufﬁciently small such that
s∗1 < x
(1)
− − 	0 < x(1)+ + 	0 < s1, s2 < x(2)− − 	0 < x(2)+ + 	0 < s∗2 ,
so in case (iii) we deﬁne as in case (ii) the set K˜0.
Note: In Fig. 4 above, K˜0− and K˜0+ are the thicker curves on the left and right,
respectively, E˜0 is the shaded open domain bounded by K0−, K0+ and lines s = y− and
s = y+ with four vertices P1, P2, P3, P4. 
Let K0, K0−, K0+, U−, U0, U+ and E0 = U− ∪ U0 ∪ U+ be the corresponding sets
of 2 × 2 diagonal matrices. We also deﬁne intervals
I (t) = {s ∈ R, (t, s) ∈ E˜0} := ((t), (t))
and for  > 0, we set
I−(t) = ((t) + , (t) − ).
It is easy to see that both (·) and (·) are Lipschitz functions with |′(t)|M ,
|′(t)|M a.e. for some absolute constant M > 0. Now deﬁne, for ﬁxed u ∈ R and
m > 0
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Fig. 4. K˜0−, K˜0+ (thicker curves) and the domain E˜0 (shaded area) (see Note): Case (i) M∗ s∗2 , case
(ii) s1M∗ < s∗2 , case (iii) s∗1 < M∗ < s1 with x
(1)
− < M∗.
Km(u) =
{(
s u
r t
)
,−2mr2m, (s, t) ∈ K0
}
,
Em(u) =
{(
s u
r t
)
,−mrm, (s, t) ∈ U0
}
.
We see that Km : R → 2M2×2 and Em : R → 2M2×2 are continuous set-valued maps
under the Hausdorff metric on bounded subsets of M2×2. From now on we take m =
‖u∗t ‖C0(Q¯T ) + 1 where u∗ is given by Lemma 3 and restrict u to the interval [−a, a]
with a = ‖u∗‖C0(Q¯T ) + 1.
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Let eij ∈ M2×2 be the matrix with (i, j)-entry 1 and other entries zero. We observe
that u → K(u) = K(0)+e12u is compact valued and is continuous under the Hausdorff
metric, and u → E(u) = E(0) + e12u is also continuous and E(0) is an open set in
the subspace of lower-triangular matrices
V =
{(
s 0
r t
)
, s, r, t ∈ R
}
⊂ M2×2.
We denote by PV the orthogonal projection from M2×2 to V.
Remark 2. Let X ∈ M2×2. We denote by diag(X) the 2 × 2 diagonal matrix consists
of the diagonal entries of X. Given X ∈ E(0) ∪ K(0) ⊂ V , we have
dist(X, K(0)) = min
Y∈K0+∪K0−,−2mz2m
(
|diag(X) − Y |2 + |x21 − z|2
)1/2
= min
Y∈K0+∪K0−
|diag(X) − Y | = dist(diag(X), K0+ ∪ K0−).
Now we deﬁne a strictly increasing function ∗ : R → R by the following:
Proposition 2. Given x(i)− , x
(i)
+ , i = 1, 2, y−, y+ as above, there is a strictly increasing
function ∗ : R → R satisfying
(i) ∗(s) = (s) for sx(1)− or sx(2)+ ;
(ii) there exists c > 0 depending on x(i)− , x(i)+ , i = 1, 2, y−, y+, and ′(·), such that
(∗)′(s) > c for s ∈ R;
(iii)  ∈ C2,1(R).
We prove Proposition 2 in the appendix.
Proof of Theorem 1 (Continued). By using the above ∗(·) and Lemma 3, we see
that the corresponding solution u∗ of (10) satisﬁes ‖ux‖C0[0,l] = ‖(u0)x‖C0[0,l]. From
now on we take m = ‖(u0)x‖C0[0,l] + 1 and restrict u to the interval [−a, a] with
a = CT + 1, where CT is the bound of the solution u∗ given by Lemma 3. 
By our assumptions on K˜0 and E˜0 in cases (i)–(iii), we have that the curve
{(∗(s), s), s ∈ [m∗, M∗]} is contained K˜0 ∪ E˜0 with either (∗(M∗), M∗) ∈ E˜0
or (∗(M∗), M∗) ∈ K˜0+.
Now since u∗x is uniformly continuous in Q¯T and u∗x(t, 0) = u∗x(t, l) = 0 (0 tT ),
there is some  > 0, such that u∗x(t, x)s∗1/2 whenever (t, x) ∈ QT := ([0, T ] ×
[0, ]) ∪ ([0, T ] × [l − , l]). Let Q∗ = QT \ QT .
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Since u∗ is smooth, and curl(∗(u∗x), u∗) = 0 in QT , there is some ∗ ∈ C1(Q¯T )
such that (∗(u∗x), u∗) = (∗t , ∗x) in QT . If we let ∗ = (∗, u∗), we see that
D∗(t, x) ∈ K(u∗) ∪ E(u∗), (t, x) ∈ Q∗,
D∗(t, x) ∈ K(u∗), (t, x) ∈ QT .
Now we try to solve the following inhomogeneous differential inclusion problem for
 = (, u) ∈ W 1,∞(Q∗,R2):
{
D(t, x) ∈ K(u), (t, x) ∈ Q∗ a.e.,
|Q∗ = ∗.
(13)
Suppose  is a solution of (13), then we extend  to Q¯T by ∗. Then  ∈
W 1 ∞(QT ,R2) remains a solution of the differential inclusion problem D(t, x) ∈
K(u), (t, x) ∈ QT a.e. hence D = ((ux), u). This implies that u is a solution
of the equation ut − ((ux))x = 0 in the weak sense. As on QT , u = u∗, we see
that u satisﬁes the homogeneous Neumann boundary condition ux(t, 0) = ux(t, l) = 0
as well.
We deﬁne a piecewise C1 function f on an bounded open set  ⊂ R2 to be such
that there are at most countably many disjoint open triangular-shaped open domains
Gi ⊂ , f ∈ C1(G¯i) is continuous and | \ ∪∞i=1Gi | = 0. Obviously, in the deﬁnition,
if Gi is not a triangular-shaped domain, we can further divide it into at most countably
many triangular-shaped sub-domains Gki satisfying G
k
i ⊂ Gi , |Gi \ ∪∞k=1Gki | = 0 and
f ∈ C1(G¯ki ).
We denote the set of all piecewise C1 function on  as C1pw().
Let
P = { = (, u) ∈ C1pw(Q∗,R2), D(t, x) ∈ K(u) ∪ E(u) a.e.|Q∗ = (∗, u∗)}.
Clearly P = ∅ as ∗ ∈ P . Let P¯∞ be the closure of P under the L∞ norm. Firstly,
we have
Lemma 6. For any 	 > 0,
P	 = { ∈ P,
∫
Q∗
dist(D(t, x), K(u)) dt dx < 	|Q∗|}
is dense in P under the L∞ norm.
We establish Lemma 6 after the proof of Theorem 1. Accepting the conclusion of
Lemma 6 for the moment, we can prove Theorem 1 following roughly the general
approach of Kirchheim [K, Theorem 3.28].
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Proof of Theorem 1 (Continued). Suppose we are given any ball B∞(2k−1, r2k−1) ⊂
P¯∞ with k1. Since the ball intersects the set P itself, we may use Lemma 6 to ﬁnd
2k ∈ B∞(2k−1, r2k−1/2) ∩ P with 2k = (2k, u2k) satisfying∫
Q∗
dist(D2k(t, x), K(u2k(t, x)) dt dx <
1
2k
.
By Lemma 5, we take R2k = r(2k, k). We then take our new radius as
r2k = min
{
R2k, r2k−1/3,
1
k2
}
.
Now we consider B∞(2k, r2k) which is included in the ball we were given. Since
r2k → 0+ as k → ∞, we see that (2k) is a Cauchy sequence in P¯∞. Let  =
limk→∞ 2k . Write  = (, u). By Lemma 5,
lim
k→∞D2k(t, x) = D(t, x) a.e.
Next, we show that D(t, x) ∈ K(u(t, x)) a.e. in Q∗. We have, by our choice of
2k that 2k ∈ P ,∫
Q∗
dist(D2k(t, x), K(u2k(t, x)))) dt dx <
1
2k
.
We also have
dist(D2k(t, x), K(u2k(t, x))) = dist
((
(2k)t 0
0 (u2k)x
)
, K0+ ∪ K0−
)
= dist[((2k)t , (u2k)x), K˜0].
Since K˜0 ⊂ R2 is compact, the distance function X → dist(X, K˜0) is Lipschitz, hence
continuous, we have, by passing to the limit k → ∞ that
lim
k→∞
∫
Q∗
dist(D2k(t, x), K(u2k(t, x))) dt dx =
∫
Q∗
dist[((2k)t , (u2k)x), K˜0] dt dx
=
∫
Q∗
dist[(t , ux), K˜0] dt dx = 0.
Since (2k)x = u2k a.e., we also see that, as k → ∞, we obtain x = u a.e. Conse-
quently,
0 =
∫
Q∗
dist[(t , ux), K˜0] dt dx =
∫
Q∗
dist(D(t, x), K(u(t, x))) dt dx.
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Thus
D ∈ K(u) a.e. in Q∗, (14)
and u is a solution.
Clearly, if we extend the solution u to QT by u∗, then u is a weak solution of the
Neumann problem (4)–(7) in W 1,∞(QT ).
Finally, we show that the Neumann problem (4)–(7) has inﬁnitely many solutions
in W 1,∞(QT ) for all cases (i)–(iii) in terms of the location of M∗ = maxx∈[0,l](u0)x
(x) > s∗1 .
We consider cases (i) and (ii) ﬁrst. In these cases the only restriction on y− and y+
is (s2) < y− < y+ < (s1).
Let 0 < (s2) < y−(1) < y+(1) < y−(2) < y+(2) < (s1). Let K1(0) and K2(0) be
the compact set K(0) deﬁned early corresponding to the intervals [y−(1), y+(1)] and
[y−(2), y+(2)], respectively and assume that 	0(1) > 0 and 	0(2) > 0 in the deﬁnition
of K1(0) and K2(0) are small enough such that
(x(2)− (1) + 	0(1)) < (x(1)− (2) − 	0(2)).
We let K1(u) = K1(0) + ue12, K2(u) = K2(0) + ue12.
Thus we have two solutions 1 and 2 such that
Di (t, x) ∈ Ki(ui(t, x)), (t, x) ∈ Q∗i , i = 1, 2.
By extending i to be deﬁned in QT we obtain two solutions of (4)–(7). Now we
show that these two solutions cannot be the same. Otherwise, 1 = 2 :=  so that
u1 = u2 := u in QT . From our construction of K1(u) and K2(u) with respect to the
two pairs y−(1) < y+(1) and y−(2) < y+(2), we see that D(t, x) ∈ K1(u(t, x)) ∩
K2(u(t, x)) a.e. in QT . Therefore (see Fig. 5)
((ux(t, x)), ux(t, x)) ∈ K˜0(1) ∩ K˜0(2) =
(
K˜0−(1) ∩ K˜0−(2)
)
∩
(
K˜0+(1) ∩ K˜0+(2)
)
.
This implies that
either ux(t, x)x(2)− (1) + 	0(1)) or ux(t, x)x(1)− (2) − 	0(2) (15)
in QT where x(1)+ (1) < s1 and x
(2)
− (2) > s2 be such that (x
(1)
+ (1)) = y+(1) and
(x(2)− (2)) = y−(2).
As (x(2)− (1)+ 	0(1)) < (x(1)− (2)− 	0(2)) (see the dashed horizontal lines in Fig. 5
for these values), by Proposition 2, we may construct a strictly smooth monotone
function ∗(·) such that (s) = ∗(s) if sx(1)+ (1)+ 	0(1) or sx(2)− (2)− 	0(2). Thus
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Fig. 5. E˜0(1), E˜0(2) (shaded domains) and K˜0(1) ∩ K˜0(2) for case (i).
u is a weak solution of (10) given by Lemma 3, hence u ∈ C1(Q¯T ). Now since u
satisﬁes the initial condition u(0, x) = u0(x) so that ux(0, x) = (u0)x(x) in (0, l). By
the assumptions of Theorem 1, max[0, l](u0)x(x) = M∗ > s∗2 , (u0)x(0) = (u0)x(l) = 0,
we see that by the intermediate value theorem, there is some x0 ∈ (0, l),
ux(0, x0) = (u0)x(x0) = 12
(
x
(1)
+ (1) + 	0(1) + x(2)− (2) − 	0(2)
)
.
Now we see that for small t > 0, ux(t, x0) is close to ux(0, x0), hence
x
(1)
+ (1) + 	0(1) < ux(t, x0) < x(2)− (2) − 	0(2).
This contradicts to (15). Thus 1 = 2.
Now we ﬁnish our proof by concluding that in the interval [(s2), (s1)] we can
easily ﬁnd inﬁnitely many disjoint intervals {[y−(i), y+(i)]}∞i=1 with y+(i) < y−(i+1),
hence the Neumann problem (4)–(7) has inﬁnitely many solutions in W 1,∞(QT ).
When case (iii) occurs, we have s∗1 < M∗ < s1. In this case we have an extra
restriction that x(1)− < M∗ where (x
(1)
− ) = y− and x(1)− < s1. In this case the restriction
is equivalent to y− < (M∗). So if we take two pairs (y(1)− , y
(1)
+ ) and (y
(2)
− , y
(2)
+ )
satisfying
(s∗1 ) < y
(1)
− < y
(1)
+ < y
(2)
− < y
(2)
+ < (M∗),
a similar argument as that in cases (i) and (ii) above will lead to the existence of
inﬁnitely many weak solutions of (3) in W 1,∞(QT ) satisfying (4)–(7). 
Remark 3. We would like to make a remark on long time existence of solutions for
(3) and their asymptotic behaviour as t → +∞. Based on our proof of Theorem 1, it
is not hard to see that weak solutions for all t > 0 exist. Let Tn = n, (n = 1, 2, . . .)
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and let u∗ be the smooth solution of (10) obtained in Lemma 3 with the strictly
increasing function ∗(s) given by Proposition 2, satisfying ∗(s) = (s) if ss∗1 or
ss∗2 . We see [F,LSU] that u∗(t, x) exists for all t > 0. If limt→+∞ u∗x(t, x) = 0
uniformly in x ∈ [0, l], let ∗ be such that D∗ = (∗(u∗x), u∗) and ∗ = (∗, u∗). If
we solve (3) in Qj = (j − 1, j) × (0, l) with initial value u(j − 1, x) = u∗(j − 1, x)
and y− = (s∗1 ), y+ = (s∗2 ), then by Theorem 1 we have a solution uj provided
that maxx∈[0,l] |u∗x(j − 1, x)| > s∗1 . Let j be such that Dj = (((uj )x), uj ) and
j = (j , uj ) given by Theorem 1. Now if we deﬁne
(t, x) = ((t, x), u(t, x)) = j (t, x), if (t, x) ∈ Q¯j , j = 1, 2, . . . .
Then from our construction of j , we see that j (j, x) = ∗(j, x) hence u ∈
W 1,∞(Q∞), where Q∞ = (0,∞)× (0, l), satisfying the initial condition, the homoge-
neous Neumann boundary condition and the partial differential inclusion D(t, x) ∈
(u(t, x)) for a.e. (t, x) ∈ Q∞, where (u(t, x)) is deﬁned immediately below (9).
Therefore the equation in (3) has global solutions in W 1,∞(Q∞). Furthermore, for large
t > 0, as limt→+∞ u∗x(t, x) = 0, we have u(t, x) = u∗(t, x) when t > 0 is large, hence
any global solution for (3) obtained this way satisﬁes that ux(t, x) → 0 as t → +∞.
Remark 4. If we use the construction in Remark 3 backward, we may weaken the
smoothness assumption on the initial value u0 considerably. For example, if u0 is
piecewise C1 and continuous or even in W 1,∞, then the solution of u∗ in Lemma 3
is no longer in C1+/2,2+(Q¯T ). However, if we let Q	T = (	, T ) × (0, l) for any
0 < 	 < T , we have (see, for example, [Di,LSU]) that u∗ ∈ C1+/2,2+(Q¯	T ) with
bounds given by (11) on Q¯	T depending on 	.
Now if we use u∗(T /2k+1, x) as the initial value and apply Theorem 1 in Qk =
[T/2k+1, T /2k] × [0, l], we may ﬁnd a solution uk of (3) satisfying (4)–(7) in Qk for
k = 0, 1, 2, . . . . From the proof of Theorem 1 above (the deﬁnition of P and the
boundary value of , to be more precise), we see that we also have
uk(T /2k+1, x) = u∗(T /2k+1, x), uk(T /2k, x) = u∗(T /2k, x) for x ∈ [0, l].
Thus, if we deﬁne
u(t, x) = uk(t, x) for (t, x) ∈ Qk , k = 0, 1, 2, . . . ,
then u is a weak solution in W 1,∞(Q	T ) for any 	 > 0 and u also satisﬁes the initial
condition. To see this, we write u = u∗ + . Then, from the proof of Theorem 1, we
see that  is a Lipschitz function in Q¯T with Lipschitz constant at most 2(s∗2 − s∗1 ) if
we deﬁne (0, x) = 0. Note that (T /2k, x) = 0 for all k. Thus it is easy to see that
limt→0+ (t, x) = 0 uniformly for x ∈ [0, l].
However, our aim in the present paper is not to ﬁnd an optimal condition so that
(3) is solvable. Therefore we will not pursue this approach any further here.
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Note that Remarks 3 and 4 also apply to problem (8) in Theorem 2 if we differentiate
the solutions constructed in the remarks above.
Proof of Lemma 6. Before we proceed, let us notice that for any  ∈ P , we have,
as  = (, u) satisﬁes x = u a.e. in Q∗,
dist(D(t, x),K(u(t, x))) = dist(PV (D(t, x)), K(0)).
Also if we let |V E(u(t, x)) = u(t, x)e12 + |V E(0), where |V E(0) is the boundary
of E(0) in V, we have
dist[D(t, x), K(u(t, x)) ∪ |V E(u(t, x))] = dist[PV (D(t, x)), K(0) ∪ V E(0)].
These simple observations help us to simplify K(u) and E(u). So under the constraint
x = u, we only need to consider a ‘homogeneous’ problem PV (D(t, x)) ∈ K(0).
However, the difﬁculty remains that in any modiﬁcation of , the constraint x = u
must be kept.
Given  ∈ P and let 0 <  < 1, we need to ﬁnd some  ∈ P	 such that
‖ −‖∞ < .
As D(t, x) ∈ K(u(t, x)) ∪ E(u(t, x)) a.e. in Q∗, for each open set Gi on which
 ∈ C1(G¯i) we may ﬁnd i > 0 such that the closed set
Ki = {(t, x) ∈ G¯i, dist[D(t, x), K(u) ∪ |V E(u(t, x))]i}, (i < 1)
satisﬁes
∫
Ki
dist(D(t, x), K(u(t, x)) dt dx <
	
2i+2
|Q∗|.
This is due to the fact that near K(u(t, x), the distance itself is small while near
|V E(u(t, x))\K(u(t, x)) the integral is small because D(t, x) ∈ K(u(t, x)∪E(u(t, x)
a.e. in Q∗.
Furthermore, we may require that the boundary of Gˆi := Gi \Ki has measure zero.
This can be easily achieved as the function
dist(D(t, x), K(u(t, x)) = dist(PV (D(t, x)), K(0))
is continuous on G¯i , the set on which the function equal to a constant c0 must be
of measure zero except on possibly countably many c’s.
Since Ki is closed, Gˆi \ Ki ⊂ Gi is open and on each G˜i ,
dist(D(t, x), K(u) ∪ |V E(u(t, x)) > i .
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As we need to deﬁned piecewise C1 functions, we consider
Kˆi = {(t, x) ∈ G¯i, dist[D(t, x), K(u) ∪ |V E(u(t, x))] < i}
which is an open set. Notice that
Kˆi ∪ Gˆi ⊂ Gi ∪ {(t, x) ∈ Gi, dist[PV (D(t, x)), K(0) ∪ |V E(0)] = i ,
so we deﬁne  =  on ∪i Kˆi as implicitly we have decomposed ∪i Kˆi into countably
many triangular shaped domains.
Now we cover each Gˆi , by at most countably many squares {Dki }∞k=1 whose sides
parallel to the coordinate axes with disjoint interiors. Let pki ∈ Dki be the centre of Dki .
By continuity of D on G¯i , there is i > 0, such that |D(t, x)−D(t ′, x′)| < i ,
if (t, x), (t ′, x′) ∈ G¯i , |(t, x)− (t ′, x′)| < i , where  > 0 is to be determined (see (19)
below). We further divide each Dki if the side length lki i . Thus we may assume that
all Dki satisfy l
k
i < i . Consequently, on each D
k
i , |D(t, x) − D(pki )| < i .
Note that
dist[D(pki ),K(u(pki )) ∪ V E(u(pki ))] > i
so that
t (p
k
i ) ∈ I−i (ux(pki )) = ((ux(pki )) + i , (ux(pki )) − i ).
Now we deﬁne aki > 0, b
k
i > 0 be such that
dist
((
t (p
k
i ) 0
0 ux(pki ) − aki
)
,K−0
)
= i
2
,
dist
⎛
⎝
⎛
⎝t (pki ) 0
0 ux(pki ) + bki
⎞
⎠ ,K+0
⎞
⎠ = i
2
.
Consequently,
t (p
k
i ) ∈ I−i /2(ux(pki ) − aki ), t (pki ) ∈ I−i /2(ux(pki ) + bki ). (16)
Next we construct  on each Dki . We divide D
k
i by the horizontal line J
k
i passing
through pki , so that D
k
i is decomposed into two subsets (D
k
i )
+ ∪ (Dki )− which we call
upper half and lower half of Dki , respectively. It is easy to see that
Dki = (Dki )+ ∪ (Dki )−, (Dki )+ ∩ (Dki )− = ∅.
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We we decompose (Dki )+ into countably may symmetric tiles T ki,s,+ centred at pki,s as
described in Remark 1 and deﬁne functions gki,s,+(t, x) supported on T ki,s,+ by
gki,s,+(t, x) := g+(−aki , bki , ki,s , ki,s∗i , pki,s,+, t, x)
with T¯ ki,s,+ = T (pki,s , ki,s , ki,si ) as its support, where ki,s > 0 is the scaling factor
for g+ as Remark 1 with  > 0 to be deﬁned. Here the plus sign in T ki,s,+ is to denote
that the tile is in the upper half of the square (Dki )
+
. Note that maxi,k{aki , bik}x(1)+ ,
we have
|((gki,s)+)t |ix(1)+ .
Next, we reﬂect all T ki,s,+ with respect to the central horizontal line J ik and obtain
a family of tiles T ki,s,− which automatically decompose the lower half (Dki )− into
translated and scaled tiles. We then deﬁne (gki,s)−(t, x) as in Remark 1 which is sup-
ported on T ki,s,−. We see that similar properties to (gki,s)+ holds for (gki,s)− except that
(gki,s)+(t, x)0 while (gki,s)−(t, x)0.
Now we deﬁne
ki (t, x) =
∞∑
s=1
(gki,s)+(t, x) +
∞∑
s=1
(gki,s)−(t, x).
Let  = ∑i,k ki , and let
0(t, x) =
∫ x
0
(t, ) d, x ∈ [0, l − 0], t ∈ [0, T ].
Next, we show that  = (, u) with  = +0, u = u+ satisﬁes  ∈ P	
and ‖−‖L∞ <  if we further require that the largest vertical dimension of T ki,s
to be small enough.
We need to prove that
(i)  = ∗ on Q∗;
(ii)  ∈ C1pw(Q∗);
(iii) ()x = u a.e. in Q∗, that is, x(t, x) + (0)x(t, x) = u(t, x) + (t, x) for
a.e.(t, x) ∈ Q∗;
(iv) t (t, x) + (0)t (t, x) ∈ I (ux(t, x) + x(t, x)).
(v) |ut + t | < m so that together with (iv), one has D ∈ K(u) ∪ E(u);
(vi) ∫
Q∗ dist(D,K(u)) dt dx < 	|Q∗|.
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Assertion (i) is easy to prove. Obviously  = 0 on Q∗ by construction. Since
0(t, x) =
∫ x
0
(t, s) ds, (17)
we have 0(t, 0) = 0. For each ﬁxed t ∈ (0, T ), the set {x ∈ [0, l− 0],(t, x) = 0}
is a countable union of open intervals. Each of such intervals is the intersection of
the vertical line lt := {(t, x), 0 < x < l − 0) and some T ki,s,±. The integral of
(t, ·) over such an interval is zero, hence 0(t, l−0) =
∫ l−0
0
(t, s) ds = 0. By our
construction of 0 we see that 0(0, x) = 0(T , x) = 0 for x ∈ [0, T − 0]. Thus
0 = ∗ on Q∗.
Next we prove (ii). Obviously  is piecewise afﬁne on (∪i,k,sT ki,s,−)∪(∪i,k,sT ki,s,+). To
show that , 0 ∈ C1pw(Q¯∗), we only need to prove that 0 ∈ C1pw(Q¯∗) as it is simpler
to establish the same property for . Due to the cancellation property of the integral
of (t, ·) across each T ki,s , we see that 0 = 0 only in (∪T ki,s,+)∪ (∪T ki,s,−) and 0 = 0
on Q∗ \ [(∪i,k,sT ki,s,+)∪ (∪i,k,sT ki,s,−)]. The boundary ((∪sT ki,s,+)∪ (∪sT ki,s,−) ⊂ D¯ki is
of measure zero. Also on the open set ∪Kˆi , 0 = 0,  = 0 with
|Q∗ \ [(∪i Kˆi) ∪ [(∪i,k,sT ki,s,+) ∪ (∪i,k,sT ki,s,−)]| = 0.
Thus both 0 and  are piecewise C1 in Q∗.
Item (iii) is easy to prove as x(t, x) = u(t, x) and 0(t, x) =
∫ x
0
(t, ) d.
Now we prove (iv).
We have, for almost every t ∈ [0, T ], (0)t (t, x) =
∫ x
0
t (t, ) d and for each
t ∈ (0, T ) the line lt := {(t, x), 0 < x < l − 0) intersects at most countably many
pairs T ki,s,+ ∪T ki,s,−. The integral of (0)t (t, x) across each Dki against the x variable is
zero due to the fact that T ki,s,+ and T ki,s,− appear in pairs and the integral of (0)t (t, x)
across T ki,s,+ and T ki,s,− will simply cancel each other. The value of t (t, x) in the
interior of Dki can be easily estimated as
|t (t, x)| max{aki i , bki i}ki s∗2iki .
By further dividing Dki if necessary, we may assume that 
k
i < /2 < 1/2 so that
|(0)t (t, x)|

2
i s
∗
2 < i s
∗
2 . (18)
Thus, if (t, x) ∈ T ki,s,± and x(t, x) = −aki ,
t (t, x) + (0)t (t, x) = t (pki ) + [t (t, x) − t (pki )] + (0)t (t, x)
∈ I−i /2(ux(pki ) − aki ) − [t (pki ) − t (t, x)] + (0)t (t, x).
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Therefore
t (t, x) + (0)t (t, x)  (ux(pki − aki ) +
i
2
− [t (pki ) − t (t, x)] + (0)t (t, x)
= (ux(t, x) − aki ) +
i
2
+ [(ux(t, x) − aki ) − (ux(pki ) − aki )]
+[t (pki ) − t (t, x)] + (0)t (t, x)
 (ux(t, x) + x(t, x)) +
i
2
− M|ux(t, x) − ux(pki )|
−|t (pki ) − t (t, x)| − |(0)t (t, x)|(ux(t, x) + x(t, x))
+i
2
− Mi − i − i s∗2
 (ux(t, x) + x(t, x)) +
i
4
,
if we require
 <
1
4(M + s∗2 + 1)
. (19)
Similarly, we have
t (t, x) + (0)t (t, x)(ux(t, x) + x(t, x)) −
i
4
,
so that
t (t, x) + (0)t (t, x) ∈ I−i /4(ux(t, x) + x(t, x)).
If x(t, x) = bki , we can prove the same assertion. Thus (iv) is proved.
Item (v) is easy to prove as on each T ki,s,±, |ut | < m − i so that
|ut + t |m − i + |t |m − i + i s∗m −
i
2
< m
as (19) implies that  < 1/(2s∗2 ).
Now we prove (vi). We have
∫
Q∗
dist(D(t, x), K(u(t, x) + (t, x))) dt dx
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=
∞∑
i=1
∫
Ki
dist(D(t, x), K(u(t, x) + (t, x))) dt dx
+
∞∑
i=1
∫
Gi
dist(D(t, x), K(u(t, x) + (t, x))) dt dx
 	
2
|Q∗| +
∞∑
i=1
∑
k,s
∫
T ki,s
dist(D(t, x), K(u(t, x) + (t, x))) dt dx.
Given an T ki,s,± and let (t, x) ∈ T ki,s,± such that x(t, x) = −aki , then by (18) and (19),
dist(D(t, x), K(u(t, x) + (t, x)))
dist
[(
t (t, x) + (0)t (t, x) 0
0 ux(t, x) + x(t, x)
)
,K−0
]
dist
[(
t (p
k
i ) 0
0 ux(pki ) − aki
)
,K−0
]
+ |t (t, x) − t (pki )|
+|(0)t (t, x)| + |ux(pki ) − ux(t, x)|
 i
2
+ 2i + hki,si s∗2
(
1
2
+ 2+ s∗2
)
i < i <
1
4
	,
if we require that i < 	/4 for all i > 0. Consequently,
∞∑
i=1
∑
k,s
∫
T ki,s,+∪T ki,s,−
dist(D(t, x), K(u(t, x) + (t, x))) dt dx

∞∑
i=1
∑
k,s
1
4
	[|T ki,s,−| + |T ki,s,+|]
 1
4
	[| ∪i,k,s T ki,s,+| + | ∪i,k,s T ki,s,+|]
1
4
	|Q∗|.
Thus (vi) is proved.
Finally, by adjusting hki,s in the deﬁnition of T ki,s , we may have
‖ −‖L∞(Q∗) < . 
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Appendix
Now we prove the technical result Proposition 2 which cannot be ﬁtted in the main
theme of this paper and whose proof involves only elementary calculus. However, it is
essential for the proof of our main result Theorem 1. The main idea is to build two
monotone functions joining the left and right parts of the graph of (·), respectively.
The two curves are essentially afﬁne and meet at a ‘mid-point’. Then we may modify
the two afﬁne part to make the ﬁnal curve smooth (C2,1). First we branch a curve
from (·) by establishing the following.
Lemma A.1. Let h > 0 and  ∈ C2,1[0, h] be such that
(i) ′(s) > 0 for s ∈ [0, h] and for some ﬁxed  > 0;
(ii) |′′(s)|M for s ∈ [0, h] and |′′(s) − ′′(t)|M|s − t | for s, t ∈ [0, h], where
M > 0 is a ﬁxed constant.
Then for 	 > 0 sufﬁciently small and every 0 <  < /2, there is a function 	, ∈
C2,1[0,∞) such that
(a) 	,(0) = (0), ′	,(0) = ′(0) and ′′	,(0) = ′′(0);
(b) ′	,(s) > /2 for s ∈ [0,∞), and ′	,(s) =  for s ∈ [2	, h];(c) 	,(s) < (s) for s ∈ (0, h].
Proof. We deﬁne, for some m > 0 to be determined later,
′′	,(s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
′′(0) − 1
	
(′′(0) + m)s, s ∈ [0, 	],
m
	
(s − 2	), s ∈ [	, 2	],
0, s ∈ [2	, ∞).
(A.1)
Clearly, ′′	,(·) thus deﬁned is a Lipschitz function. Next by requiring ′	,(0) = ′(0)
and ′	,(s) =  when s2	, we have
′	,(s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
′(0) + ′′(0)s − 	
2
(′′(0) + m)s2, s ∈ [0, 	],
′(0) + 	
2
′′(0) − 	m + m
2	
(s − 2	)2, s ∈ [	, 2	],
, s ∈ [2	, ∞).
(A.2)
In order to satisfy ′	,(2	) = , we have to satisfy
′(0) + 	
2
′′(0) − 	m = ,
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hence we choose
m = 1
	
(
′(0) − )+ 1
2
′′(0). (A.3)
Clearly, m > 0 if 	 > 0 is small enough.
Before we proceed, we notice that
′′(s) > ′′	,(s), s ∈ (0, 	].
This is due to the fact that
′′(s) − ′′	,(s)  ′′(0) − Ms −
(
′′(0) − 1
	
(′′(0) + m)s
)
 s
	2
(
′(0) − − M	− M	2)  s
	2
(
2
− 2M	
)
> 0,
if 	 < min{1, /(2M)}. This implies that
′(s) > ′	,(s), s ∈ (0, 	].
By integrating ′	,(s) with the initial condition 	,(0) = (0), we obtain
	,(s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(0) + ′(0)s + 
′′(0)
2
s2 − 1
6	
(′′(0) + m)s3, s ∈ [0, 	],
(0) + ′(0)s + 	
2
′′(0)s2 − m	(s − 	) − 1
6
′′(0)	2 + m
6	
(s − 2	)3,
s ∈ [	 2	],
(0) + 2′(0)	− 5
′′(0)
6
	2 − m
2
	2 + (s − 2	), s ∈ [2	, ∞).
(A.4)
From our construction of 	,(s) it is clear that item (a) holds. Now we prove (b).
We have, by recalling (A.3), that for s ∈ (0, 	],
′	,(s) = ′(0) + ′′(0)s −
1
2	
(′′(0) + m)s2
= ′(0) + ′′(0)s − s
2
2	
′′(0) − 1
2	
(
′′(0) − 
	
+ 
′′(0)
2
)
=
(
1 − s
2
2	2
)
′(0) +
(
s − 3s
2
4	2
)
′′(0) + s
2
2	2

 
′(0)
2
− M	 
2
− M	 > 
4
>

2
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if 	 < /(4M). Next, for s ∈ (	, 2	), we have
′	,(s) = ′(0) +
	
2
′′(0) − 	m + m
2	
(s − 2	)2
= (s − 2	)
2
2	2
(
′(0) + ′′(0)	)+ (1 − (s − 2	)2
2	2
)

 (s − 2	)
2
2	2
(− − M	) +  >  > 
2
,
as s ∈ (	, 2	). We also have
′	,(s) = 

2
when s ∈ [2	,∞). Thus item (b) is proved.
Finally we prove item (c). As 	,(0) = (0) ′	,(s) < ′(s) in (0, 	), we see that
	,(s) < (s) in (0, 	].
Now for s ∈ (	, 2	], we have
(s) − 	,(s)
= (s) −
(
(0) + ′(0)s + 	
2
′′(0)s − m	(s − 	) − 1
6
′′(0)	2 + m
6	
(s − 2	)3
)
(0) + ′(0)s + 	
2
′′(0)s2 − Ms
3
6
−
(
(0) + ′(0)s + 	
2
′′(0)s − m	(s − 	) − 1
6
′′(0)	2 + m
6	
(s − 2	)3
)
= m	(s − 	) + m
6	
(2	− s)3 + 
′′(0)
2
s(s − 	) + 
′′(0)
6
	2 − M
6
	3

(
′′(0)
2
(s + 	) + ′(0) − 
)
(s − 	)
+
(
′(0) − + 
′′(0)
2
	
)
(2	− s)3
	2
− M
6
	2 − 2M
3
	3

(

2
− 3M
2
	
)
(s − 	) + (2	− s)
3
	2
(

2
− M
2
	
)
− 5M
6
	2
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 1
2
(− 3M)
(
(s − 	) + (2	− s)
3
	2
)
5M
6
	2
 1
2
(− 3M) 	
6
− 5M
6
	2 = 	
12
(− 13M	) > 0,
if we further require that 	 < /(13M). Here we have used the fact that
(s − 	) + (2	− s)
3
	2
 	
6
as s ∈ [	, 2	]. In particular, we have the bounds for 	,(2	):
1
2
(
′(0) − 113 M	
)
		,(2	)
(
′(0) + 116 M	
)
	,
hence
	,(2	) = o(	) as 	 → 0+.
Now when s ∈ (2	, h], we notice that 	,(s) = 	,(2	) + (s − 2	), hence
(s) − 	,(s) = [(s) − (2	)] + [(2	) − 	,(2	)] − (s − 2	)
> (s) − 	,(s) − (s − 2	) >
(
2
− 
)
(s − 2	) > 0. 
Proof of Proposition 2. Given (s2) < y− < y+ < (s1), we take y0 = (y+ + y−)/2
and try to ﬁnd a monotone function whose value, when not equal to (·), will stay in
the interval [y0 − √	, y0 + √	] for sufﬁciently small 	 > 0.
Let s	1 ∈ (s∗1 , s1) and s	2 ∈ (s2, s∗2 ) be the unique solutions of (s	1) = y0 −
√
	 and
(s	2) = y0 +
√
	 respectively. We also write s	0 = (s	1 + s	2)/2.
We may also assume that for s, r ∈ {t ∈ (s∗1 , s1)∪ (s∗2 , s2), y−(t)y+}, one has
′(s) > 0,
|′′(s)|M,
|′′(s) − ′′(r)|M|s − r|.
Let
∗	,(s) = 	,(s − s	1),
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where 	,(·) is deﬁned in Lemma A.1. As 	 > 0 is sufﬁciently small, we may claim
that the extended function
∗(s) =
{
(s), s ∈ (−∞, s	1],
∗	,(s), s ∈ [s	1, s	0],
is of C2,1((−∞, s	]), strictly increasing and ∗(s	1 + 2	) < (s	1 + 2	) < y0, for
0 <  < /2.
Notice that the function  → 	,(s	0 − s	1) is continuous in [0, /2]. When  = 0,
	,0(s
	
0 − s	) = 	,0(2	) < y0.
When  = /2,
	, 2 (s
	
0 − s	) = 	,0(2	) +

2
((s	0 − s	 − 2	) > y0,
if 	 > 0 is sufﬁciently small. Thus by the intermediate value theorem, there is some
0 < 1 < /2, such that
	,1(s
	
0 − s	) = y0.
This gives ∗(s	0) = y0. We may also require that ∗(s) < y0 for s ∈ (s	1, s	0) and
∗(s) < (s)} for s ∈ (s	1, s1).
Next, by reﬂection with respect to the point (s	0, 0), we may similarly deﬁne a strictly
increasing function ∗ : [s	0, s	1] with ∗(s	0) = Y0, ∗(s	2) = (s	2), ∗(s) > y0 for s ∈
(s	0, s
	
2) and ∗(s) > (s)} for s ∈ (s2, s	2). We may also assume that ∗ ∈ C2,1([s	0, ∞).
We denote 0 < 2 < /2 the corresponding parameter to 1 for ∗ in [s	0, s	2].
Finally, we modify the two afﬁne parts of ∗ near s	0 by a smooth function so that
∗ ∈ C2,1(R). Without loss of generality, we may assume that 2 > 1. We may also
observe that
i < 2
√
	/(s	2 − s	1), i = 1, 2.
We may write in a neighbourhood of s	0:
∗(s) =
{
y0 + 1(s − s	0), ss	0,
y0 + 2(s − s	0), ss	0.
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We may introduce an modiﬁed ∗(·) near s	0 by re-deﬁne (∗)′′(·) for small  > 0 as
a piecewise afﬁne function
(∗)′′(s) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0, s < s	0 − , or s > s	0 + ,
2 − 1
	2
(
s − (s	0 − )
)
, s ∈ [s	0 − , s	0],
2 − 1
	2
(
(s	0 + ) − s
)
, s ∈ [s	0, s	0 + ].
The resulting modiﬁed ∗(·) is a strictly increasing function and differs from the original
function only in the interval (s	0 − , s	0 + ):
∗(s) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y0 + 1(s − s	0), ss	0 − ,
y0 + 1(s − s	0) +
2 − 1
6	2
(
s − (s	0 − )
)3
, s ∈ [s	0 − , s	0],
y0 + 2(s − s	0) +
2 − 1
6	2
(
(s	0 + ) − s
)3
, s ∈ [s	0, s	0 + ],
y0 + 2(s − s	0), ss	0 + . 
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