Abstract. We study a two fluid system which models the motion of a charged fluid with Rayleigh friction, and in the presence of an electro-magnetic field satisfying Maxwell's equations. We study the well-posdness of the system in both space dimensions two and three. Regardless of the size of the initial data, we first prove the global well-posedness of the Cauchy problem when the space dimension is two. However, in space dimension three, we construct global weak-solutionsà la Leray, and we prove the local well-posedness of Kato-type solutions. These solutions turn out to be global when the initial data are sufficiently small. Our results extend [8] ones to the space dimension two, and improve them in terms of requiring less regularity on the velocity fields.
Introduction
We consider the following two-fluid incompressible Navier-Stokes-Maxwell system (NSM): The system models the motion of a plasma of cations (positively charged) and anions (negatively charged) particles with approximately equal masses m ± . The constants n stands for the number density, and e is the elementary charge. The charge number is given by Z and ε 0 represents the vacuum dielectric constant and µ 0 is the vacuum permeability. The term R comes from Rayleigh friction with a constant coefficient α > 0 allowing a momentum transfer between the two components of the fluid. The vector fields v − and v + : R + t × R d x → R 3 represent then the velocities of the anions and cations, respectively. The electromagnetic field is represented by E, B: R
Here the space dimension is either d = 3 or 2, and ν ± is the kinematic viscosity of the two-fluid and the scalar function p ± stands for its pressure. We refer to [8] and the references therein for more details about the model. The third equation is the Ampère-Maxwell equation for an electric field E. The equations on the velocities are the momentum equation, and the fourth equation is nothing but Farady's law. For a detailed introduction to the NSM, we refer to Davidson [4] and Biskamp [6] .
If we assume all the physical constants are one, then the system has nice cancellations (see Remark 1.2). However, the original physical model (1) does not have such nice cancellation property. Our system is a coupling between a parabolic and a hyperbolic equations and we cannot hope to gain regularity from the Maxwell equations. In this paper, we mainly study the existence and uniqueness of globalin-time solution to (1) in 2D. Note that we can also show existence of the global solution even in the case α = 0, since we treat finitely but arbitrary long time intervals. While in 3D, we construct a global weak solutionà la Leray and a localin-time strong solution for system (1) . We also show that this solution becomes global if its initial data is sufficiently small. Mathematical analysis on this problem went back to the work of Giga-Yoshida [8] . They considered the system in a three-dimensional bounded domain with no-slip and perfectly conductive boundary condition and prove (unique) local solvability as well as global-in-time solvability for a small initial data whose magnetic effect is small compared with velocity. Their method is based on nonlinear semigroup theory initiated by Kōmura [11] which applied to the Navier-Stokes system [16] . Our results extend those [8] to the space dimension two, and improve them in terms of requiring less regularity on the velocity fields. In the 2D case, we basically use the classical compactness argument (c.f. [13] , [12] ) to prove our result. For the 3D case, the proof for existence of global weak solutions goes along the the same lines as for the incompressible Navier-Stokes equations. For the sake of completeness, we outline it in this paper. Finally, we also emphasize that our results are in striking difference with the following slightly modified Navier-Stokes-Maxwell one fluid model studied in [9] , [10] and [7] .
It is important to mention that the existence of global weak solutions of (2) is still an outstanding important open problem in space dimension three. The global well-posedness in 2D is treated in [13] . The local well-posedness and the existence of global small solutions were studied in [9] and [7] for initial data in u 0 , E 0 , B 0 ∈ H . We also construct local-in-time mild-type solution for the 3D case. The proof combines a priori estimate techniques with the Banach fixed point theorem.
We use the short-hand notations throughout the paper L p T X = L p (0, T ; X), and we also use the notation A B which means A ≤ CB, where C > 0 is a universal constant. Also we define the weak solution of our system:
is a weak solution to (1) if for any t < T and any smooth, compactly supported, divergence-free test function φ(t, x), the vector field (v − , v + , E, B) solves
The following is our first main result.
and E(t = 0), B(t = 0) ∈ L 2 . Then for any 0 < s ′ 1 < 1 and any T > 0, there exists a unique weak solution of (1) 
2 ). Furthermore, the solution satisfies the following estimate,
with C a universal constant, and v = v ± .
Our second result concerns the existence of global weak solution to (1) in 3D case. The definition of weak solution is the following.
satisfying the following energy inequality
Next, we move to the problem of global existence. Before going any further, we first need to rewrite the system as following and define some constants. 
, then the unique solution is global, satisfies the energy estimate and for any T > 0
where c 1 is a constant only depending on dimension.
Remark 1.1. Since the Rayleigh friction term R does not improve the regularity of our system (See Lemma 2.1), the results we get here are the same as for the classical Navier-Stokes equations.
Remark 1.2. If one assumes that all the above physical constants are normalized to one, then this would yield nice cancelations in the system and thus would avoid some extra technical difficulties. Indeed, in such a case, the system reads as follows
with the initial data
Defining the bulk velocity u = v−+v+ 2 and the electrical current j =
we can rewrite the system (5), as in [1] , in the following equivalent form
System (6) has appeared in [1] including its dependence upon the speed of light that shows up in Maxwell's equations. The non-relativistic asymptotic of that system (i.e. as the speed of light tends to infinity), was recently analyzed and a convergence towards the standard Magneto Hydrodynamic equations was shown. We refer to [1] for full details. Let P denotes Leray projection onto divergence free vector fields. More precisely, if u is a smooth vector field on R d , then u can be uniquely written as the sum of divergence free vector v and a gradient:
Then, Leray projection of u is Pu = v. Denote by ∆ q the frequency localization operator, defined as follows: Assume C is the ring of center 0 with small radius 1/2 and great radius 2, B is the ball centered at 0 with radius 1. There exist two nonnegative radial function χ ∈ D(B) and φ ∈ D(C), such that
where F is the Fourier transform. We define the space:
Finally, the spacesL
s are the set of tempered distributions u such that
This kind of spaces were first introduced by Chemin and Lerner in [5] . This paper is organized as follows. Section 2 is devoted to list some preliminary lemmas. In sections 3 to 5, we give the proofs of Theorem 1.1 to Theorem 1.3.
Parabolic regularization, product estimates and energy estimates
Here, we collect the main tools that will help us in the proofs of our results. The first one concerns a parabolic regularization with or without friction term.
Lemma 2.1 (parabolic regularization). Let u be a smooth divergence-free vector field which solves
, where a and b are nonnegative constants. Then, for every
We also have a similar result in nonhomogeneous spaces but with T -dependent constants. More specifically,
where C T = C max{1, T } with C a universal constant.
Proof. We only give a sketch of the proof in the case (8) with f 1 = f and f 2 = 0. For more details of the proof, we refer to [13] . The equation (8) can be written as the following:
By Duhamel's formula, we have
Applying ∆ q , the frequency localization operator, to (11) , taking L 2 norm in space, and using the standard estimate for ∆ q (see for instance [13] and [8] ), we get
Then we can follow the same method which is used to get the estimate for (7)(See [13] ). Taking L p norm in time and using Young's inequality (in time) we obtain
r . At last, multiplying by 2 q(s+ 2 p ) and taking l 2 norm over q ∈ Z, we get the desired result.
Remark 2.1. We should note the universal constant in the estimate is independent of a. So in the proof of local existence, the small existence time T is independent of α which appears in R. While applying the lemma to physical model, we put R to the right hand side so that the universal constant will still be independent of α.
The next Lemma is a standard energy estimate for the Maxwell's system.
has a unique solution (E, B) ∈ C([0, T ]; H s ), and it satisfies
The proof is straightforward (see for example [13] ). Applying H s inner product with E to the first equation and with aB to the second equation, adding them implies 1 2
Then integrating in time proves the inequality. For the time continuity part, we rewrite the system as the following equivalent form
Then Duhamel's formula gives us
Since the semigroup generated by a skewsymmetric operator is a continuous semigroup, then the solution F (t) is continuous in time.
Next, we set the nonlinear estimates necessary to derive the a priori bounds.
Lemma 2.3 (products estimate). For 0 < s < d/2, and u, v, B are functions of x, we have
In particular, when d = 2, it holds that
While
Proof. For (12), Hölder's inequality and Sobolev embedding give that
Estimate (13) is classic and we refer for example to [2] , Corollary 2.55. For (14) , estimating the low and high frequencies separately yields
where (12) is applied in the last step. Hence we only need to estimate q≤0 ∆ q (u∇v) 2 L 2 . Thanks to Bony decomposition (see for example [2] ), we have
where S q = k≤q−1 ∆ k . Applying Bernstein's lemma (noting that d = 2) and using q ≤ 0 gives |k−q|≤2
and therefore,
Again applying Bernstein's lemma and the fact that q ≤ 0 gives |k−q|≤2
as desired. For the last term, applying Bernstein's lemma and the Hölder inequality implies
Therefore, Young's and Hölder's inequalities give
(18), (19) and (20) together yields
For the last four estimates, we only show the proof of (16) as the others are similar.
Interpolation gives us
, and using Hölder inequality, we obtain
The next lemma is a standard energy identity for the whole NSM system. Lemma 2.4. For system (1), we have the following energy identity.
Proof. The proof is standard. Multiply
to the first four equations of (1) respectively, integrate over space and add them together. With the divergence free condition, we can get the desired result.
Global Well-Posedness in 2D Case
In this section we prove Theorem 1.1. The main idea is to apply the classical compactness method to prove the existence of a global weak solution then prove the uniqueness of the weak solution so that we obtain the unique strong solution (c.f. [13] ). The whole proof goes into three steps. Firstly, we provide an a priori estimate.
Step 1: A priori estimate. The a priori estimate is given by the following lemma. 
Proof. For simplicity, let v = v ± , C T = C max{1, T } with C a universal constant and v ′ = v ∓ . By the energy identity,
T H s+1 together with energy identity implies
. Estimates (12) and (14) in Lemma 2.3 give the following estimates on these nonlinear terms,
Step 2: A compactness argument. We will approximate the original system by a frequency cutoff system and apply the classical compactness argument to pass the limit (c.f [13] ). Let us define a frequency cutoff operator J k by
where F and· are the Fourier transform in the space variable. We consider the following approximating system
The above system is now an ODE that has a unique solution (v
2 ) with a positive maximal time of existence T k . Since
k , B k ) and therefore we can get rid of J k in front of (v
) and only leave J k in front of nonlinear terms:
(23) Now we prove that actually T k = ∞. We will see that the energy identity still holds for (23),
Hence the L 2 norm of (v
is bounded uniformly in time and we get T k = ∞. Moreover, a priori estimate we get in the previous section also holds, i.e, for any T > 0
To apply the compactness argument, we need to bound
uniformly in k. Applying Lemma 2.3 we obtain
. Next we introduce Aubin-Lions-Simon Lemma (see for example [3] , [14] , [12] and [15] ). The proof is given in [3] .
Lemma 3.2 (Aubin-Lions-Simon)
. Let X ⊂ Y ⊂ Z be three Banach spaces. We assume that the embedding of Y in Z is continuous and that the embedding of X in Y is compact. Let p, r be such that 1 ≤ p, r ≤ ∞. For T > 0, we define
Before applying this lemma, we summarize the work above. Actually, we have shown v
Let B n := {x : |x| ≤ n}. Then applying Aubin-Lions-Simon Lemma gives us that
and a subsequence k m such that as m → ∞,
Indeed, by a diagonal extraction argument the above strong convergences are true for all B n , n > 0. Therefore we can pass the limit in (23) and obtain a weak solution.
The continuity of v ± is obtained with the fact that v ± is unique and solves NavierStokes equations. Consider −en(E + v − × B) − R as a body force of the following Navier-Stokes equation
1 which will be proved in next step,
The proof of continuity of v + is the same. The continuity of (E, B) is obtained after applying Lemma 2.2.
Step 3: Uniqueness of solutions.
Here we prove the uniqueness of solutions to (1) 
2 ) are two solutions of (1). Letting
satisfies the following system with zero initial datum:
where
Similarly it holds that
With the help of (13) we have
and
where in last step we use the embedding
Substituting (27) ∼ (30) back into (26) yields
Moreover, thanks to Lemma 2.2, we have
Finally, choosing T small enough, we obtain
implying that v + = v − = 0 and E = B = 0 which yields the uniqueness of the solution on a small time interval. We can repeat this argument and get the global uniqueness.
Global Weak Solutions in 3D Case
In this section we prove Theorem 1.2. The proof is similar to the incompressible Navier-Stokes equations. Again, we consider the frequency cut off system in previous section (23) and use the Aubin-Lions-Simon Lemma (see for example [14] and [15] ) to prove that the solutions of cut off system converges to a weak solution of the original system. We know (23) has a unique solution (v
It is sufficient to prove
Then following the compactness argument in previous section finishes the proof.
By (23), we obtain
Moreover, by Sobolev embedding and Hölder's inequality,
With the help of (12), one gets
Therefore, we get the bound for
This completes the proof.
Local well-Posedness for 3D Case
In this section, we prove Theorem 1.3. The idea is to apply the fixed point argument.
Step 1: A priori estimate. By Lemma 2.1, for any (v − , v + , E, B) solution of (1), we have
where v stands for v − or v + . And by lemma 2.2, we obtain:
where γ = max(1,
T be such that
and set
Then the norm of Γ can be defined as
We look for a solution in the following integral form
The operator A and function f (Γ) are defined as
Define a map Φ : X → X as
We denote the components
Note that Φ(−e tA Γ 0 ) = 0, and by Lemma 2.1,
2 ×L 2 ×L 2 and denoting by B r the ball centered at 0 with radius r in the space X. Our goal is to prove if T is small enough then Φ(B r ) ⊂ B r . Assume Γ ∈ B r and setΓ := e tA Γ 0 +Γ (also definev − ,v + ,Ē,B,R in the same manner). Then by (31) and Lemma 2.3,
Thus we could choose T small such that
Similarly, by (32) we could also get
By choosing T small enough, one obtains
Thus Φ(Γ) X < r.
And then Φ(Γ)
By the a priori estimate (31):
The fact that
together with (16) and (17) in Lemma 2.3, (33) becomes
We choose T small enough so that
Similarly, by (32) we can estimate Φ(
Finally, together with the above estimates
Thus a fixed point argument gets the local existence.
Step 3: Global existence for small initial data. In this step, the universal constant will be written explicitly in order to see how the physical parameters affect the estimates and how the solutions depend upon them. This will be needed in a forthcoming work about relaxation limits. We rewrite
to emphasize the dependence upon time T and recall the system (4),
Energy estimate given by Lemma 2.4 gives us the bounds
Next we do energy estimate inḢ is small enough, the v ± (t) Ḣ 1 2 remains small after some time and v ± X v ± T remains bounded so that one can extend the time of existence to infinity. Multiplying the first and second equations of (4) by |∇|v − and |∇|v + respectively and integrating over R one obtains
≤ (a ± + 2b ± ) λ 1 /λ 2 B 0 v ± Ḣ1 +a ± c 1 λ 1 /λ 2 B 0 v ± Ḣ1 v ± Ḣ3/2 +c 1 v ±
2Ḣ
1 v ± Ḣ3/2 , where we use the following inequality for nonlinear terms, for all t < T . One can repeat the extension argument above starting at time T and hence the time of existence can be extended to infinity.
