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« Counting fish is like counting trees except they are invisible and they move » 
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Bien que l’écologie de la truite (Salmo trutta) ait déjà été bien étudiée, les processus expliquant la 
dynamique spatio-temporelle des populations restent à caractériser. L’objectif de cette thèse était 
d’identifier les processus démographiques (ex. survie ou déplacements) et l’influence des processus 
biotiques (interactions entre individus) et abiotiques (conditions environnementales) qui structurent 
dans le temps et dans l’espace les différentes classes d’âge (alevins, juvéniles et adultes) de ces 
populations. 
J’ai étudié l’influence sur la survie apparente de (1) la densité-dépendance et (2) des conditions 
environnementales vécues directement par les truites (habitat hydraulique et température de l’eau). 
Pour évaluer la transférabilité des résultats, j’ai évalué (3) l’échelle spatiale (globale ou locale) à 
laquelle opéraient les processus et (4) si ces processus variaient entre populations (approche 
hiérarchique).  
J’ai considéré la dynamique de 45 populations de truites dont 22 sont situées à l’aval d’un ouvrage 
hydroélectrique. A large échelle, il est apparu que le recrutement de populations séparées par des 
distances allant jusqu’à 75km peut être synchronisé par de fortes crues lors de l’émergence des alevins 
ou des déplacements du substrat de ponte. Nous avons synthétisé les résultats de l’application d’un 
modèle déterministe de dynamique de population, calibrés localement sur neuf stations aux 
conditions environnementales bien caractérisées. Cette synthèse a montré que des processus locaux 
influençaient directement la dynamique des populations. Enfin, la construction d’un modèle 
hiérarchique a montré le rôle structurant de la mortalité densité-dépendante des juvéniles et des 
adultes, dont l’intensité augmentait en l’absence d’abris (<2% de la surface) ou variait avec la 
température de l’eau (diminution pour les juvéniles et augmentation pour les adultes).  
Ce travail fournit des bases scientifiques aux gestionnaires d’ouvrages hydro-électriques pour leur 
permettre de limiter leur influence sur les populations de poissons et répondre ainsi aux demandes 
réglementaires. 
 
Mots-clefs : Truite commune, Salmo trutta, dynamique de populations, conditions environnementales, 
hydraulique, tronçon court-circuité, synchronie, échelle spatiale, modèle hiérarchique Bayésien. 
 
 




















Brown trout (Salmo trutta) ecology was largely studied. However, the processes structuring the 
spatiotemporal patterns of population dynamics remain unclear. The objective of this thesis was to 
identify the demographic processes (e.g. survival or displacements) and the influence of biotic 
(between-individuals interactions) and abiotic (environmental conditions) processes structuring the 
age-stages (fry, juveniles and adults) of these populations in time and space. 
I studied the influence on apparent survival of (1) density-dependence and (2) environmental 
conditions experienced by trouts (hydraulics and water temperature). To assess the results’ 
transferability, I studied (3) the spatial scale (global or local) of influence of the processes and (4) if 
those processes varied among populations (hierarchical approach). 
I considered the dynamics of 45 trout populations, 22 being located downstream a hydropower facility. 
At a large scale, the recruitment of distant populations (up to 75 km apart) may be synchronized by 
large floods during emergence of fry or by spawning substratum displacements. We summarized the 
results of a determinist population dynamics models, locally calibrated on nine reaches showing well-
described environmental conditions. This summary revealed the influence of various local drivers on 
population dynamics. Finally, a hierarchical model showed that density-dependent mortality among 
juveniles and adults was a key biotic process. The strength of the competition was greater in absence 
of shelter (<2% of the surface) and varied with water temperature (decreasing for juveniles and 
increasing for adults). 
The results of this work will provide scientific basis to hydropower facility managers. This will help 
them to reduce their influence on trout populations and respond to regulatory demands. 
 
Key words: Brown trout, Salmo trutta, population dynamics, environmental conditions, hydraulics, 
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1.1 Contexte et objectifs 
Si les activités humaines influencent tous les milieux, les écosystèmes aquatiques continentaux (dits 
« lotiques ») sont plus menacés d’extinction que les écosystèmes terrestres, qui bénéficient pourtant 
de plus d’attention en terme de conservation (Melles et al. 2012). Les écosystèmes lotiques sont 
menacés par la surexploitation, la pollution des eaux, la dégradation des habitats, l’invasion d’espèces 
exotiques ou la modification du débit (Dudgeon et al. 2006). Les prélèvements d’eau sont nécessaires 
à l’industrie, l’irrigation, la production d’eau potable, mais surtout à la production d’électricité (2/3 des 
prélèvements1). Les ouvrages hydro-électriques influencent des tronçons de cours d’eau en utilisant 
ou détournant une partie du débit naturel. Les réglementations française et européenne (Directive 
Cadre sur l’Eau ; Loi sur l’Eau et les Milieux Aquatiques) demandent aux gestionnaires d’ouvrages 
d’évaluer leur impact et d’adopter des modes de gestion garantissant le bon fonctionnement des 
écosystèmes.  
Les ouvrages hydro-électriques étant implantés dans 80% des cas sur des cours d’eau d’altitude, la 
protection de la truite commune, Salmo trutta, est particulièrement visée. Cette espèce 
emblématique, très prisée pour la pêche sportive, présente une répartition mondiale (Elliott 1994 ; 
Klemetsen et al. 2003). Elle n’est considérée comme une espèce protégée ni au niveau européen 
(Freyhof & Brooks 2011), ni en France (UICN-France et al. 2010). Elle est toutefois en déclin en Suisse 
(-50% depuis les années 80 ; Friedl 1999 (en allemand) cité dans Borsuk et al. 2006) ou en France (-7% 
depuis 1990 ;  Poulet et al. 2011). Elle apparait à l’inverse comme invasive dans d’autres pays où elle 
colonise des zones vierges (ex. Iles Kerguelen ; Labonne et al. 2013) ou menace des espèces 
endémiques (ex. Cyprinidae d’Afrique du Sud ; Keith et al. 2011). La gestion et la protection de cette 
espèce sont ainsi au cœur de nombreux enjeux opérationnels et écologiques.  
Pour répondre à ces enjeux, les gestionnaires doivent disposer de bases scientifiques et d’outils 
permettant de comprendre la dynamique des populations (i.e. groupes d’individus de la même espèce 
qui occupent un milieu délimité). Cela nécessite de s’intéresser aux processus démographiques (survie, 
reproduction et déplacements) qui régissent son cycle de vie. On pourra alors détecter des écarts entre 
la dynamique de populations naturelles et de populations influencées par des ouvrages. Plus 
largement, l’acquisition de connaissances et de données sur les survies moyennes, les capacités de 
déplacements, ou la sensibilité de chaque phase de développement permet de lutter contre la 
prolifération d’espèces invasives (ex. McKee et al. 2009), d’améliorer la gestion des espèces exploitées 
par la chasse et la pêche (ex. Kristensen et al. 2013) ou de protéger certaines espèces menacées (ex. 
Guimarães et al. 2014). Ces processus démographiques sont influencés par les interactions entre 
individus (ou facteurs biotiques), qui peuvent prendre la forme de relations trophiques ou de 
compétitions intra- ou inter-spécifiques, et sont fortement dépendants de l’environnement (Stenseth 
et al. 2002). Les facteurs extérieurs, dits abiotiques, limitent ou favorisent la survie et l’implantation 
d’une population.  
Les facteurs biotiques et abiotiques agissant à différentes échelles d’espace et de temps, les 
populations présentent une dynamique spatio-temporelle complexe. L’évolution dans le temps des 
conditions climatiques peut, par exemple, expliquer une grande part de la dynamique temporelle 
d’une population. Par exemple, Flesch (2014) a montré que 75% du signal temporel d’une population 
de chevêchette brune (Glaucidium brasilianum) peut être expliqué par les températures et les 
précipitations moyennes annuelles. Les processus abiotiques opèrent en cascade selon leur échelle 
spatiale d’influence, gouvernant les dynamiques physiques et biologiques à plus petite échelle (Frissell 
et al. 1986; Townsend et al. 2003). Par exemple, les fluctuations du climat à l’échelle du globe 
influencent les processus observés au niveau d’un bassin versant ou d’un tronçon. Des facteurs 
                                                            




généraux sont donc susceptibles de structurer un ensemble de populations connectées (appelées 
« métapopulation »), ou déconnectées. L’étude de Chen et al. (2011) a identifié que les espèces 
terrestres tendent globalement à se distribuer plus en altitude (+11m par décade en moyenne) et dans 
des latitudes supérieures (+16.9km par décade en moyenne) en réponse aux changements climatiques. 
Des processus locaux, agissant à l’échelle d’un individu ou d’une population, vont en revanche moduler 
cette dynamique globale. De telles variations ont notamment été identifiées entre des populations 
très proches géographiquement. Par exemple, le succès reproducteur de l’étourneau, étudié sur 29 
ans par Brickhill et al. (2015), varie de 15% entre zones distantes de moins d’1.5 km. Ces questions 
d’échelles d’influence sont formalisées à travers la théorie des filtres écologiques (Southwood 1977 ; 
Poff et al. 1997). Pour y répondre, il faut considérer l’échelle spatiale des processus à l’œuvre. Identifier 
une dynamique globale, c'est-à-dire opérant quel que soit le milieu considéré, est possible en étudiant 
de nombreuses populations distantes (étude multi-sites, à ‘large-échelle’). Pour capturer les 
dynamiques locales, on peut étudier la population d’un seul site ou de quelques sites proches (étude 
‘locale’). La connaissance du milieu local permet d’aboutir à des résultats très précis mais qui peuvent 
être difficiles à transférer à d’autres milieux et à plus large échelle. Par exemple, le modèle de 
prédiction de la dynamique de bancs sableux émergents (nécessaires à la reproduction de la petite 
sterne et du pluvier siffleur) de Buenau et al. (2014) permet d’évaluer l’efficacité de mesures de 
restauration d’habitat uniquement sur la zone où il a été calibré. Il convient alors de comprendre ce 
qui différencie les dynamiques locales et à quelles échelles opèrent les différents processus. L’échelle 
temporelle de l’étude est également cruciale, les suivis longs étant susceptibles d’apporter des 
résultats plus fiables (ex. Jones & Petreman 2012 mettent en relation la durée du suivi avec l’efficacité 
de détection des changements de communautés de poissons). 
L’objectif de cette thèse, qui s’est déroulée au sein de l’équipe commune HYNES (IRSTEA2 – EDF R&D) 
grâce à un financement Cifre, est d’identifier les clefs de la dynamique de populations de truites 
(démographie, facteurs biotiques et abiotiques), en cherchant en particulier à évaluer l’échelle spatiale 
à laquelle les différents processus opèrent. Pour rechercher une influence des ouvrages 
hydroélectriques sur la dynamique de populations et aboutir à des résultats applicables quel que soit 
le milieu d’implantation, j’étudie des populations en milieu naturel et en milieu influencé. Je souhaite 
également développer un outil d’analyse et de prédiction utilisable par les gestionnaires pour explorer 
des scénarios théoriques intégrant différents modes de gestion ou différentes conditions 
environnementales. L’objectif final est d’identifier les influences (directes et indirectes) des ouvrages 
sur les populations et les leviers d’action permettant de les réduire. Ceci afin de permettre une 
application raisonnée et efficace des réglementations, conciliant protection du milieu et production 
d’énergie renouvelable. 
Dans la suite de cette introduction, je me propose de résumer le contexte des principales questions 
qui doivent être étudiées pour atteindre ces objectifs. Dans un premier temps, je présente les 
principaux défis liés à la compréhension des processus démographiques et biotiques chez la truite 
commune (1.2). Dans un second temps, je décris les facteurs environnementaux susceptibles de 
structurer les populations (1.3). Ensuite, je synthétise les influences potentielles d’un ouvrage hydro-
électrique sur le milieu et les enjeux réglementaires associés (1.4), ainsi que les différents outils 
disponibles pour comprendre une dynamique de populations (1.5). Enfin, je résume les questions 
posées et la démarche adoptée pour y répondre avant de présenter l’organisation du manuscrit (1.6). 
  




1.2 Comprendre les processus démographiques et biotiques 
1.2.1 Le cycle de vie de la truite : une base de connaissance solide… 
Des premières études détaillées (ex. Elliott 1994) aux synthèses plus récentes (ex. Gouraud et al. 2014), 
les études convergent sur les principales caractéristiques du cycle de vie de la truite (Figure 1). Dans le 
cadre de cette étude, je me suis limité aux populations de truites résidentes, qui réalisent la totalité 
de leur cycle de vie en cours d’eau (Keith et al. 2011). En France, la période de reproduction (« fraie ») 
se déroule de novembre à février, dans des zones de graviers (diamètre : [1-10cm]) à courant vif. La 
femelle creuse une cuvette et y dépose les ovules (entre 1000 et 2000 œufs/kg) qui seront fécondés 
par un ou plusieurs mâles avant que la femelle ne recouvre cette frayère de graviers. Après l’éclosion 
(environ 400 degrés-jours après la ponte ; généralement entre les mois de janvier et février), les 
embryons restent dans les espaces interstitiels du substrat. L’émergence des alevins, première phase 
de la période juvénile, a généralement lieu de mars à avril (après 400 degrés-jours supplémentaires). 
Cette phase critique d’émergence, caractérisée par l’apprentissage de la nage et le début de 
l’alimentation exogène, est associée à de fortes mortalités (Elliott 1994). Les juvéniles développent dès 
lors un comportement territorial marqué. Au cours de leur première année de vie, les alevins sont 
appelés 0+. Les juvéniles de plus d’un an sont nommés 1+. La maturation sexuelle s’effectue chez la 
femelle majoritairement après plus de deux ans (Baglinière & Maisse 2002 ; stade >1+, noté ‘Ad’ dans 
cette thèse). Les migrations vers les zones de frayères ont lieu généralement de fin septembre à fin 
janvier (Ovidio et al. 1998). 
 
 Figure 1. Cycle de vie simplifié de la truite commune, Salmo trutta. Le passage d’un stade au suivant est le résultat de 
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1.2.2 … mais qui continue de soulever des questions 
1.2.2.1 Le recrutement est-il prévisible ? 
Si la plupart des processus démographiques (notamment les survies des 0+ aux 1+, des 1+ aux adultes ; 
ex. Cattanéo et al. 2002 pour la truite) sont facilement identifiables, certaines relations sont difficiles 
à appréhender en milieu naturel. En théorie, le lien entre stock reproducteur et recrutement (stock de 
0+) de l’année suivante est évident. Cette relation est toutefois très difficile à observer et à prédire en 
milieu naturel et le recrutement apparait souvent comme un processus aléatoire tant les variations 
interannuelles sont importantes. Chez la truite, si une relation stock-recrutement a été identifiée par 
Elliott (1994) dans un petit cours d’eau anglais (0,8 m de large en moyenne) très bien étudié, la majorité 
des auteurs concluent que ce sont plutôt les conditions abiotiques qui déterminent le niveau du 
recrutement (ex. Cattanéo et al. 2002 ou Lobón-Cerviá 2013). 
La compréhension du processus de recrutement est pourtant capitale puisqu’il assure le maintien dans 
le temps d’une population. La dissociation apparente entre adultes et juvéniles montre que les 
populations de truites peuvent présenter une très forte résilience (capacité d’un système à se rétablir 
à la suite d’une perturbation), un stock faible de reproducteurs pouvant être suffisant pour assurer un 
bon recrutement (Lobón-Cerviá 2009). 
1.2.2.2 Quelle est la variabilité des processus démographiques ? 
Une vision générale du cycle de vie suppose que tous les processus sont stables dans le temps et 
l’espace. Cette hypothèse est classiquement faite en dynamique de populations (Coulson et al. 1999). 
Toutefois, la truite montre des processus démographiques spatialement variables en France. Gouraud 
et al. (2004) ont par exemple identifié des variations de longévité (4 ans sur l’Oir et la Roche en Basse-
Normandie et 7 ans sur la Neste d’Oueil et la Neste d’Oô dans les Pyrénées), de croissance et de 
fécondité des individus entre populations. L’étude de processus communs à toutes les populations 
risque alors de ne pas permettre de comprendre les dynamiques locales.  
1.2.2.3 Comment traiter les déplacements d’individus ? 
Le suivi d’une population nécessite de délimiter une zone d’échantillonnage au sein d’un tronçon de 
cours d’eau, appelée « station », échantillonnée chaque année. Cette station correspond à un système 
ouvert : des déplacements peuvent avoir lieu entre échantillonnages successifs. La population 
observée peut alors être composée d’une combinaison d’individus natifs et d’individus non-natifs de 
la station. Les individus non-natifs peuvent être arrivés sur la station suite à un déplacement volontaire 
(après avoir quitté un habitat qui n’était plus favorable) ou involontaire (après avoir été entrainés par 
le courant) ou peuvent y avoir été placés par l’homme (cas de repeuplement). Toutefois, l’importance 
des déplacements dans la structuration de la population est difficile à investiguer puisque les études 
de terrain spécifiques aux déplacements sont lourdes à mettre en place. Elles nécessitent des systèmes 
de capture-recapture (trappes, nasses) et/ou de détection (transpondeurs). Certains stades sensibles, 
notamment les plus jeunes, sont difficiles à étudier par ces méthodes (Vatland & Caudron 2015), même 
si des méthodes chimiques récentes (fluorescence ; Richard et al. 2013b) et la miniaturisation des 
transpondeurs (Richard et al. 2013c) permettent de faciliter ces approches. De plus, identifier 
l’influence exacte des individus mobiles sur la dynamique des populations nécessiterait des suivis sur 
plusieurs années. En l’absence de données, les scientifiques n’ont souvent d’autre choix que de 
considérer les mouvements de truites (et des salmonidés en général) comme étant limités (Bachman 
1984; Vøllestad & Olsen 2008 ; Lobón-Cerviá 2013 ; Richard et al. 2013a). Ils s’intéressent alors à des 
paramètres (ex. survie, croissance, etc.) dits apparents, puisqu’ils y mêlent implicitement les arrivées 
et les départs d’individus (ex. Olsen & Vollestad 2001). Certains auteurs se voient également contraints 
de supprimer les données qui ne correspondent pas à cette hypothèse (ex. retrait des données 




Des études s’étant en particulier intéressées aux déplacements de la truite tendent pourtant à montrer 
que des mouvements significatifs se produisent. Dès l’émergence, des expériences en milieu contrôlé 
(canaux de 40m de long) ont montré que 80% des individus dévalaient (Daufresne et al. 2005). Les 
individus semblent ensuite pouvoir se déplacer de quelques centaines de mètres à quelques dizaines 
de kilomètres (Gowan et al. 1994; Ovidio et al. 1998). Des déplacements d’adultes ont notamment été 
identifiés jusqu’à 41km (Young et al. 2010). Certaines études estiment même que les arrivées sont un 
facteur essentiel de la dynamique de certaines populations (ex. Riley & Fausch 1995; Lund et al. 2003 ; 
Gouraud et al. 2008). 
D’autres études continuent toutefois à montrer que la majorité de la population est sédentaire (plus 
de 70% des juvéniles et des adultes dans Dieterman & Hoxmeier 2011 ; 80 à 99% des 0+ dans Cuinat & 
Héland 1979). De plus, les déplacements observés sont souvent limités (200m vers l’aval en moyenne 
pour les 0+ et des distances inférieures pour les individus plus âgés Vøllestad et al. 2012; plus de 80% 
de déplacement de 0+ <100m dans Vatland & Caudron 2015 et même 60% des déplacements de 0+ 
<30m dans Richard 2014). Il semblerait donc que des différences notables dans les dynamiques de 
déplacements puissent exister d’une rivière à l’autre, comme cela avait déjà été souligné par Baglinière 
et al. (1989) ou Rodriguez (2002). Certaines zones pourraient même fonctionner comme des sources 
ou des récepteurs de juvéniles (Lund et al. 2003), selon les habitats disponibles.  
1.2.2.4 Quelle est l’influence de la densité-dépendance sur la survie ? 
Il y a plus de deux siècles, Malthus (1798) développa l’idée qu’une population naturelle ne pouvait pas 
croître indéfiniment. La taille maximale que peut atteindre la population, nommée « capacité 
d’accueil » du milieu, est influencée par la disponibilité en nourriture et en habitats utilisables. Avec 
l’augmentation des densités et la diminution des ressources disponibles par individu, la compétition 
entre individus d’une même espèce (compétition intraspécifique ; Verhulst 1845) augmente, ce qui 
réduit les probabilités de survie (on parle de mortalité densité-dépendante) ou les taux de croissance. 
Cette compétition a par exemple été décrite en milieu marin pour prédire le recrutement à travers les 
relations de Ricker (1954) et de Beverton & Holt (1957).  
L’identification de la densité-dépendance chez la truite est pourtant difficile. Si une densité-
dépendance a pu être démontrée entre jeunes individus (Cattanéo et al. 2002 ; Richard et al. 2013a), 
Nicola et al. (2008) soulignent que les milieux naturels s’avèrent rarement saturés. Cette compétition 
entre jeunes individus opère donc rarement et s’est révélée impossible à détecter dans plusieurs 
études (Elliott & Hurley 1998; Lobón-Cerviá 2013). La densité-dépendance entre truites adultes a été 
identifiée en Espagne par Lobón-Cerviá (2012) qui a étudié 170 cohortes (groupes de truites de la 
même année, suivies jusqu’à leur disparition) sur 12 stations. Il conclut que ce processus opère 
indépendamment de l’échelle ou du contexte de l’étude. Pourtant, appliquer ce résultat pour mettre 
en place un plan de gestion est risqué si l’intensité de ce processus varie également entre populations. 
La densité-dépendance peut en effet contrer les effets d’un plan de gestion, comme lors d’un 
rempoissonnement (introduction de poissons d’élevage pour soutenir un stock naturel exploité). 
Richard (2014) identifie notamment qu’une augmentation de la quantité d’individus déversés est 
susceptible d’entraîner une augmentation des mortalités et des départs densités-dépendants, 




1.3 Identifier les facteurs environnementaux structurant 
En milieu lotique, les poissons sont soumis à des régimes variables de débit, de conditions hydrauliques 
et de températures. 
1.3.1 Le débit, facteur explicatif majeur de la dynamique des salmonidés 
Le débit a été identifié depuis longtemps comme un facteur pouvant limiter les distributions et 
abondances des espèces de poissons (Resh et al. 1988; Poff et al. 1997). Toutes les classes d’âge sont 
susceptibles d’être influencées par des crues ou des étiages exceptionnels. Une crue cinquantennale 
a, par exemple, été associée à des mortalités de 60 à 70% des adultes dans l’étude de Young et al. 
(2010). Toutefois, la classe d’âge la plus influencée est celle des 0+, qui sont particulièrement sensibles 
aux conditions de débit au moment de l’émergence. Au cours de cette période, les individus émergents 
présentent de faibles capacités de nage et sont fortement influencés par des crues intenses (Hayes 
1995 ; Sabaton et al. 2008 ; Alonso et al. 2011), trop fréquentes (Alonso-González et al. 2008) ou trop 
longues (Nicola et al. 2009). 
La manière dont l’hydrologie est prise en compte varie beaucoup d’une étude à l’autre. L’étude de 
Hayes (1995), dans une rivière de Nouvelle-Zélande, identifie un recrutement quasi nul lorsqu’une crue 
de période de retour de 4 ans a lieu au moment de l’émergence. En France, Cattanéo et al. (2002) 
montrent un lien entre un percentile des débits journaliers pendant l’émergence et le niveau du 
recrutement. En Suisse, Richard et al. (2013a) détectent une influence de débits moyens. En Espagne, 
Lobón-Cerviá (2013) identifie quant à lui une relation parabolique entre le débit cumulé sur un mois et 
le recrutement, se traduisant par des survies inférieures à des débits trop faibles ou trop forts. 
1.3.2 Conditions hydrauliques et géomorphologiques : Décrire la réalité locale 
L’influence du débit est particulièrement difficile à transposer d’un milieu à un autre. La morphologie 
du cours d’eau va moduler sa traduction en vitesse de courant, forces de cisaillement au fond et 
hauteur d’eau (Figure 2). Ces facteurs hydrauliques sont directement ressentis par les poissons. 
La vitesse de courant est principalement évoquée pour expliquer l’influence négative des crues sur les 
jeunes stades (Unfer et al. 2011 ; Nislow & Armstrong 2012) car les 0+ présentent des capacités 
réduites de nage et y sont donc particulièrement sensibles (Armstrong et al. 2003 ; Daufresne et al. 
2005). Leur capacité de nage augmente ensuite avec leur croissance, ce qui réduit progressivement 
leur sensibilité aux crues. 
 
Figure 2. Stations étudiées où transitent un débit comparable (stations AG1 et MIGN ; 0.28 et 0.21 m3.s-1), qui se traduit en 




Les débits peuvent aussi se traduire localement par une mise en mouvement des particules composant 
le lit du cours d’eau. Ce facteur semble pouvoir induire des déplacements d’individus et des mortalités 
au moment des crues (Jowett et al. 2005), ou peuvent modifier les habitats disponibles. Ces mises en 
mouvement sont particulièrement critiques si elles interviennent pendant l’incubation des œufs, 
puisqu’elles peuvent emporter le substrat dans lequel sont protégés les œufs (Kondolf & Wolman 
1993 ; Jensen & Johnsen 1999 ; Unfer et al. 2011).  L’étude de Lapointe et al. (2000) montre, par 
exemple, sur une station au Québec que, suite à une crue centennale, 43% des zones favorables à la 
ponte (jusqu’à 78% dans les zones exposées aux plus fortes vitesses) sont remaniées jusqu’à 20 cm de 
profondeur (les œufs de truites sont déposés classiquement entre 5 et 25 cm de profondeur). 
Enfin, des variations de hauteur d’eau et de largeur de la rivière peuvent induire un stress pour le 
poisson en réduisant l’étendue physique de l’habitat (Rolls et al. 2012). Cela va moduler les processus 
de compétition (Hayes et al. 2010), et la sensibilité des individus aux prédateurs terrestres (Vøllestad 
& Olsen 2008). Des études comme celle de Lobón-Cerviá et al. (2011) ont montré un lien entre hauteur 
d’eau et productivité des sites, qui apparait 2 à 3 fois plus faible sur les stations de plus faibles 
profondeurs (<20cm). 
1.3.3 Rôle de l’habitat disponible 
Les conditions hydrauliques définissent le type d’habitat hydraulique disponible. Des conditions 
hydrauliques favorables doivent être associées à d’autres caractéristiques physiques (type de 
sédiment du lit, couvert végétal ou présence de caches) et à une disponibilité trophique compatible 
avec les besoins de l’espèce, pour que l’habitat soit considéré comme favorable. Un habitat est 
utilisable si ses caractéristiques permettent son occupation par l’organisme, sa survie et/ou sa 
reproduction (Hall et al. 1997).  
Des modèles spécifiques, dits « modèles d’habitat », se proposent de prédire l’évolution des conditions 
d’habitat avec le débit (IFIM-PHABSIM de Bovee et al. 1986; EVHA de Ginot et al. 1998 ; LAMMI de 
Tissot et al. 2010). On peut estimer la réponse de l’espèce, pour un stade de développement donné, 
aux différents habitats locaux (ou « microhabitat ») selon ses préférences (Figure 3). On obtient en 
sortie une surface pondérée d’habitat utile (SPU) ou une valeur moyenne d’habitat (VHA) pour la 
station, qui est fonction du débit. Le développement de ces modèles nécessite des mesures précises 
réalisées sur le terrain, qui peuvent être allégées par la mise en œuvre d’approches statistiques. Le 
modèle Estimhab (Lamouroux & Capra 2002) se propose d’utiliser les caractéristiques hydrauliques 
moyennes (mesures de largeurs et hauteurs réparties sur la station ;  plus de 100 points répartis sur 
plus de 15 transects, mesures effectuées à deux débits).  
1.3.4 La température, facteur structurant les écosystèmes aquatiques  
Le régime thermique d’un cours d’eau est souvent vu comme un facteur clef, pouvant influencer les 
écosystèmes aquatiques (Olden & Naiman 2010 ; Rolls et al. 2013). Les poissons, qui sont des 
organismes ectothermes (leur température corporelle dépend de celle du milieu extérieur) y sont 
particulièrement sensibles. Il s’agit du facteur le plus communément cité, après le débit, dans la 
structuration des peuplements de salmonidés. Il délimite les zones dans lesquelles la croissance et la 
survie de l’espèce sont possibles (voir Chezik et al. 2013 pour une synthèse des températures 
minimales pour la croissance de 32 espèces de salmonidés). Pour la truite, la croissance est possible 
entre 3 et 19°C et les 0+ ne peuvent survivre hors de la gamme [0-22]°C (Elliott & Elliott 2010). Une 
augmentation de la température de l’eau a été associée à des déplacements de truites vers des refuges 
thermiques (profonds associés à des températures de l’eau <25°C ; Elliott 2000) ou à un retardement 




Figure 3. Modèles d’habitats hydrauliques (ex. PHABSIM, EVHA) : couplage entre modèle hydraulique du cours d’eau et 
modèles de préférences biologiques (d’après le guide Estimhab, disponible sur http://www.irstea.fr/estimhab). 
1.3.5 Influences combinées des facteurs 
Les influences des conditions biotiques et abiotiques sur la dynamique des espèces sont très souvent 
dissociées, alors qu’elles sont susceptibles d’avoir un effet combiné. Bærum et al. (2013) identifient 
par exemple une interaction complexe entre la densité et la température sur la croissance et Vøllestad 
& Olsen (2008) identifient un effet combiné des densités et des débits sur la croissance et la survie. 
L’influence relative de ces processus (ex. environnement ou densité-dépendance) varie selon le 
contexte. En effet, la population sera essentiellement structurée par l’environnement dans les milieux 
défavorables et les zones de faibles densités, alors que ce sont les processus biotiques qui ont le plus 
d’influence dans les milieux favorables. Ce concept est connu sous le nom de deuxième hypothèse 
d’Haldane (1956). 
Les études se concentrent le plus souvent sur un seul facteur environnemental : seuls 14% et 11% des 
165 articles étudiés par Poff & Zimmerman (2010) mentionnent respectivement les sédiments ou la 
température en plus des régimes de débit. Pourtant, les réponses biologiques sont souvent dues à une 
combinaison de ces conditions. Des effets combinés du débit et de la température sont, par exemple, 
synthétisés par Nislow & Armstrong (2012) : les effets des températures estivales sont aggravés par de 
faibles hauteurs d’eau et l’augmentation des températures peut entrainer des émergences précoces, 




1.4 Considérer l’influence anthropique : enjeux opérationnels et réglementaires 
1.4.1 Influence d’un ouvrage hydroélectrique 
La construction d’ouvrages hydro-électriques a modifié le régime naturel d’une grande part des cours 
d’eau (estimée à 77% en moyenne pour les USA, le Canada, l’Europe et la Russie ; Dynesius & Nilsson 
1994). Prêt de 4000 des 76800 obstacles à l’écoulement recensés en France en 2014 (Base de données 
« Référentiel des Obstacles à l’Ecoulement » de l’ONEMA) sont utilisés pour la production d’électricité. 
L’essentiel des 436 centrales hydrauliques exploitées par EDF sont alimentées en eau en détournant 
une partie du débit naturel, ne laissant transiter qu’une fraction de l’eau sur un tronçon du cours d’eau. 
C’est après ce tronçon court-circuité (TCC) que la totalité de l’eau est restituée (Figure 4). 
 
Figure 4. Schéma d’un aménagement hydroélectrique associé à un tronçon court-circuité (TCC).   
(Adapté de : http://www.tenergie.fr/) 
La présence d’un barrage de dérivation modifie, en fonction de sa hauteur et de son mode de gestion, 
les régimes hydro-sédimentaires et thermiques à l’aval (Rolls et al. 2013). La diversité des zones 
d’implantation des barrages rend difficile une généralisation de l’influence de leur implantation sur le 
milieu physique. Globalement, la présence d’un barrage se traduit par une homogénéisation du milieu 
(Poff et al. 2007 ; Mims & Olden 2013) en raison de la réduction de la variabilité saisonnière et 
interannuelle des débits. La régulation du débit limite également les étiages et tamponne l’effet de 
crues de faible intensité. Ces modifications hydrologiques modifient également les conditions 
hydrauliques du TCC (hauteur d’eau, largeur, vitesse de courant). Le régime thermique en aval peut 
également être influencé (ex. du barrage de Flaming Gorge aux Etats-Unis qui présente une différence 
entre l’amont et l’aval de -15°C en été et +5°C en hiver ; Olden & Naiman 2010). Des écarts si important 
ne sont toutefois observés que lorsque l’ouvrage est suffisamment haut pour induire une stratification 
thermique dans la retenue, où lors d’un transfert d’eau entre bassins versants. La présence d’un 
ouvrage risque également de bloquer les mouvements entre l’amont et l’aval des organismes et 
nutriments (Poff & Hart 2002). 
Ce sont donc les influences directes (ex. barrière physique) et indirectes (ex. modification des régimes 
hydro-sédimentaires) des ouvrages sur les populations qui doivent être évaluées pour répondre aux 
obligations réglementaires.  
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1.4.2 Enjeux réglementaires 
Les gestionnaires d’ouvrage doivent répondre aux obligations réglementaires visant la gestion de l’eau 
et la protection des milieux aquatiques. Au niveau européen, le cadre de la politique dans le domaine 
de l’eau est défini par la Directive Cadre sur l’Eau (2000/60/CE), qui vise notamment à protéger 
l’environnement et à améliorer l’état des écosystèmes aquatiques. Pour cela, elle demande l’atteinte 
d’un « bon état des eaux et des bassins versants » au plus tard pour 2027. Cela implique donc de 
diagnostiquer les masses d’eau par comparaison à un état de référence (chimique et écologique), puis 
de restaurer celles qui n’afficheraient pas un bon état, en assurant notamment des conditions de 
débits satisfaisantes (« débit écologique » ; EU 2015). Cette Directive est complétée par d’autres 
réglementations au niveau national, comme la Loi sur l’Eau et les Milieux Aquatiques (2006) qui 
demande de « garantir la vie, la circulation et la reproduction des espèces vivant au voisinage de 
l’aménagement ». Enfin, des enjeux locaux (mises en concurrence des concessions, renouvellements 
des autorisations de rejets) demandent d’assurer le maintien des communautés biologiques au sein 
d’un tronçon particulier. 
C’est dans ce cadre qu’EDF mène des travaux de recherche depuis les années 1980 en collaboration 
avec des instituts de recherche (ex. IRSTEA) et des organismes publics (ex. ONEMA3), pour étudier 
l’influence de ses ouvrages hydroélectriques sur l’environnement. Un groupe de travail (la « Cellule 
des débits réservés ») a notamment été créé pour étudier l’influence de l’augmentation des « débits 
réservés » (débits minimums réglementaires dans les TCC, établis par la Loi Pêche de 1984) entre 1997 
et 2005. Sur 17 stations, l’influence des conditions du milieu (notamment les crues) sur les populations 
est apparue plus grande que le relèvement du débit réservé (Sabaton et al. 2008). Sur des peuplements 
plurispécifiques, on a toutefois noté des effets significatifs sur les populations en place (ex. abondance 
doublée d’espèces rhéophiles suite à la renaturation du Rhône ; Lamouroux & Olivier 2015) dans des 
cas où l’augmentation du débit réservé était plus marquée (jusqu’à un facteur 10). A l’échelle 
nationale, en 2014, les débits réservés ont été augmentés sur l’ensemble des ouvrages au 1/10e du 
module4 (Loi sur l’Eau et les Milieux Aquatiques 2006). Cela s’est traduit par une perte de plusieurs 
millions de kWh d’énergie renouvelables. La réponse des populations de truites à cette amélioration 
des habitats n’est pas mesurable à cette échelle. Mais, d’après les travaux de la cellule débits réservés, 
on peut s’attendre à ce que les gains sur les populations soient globalement faibles, avec toutefois une 
variabilité selon les sites en fonction de leur contexte physique.  
Au-delà de la question de l’influence du seul débit réservé, c’est l’incidence de l’ensemble de l’ouvrage 
(notamment modification régime hydro-sédimentaire et entrave à la continuité) qui doit maintenant 
être appréhendé en intégrant l’influence des déterminants naturels. 
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1.5 Comprendre les processus et leur échelle spatiale par des approches de 
modélisation 
Mieux évaluer l’influence des ouvrages et identifier des leviers d’actions pour la réduire nécessite de 
connaître les clefs de la dynamique de populations de truites et les échelles spatiales auxquelles 
agissent les différents processus. Pour étudier les processus biotiques et abiotiques à l’œuvre, nous 
avons adopté ici une démarche de modélisation. La modélisation consiste à approcher au mieux un 
processus écologique par une description mathématique qui traduit la relation entre des observations 
de la population étudiée et des variables explicatives (conditions environnementales, population 
observée les années précédentes, etc.).  
1.5.1 Modèles de dynamique de populations 
De nombreux outils existent pour modéliser les systèmes écologiques (Jørgensen 2008). Pour 
comprendre la dynamique d’une population, différentes approches peuvent être adoptées, dont trois 
ont été illustrées dans le cadre de cette thèse : les modèles linéaire, matriciel et à états latents.  
Pour modéliser une population entière, on peut la subdiviser en classes d’âge, de taille ou de 
développement. Le lien entre classes successives peut être appréhendé, en première approche, par 
des modèles linéaires, traduisant les taux démographiques (ex. survie, fécondité) moyens. Cette vision 
ne va probablement pas capturer la dynamique de manière très fine, mais elle permet d’intégrer 
globalement les processus démographiques moyens dans une étude focalisée sur d’autres aspects, 
comme les facteurs abiotiques. 
Les taux démographiques entre classes peuvent également être formalisés sous la forme de modèles 
matriciels (ex. Caswell 2001). Ces modèles classiques de dynamique de populations font appel à une 
matrice dite de Leslie (1945). Cette structure permet de tenir compte des variations dans les processus 
avec l’âge (période sensible, fécondité à partir d’un certain stade, etc.) et de séparer explicitement les 
différents processus, ce qui en fait une approche facilement traçable et pédagogique. Ce type de 
modèle nécessite toutefois des données détaillées et homogènes, plus faciles à rassembler à une 
échelle locale. Les modèles matriciels sont souvent développés dans un cadre déterministe (par 
opposition à un modèle statistique). Les valeurs des paramètres sont calibrées par l’opérateur en 
étudiant l’adéquation des prédictions aux observations. Le modèle matriciel est, de plus, basé sur une 
vision d’une population à l’équilibre (mortalités intégralement compensées par le recrutement), et 
intègre difficilement les variabilités spatiales et temporelles dans la dynamique des populations.  
Pour gagner en flexibilité, il est possible de passer d’un modèle matriciel à un modèle à états latents 
(Newman et al. 2014). Ce type de modèle scinde la dynamique d’une population en une succession 
d’états non-observés (« latents »), reliés par des équations d’état. Ces équations peuvent traduire des 
processus non-linéaires ou variables dans le temps et l’espace. Les états latents, qui décrivent la 
population théorique (« réelle »), sont comparés aux observations à travers des équations 
d’observation. Ces équations permettent en particulier de modéliser le processus d’échantillonnage 
ou de traduire l’incertitude associée à la mesure. L’erreur due aux processus (qui découle d’une 
variabilité naturelle, impossible à prédire parfaitement) est ainsi différenciée de l’erreur 
d’échantillonnage. Pour tenir compte de ces incertitudes, ces modèles sont développés dans un cadre 
stochastique.  
Les premiers modèles s’intéressant explicitement à la stochasticité de processus furent les modèles 
individus-centrés (ex. Van Winkle et al. 1998 ; Railsback et al. 2009). En intégrant les comportements 
individuels, ces approches peuvent représenter l’évolution de la population. Ces modèles sont 
rapidement complexes, puisque de nombreux processus individuels sont considérés et qu’ils 




Depuis, l’importance de cette vision stochastique s’est largement répandue. Newman et al. (2014)  
considèrent que l’évaluation du risque et de l’incertitude des prédictions est nécessaire pour ne plus 
considérer seulement l’écologie théorique, et être ainsi capable d’apporter des réponses appliquées 
aux gestionnaires. Le cadre Bayésien est de plus en plus préconisé pour la compréhension de la 
dynamique des populations (Parent & Rivot 2012 ; Newman et al. 2014). Cette approche inférentielle 
considère les paramètres notés ? et les différents états du système notés?? (ex. abondances d’une 
classe d’âge) comme des variables aléatoires (Figure 5). L’état des connaissances permet de formaliser 
leur distribution a priori????? ??. L’assimilation de l’ensemble des données??, comparées aux valeurs 
prédites par le modèle??, permet de mettre à jour par inférence les distributions des variables 
aléatoires. On obtient alors en sortie des distributions a posteriori????? ??? ? ?? (Figure 5). Cette 
approche est adaptée à l’intégration de connaissances antérieures (études, avis d’experts), puisque les 
paramètres peuvent être initialement représentés de façon plus ou moins informative.  On peut alors 
utiliser les résultats issus d’autres études pour faire des hypothèses sur les stades ou les processus qui 
ne peuvent être évaluées avec les données disponibles.  
 
Figure 5. Représentation schématique de l’inférence Bayésienne, adaptée de ??????? ???????????. 
1.5.2 A quelle échelle se placer pour modéliser ces systèmes ? 
Lorsque l’on modélise les processus globaux, communs à un très grand nombre de sites (étude large-
échelle), il est difficile d’intégrer les spécificités locales qui apparaissent à une échelle plus fine, 
souvent par manque de données. Les résultats peuvent alors être associés à une forte incertitude 
résiduelle (Figure 6.A) puisqu’une large part du processus naturel n’est pas capturée. Les méthodes 
d’analyse à large échelle sont nombreuses. Il peut s’agir simplement d’agréger toutes les données 
recueillies sur le territoire pour étudier les processus globaux,  par exemple par des approches de 
régressions (ex. Poulet et al. 2011 ; Alonso et al. 2011) ou d’ACP (Ayllón et al. 2012). Des modèles de 
distribution d’espèces peuvent être développés pour évaluer les niches spatiales et leur évolution 
(Logez et al. 2012). Enfin, des analyses de corrélation ou de synchronisme peuvent être menées 
(Cattanéo et al. 2003 ; Zorn & Nuhfer 2007). Ces méthodes permettent d’identifier les facteurs 
environnementaux susceptibles de synchroniser ces populations et d’évaluer l’échelle spatiale à 
laquelle les populations sont synchrones. Ce type d’analyse permet par exemple de définir des unités 






Figure 6. Schématisation des approches large-échelle (A) et locales (B) sur un jeu de données simulé. L’approche large-échelle 
considère tous les sites au même niveau et identifie une tendance globale. Les approches locales considèrent chaque site 
séparément. 
A l’inverse, en étudiant des populations à une échelle locale, on est capable de mieux comprendre la 
dynamique de populations véritablement observée. Toutefois, il ne sera pas possible de distinguer les 
processus opérant à large-échelle de ceux opérant localement. Si la capacité explicative des approches 
locales est théoriquement meilleure (plus faible erreur résiduelle), la structure même des approches 
locales limitera fortement les extrapolations quantitatives à plus large échelle (Figure 6.B).  
Pour distinguer le processus global attendu à large-échelle et les variations autour de ce processus 
(dues aux spécificités locales), on peut développer une approche spécifique, comme la modélisation 
hiérarchique. Cette approche permet d’intégrer des facteurs opérants à différents niveaux (Gelman 
2006 ; Parent & Rivot 2012) en capturant le processus global (ex. espérance et variabilité d’un 
processus) et sa réalisation locale. Elle est également particulièrement adaptée à la prédiction (Prévost 
2003). La modélisation hiérarchique a souvent été utilisée pour modéliser des populations (ex. 
dynamique de peuplements d’arbres ; McMahon et al. 2009), en particulier en milieu marin (ex. Rivot 
et al. 2004 ; Rochette et al. 2013) mais plus rarement en milieu lotique (mais voir par exemple Borsuk 




1.6 Organisation du manuscrit 
1.6.1 Synthèse des questions à considérer 
Identifier l’influence d’un ouvrage et les clefs de la dynamique de populations nécessite donc de 
répondre en premier lieu à des questions écologiques. Pour fournir aux gestionnaires des 
connaissances et des outils d’aide à la gestion des populations de truites en milieu naturel et en TCC, 
il faudra :  
- Etudier l’importance de la relation entre le stock d’adultes et le recrutement et appréhender 
les autres processus expliquant la dynamique du recrutement, notamment l’environnement ; 
- Tester si une dynamique de populations globale peut être identifiée ou si des processus 
locaux gouvernent. Dans ce cas, il faudra appréhender l’échelle spatiale à laquelle opèrent ces 
processus et l’origine des variations observables entre populations, en utilisant par exemple 
des structures hiérarchiques ; 
- Garder à l’esprit que les déplacements sont susceptibles de structurer les populations 
étudiées. Même en absence de données dédiées aux déplacements, il convient d’étudier si ce 
processus ne peut pas jouer un rôle majeur dans la dynamique de populations ; 
- Comprendre le rôle de la densité-dépendance dans la survie des populations françaises, qui 
n’a jamais été quantifié ; 
- Etudier l’effet de facteurs environnementaux qui aient un sens écologique et qui soient 
transposables entre zones d’étude. Nous avons en particulier considéré les conditions 
hydrauliques moyennes de la station, ainsi que leur traduction en termes de surface d’habitat 
utile et de valeur d’habitat. Nous avons également testé l’influence de la température de l’eau 
plutôt que de celle de l’air ; 
- Prendre en considération les processus biotiques et abiotiques, en envisageant les effets 




1.6.2 Organisation du manuscrit 
Pour répondre à ces questions, nous nous sommes appuyés sur un jeu de données unique couplant 
des suivis biologiques et des données environnementales (contexte physique, hydrologique et 
thermique) sur 45 stations réparties sur les zones colonisées par la truite en France (chroniques 
temporelles sur des périodes de 4 à 20 ans). La moitié de ces stations (22) sont à l’aval d’un ouvrage 
et sont donc soumises à une régulation de débit. Nous avons alors pu étudier la dynamique de 
populations de la truite en milieu naturel et en milieu influencé, et nous demander par quels biais les 
ouvrages hydro-électriques pouvaient influencer les populations à l’aval. Les spécificités de ce jeu de 
donnée sont décrites dans la seconde partie de ce manuscrit. 
Dans la troisième partie, nous avons étudié ces populations à large-échelle puis à échelle locale, 
chaque échelle spatiale apportant un regard complémentaire sur la dynamique de populations de 
truites. Dans un premier temps est présentée une analyse de synchronie entre populations (Article 1, 
publié dans le Canadian Journal of Fisheries and Aquatic Sciences). Cet article se concentre sur 
l’identification des facteurs abiotiques pouvant expliquer la synchronie entre populations à large-
échelle, révélant ainsi des processus communs à toutes les populations. Nous y avons également 
identifié l’échelle spatiale à laquelle les populations apparaissent synchrones. L’approche locale est 
ensuite illustrée par un autre article dont je suis co-auteur (Article 2), en cours de révision pour 
publication dans Ecology of Freshwater Fish. Il synthétise les principales conclusions d’approches 
développées indépendamment à l’échelle d’une station (modèle MODYPOP). Cette étude a permis 
d’identifier les processus locaux qui structuraient chaque population et d’évaluer leurs échelles 
d’occurrence spatiale et temporelle. 
Face au faible pouvoir explicatif de l’approche large-échelle et au manque de transférabilité des 
approches locales, il semblait ensuite capital de considérer l’aspect multi-échelle des processus du 
cycle de vie de la truite. Nous avons donc développé dans la quatrième partie un modèle hiérarchique, 
qui permet l’identification de processus spatialement variables, ainsi que l’origine de ces variations. 
Cette approche est, de plus, développé dans un cadre Bayésien, qui permet de modéliser explicitement 
l’incertitude d’échantillonnage et de processus. Les premières étapes de son développement sont 
détaillées dans un troisième papier (Article 3), en cours de préparation (pour une soumission à 
Ecological Modelling). Nous avons ensuite présenté les développements qui restent à intégrer pour 
tirer pleinement partie du potentiel de cette approche. 
Finalement, j’ai réalisé une synthèse faisant le lien entre les résultats des études, détaillant leurs 
implications en termes de gestion et les perspectives de recherches associées. 
 
Table 1. Récapitulatif des approches développées dans les trois articles présentés. 
 Echelle Approche Objectif 
Article 1 Large 
(France) 
Modèle statistique 
global, tests de Mantel 
Identifier les facteurs (abiotiques et biotiques) 
induisant des synchronies entre populations 
Article 2 Locale  
(une station) Modèle déterministe 
Synthèse d’applications d’un modèle intégrant 
des facteurs locaux (échelle d’une station)  
Article 3 Hiérarchique Modèle hiérarchique 
Bayésien à états latents 




2 Mobilisation et constitution d’un jeu de données complet  
2.1 Description du jeu de données  
J’ai mobilisé des données sur 45 stations réparties sur 23 rivières (Figure 7). Ces stations ont été 
délimitées selon leurs caractéristiques morphologiques (faciès d’écoulement), représentatives du 
tronçon de rivière dans lequel elles se trouvent.  
Elles sont situées dans les Alpes (8 stations), le Massif Central (10), les Pyrénées (24) mais aussi en 
Bretagne (2) et Normandie (1). Ce jeu de données permet d’étudier un réseau de stations parmi les 
zones d’implantation principales de la truite en France continentale (Figure 7). C’est une condition 
nécessaire à une étude large-échelle. Il est toutefois évident qu’il ne s’agit que d’un échantillon pris au 
sein de la large zone spatiale colonisée. Le nord-ouest de la France (Bretagne-Normandie) est en 
particulier plus faiblement représenté (pas du tout représenté dans l’Article 2) et le Nord-Est n’est pas 
considéré.  
 
Figure 7. Carte de la distribution de la truite en France (A) : mailles de 10x10km, tiré de Keith et al. (2011) ; © SPN-
DMPA/MNHN ; Localisation des stations utilisées (B). 
Une moitié de ces stations se trouve en tronçon court-circuité par un barrage (TCC ; 22 stations) et 
l’autre moitié appartient à des zone témoins, considérées naturelles (23), c'est-à-dire sans dérivation 
d’une partie du débit naturel. Quatre de ces stations sont à l’aval d’autres barrages (AP1, GA1, GA4 et 
GG3), mais la totalité du débit naturel y transite. Ces stations proches présentent des conditions 
hydrauliques différentes, les autres conditions (thermiques notamment) étant similaires. Cela facilite 
l’étude des effets relatifs aux conditions hydrauliques. Ce réseau de stations éloignées et proches 
permet également la différenciation des échelles d’occurrence de certains phénomènes, notamment 
climatiques.  
Les stations sélectionnées présentent un peuplement mono-spécifique (31 stations) ou une large 
dominance de la truite (densités relatives >80% tous les ans pour 11 stations et au moins 1 an sur 3 
stations). Des suivis long terme des populations de truites (détaillés en partie 2.2.1) ont été couplés à 
des données décrivant le contexte physique et les conditions environnementales (ex. débits, 
conditions hydrauliques, températures de l’eau, surface de caches). Les données sur l’environnement 
ont été obtenues par une combinaison de mesures effectuées au cours de cette thèse, de campagnes 
antérieures ou de données fournies par d’autres organismes (détails en partie 2.2.2).  
Une table synthétisant les principales caractéristiques de chaque station est proposée en Annexe 1 et 
des fiches détaillées par station sont proposées en Annexe 2. 
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2.2 Suivis des populations et des conditions environnementales 
2.2.1 Suivis des populations : combinaison de jeu de données et biais potentiels 
Les populations de truites ont été échantillonnées tous les ans pendant une période moyenne de 10,5 
années (entre 4 et 20 ans). Les suivis ont été financés par : 
- EDF R&D (29 stations), en partenariat ou en prestation avec des fédérations de pêche (FP65, 
FP42), des bureaux d’études (ECOGEA, Aquarius), des universités (ENSAT), ou l’IRSTEA ; 
- L’Office Nationale de l’Eau et des Milieux Aquatiques (ONEMA) dans le cadre du Réseau 
Hydrobiologique Piscicole (16 stations). Ces stations ont été sélectionnées sur la base de la 
longueur du suivi (>8 ans), la qualité des chroniques de débits associées (station de jaugeage 
sur la station) et la disponibilité de données d’habitat. 
Les populations sont échantillonnées par pêche électrique à deux passages (Figure 8). Les 
échantillonnages ont été faits sans filets bloquant en amont et en aval de la station, en été ou début 
d’automne. Cette méthode de prélèvement s’associe à des incertitudes de mesure. Selon les 
conditions de pêche (ex. vitesse de courant, transparence de l’eau), certains individus risquent de ne 
pas être prélevés par les épuisettes. De plus, l’efficacité de pêche est connue comme pouvant varier 
entre individus (Mäntyniemi et al. 2005). Le nombre réel d’individus présents est ensuite extrapolé par 
la méthode de Carle & Strub (1978). On peut considérer en première approche que les incertitudes 
(mesure et estimation) sont stables au cours du temps et pour les différents suivis et qu’elles ne sont 
pas particulièrement structurantes. Ces sources d’incertitude sont considérées en Partie 4. 
 
Figure 8. Pêche électrique. A gauche : Anode et épuisette. A droite : Echantillonnage sur la Neste d'Oueil en juillet 2014 
(ONEMA - Ecogea). 
Les poissons sont mesurés et on distingue trois classes de tailles (Figure 9), associées à des classes 
d’âge (0+, 1+ et adulte). Des prélèvements d’écailles menés sur 10 des 45 stations (Sabaton et al. 2008) 
ont permis de vérifier la pertinence de cette approche. Toutefois, la répartition entre classes par 
l’opérateur peut induire un biais. Pour le limiter, j’ai vérifié tous les histogrammes quand la donnée 
brute était disponible (427 échantillonnages, soit 90% des données). 
2.2.2 Conditions environnementales : sources multiples et modèles prédictifs 
Pour étudier les effets potentiels de facteurs abiotiques sur les populations de truites, nous avons 
choisi de synthétiser les conditions journalières vécues directement par l’individu. Les données de 
débit ont été traduites en données de conditions hydrauliques moyennes de la station et nous avons 
préféré la température de l’eau à celle de l’air. Lorsqu’elles sont connues, les conditions hydrauliques 
sont souvent exploitées une fois retranscrites en disponibilité d’habitat (SPU ou VHA), susceptible de 
limiter les effectifs (méthode appliquée dans les Articles 2 et 3). Nous avons également testé l’influence 
des conditions hydrauliques moyennes de la station sur les populations (Articles 1 et 3). Cette approche 
permet une transcription plus pertinente des conditions de débits et n’a, à ma connaissance, jamais 





Figure 9. Distinction entre classes d’âge par histogramme de classes de tailles (exemple de la pêche de 2006 sur OUE1). 
L’identification de groupes de tailles permet de fixer les limites (traits rouges) qui séparent les trois classes d’âge étudiées (0+, 
1+, Adultes). La transition entre classes d’âge se fait progressivement (50% des individus de la classe de taille limite attribué 
à chaque classe d’âge ; Répartition de 25%/75% sur les classes de tailles voisines). 
Les températures de l’eau et les débits journaliers sont mesurés via des sondes installées dans l’eau, 
au niveau ou à proximité immédiate de la station (financement par l’ONEMA, EDF ou l’IRSTEA). Pour 
prédire l’évolution des conditions hydrauliques moyennes avec le débit, de nombreuses campagnes 
de terrain ont été mises en œuvre au cours de cette thèse (23 stations) ou précédemment (22 stations). 
Il s’agissait d’effectuer des mesures de conditions hydrauliques (notamment largeur mouillée et 
hauteur d’eau ; Figure 10) le long de la station pour traduire le débit en conditions hydrauliques. La 
méthode (Estimhab, http://www.irstea.fr/estimhab) a été conduite sur les 23 stations évaluée entre 
2013 et 2015 et sur 5 stations en 2003. Une méthode très similaire a été utilisée sur 6 stations entre 
1995 et 2002 (LAMMI ; Tissot et al. 2010), à la différence que les transects n’étaient pas espacés 
régulièrement, mais pondérés par la longueur de cours d’eau qu’ils représentaient. Finalement, des 
modèles hydrauliques numériques, calibrés sur la station entre 1995 et 2003 (EVHA ; Ginot et al. 1998) 
ont été réutilisés pour 11 stations. 
Les données de débit et de température de l’eau n’étant pas toujours disponibles sur chaque station, 
il a fallu utiliser des relations prédictives (méthode détaillée dans l’annexe de l’Article 1) pour estimer 
les valeurs manquantes à partir de mesure au niveau de stations proches ou de la température de l’air 
(fournies par Météo France).  
Sur 40 stations, des mesures complémentaires de contexte physique ont également été réalisées. 
L’Article 3 utilise notamment le pourcentage de surface mouillée utilisable en tant que caches.  
Les stations présentent des contextes physiques très différents, indiquant la grande variété des rivières 
à truite. Ces informations sont synthétisées en Annexe 3, couplées à quelques analyses préliminaires 
(ACP) qui montrent que les caractéristiques des stations ne dépendent pas de leur zone d’implantation. 
Seules les stations de Bretagne et Normandie présentent des températures plus chaudes et des 
altitudes nettement inférieures. De plus, aucune station en TCC n’a été étudiée dans cette zone. Elles 




Figure 10. Mesures hydrauliques sur l'Adour de Payolle. A gauche : Mesure de largeur d’un transect sur la station AP3.  
A droite : Mesure de hauteur d’eau sur AP4. 
Puisque les rivières sont des structures dynamiques, leurs caractéristiques physiques peuvent varier 
dans le temps. Les contextes physiques n’ont pu être mesurés qu’une ou deux fois au cours des 
périodes étudiées. On fait alors l’hypothèse que ces caractéristiques (morphologie du lit, composition 
granulométrique globale, etc.) sont stables à notre échelle de temps (environ 10 ans). Les stations 
sélectionnées correspondent à des zones qui n’ont pas été fortement modifiées au cours du suivi. 
Seule une station (ROIP2, TCC sur la Roizonne) a subi une crue morphogène (juillet 2008), mais les 
caractéristiques hydrauliques du tronçon ont été mesurées avant et après modification. Cela a permis 
de tenir compte des modifications géomorphologiques. 
On peut également replacer les TCC sélectionnés dans le contexte général des zones salmonicoles 
influencées par des ouvrages hydro-électriques au niveau français. Si tous les contextes identifiés dans 
la typologie de Fahrner (2010) sont représentés dans nos stations, notre jeu de données ne reflète que 
très peu les zones régulées de haute altitude, à pente forte (>6%) et faible module naturel (< 8m3.s-1). 
Seules deux stations pyrénéennes présentent ces caractéristiques (4% des stations étudiées), alors que 
34% des 281 TCC étudiés par Fahrner (2010) étaient de ce type.  
 
Avant d’entrer dans des analyses plus poussées de ces données, il est intéressant de réaliser quelques 
analyses exploratoires. Elles permettent, en association avec la littérature, de replacer notre jeu de 
données dans le contexte français (et européen) et d’identifier quelques premières tendances. 
 
2.3 Caractérisation du jeu de données 
2.3.1 Niveaux moyens des populations et tendances temporelles 
Plusieurs auteurs ont étudié des populations de truites en France ou en Europe. Pour situer les stations 
étudiées par rapport aux autres populations de truites, nous pouvons les comparer à ces autres études. 
Les valeurs moyennes [min – max] des densités des 45 stations étudiées (détails par station en Annexe 
1) sont pour les 0+, 1+ et adultes respectivement de 13.4 [3.8 – 31.6], 9.1 [3.0 – 25.4] et 7.3 [1.4 – 18.1] 
ind.100m-2. Ces valeurs sont dans la gamme des valeurs observées précédemment sur des cours d’eau 
de taille comparable pour la truite en France (ex. Cattanéo et al. 2002 ; 30 stations présentant des 
densités moyennes respectives de 0+, 1+ et adultes de 13.8, 13.4 et 5.7 ind.100m-2), en Espagne 
(Alonso et al. 2011 ; en moyenne 30 ind.100m-2 toutes classes d’âge confondues sur les 60 stations 
étudiées) ou en Norvège (Olsen & Vollestad 2001 ; densités cumulées de 1+ et adultes d’environ 13 
ind.100m-2 sur les 4 stations étudiées où la truite est l’espèce dominante).  
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Poulet et al. (2011) ont récemment mis en évidence une tendance significative de diminution des 
densités de truites au niveau français (-7% estimé entre 1990 et 2009). Nous avons appliqué la même 
méthode (tests de Mann-Kendall) sur nos 45 stations et nous n’avons que rarement détecté de 
tendance temporelle dans les 45 chroniques (2 séries de 0+, 3 séries de 1+, 12 séries d’adultes et 7 
séries de populations toutes classes d’âge agrégées). De plus, ces tendances n’étaient pas toujours 
négatives (respectivement 2/2, 1/3, 9/12 et 4/7 tendances négatives). Seule une station (Truyère) 
révèle un déclin fort de sa population toutes classes d’âge confondues (tendance : 90% de réduction 
de densités en 15 ans de suivi). L’identification de ces tendances ou leur sens n’étaient pas associées 
à l’influence d’un barrage ou non (57% des tendances identifiées en TCC ; 58% des tendances négatives 
en TCC). 
Les stations étudiées présentent donc des niveaux moyens comparables aux populations étudiées par 
ailleurs en France ou en Europe. Toutefois, elles semblent globalement épargnées par les déclins 
dernièrement observées sur un plus grand nombre de stations.  
2.3.2 Dynamique de populations moyenne 
La première étape de la construction d’un modèle de dynamique de populations est d’observer 
comment sont liées les densités des classes d’âge successives observées (Figure 11). On observe une 
grande variance dans les rapports entre densités de classes d’âge successives, variance qui n’est pas 
stable sur l’ensemble de l’échantillon. La répartition des densités est asymétrique (beaucoup de faibles 
densités et quelques densités fortes). Ces observations indiquent que la calibration d’un modèle 
statistique sur ces données ne sera possible qu’après une transformation en échelle logarithmique 
(Figure 11, 2e ligne ; Article 1) ou en considérant une erreur log-normale (Article 3). 
 
Figure 11. Observation du rapport entre densités de classes d’âge successives en échelle linéaire (1e ligne) et en échelle 
logarithmique (2e ligne). Les densités des 0+ (1e colonne) et 1+ (2e colonne) sont directement représentées en fonction des 
densités observées dans la classe d’âge précédente au cours de l’année précédente (472 échantillonnages). La droite pointillée 
identifie la relation y=x.  
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Deuxièmement, la survie entre 0+ et 1+ (2e colonne) apparait nettement comme étant une survie 
apparente : 41% des échantillonnages sont associés à des ‘’survies’’ >100% (43% de ces 
échantillonnages étant concentrés sur 10 stations). Il m’apparaissait alors impossible d’ignorer ces 
échantillonnages, qui ont été considérés au même niveau que les autres. Cette survie apparente 
>100% devait être expliquée par l’incertitude d’échantillonnage (capturée dans l’erreur du modèle) ou 
par des déplacements (processus considérés différemment dans les trois approches développées). 
2.3.3 Influence des barrages visible ? 
La présence dans le jeu de données de stations en TCC et de station témoins permet la comparaison 
des processus de dynamique de populations en milieu naturel et en milieu influencé. Les densités 
d’une station peuvent être visualisées selon son contexte de régulation du débit sur cinq cours d’eau, 
où des stations ont été suivies dans le TCC et à l’amont du barrage (Figure 12). Pour tenter d’identifier 
des différences significatives, nous avons réalisé des tests de Wilcoxon appariés par années. Aucune 
tendance claire de diminution des densités par la présence d’un ouvrage en amont n’apparait sur ce 
jeu de données (ni de diminution d’abondance, résultats non présentés ici). Les densités des 
populations en TCC apparaissent aussi bien plus faibles (Gave d’Azun, Lignon du Forez) que plus fortes 
(Adour, Gave de Gavarnie, Roizonne) qu’en zone témoin. Il est également notable qu’aucune 
différence significative n’a pu être observée dans de nombreux cas, et que des différences existent 
également entre stations témoin, où d’un même TCC. 
 
Figure 12. Distribution des densités de 0+ (1ere colonne), 1+ (2e colonne) et adultes (3e colonne) pour cinq rivières où des 
échantillonnages ont eu lieu en zone non-influencée (boite à moustache bleue) et en TCC (boite à moustache rose, code station 
en gras). Les lettres indiquent les couples de stations dont les densités sont distribuées de manière significativement différente 
(tests de Wilcoxon ; p-value<0.05). 
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Il semble donc difficile d’identifier dans ce jeu de données une influence directe de la présence d’un 
ouvrage sur le fonctionnement de la population en aval (confirmant les résultats de Fahrner 2010). 
Dans le cadre de cette thèse, on ne se placera donc pas dans une démarche de différenciation de ces 
contextes. On cherchera à comprendre le fonctionnement de la population quel que soit son milieu 
d’implantation (TCC ou non). On pourra ainsi anticiper des influences indirectes d’un barrage, liées à 
la modification des régimes hydrologiques, hydrauliques et sédimentaires. Cette influence risquera 
d’être accentuée par le mode de gestion de l’ouvrage si les opérateurs n’ont pas connaissance des 
déterminants de la dynamique des populations en aval. 
 
2.4 Utilisation des données dans les Articles 
En fonction des données disponibles sur chaque station, elles ont pu être utilisées dans les trois études 
présentées ou seulement dans certaines d’entre elles (Table 2 ; Figure 13) : 
- L’analyse large-échelle développée dans le cadre de l’Article 1 se concentre sur 36 stations, 
qui présentent (1) un nombre suffisant d’échantillonnages simultanés sur ces sites (retrait des 
stations associées à un recouvrement temporel <4 ans) et (2) des données sur les régimes 
hydrauliques et thermiques ; 
- L’approche locale présentée dans l’Article 2 se concentre sur 9 stations en TCC (6/9 stations 
utilisées dans au moins une autre étude, 4/9 dans les deux) dont les populations et le contexte 
environnemental ont été particulièrement suivis au cours du temps ; 
- Le modèle hiérarchique Bayésien développé dans l’Article 3 se base sur 40 stations dont 
l’habitat, les régimes hydraulique et thermique et le contexte physique (caches notamment) 
étaient décrits 
 
Table 2. Conditions nécessaires à chaque type d’analyse ayant limité le nombre de stations utilisées. 












































































Article 1 X X  X   36 
Article 2   X  X  9 










3 Apports des études à différentes échelles spatiales 
Les deux études présentées dans cette partie s’intéressent à la dynamique des populations de truites 
à deux échelles spatiales complémentaires. Elles visent à identifier des processus communs à des 
populations implantées sur de multiples sites (large-échelle ; Article 1) et à comprendre la dynamique 
locale par un modèle étalonné à l’échelle de la station (locale ; Article 2). Ces deux visions permettent 
également d’évaluer la généralité des processus et d’appréhender l’échelle spatiale à laquelle des 
dynamiques semblables sont à attendre. 
3.1 Analyse des populations à large-échelle 
3.1.1 Contexte et démarche 
En considérant toutes les populations au même niveau, on peut voir émerger des processus généraux 
et robustes, applicables à une métapopulation. Concernant la truite, on peut par exemple citer les 
études de Filipe et al. (2013), qui prévoient une réduction de l’aire de répartition de la truite en 
Espagne (64% des sites étudiés ne présenteront plus un habitat favorable à l’espèce d’ici 2080) ou de 
Poulet et al. (2011) qui identifient un déclin significatif des densités de truites à l’échelle française. 
Toutefois, peu d’études s’intéressent à la dynamique spatio-temporelle de population de salmonidés 
de rivières à large-échelle, comme à l’échelle d’un bassin versant (ex. Petty et al. 2005) ou de plusieurs 
bassins versants (ex. Cattanéo et al. 2003 ; Zorn & Nuhfer 2007 ;   Alonso et al. 2011).  
Pour vérifier l’existence d’une dynamique spatio-temporelle commune à large-échelle, nous avons 
choisi d’étudier si des facteurs environnementaux pouvaient expliquer des fluctuations synchrones 
dans les densités de toutes les populations suivies. Ce phénomène, appelé « effet Moran » (Moran 
1953) a pu expliquer des variations synchrones d’abondance entre populations d’insectes ou de 
mammifères distants de plus de 1000km (Koenig 2002 ; Liebhold et al. 2004). Une telle structuration 
par l’environnement doit absolument être identifiée, car elle peut menacer l’ensemble des 
populations en cas de changement général des conditions environnementales. Cette analyse de 
synchronie permet d’identifier des processus globaux tout en s’affranchissant des particularités locales 
(différences inter-stations). Elle se base en effet sur des taux de corrélations entre séries temporelles 
et non sur les valeurs absolues. Ces corrélations entre paires de sites sont utilisées dans un test de 
Mantel (Mantel 1967) qui vérifie l’association entre corrélations biologiques et environnementales 
(i.e. les densités de truites sont-elles d’autant plus corrélées que les conditions environnementales 
sont corrélées ?).  
L’analyse des synchronies permet également d’identifier une association entre corrélations 
biologiques et distance (i.e. les densités de truites sont-elles d’autant plus corrélées que les stations 
sont proches ?) et d’observer l’échelle spatiale à laquelle les populations sont synchrones. 
Les processus climatiques très larges sont les premiers filtres susceptibles de synchroniser les 
populations, et sont privilégiés dans les analyses large-échelles (Bucklin et al. 2015). On étudie par 
exemple, l’oscillation Nord-Atlantique (Stenseth et al. 2002 ; Alonso et al. 2011), les précipitations 
(Logez et al. 2012) ou la température de l’air (Cattanéo et al. 2003). Ces conditions ne sont toutefois 
pas ressenties directement par les individus et sont spatialement corrélées entre elles. Nous avons 
alors choisi dans cette étude de considérer l’influence des conditions hydrologiques, hydrauliques et 
thermiques de chaque station. L’existence dans notre jeu de données de stations proches mais de 
régimes hydrologiques différents (régulation du débit) permettait d’étudier des facteurs 
environnementaux qui n’étaient pas spatialement corrélés.  
L’étude de stations proches et séparées ou non par des ouvrages permettait d’envisager l’influence 
des déplacements densité-dépendants. La synchronie entre populations peut en effet être due à 
l’environnement ou à ces déplacements d’individus au sein du réseau hydrographique.  
Cette étude à large-échelle avait pour objectifs (1) de discriminer les effets relatifs de la proximité 
géographique et de la synchronie entre variables environnementales sur la synchronie des densités de 
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truite, (2) d’identifier l’échelle spatiale à laquelle les populations apparaissaient synchrones et (3) de 
vérifier que la dispersion densité-dépendante ne biaisait pas les processus identifiés. 
Pour se limiter à l’étude des facteurs abiotiques pouvant synchroniser les populations, nous avons 
modélisé les processus démographiques à l’aide d’une régression linéaire en échelle logarithmique. 
Des modèles communs à toutes les populations expliquaient la relation entre adultes et recrutement 
ou les survies annuelles apparentes d’une cohorte. Nous évaluons les limites de cette approche en 
effectuant une régression linéaire mixte qui évalue la variabilité entre stations. 
3.1.2 Résultats 
Cette étude de synchronie a permis d’identifier des facteurs environnementaux associés aux 
variations temporelles du recrutement de la truite : les hauts débits pendant l’émergence et la 
mobilité du substrat pendant la période de ponte (Figure 14 ; Figure 16 ; 10 variables testées). Ces 
processus, identifiés à large-échelle, sont susceptibles d’opérer sur toutes les populations françaises. 
L’environnement peut donc avoir des effets généraux sur la dynamique des populations. Cela pourrait 
influencer la résilience de la métapopulation en cas de conditions défavorables plusieurs années 
consécutives, en limitant le recrutement de cohortes successives, même entre populations distantes. 
 
Figure 14. Principaux résultats des tests de Mantel. Relations entre la synchronie du recrutement entre paires de stations (ρr0+) 
et (à gauche) la corrélation entre intensité des hauts débits (90e percentile des débits) à l’émergence ou (à droite) la corrélation 
entre fréquence de mobilité du substrat de reproduction pendant la ponte. Figure issue de l’Article 1. 
Si la synchronie des recrutements est d’autant plus forte que les populations sont proches (Figure 15), 
une synchronie forte est observable jusqu’à 75km. Cela semble plutôt relié à une synchronie des 
conditions climatiques qui décroît avec la distance, qu’à des déplacements d’individus.  
 
Figure 15. Synchronie du recrutement entre paires de stations (ρr0+) en fonction de la distance euclidienne séparant les 
stations. La relation linéaire (trait rouge) correspond à la relation identifiée par le test de Mantel. Un ajustement polynomial 




La distribution originale de nos stations a permis de vérifier que nos résultats n’étaient pas influencés 
par des déplacements densité-dépendants. En effet, les motifs de synchronie liés à l’environnement 
restaient visibles lorsqu’on retirait du jeu de données les groupes de stations qui pouvaient être 
concernés par des échanges d’individus. 
Un autre résultat de cette première étude est la force des relations de survie apparente liant les 
densités de juvéniles et d’adultes à celles des classes d’âge précédentes. Ces relations semblent 
partiellement associées à de la densité-dépendance, la survie tendant à diminuer avec les densités 
initiales. L’identification des processus de survie apparaît alors comme un point clef pour comprendre 
la dynamique de populations. Aucune structuration abiotique n’a pu être mise en évidence sur ces 
classes d’âge (1+ et adultes) et la relation liant les adultes et les 0+ est beaucoup moins forte. Il apparait 
aussi que des différences existent entre stations dans les processus démographiques (survies 
apparentes et relation adultes – recrutement), le modèle linéaire mixte expliquant une plus grande 
part de variabilité que le modèle global (de 20 à 30% de plus). 
 
Figure 16. Principales conclusions de l’étude large-échelle (Article 1). 
 
Toutefois, l’ensemble de ces résultats est associé à un très faible pouvoir prédictif puisque les 
tendances significatives identifiées n’expliquaient qu’une très faible part de variabilité. Cela traduit 
une forte influence des processus locaux qui viennent moduler les processus généraux. 
Si cette étude a permis d’identifier des processus susceptibles d’opérer à large-échelle, elle montre 
également qu’un modèle de dynamique de populations applicable à large-échelle n’est pas 
envisageable sans considération des processus locaux. 
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3.2 Modélisation des dynamiques de populations locales 
3.2.1 Modéliser les processus locaux 
Cette deuxième partie étudie la dynamique d’une population à l’échelle d’une station en y intégrant 
des processus locaux. Cette étude se concentre sur neuf stations, réparties dans cinq TCC. 
Comprendre l’évolution temporelle de chacune de ces populations permet d’identifier les processus 
clefs qui pourront être pris en compte pour la gestion de la population étudiée. On vise également, 
en synthétisant neuf approches locales conduites indépendamment, à évaluer la généralité de ces 
processus. Un processus identifié sur toutes les populations, sera susceptible d’agir largement et d’être 
transférable. On pourra également détecter des effets ne structurant qu’une des populations étudiées. 
Ces processus locaux plus rares ne pourront être détectés que par ce type d’approche.  
L’étude de ces populations a été réalisée à travers un modèle matriciel déterministe de la dynamique 
de populations de la truite, MODYPOP, développé depuis 1998. Cette approche a été précédemment 
étalonnée site par site pour 7 autres cours d’eau (Sabaton et al. 1998; Gouraud et al. 2001 ; Gouraud 
et al. 2008), pour évaluer les effets à long-terme de différents scénarios de gestion d’ouvrages hydro-
électriques sur les structures de populations de truites. Le modèle (Figure 17) intègre les processus 
démographiques (survie, fécondité), biotiques (limitation des effectifs par une capacité d’accueil liée 
à la SPU de la station, augmentation des survies d’émergents à faibles densités) et abiotiques 
(mortalités liées aux crues, absence de zones de frayère suffisantes, etc.).  
 
Figure 17. Description de MODYPOP: principaux phénomènes modélisés (tiré de Sabaton et al. 1998). 
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Les paramètres de ce modèle sont fixés par des observations de terrain (ex. SPU, sex-ratio, taux de 
maturité), des études antérieures (ex. fonction de croissance, limitation de la survie des œufs ou des 
alevins si la température de l’eau dépasse 15 ou 18.5°C) ou calibrés par l’opérateur pour approcher la 
dynamique observée localement (méthode détaillée dans l’Article 2). Il s’agit d’un modèle 
déterministe. La qualité de l’ajustement du modèle aux observations a été validée par des tests de 
permutations aléatoires comparant les sommes des carrés des écarts et les sens de variations des 
densités observées et prédites. 
3.2.2 Résultats 
Comme à large échelle, la dynamique hydrologique apparait, à l’échelle locale, comme un facteur 
clef qui influence régulièrement (une année sur deux en moyenne) les populations (Figure 18). L’étude 
distincte de chaque station a permis une identification plus fine du processus que la précédente 
analyse de synchronie : quantification des taux de mortalité associés (de 20 à 90%) et identification 
d’une influence positive de crues induisant une surverse (arrivées de 1+ et d’adultes sur le Lignon du 
Forez). La diversité des taux de mortalité et des seuils limites associés (seuils pouvant varier d’un 
facteur 10) montre bien que cette influence sera très difficile à extrapoler d’un site à l’autre. L’étude 
de conditions hydrauliques plutôt qu’hydrologiques pourrait limiter ces écarts entre seuils en 
considérant un facteur transférable. L’hydraulique n’a pas pu être étudiée sur ces stations car les 
données nécessaires n’étaient pas disponibles pour trois d’entre elles. La traduction des seuils en 
vitesses de courant sur les six autres stations sera discutée ultérieurement (partie 4.2.1, en parallèle 
aux résultats de l’Article 3). 
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Cet article a permis l’identification de mécanismes locaux, difficiles à évaluer à large échelle, comme 
les problèmes de qualité d’eau sur le site de Breil. La suspicion de ces phénomènes nous a d’ailleurs 
conduits à retirer ce site de notre jeu de données dans les autres études de cette thèse, puisque nous 
ne pouvions le traiter autrement. L’intégration dans le modèle de mortalités induites par des 
transparences (rétablissement du transport solide au droit d’un barrage à l’occasion d’une crue) 
permet d’améliorer les prédictions des densités de 0+ et de 1+ pour une station de la Neste d’Aure 
(Figure 19 ; Prédictions observables pour chaque station étudiée en Annexe 2). L’influence des 
migrations sur le site du Lignon (maintien de la population grâce à la dérive d’individus depuis l’amont) 
montre le rôle déterminant du déplacement dans la dynamique de certaines populations de truites. 
L’identification de ces processus apporte des informations précieuses aux gestionnaires des ouvrages 
à l’amont des TCC considérés, qui disposent ainsi d’un outil pour expliquer l’évolution temporelle 
observée.  
 
Figure 19. Evolution des densités observées (carrés blancs) et simulées (cercles bleus) des densités de 0+ (1e ligne), 1+ (2e ligne) 
et adultes (3e ligne) sur la station BEY2 (Beyrède, Neste d’Aure). 
Ces résultats indiquent que le recrutement est essentiellement structuré par des facteurs abiotiques, 
même si la survie des individus émergents est très régulièrement compensée par des phénomènes de 
densité-dépendance (augmentation de la survie à faibles densités). Les classes d’âges ultérieurs sont 
moins fortement structurées par l’environnement et la densité-dépendance intégrée au modèle 
(limitation des effectifs par une capacité d’accueil liée à la SPU de la station) n’entre jamais en jeu. 
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Cette vision pourrait alors ne pas être la meilleure pour identifier une limitation de la population par 
l’habitat disponible. 
Si la calibration des différents facteurs au niveau de chaque station a nécessité un lourd 
investissement, la multiplication de ces études locales a permis de caractériser les différents 
processus observés. L’accumulation de résultats et la comparaison de leurs occurrences spatiales et 
temporelles (Figure 20) permettent de proposer des hypothèses sur leurs échelles d’occurrence. 
L’influence des crues est susceptible de structurer le recrutement de la métapopulation, puisque 
toutes les stations étudiées à l’échelle locale sont influencées par ce processus. A l’inverse, une seule 
population est limitée par une faible disponibilité en surface de ponte. Ce processus n’en est pas moins 
important, mais il est susceptible d’être plus rarement structurant. Ce facteur peut en revanche opérer 
très fréquemment, puisque 89% des années étudiées sur le Lignon du Forez sont associées à un 
manque de surface favorable à la reproduction. Ces hypothèses doivent être considérées 
prudemment, puisque ce ne sont que des extrapolations de résultats obtenus sur neuf stations.  
 
Figure 20. Occurrence spatiale et temporelle des facteurs structurant les populations de truites étudiées dans l’Article 2. 
L’approche déterministe avait été choisie pour permettre de représenter les principaux processus 
démographiques identifiés dans la littérature et de les compléter en testant l’intégration d’autres 
processus abiotiques. Le grand nombre de paramètres du modèle (une quinzaine), et les limites des 
données disponibles au niveau de chaque site (une dizaine d’années de suivis en moyenne, pas de 
distinction possible des classes d’âge >1+) rendait une approche statistique impossible.  
 
Les approches large-échelles et locales, même si elles présentent chacune des limites (notamment de 
précision et de représentativité), révèlent des aspects complémentaires, importants pour la 
structuration des populations piscicoles : la densité-dépendance semble probable et le rôle du régime 
hydrologique au moment de l’émergence a été confirmé.  
Pour combiner ces approches et obtenir des réponses plus précises et plus faciles à extrapoler, nous 
proposons ensuite de développer un outil capable d’intégrer les deux échelles spatiales 
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4 Modélisation du cycle de vie : modèle hiérarchique Bayésien à états 
latents 
Pour expliquer et analyser la dynamique spatio-temporelle des populations de truites, il me semblait 
important de développer un nouvel outil, s’appuyant sur les derniers développements 
méthodologiques et les résultats présentés dans les parties précédentes.  
J’ai donc choisi de développer un modèle Bayésien à états latents. Ce modèle devait notamment 
permettre de trancher sur les principales questions qui se posaient à cette étape de l’étude de la 
dynamique des populations de truites :  
1. Les processus démographiques sont-ils partagés par toutes les populations (hypothèse des 
articles précédents) ou des spécificités locales peuvent-elles moduler ces relations globales 
(comme le suggèrent les meilleurs résultats du modèle mixte de l’Article 1) ? 
2. Est-il possible de quantifier l’influence de la densité-dépendance sur la structuration des 
populations ?  
3. Est-il possible d’identifier des processus abiotiques structurant toutes les populations en 
intégrant des conditions environnementales relatives ou transposables dans un modèle de 
cycle de vie (manque de transférabilité des processus identifiés en Article 2) ? 
4. Les déplacements des individus sont-ils susceptibles de structurer l’évolution spatio-
temporelle des populations de truites (rôle apparu sur une station de l’Article 2) ? 
Toutes ces questions étant difficile à traiter en parallèle, j’ai fait le choix de me concentrer en premier 
lieu sur la dynamique spatiale des processus démographiques (mortalité densité-indépendante) et 
biotiques (mortalité densité-dépendante), étudiant de ce fait les deux premières questions. Cette 
première étape (présentée dans la partie 4.1 et dans l’Article 3) permettait ensuite d’utiliser un modèle 
de cycle de vie plus abouti pour étudier les autres questions (abordées en partie 4.2).  
4.1 Comprendre les variabilités inter-stations dans la dynamique de populations 
4.1.1 Construction d’un modèle hiérarchique Bayésien à états latents 
Pour étudier la variabilité spatiale dans la dynamique de populations de truites, nous avons étudié les 
différences inter-stations dans les processus de mortalité. Nous souhaitions mieux distinguer ceux qui 
étaient communs aux différentes populations (stables dans l’espace) et ceux qui pouvaient être 
variables entre populations.  
Dans l’Article 3, nous détaillons la construction du modèle Bayésien à états latents. Nous résumons le 
cycle de vie de la truite en cinq stades, associés à des classes d’âge observées (0+,1+ et adultes) ou non 
(œufs, individus émergents) et en huit processus (Figure 21). Nous modélisons la survie apparente au 
sein de chaque stade (processus pr2, pr4-pr8) par des processus densité-indépendants et densité-
dépendants (taux de mortalité apparente mensuels), dont la variabilité est appréhendée grâce à une 
structure hiérarchique. L’estimation des taux de mortalité densité-dépendant permet de juger de 
l’importance de la compétition dans la structuration des populations (une valeur très faible suggérant 
un effet limité). Cette vision permet de modéliser l’influence de la densité-dépendance de manière 
plus réaliste (mortalité croissante avec la densité) qu’une limitation par un seuil (densités bornées par 




Figure 21. Modèle de cycle de vie de la truite résidente, scindé en cinq classes d’âge (Œufs ; E : individus émergents ; 0+ ; 1+ 
et Ad : adultes) et huit processus (détails dans l’Article 3). Les rectangles gris donnent les dates de transitions entre classes, 
fixées au 15 de chaque mois (3 : Mars ; 5 : Mai : 12 : Décembre), au cours de l’année indiquée en indice (y = année de ponte). 
Les autres indices sont associés à la ponte (Pnt), le stade initial d’une classe d’âge (i), l’intégration de mortalités abiotiques (V) 
ou l’échantillonnage (Ech). La population est observée au moment d’échantillonnages qui interviennent aux étapes pr5, pr6 
et pr7. Ces observations sont utilisées pour estimer les paramètres du modèle et prédire les densités de l’année suivante. La 
classe d’âge des adultes combinait des poissons de plusieurs âges (2+ : truite dans sa troisième année de vie et >2+ : poissons 
de plus de 3 ans). 
Pour comprendre l’origine des variations observées dans les taux de mortalité apparente, nous avons 
utilisé une méthode Bayésienne de sélection de covariables (Stochastic Search Variable Selection ; 
George & McCulloch 1993). Cette approche associe à chaque covariable testée une variable auxiliaire 
indiquant la présence (?=1) ou l’absence (?=0) de cette covariable dans le modèle. On évalue ainsi 
l’effet croisé de cinq covariables (disponibilité en caches, régime thermique moyen, largeur mouillée 
moyenne, VHA et hauteur du barrage en amont, fixée à 0 pour les stations en milieu naturel) sur les 
taux de mortalité. 
Pour introduire un exemple de mortalité abiotique, nous intégrons au modèle l’influence d’une crue à 
l’émergence, dont le rôle a été identifié dans les deux articles précédents. Pour modéliser un effet 
transposable entre stations, nous utilisons non plus un seuil de débit mais un seuil de vitesse de 
courant. Cette vitesse de courant est décrite par un percentile des vitesses journalières enregistrées 
pendant l’émergence (vitesse de courant dépassée 10% du temps pendant l’émergence ;????? ). Nous 
nous limitons en premier lieu à ce seul facteur pour ne pas compliquer l’analyse en conduisant en 
parallèle deux démarches de sélection de variables (expliquant les variations des taux de mortalité ou 





































La Figure 22 synthétise les principaux résultats de notre modèle hiérarchique Bayésien à états latents. 
 
Figure 22. Principales conclusions de cette approche hiérarchique centrée sur les variabilités inter-stations des processus 
démographiques. Les signes + et – indiquent des effets positifs et négatifs de la covariable sur l’intensité des mortalités. 
Nous avons estimé les processus démographiques et biotiques opérant entre chaque classe d’âge 
(Figure 23 ; 1e colonne). L’intégration de la densité-dépendance dans le modèle était importante : en 
absence de densité-dépendance, l’erreur de prédiction (en échelle logarithmique) des 0+, 1+ et adultes 
de notre modèle était augmentée de respectivement 14, 14 et 8%. La seule connaissance de ces 
processus a permis d’appréhender une partie de l’évolution temporelle des 1+ et des adultes (Figure 
23, 2e colonne). La moitié des erreurs entre prédiction et observation était dans la gamme [-50% ; 
+100%] pour les 0+, [-40% ; +50%] pour les 1+ et [-20% ; +30%] pour les adultes. Les prédictions de 0+ 
étaient structurées par une très forte densité-dépendance à l’émergence (respectivement 20, 7 et 2 
fois plus forte qu’au cours des stades suivants : 0+, 1+ et adultes), qui tend à stabiliser toutes les 
prédictions autour d’un niveau moyen. Ce résultat n’est pas surprenant puisqu’un seul processus 
abiotique a été intégré pour toutes les populations. Ce processus estime ici une mortalité forte (94%) 
lorsque la vitesse est très élevée (???? >1.15m.s-1). Ce processus opère seulement au cours de 8% des 
échantillonnages étudiées (observées sur 12 stations), mais est suffisamment vraisemblable pour être 
mis en évidence par des paramètres communs. La mortalité apparait ensuite quasi-nulle pour la fin de 
la première année de vie (Figure 23 ; 1e colonne, 2e ligne). Les survies apparentes des autres classes 
d’âge (1+ et adultes) peuvent varier du simple au double entre stations étudiées (Figure 23 ; 1e colonne, 
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Figure 23. Gauche : Processus de survie apparente estimés entre classes d’âge successives (pr4, pr5, pr6 et pr7), représenté 
sur la durée totale du processus (voir Article 3). Les relations de survie apparente entre 1+ et adultes sont présentées pour les 
40 stations, intégrant les variations inter-stations de taux de mortalité. Droite : Chroniques des densités observées (points 
rouges, associées à l’incertitude de mesure : lignes verticales) et des densités prédites (lignes noires : prédiction moyenne ; 
enveloppes grises : intervalles de confiance de 50 et 95%) pour une station (Bes). Pour rappel, les prédictions se basent sur les 
densités de la classe d’âge précédente observées l’année précédente. 
Il a été possible d’identifier l’origine de ces variations (Figure 24). Une mortalité densité-dépendante 
forte semble s’opérer entre juvéniles si l’habitat manque de zones d’abris (<2% de la surface totale). 
Cette caractéristique d’habitat pourrait également influencer la compétition entre adultes, mais ce 
résultat est plus incertain. Nous suspectons également l’influence du régime thermique moyen de la 
station sur ces deux taux de mortalité densité-dépendant. La mortalité densité-dépendante apparait 
en effet plus forte entre 1+ sur des stations froides (moyenne interannuelle des températures 
médianes ≤8°C), alors qu’elle semble d’autant plus forte entre adultes que la température de l’eau est 
élevée (semble deux fois plus forte à 11°C qu’à 8°C par exemple). Ces résultats peuvent être utilisés 
par des gestionnaires pour s’assurer que les conditions de l’habitat ne limitent pas la survie en 
augmentant l’intensité des mortalités densité-dépendantes. Il semble alors important de s’assurer 
qu’au moins 2% de la surface de l’habitat est utilisable en tant que caches pour limiter la compétition 
entre juvéniles de truites. L’influence des températures est également importante, surtout dans un 
contexte de réchauffement climatique. Nous avons également observé des variations dans le taux de 
mortalité densité-indépendant chez la truite adulte, liées à des mortalités plus fortes sur quelques 
stations (deux stations présentent des mortalités mensuelles 4 et 16 fois supérieures), sans toutefois 





Figure 24. Distribution des taux de mortalité mensuels présentant des variations entre stations : le taux de mortalité densité-
indépendante opérant sur les adultes (???) et les taux de mortalité densité-dépendante opérant sur les 1+ (??) et les adultes 
(???). La distribution des???? ne pouvait être expliquée par une covariable. Les figures 2 à 5 présentent l’évolution des 
distributions de??? et???? avec la disponibilité en caches (%Caches) et la moyenne interannuelle des températures médianes 
(Teau).  
Le modèle permet de prédire la survie apparente d’une population en connaissant les caractéristiques 
déterminantes de son habitat. Cela n’est pour l’instant possible que pour les 1+ et les adultes. 
Poursuivre le développement du modèle va permettre d’améliorer la prédiction du recrutement et 
d’évaluer le rôle des déplacements dans la dynamique de populations. 
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4.2 Poursuivre le développement du modèle  
De nombreuses pistes permettraient d’améliorer la pertinence écologique ou la précision du modèle. 
Leur intégration risquerait de se faire au détriment de sa facilité d’utilisation et de sa transférabilité. 
Je propose dans cette section une sélection de développements. L’intégration de processus abiotiques 
supplémentaires (4.2.1) et la modélisation du déplacement (4.2.2) m’apparaissent prioritaires. On 
pourra également considérer d’autres processus comme la croissance (4.2.3), modéliser la dynamique 
des incertitudes (4.2.4) ou mieux intégrer les timings des processus (4.2.5). Ces pistes formalisent les 
manques du modèle actuel, sources d’erreurs potentielles. 
4.2.1 Améliorer la dynamique temporelle en intégrant d’autres facteurs abiotiques 
L’aspect du modèle le plus urgent à améliorer est sa capacité à prédire les densités de 0+. Il faudra 
donc intégrer d’autres processus abiotiques, qui apparaissent très structurants (Article 1 et 2). La 
température n’a pas semblé être reliée à la synchronie des densités (Article 1), mais son intégration 
dans un modèle de cycle de vie pourra peut-être permettre de mettre en évidence des mortalités liées 
aux conditions thermiques. La mise en mouvement du substrat mérite également d’être testée 
puisqu’elle a été mise en avant par l’Article 1. Des analyses exploratoires centrées sur l’influence du 
transport solide ont d’ailleurs été conduites par Marie Morvan au cours d’un stage de M2 que j’ai co-
encadré (Morvan 2014). Les tendances identifiées soulignaient que l’intensité de la mise en 
mouvement du substrat de reproduction pendant la vie sous gravier et la post-émergence influençait 
négativement les jeunes stades (modèle linéaire multiple expliquant les densités observées de 0+ ; 
faible significativité : R²=6.5%). La mobilité du substrat en période de ponte semblait également 
importante, puisque le recrutement tendait à être inférieur les années où le substrat de reproduction 
était trop ou trop peu mobilisé. Ces analyses se basaient uniquement sur les processus abiotiques et 
les tendances doivent maintenant être confirmées en les intégrant dans un modèle plus complet. 
L’influence de la mobilité du substrat (destruction des frayères ou mortalité des alevins) sur la 
dynamique des populations n’a jamais été évaluée. 
Les approches locales développées dans l’Article 2 suggèrent que, pour gagner en généralité, les seuils 
de débit devraient être transposés en seuils de vitesse moyenne, pour avoir le même sens sur toutes 
les stations. J’ai traduit les seuils de débit induisant des mortalités à l’émergence (Article 2) en termes 
de vitesse moyenne lorsque les données hydrauliques étaient disponibles (Figure 25 ; Annexe 4). Ces 
seuils sont inférieurs au 1.1m.s-1 de l’Article 3 sur deux stations (FON2 et LIG2 ; seuil de 0.8 m.s-1) et 
supérieurs sur 5 stations. La comparaison directe est toutefois difficile puisque l’Article 2 considère 
une période plus étendue (4 mois, qui recouvrent l’émergence et la post-émergence, contre 3 mois 
dans l’Article 3) et des crues souvent moins longues (seuil dépassé au moins 9 jours dans l’Article 3 
contre 1, 4 ou 9 jours dans l’Article 2). Le seuil de l’Article 3 apparaît toutefois fiable, l’incertitude 
autour de son estimation étant très faible (intervalle de confiance à 95% : [1.10-1.22]).  
Cette approche hydraulique peut permettre de traduire d’autres phénomènes hydrologiques que les 
crues pour modéliser des processus plus facilement transférables entre stations. D’autres études ayant 
par exemple montré l’influence négative des étiages (ex. Alonso et al. 2011 ; Nicola et al. 2009), il est 




Figure 25. Taux de mortalité appliqué sur les alevins à l’émergence : (i) en fonction de V10, E (droite et enveloppe d’incertitude 
à 95% ; Article 3) ; (ii) si la vitesse dépasse un seuil pendant 1, 4 ou 9 jours de mars à juin (points ; Article 2 et Annexe 4).  
Pour tester l’intégration de ces processus, on pourra adapter les méthodes de sélection de variables 
utilisées dans l’Article 3 et développer une approche multi-pression (température + conditions 
hydrauliques + mobilité du substrat).  
4.2.2 Intégration des déplacements d’individus 
Actuellement, l’absence d’intégration des déplacements d’individus est une lacune importante du 
modèle développé. Si l’étude des déplacements nécessite des données dédiées (ex. marquage-
recapture, télémétrie), réussir à appréhender quelques tendances peut déjà donner des pistes sur le 
poids de ces phénomènes dans les survies apparentes. Je résume ici des développements visant à 
intégrer des déplacements d’individus au modèle de cycle de vie. Des détails sur cette méthode sont 
présentés en Annexe 5. 
J’ai choisi trois périodes clefs du cycle de vie au cours desquelles les mouvements sont identifiés par 
de nombreux auteurs, le système étant fermé par ailleurs : au moment de la reproduction 
(déplacements d’adultes modulant les 0+ observés), au printemps (déplacements de 1+ modulant sur 
les 1+ observés) et à l’automne (déplacements de 1+ après les pêches, modulant les densités d’adultes 
observés). L’influence des déplacements a été étudiée en adaptant le modèle final obtenu à l’issue de 
l’Article 3. J’ai alors ajouté de nouvelles étapes dans le cycle de vie, modélisant les mouvements aux 
trois périodes identifiées. Deux structures simples, nécessairement associées à des hypothèses fortes, 
ont été envisagées : 1) des migrations constantes et 2) des migrations densité-dépendantes. 
Les résultats sont similaires entre les deux approches de modélisation. Il n’a pas été possible d’estimer 
l’influence du mouvement des adultes au moment de la reproduction, la modélisation des 0+ étant 
trop peu précise en l’état actuel du modèle. Les déplacements de 1+ à l’automne ont pu être 
modélisés, mais ils n’amélioraient que très peu les prédictions des densités d’adultes (variations de 
l’erreur <5%). Seule la modélisation des mouvements printaniers, au début du stade 1+, permettait de 
diminuer l’erreur de prédiction des 1+ (-15% des moyennes des erreurs au carré) en expliquant en 
partie les survies apparentes >100%. Il apparait difficile de modéliser des départs d’individus, qui sont 
fortement confondus aux mortalités densité-dépendantes. De plus, l’intensité des apports identifiés 
varie entre stations et l’origine de ces variations restent à déterminer. Enfin, les déplacements sont 
très probablement modulés par les conditions environnementales, qui n’ont pas été considérées ici. 
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4.2.3 Dynamique spatiale, croissance et échantillonnage 
Ce modèle peut également être combiné à d’autres approches pour aller plus loin. Les modèles 
hiérarchiques Bayésiens sont, en effet, particulièrement flexibles et peuvent être complétés par des 
considérations spatiales (ex. Rochette et al. 2013). Pour les populations de truites, une meilleure 
connaissance des réseaux dans lesquels s’intègrent les stations et des suivis plus denses spatialement 
(échantillonnage de tous les affluents) pourraient permettre d’aller vers des modèles spatialement 
explicites, intégrant des dynamiques de migration (Chaumot et al. 2006).  
Les ouvrages, la compétition ou les conditions environnementales peuvent également influencer les 
populations sans que cela se traduise par des mortalités, mais par une réduction de la croissance des 
individus (ex. Bærum et al. 2013). La compréhension de ce phénomène est capitale pour prédire 
précisément la dynamique des populations. La taille des salmonidés peut en effet être associée à 
d’autres traits d’histoire de vie, comme la fécondité, la taille des œufs ou la survie (Vincenzi et al. 2012), 
ainsi que l’âge à la maturité (Hutchings & Jones 1998). La modélisation combinée de la croissance et 
de la survie va pouvoir améliorer la pertinence du modèle (Vincenzi et al. 2012).  
Puisque la truite est l’espèce majoritaire dans les stations étudiées, l’influence de la compétition avec 
d’autres espèces n’a pas été considérée. La compétition avec le chabot, qui colonise les mêmes milieux 
et modifie l’utilisation de l’habitat par la truite (Holmen et al. 2003), doit en particulier être étudiée 
pour utiliser plus largement ce modèle. De même, des interactions densité-dépendantes entre classes 
d’âge de truites ont été identifiées (la croissance des alevins étant notamment réduite par la présence 
de juvéniles et d’adultes ; Kaspersson et al. 2012), mais ne sont pas intégrées dans le modèle. 
Enfin, les trois articles présentés ici se basent sur des estimations des densités de truites par la 
méthode de Carle & Strub (1978). Il est possible de mieux évaluer les densités réellement présentes 
au moment de l’échantillonnage en modélisant explicitement l’échantillonnage comme un tirage 
aléatoire parmi la population prédite. Le livre de Newman et al. (2014) présente le principe de cette 
procédure, appliquée à différents types d’échantillonnage et les papiers de Rivot et al. (2004) ou Ruiz 
& Laplanche (2010) le mettent en pratique. Cela permettra d’encore mieux séparer l’incertitude liée à 
l’erreur d’échantillonnage de celle imputable à la stochasticité des processus. Toutefois, pour répondre 
aux enjeux écologiques et opérationnels, la modélisation précise de l’échantillonnage n’est pas la 
priorité tant qu’il demeure d’autres questions écologiques (Newman et al. 2014). 
4.2.4 Modéliser la dynamique des incertitudes de processus 
L’approche Bayésienne a permis de modéliser l’incertitude de processus. J’ai toutefois considéré pour 
l’instant que cette erreur était, pour chaque classe d’âge??, homogène dans le temps et 
l’espace (hypothèse d’homoscédasticité) : la gamme de l’erreur (??) est donc stable entre années et 
entre stations. J’ai étudié les limites de ces deux hypothèses et je propose de nouveaux 
développements, détaillés en Annexe 6.  
Une exploration visuelle des résidus du modèle de l’Article 3 nous indique que l’hypothèse d’une 
erreur stable dans le temps est crédible pour la prédiction des 0+ et des adultes. En revanche, l’erreur 
de prédiction des 1+ est supérieure si les densités initiales (0+ échantillonnés l’année précédente) sont 
faibles. Intégrer cette hétéroscédasticité dans des développements ultérieurs peut permettre 
d’améliorer leur pouvoir explicatif et prédictif. 
En considérant une structure hiérarchique pour les erreurs de processus (même structure que pour les 
taux de mortalité de l’Article 3), on révèle une forte variabilité entre stations sur les estimations de??? 
et????. Il apparait donc que certaines stations sont associées à des prédictions moins précises des 1+ 
et des adultes que d’autres. Intégrer ces différences spatiales dans le modèle permettrait d’améliorer 
sa précision (-9% et -2% sur la moyenne des erreurs au carré) et d’identifier les pistes prioritaires à 
développer ensuite (identification de processus clef sur les stations les moins bien prédites). 
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4.2.5 Affiner la modélisation des timings des processus 
Finalement, le modèle peut être amélioré en affinant la prise en compte de certains processus 
temporels. Comme cela est fait classiquement (Newman et al. 2014), nous supposons que les 
processus opèrent de manière séquentielle, c'est-à-dire les uns après les autres et sans recouvrement 
temporel. Cela revient à formuler des hypothèses sur les périodes temporelles des phénomènes et 
leur ordre d’occurrence. Les étapes du cycle de vie de la truite ont été associées à des dates fixes issues 
de la littérature. Toutefois, leur timing peut varier dans le temps et dans l’espace selon les conditions 
environnementales.  Les températures ont notamment une influence sur le déroulement de nombreux 
processus comme la maturation, la fécondité ou les dates de ponte et d’émergence (Jonsson & Jonsson 
2009). Les dates d’émergence ont été associées aux températures vécues par les œufs, à travers le 
concept des degrés-jours, qui influencent également la croissance (Chezik et al. 2013). La modélisation 
de ces processus a été, par exemple, formalisée par Lecomte & Laplanche (2012). Ces différences de 
timing peuvent ensuite être intégrées pour mieux capturer les périodes sensibles du cycle de vie. On 
pourrait, par exemple, modéliser un processus opérant à partir de la date d’émergence prédite, 




Les résultats de ces travaux ont contribué à la connaissance de la dynamique spatio-temporelle des 
populations de truites. Il apparait, en se plaçant à large échelle (Article 1), que l’environnement peut 
avoir des effets généraux sur la dynamique temporelle de populations séparées par des distances 
allant jusqu’à 75km. Cela est notamment lié à l’occurrence synchrone de fortes crues à l’émergence et 
de mouvements du substrat de ponte, capables de structurer le recrutement de ces populations. La 
synthèse d’approches locales (Article 2) montre la diversité de facteurs susceptibles d’intervenir, 
impossibles à détecter sans connaissance fine du milieu : mauvaise qualité d’eau, manque de substrat 
de reproduction, opération de transparence au barrage ou encore arrivées d’individus depuis l’amont. 
Enfin, la construction d’un modèle hiérarchique (Article 3) montre la variabilité spatiale dans les 
processus de mortalité. Une part de la dynamique spatiale peut notamment être expliquée par une 
mortalité densité-dépendante supérieure en absence d’abris (<2% de la surface) ou variant avec la 
température de l’eau.  
Les résultats de ces trois études sont synthétisés Table 3 et discutés plus longuement dans la suite de 
cette dernière partie. 
5.1 Apports sur la connaissance des processus démographiques (Figure 26) 
Il apparait tout d’abord, à travers les trois études, que les liens entre les cohortes, décrits par les 
relations de survies apparentes expliquent une grande part de la dynamique temporelle des 1+ et des 
adultes. La densité-dépendance apparait importante pour expliquer les densités observées. Elle 
n’apparait dans l’approche déterministe (Article 2) que pour le recrutement (compensation à faible 
densité) et jamais pour les classes d’âges supérieurs (limitation par la SPU non observée). Toutefois, 
en modélisant cette densité-dépendance intra-cohorte sur un pas de temps mensuel et en autorisant 
des différences entre stations (Article 3), ce processus s’avère très structurant. Une forte densité-
dépendance à l’émergence semble généralisée, mais ces résultats sont à confirmer en améliorant la 
modélisation du recrutement. L’intensité de ce processus sur les classes d’âges supérieurs dépend des 
caractéristiques physiques de la station, une compétition plus forte opérant dans des habitats moins 
favorables, notamment lorsque les abris sont rares.  
Cette dynamique spatiale demande de développer un modèle général de l’évolution des populations 
de truites tenant compte des différences inter-stations observées (meilleurs résultats de modèle mixte 
de l’Article 1, Article 3). On parvient alors à expliquer la survie apparente des 1+ et des adultes de 
toutes les stations étudiées (Article 3). Si les populations observées peuvent appartenir à plusieurs 
souches génétiques, cela ne semblait pas se traduire par une dynamique différente (en marge de 
l’Article 3 notamment, non présentés). De même, les trois stations sélectionnées dans le Nord-Ouest 
de la France présentent une dynamique de survie explicable par leurs caractéristiques physiques. Il 
faut toutefois noter que les recrutements y sont systématiquement surestimés. Cela révèle une 
dynamique de fécondité différente dans cette région. Ces études démarrées dans l’Article 3 doivent 
donc être poursuivies pour expliquer (1) ces différences, (2) l’origine des variations de mortalité 
densité-indépendante au sein des adultes et (3) l’origine des arrivées d’individus sur certaines stations.  
Si les déplacements densité-dépendants semblent avoir un faible rôle sur la synchronie des 
populations (Article 1), les mouvements expliquent la dynamique observée sur quelques stations 
(Article 2 et perspectives de l’Article 3). Ils permettent notamment d’expliquer les survies apparentes 
>100% entre 0+ et 1+, observées dans 41% des cas. Sans données décrivant ces déplacements, il faut 
les étudier de manière indirecte en étudiant des jeux de données avec ou sans possibilité de 
mouvements entre stations (Article 1), en considérant les évènements de surverse comme des 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Cette dernière approche a montré qu’il est difficile de dissocier mortalité densité-dépendante et 
départs densité-dépendants. Les arrivées semblent, en revanche, plus facilement identifiables. La 
comparaison des résultats des modèles déterministe et Bayesien sur LIG2, station en TCC sur le Lignon 
du Forez associée à des arrivées dans l’Article 2, fait apparaitre un paradoxe. Dans l’Article 2, 
l’intégration d’apports importants (associés à une survie de 160% des 1+) permet de mieux expliquer 
les densités observées. En revanche, dans les perspectives de l’Article 3, cette station est associée à de 
très faibles apports de 1+. Cela s’explique par la différence de modélisation de la survie. Le modèle 
déterministe intègre en effet une survie densité-indépendante constante (50%) alors que le modèle 
Bayésien estime une densité-dépendance assez forte pour cette station (faible surface de caches : 
1.3%) : la survie est donc plus forte à faible densité (proche de 100%) et comparable pour des densités 
supérieures (environ 60% de survie pour 4 ind.100m-2). L’effet compensatoire des apports est donc 
inutile pour expliquer les densités de 1+ observés. En revanche, les apports d’adultes de l’Article 2 sont 
bien confirmés par les perspectives de l’Article 3 : c’est pour cette station qu’ont été estimés les plus 
forts apports. Il faut enfin rappeler que les survies apparentes >100% peuvent être également 
expliquées par des erreurs d’échantillonnage ou des apports d’individus par rempoissonnement. 
L’implantation de truites de différents stades (œufs, 0+ ou adultes) peut être réalisés par des 
Associations Agréées de Pêche et de Protection du Milieu Aquatique (AAPPMA), mais aussi par des 
particuliers. Il est alors difficile de quantifier leur influence, surtout que les individus implantés 
apparaissent plus mobiles (déplacements jusqu’à 600m ; Richard 2014). S’ils peuvent influencer des 
populations assez éloignées, ils restent plus fragiles que les individus natifs et sont particulièrement 
sujet à la densité-dépendance (survie médiane de 20% ; Richard 2014). Les individus introduits sont 
donc faiblement présents dans les populations finales et on suppose qu’ils n’altèrent pas nos résultats. 
 
Figure 26. Principales réponses de cette thèse aux enjeux écologiques liés aux processus démographiques. Les signes + et – 
indiquent des effets positifs et négatifs de la covariable sur les taux de mortalité. L’article à l’origine de la conclusion est 
indiqué (A= Article, A3+= Perspectives de l’Article 3). 
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Le recrutement apparait également comme un processus démographique difficile à modéliser. Les 
Articles 1 et 3 ont bien confirmé que la relation entre stock d’adultes et recrutement observé l’année 
suivante, vue par ailleurs (ex. Lobón-Cerviá 2013), est faiblement explicative pour les populations 
étudiées. Ce processus résulte de nombreux facteurs qui opèrent en parallèle et qui sont difficiles à 
mesurer (ex. nombre d’œufs/ kg de femelle qui peut varier d’une station à l’autre, déplacements 
d’adultes vers des zones de ponte, dévalaison des individus émergents). Toutefois, nous avons choisi 
de travailler sous l’angle d’un cycle de vie, qui permet de retranscrire par le modèle cette réalité 
biologique. Il s’agissait ensuite d’expliquer les variabilités observées par les conditions abiotiques ou 
des déplacements d’individus. Cette hypothèse de travail semble réaliste puisque le modèle MODYPOP 
explique le recrutement de manière satisfaisante (7/9 stations). La clef pour la prédiction du 
recrutement semble donc être l’intégration de processus abiotiques.  
5.2 Identification de facteurs environnementaux structurants (Figure 28) 
Le recrutement est structuré par les crues, qui sont donc susceptibles d’influencer l’ensemble des 
populations. De fortes crues synchrones entrainent des mortalités de 0+ similaires sur des populations 
distantes (Article 1). L’Article 2 a également fait apparaitre la dynamique hydrologique comme un 
élément clef, qui influence régulièrement (1 année sur 2 en moyenne) les populations, induisant des 
mortalités de 20 à 90%. La diversité des taux de mortalité et des seuils associés (pouvant varier d’un 
facteur 10) montre bien que cette influence est difficile à extrapoler d’un site à l’autre.  
Il faut alors, dès que possible, privilégier l’étude de variables écologiquement pertinentes et 
transférables, comme les conditions hydrauliques moyennes de la station. L’intégration dans l’Article 
3 d’une mortalité à l’émergence liée à la vitesse de courant illustre cette démarche. Le seuil identifié 
(1.15 m.s-1) est élevé, et traduit donc des évènements rares, mais permet de traduire l’influence de ce 
facteur de manière cohérente sur les 12 stations où ces vitesses sont observées. Les conditions 
hydrauliques, plus réalistes et plus facilement transférables, sont donc des pistes prometteuses. Des 
descripteurs des conditions géomorphologiques, comme la mobilité du substrat de reproduction au 
moment de la ponte (Article 1), doivent également être considérés. Dans le cas où seules des variables 
non comparables entre sites seraient disponibles, on peut favoriser des méthodes en échelle relative, 
comme les études de synchronie qui s’appuient sur des corrélations entre variables et non sur leurs 
valeurs.  
Nos études n’identifient pas de rôle limitant de l’habitat lorsqu’il est synthétisé sur la forme d’une SPU 
ou d’une VHA. Alors que l’habitat est intégré directement dans les applications déterministes pour 
limiter la survie par la SPU disponible, cette limitation n’est jamais effective sur les stations présentées 
dans l’Article 2. Elle était utilisée sur les développements de MODYPOP sur la Neste d’Oueil (Gouraud 
1999 ; Gouraud et al. 2001) pour expliquer les densités observées d’adultes, notamment sur deux 
stations utilisées dans cette thèse (OUE1 et OUE3). Les données de pêches utilisées (trois pêches par 
an de 1996 à 1998) n’étaient pas associées à des données environnementales et n’ont pas été utilisées 
ici. J’ai toutefois vérifié que la dynamique observée à l’époque pouvait être expliquée par notre 
nouveau modèle (illustré sur OUE3 en Figure 27). Les densités d’adultes sont bien prédites par un 
processus intégrant simplement de la densité-dépendance et non une limitation par la SPU. La VHA 
n’a pas non plus expliqué les variations spatiales des taux de survie étudiés dans l’Article 3. 
La température n’a pas révélé d’effet dans l’Article 1 mais la température médiane semble influencer 
les taux de mortalité densité-dépendant (Article 3 ; Figure 26). L’effet de la température, intégré dans 
MODYPOP, n’opère pas sur les stations étudiées dans l’Article 2, mais a permis d’expliquer la 
dynamique d’autres populations de truites dans un cours d’eau normand (Oir ; Gouraud et al. 2001). 
Ce facteur abiotique semble donc bien capable d’influencer la survie, et pas seulement la croissance 




Figure 27. Prédiction des densités d’adultes sur OUE3 entre 1996 et 1998 à partir des taux de mortalités estimés pour cette 
station dans l’Article 3 (données tirées de Gouraud 1999 ; points rouges). Seul le premier échantillonnage est utilisé en données 
d’entrée. La droite présente la prédiction médiane des effectifs, l’enveloppe identifie la gamme dans laquelle se situe 50% de 
nos prédictions. 
Les conditions abiotiques structurent surtout le recrutement, les classes d’âges ultérieurs apparaissant 
beaucoup moins sensibles. Aucun facteur n’a expliqué la synchronie de ces classes d’âges ultérieures 
dans l’Article 1 et seul l’Article 2 a montré une structuration par des crues exceptionnelles (1+ et 
adultes, deux TCC) et des transparences (1+, un TCC). Les conditions de débit peuvent également 
connecter des zones séparées par un barrage, et ainsi provoquer des arrivées d’adultes et de 1+ sur 
un des TCC étudié (de 120 à 160% de survie).  
 
Figure 28. Principales réponses de cette thèse aux enjeux écologiques liés aux facteurs environnementaux. L’article à l’origine 
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5.3 Influence anthropique et perspectives pour la gestion (Figure 29) 
Ces résultats peuvent être traduits en termes de perspectives pour la gestion et la conservation de 
populations naturelles, puisqu’ils identifient les processus clefs de la dynamique des populations de 
truites. Le modèle hiérarchique Bayésien présenté en Partie 4 pourra notamment prédire le 
fonctionnement d’une population dans l’espace en tenant compte des caractéristiques de la station. 
Cela pourrait permettre la mise en place d’un indicateur spécifique à cette espèce, basé sur une 
prédiction de la gamme de survie ou de densités à attendre. La prédiction de taux de mortalité pour 
les 1+ et les adultes est déjà possible, mais une amélioration du modèle est nécessaire avant de pouvoir 
prédire des densités (en particulier du recrutement). Un indicateur monospécifique pourrait permettre 
un diagnostic précis des zones amont, difficile à établir par des indicateurs plurispécifiques comme 
l’Indice Poisson Rivière (IPR ; Oberdorff et al. 2002 ; ce problème est au cœur des améliorations 
proposées par l’IPR+ ; Marzin et al. 2014). Il se baserait alors sur des mesures in situ des 
caractéristiques physiques du tronçon considéré, comme la surface de caches disponible. 
Nos résultats identifient également des phases sensibles où des mortalités très fortes opèrent, comme 
l’émergence (mars-avril). Ces phases sensibles doivent être particulièrement surveillées pour limiter 
les influences anthropiques supplémentaires sur ces individus fragiles. Dans cette optique, des arrêtés 
préfectoraux ou des décisions d’AAPPMA interdisent localement de parcourir le lit des cours d’eau 
pendant la période d’incubation et d’émergence (d’octobre à mai par exemple dans l’Isère ; Arrêté 
DDT/SEEF n°2011-938). L’intérêt d’une telle démarche est également appuyé par l’influence synchrone 
sur le recrutement de la mobilité du substrat de reproduction au moment de la ponte (Article 1). 
En connaissant des facteurs susceptibles de fragiliser les populations en place, les gestionnaires sont 
capables de protéger la potentialité du milieu. Le modèle hiérarchique a notamment montré que la 
disponibilité en caches influence la compétition, réduisant ainsi la survie des 1+ (et probablement des 
adultes). Ces résultats sont cohérents avec ceux de Baran (1995) sur la truite ou Finstad et al. (2007) 
sur le saumon Atlantique. L’habitat peut alors être modifié au bénéfice de l’espèce, comme préconisé 
par Newman et al. (2014). Il conviendra donc de s’assurer qu’au moins 2% de la surface mouillée est 
utilisable en tant que caches. Dans le cas contraire, les gestionnaires pourront, par exemple, étudier le 
gain potentiel d’ajout dans le milieu de blocs offrant des abris pour limiter la compétition entre 
juvéniles de truites. 
Dans un contexte d’influences anthropiques multiples, le risque principal est d’attribuer une mortalité 
à un facteur, alors que d’autres processus (non-évalués) sont en réalité en jeu. Les applications de 
MODYPOP ont révélé que la qualité d’eau, ou encore la disponibilité en substrat favorable à la 
reproduction sont parfois des facteurs importants. Le manque de substrat de reproduction, non 
modélisé dans l’Article 3, conduit notamment à une surestimation forte des densités de 0+ sur le 
Lignon du Forez. Il revient donc aux gestionnaires de surveiller ces paramètres localement, en 
particulier si des mortalités surprenantes sont observées. La difficulté est que ces conditions évoluent 
rapidement dans le temps. Une anoxie peut survenir au cours de l’été, ce qui nécessiterait idéalement 
un suivi quotidien tous les étés (ou en continu), difficile à mettre en place. La composition du lit est 
également dynamique, les sédiments étant déplacés lors de crues. Des mesures de surfaces de ponte 
ont été effectuées au cours des campagnes de terrain, révélant une forte variabilité interannuelle 
(variation d’un facteur 2). Disposer de mesures annuelles (comme pour les stations de l’Article 2), 
semble alors nécessaire pour intégrer l’influence de la disponibilité en substrat de ponte sur la 
dynamique de populations. En revanche, une évaluation ponctuelle peut déjà permettre d’identifier 
un déficit en substrat favorable, comme cela fut le cas sur le TCC de Hautefage sur la Maronne (Massif 
Central). EDF a alors mandaté ECOGEA pour conduire des apports de sédiments grossiers de 2013 à 
2016. En 2015, 159 frayères (saumons ou truites) ont été recensées dans les 3km du TCC, contre 15 en 
moyenne avant injection (ECOGEA 2016). 
Les gestionnaires doivent aussi prévoir les changements à venir. Le réchauffement climatique est 
notamment susceptible de réduire les habitats favorables pour la truite adulte (Muñoz-Mas et al. 
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2016). Connaitre l’influence de la température sur la compétition peut donc permettre de prédire 
comment la dynamique des populations de truites françaises va varier. Les résultats de l’Article 3 
suggèrent une augmentation de la compétition densité-dépendante entre adultes avec le 
réchauffement du cours d’eau. Par exemple, à un niveau moyen de densité d’adultes, l’augmentation 
de la température moyenne de 8 à 10°C se traduit par une augmentation de la mortalité apparente 
mensuelle prédite de 5.5% à 8.8% (mortalité intégrant à la fois les processus densité-indépendant et 
densité-dépendant).  
Si ces aspects sont susceptibles d’intéresser tous les gestionnaires, la présence dans notre jeu de 
données de plusieurs zones influencées permet de tirer des conclusions spécifiques à la gestion 
d’ouvrages hydro-électriques. Tout d’abord, aucune influence directe d’un barrage n’a pu être 
identifiée. Les densités et le fonctionnement de la population (taux de mortalité notamment) sont 
similaires en TCC et en zone non-régulée. Rappelons toutefois que ces populations sont soumises à 
l’influence de l’ouvrage depuis plusieurs dizaines d’années et que le cadre physique est stabilisé. Les 
populations ont donc eu le temps de se rétablir après sa construction.  
Un ouvrage pourra, en revanche, avoir une influence indirecte sur les populations en aval, à travers 
une modification des conditions environnementales. La gestion du débit jouera par exemple un grand 
rôle, l’effet d’une transparence au barrage ayant été démontré (Article 2). Puisque l’augmentation du 
débit de base peut réduire l’influence des éclusées (Liebig et al. 1998), on peut imaginer que 
l’augmentation du débit réservé en période de crues (par exemple à l’approche de l’émergence) 
pourrait réduire les mortalités induites. La gestion de la continuité sédimentaire est également 
capitale, puisqu’un manque de substrat de reproduction est limitant pour les populations (LIG2 ; Article 
2). La dynamique du transport solide apparait même en lien avec la synchronie du recrutement à large-
échelle (Article 1). En altérant la connectivité, un ouvrage peut également menacer une population 
fragilisée. Sur le Lignon du Forez, par exemple, où le manque de caches et de substrat de reproduction 
induit de fortes mortalités (Article 2 et 3), des arrivées d’adultes (Article 2 et perspectives de l’Article 
3) et de juvéniles (Article 2) depuis l’amont permettent d’expliquer les densités observées. Il convient 
donc d’assurer la connectivité amont-aval, en particulier sur les stations fragilisées par ailleurs (ex. 
absence de substrat de reproduction ou de caches). Comprendre l’origine des différences inter-
stations dans la dynamique des déplacements (perspectives de l’Article 3) permettra de prioriser les 
stations où de forts apports sont attendus, mais où ils ne sont pas observés. 
 
Figure 29. Principales implications opérationnelles de cette thèse : influence de la présence d’un ouvrage. L’article à l’origine 
de la conclusion est indiqué (A= Article). 
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5.4 Une stratégie d’échantillonnage à améliorer ? 
Il est finalement important de discuter des limites à l’utilisation d’échantillonnages effectués au niveau 
d’une station. De plus en plus d’approches visent aujourd’hui à sortir de cette échelle contraignante. 
Des études de marquages recaptures (ex. Vøllestad et al. 2012), des échantillonnages en plongée sur 
de plus grandes distances (ex. Macnaughton et al. 2015) ou la lecture d’éléments traçables (ex. Olley 
et al. 2011) permettent d’envisager des études à des échelles supérieures. D’autre part, les stations 
restent des systèmes ouverts et les mouvements d’individus compliquent l’étude des échantillonnages 
qui y sont réalisés. Enfin, les rivières sont des structures dynamiques. Un suivi de population pérenne 
peut se heurter à des modifications de la morphologie du cours d’eau. Cela force les équipes de pêche 
à s’adapter et à redéfinir les limites de la station, ce qui peut biaiser les études de dynamique de 
populations.  
Les résultats acquis dans la thèse montrent toutefois que l’étude des populations à l’échelle d’une 
station de pêche permet de comprendre la dynamique des populations alentour. La cohérence des 
processus abiotiques identifiés entre populations proches (Article 2) et la très forte synchronie du 
recrutement à faible distance (Article 1 ; <5 km) montrent qu’il est possible d’étudier les processus 
environnementaux à partir d’une station de pêche. L’échantillonnage de populations très proches 
(<5km) peut même être inutile. Les spécificités de la station risquent toutefois d’induire des biais dans 
l’étude des processus biotiques, qui sont modulés par le cadre physique (Article 3). La compréhension 
de cette dynamique spatiale permet en revanche d’expliquer l’hétérogénéité des densités observées 
le long du cours d’eau et d’en tenir compte. Cela nécessite toutefois d’être très attentif à la stabilité 
du milieu et de réévaluer les nouvelles conditions en cas de changement. J’ai notamment choisi de 
retirer du jeu de données initial 11 stations qui avaient été trop fortement modifiées par une crue 
morphogène avant que les mesures d’habitat hydraulique n’aient pu être faites. La station choisie ne 
doit également pas être trop différente de la zone que l’on cherche à représenter (ex. diversité des 
faciès, pas de pression anthropique locale). 
Cela nécessite en revanche d’appréhender le rôle des déplacements pour s’assurer qu’ils n’ont qu’une 
influence limitée ou qu’on comprend leur poids dans la dynamique apparente. Ces déplacements 
semblent opérer localement (Article 2 et 3) et il faut maintenant comprendre leur origine et leur 
importance. Cela permettra, par exemple, d’évaluer le gain potentiel de l’installation d’un ouvrage de 
franchissement. Coupler ces approches stationnelles à des études plus larges des alentours 
(marquage-recapture dans les affluents par exemple) pourra très certainement expliquer comment les 
déplacements influencent l’évolution spatio-temporelle des populations. Ces suivis demandent 
toutefois un lourd investissement et ne sont pas compatibles avec un suivi pérenne des populations à 
l’échelle nationale.  
 
 
Toutes ces études pourraient être poursuivies sur un jeu de données plus large, représentatif d’autres 
zones de l’aire de répartition de la truite, en modélisant par exemple des populations à l’échelle 
européenne. On pourrait alors étudier des contextes physiques et thermiques plus contrastés et peut-
être identifier de nouvelles conditions limitantes. Leur prise en compte permettra d’anticiper certains 
scénarios dans lesquels interviennent de telles conditions. La plupart des questions évoquées sont, de 
plus, communes à d’autres espèces. La méthodologie développée peut ainsi être facilement 
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Fig. 1. Location of the five bypassed sections. 
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Table 1. Physical characteristics of the nine reaches, distributed in five BPS. N = number of samplings. Altitudes are predicted 
by a numerical model. 
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Table 2. Hydrological characteristics of monitored reaches and BPS. The annual mean flows (AMF) are those of the natural 
part of the river upstream of the dam in the bypassed section. The instream flow was increased during the study period for all 
BPS. The instream flow mentioned is the current one. AMF and instream flow are considered for the whole BPS. Low flow 
magnitude (Q90) and high flow magnitude (Q10) were respectively defined as daily discharge exceeded 90% and 10% of the 
time during the study period. All discharge values are given in m3.s-1. 
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????? ??? ???? ??? ???? ???? ? 0.40 0.62 ????? ?????
? ??? ??? ??? ??? ??? ? 0.61 0.71 0.10 ?????
? ???? ??? ??? ??? ??? ? 0.08 0.50 ????? ?????
????? ??? ???? ???? ???? ???? ? 0.25 0.75 ????? ?????
? ??? ??? ??? ??? ??? ? 0.05 0.30 ????? ?????
? ???? ??? ??? ??? ??? ? 0.43 0.59 ????? ?????
????? ??? ???? ???? ???? ???? ? ????? 0.21 ????? ?????
? ??? ??? ??? ???? ??? ? ????? ????? ? ????? ?????
? ???? ??? ??? ??? ??? ? 0.59 0.73 ????? ?????
????? ??? ???? ??? ???? ???? ? 0.39 0.14 ????? ?????
? ??? ??? ??? ??? ??? ? 0.62 0.17 0.07 ?????
? ???? ??? ??? ??? ??? ? 0.06 ????? ? ????? 0.05
????? ??? ???? ???? ???? ???? ? 0.14 0.05 ????? ?????
? ??? ??? ??? ??? ??? ? 0.14 0.24 ????? 0.05
???? ??? ??? ??? ??? ? 0.14 0.10 ????? 0.11
??????? ??? ??? ???? ???? ???? ? 0.09 0.57 0.09 0.42
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Table 4. Seven additional drivers identified in the study reaches. Negative values of mortality rates correspond to better 
survivals. Temporal occurrence (Nb obs/Nb years) of each driver was calculated on the study period on the reach or BPS where 
it was involved. 
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Fig. 230. Observed (white squares) and simulated (blue circles) density fluctuations for (a) 0+, (b) 1+ and (c) >1+ trout in the 
BEY2 reach. Results for all reaches are proposed as supplementary materials. 

















Fig. 331. Characterization of temporal and spatial occurrences of each driver structuring trout population dynamics. Temporal 
occurrence was the time frequency of the driver during the study period on the reach or bypassed section (BPS) where it was 
involved, or the mean time frequency when several BPS were involved. The direction of the fluctuation and the affected 
development stage are indicated in brackets. *Biotic processes were those included in the initial model: survival, fecundity and 
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Fig. 1. Locations of the 40 reaches (19 in bypassed section). 
The life-cycle model 
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Table 1. Physical characteristics of the 40 stream reaches. 
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Fig. 2. Life-cycle model for resident brown trout (S. trutta), split into 5 stages (Egg: eggs; E: emergent fry; 0: juvenile during 
the end of the first year; 1: 1+; Ad: adults) and 8 processes (black arrows) related to model equations (Appendix A). Gray boxes 
show the dates of transition between stages, set at the 15th day of the month (3: March, 5: May, 12: December) of the year 
indicated in subscript (starting year y = spawning year). Other subscripts denote spawning (Spw), initial state of an age-stage 
(i), and integrated mortality due to flow velocity (V) or sampling (Spl). The population was observed at sampling (during p5, 






Fig. 3. Directed acyclic graph for the brown trout PDM presented in Fig. 1. Variables represented in ellipses were defined by a 
probability distribution. White ellipses are non-observed variables; shaded ellipses are data. Shaded boxes represent fixed 
constant or calculated covariates. Solid-line arrows represent stochastic transitions; dotted-line arrows represent 
deterministic links (including age-stage transitions, structuring the life-cycle). The number of each process (p1 – p8; detailed 
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Hierarchical structure and fixed parameters 
Parameters fixed from the literature 
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Table 2. Fixed values and tight informative priors for some parameters (LogN= Log-Normal distribution) 
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Parameters estimated and considered constant among reaches and years 
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Table 3. Definitions, related equations and prior distributions of all parameters for which updating was expected from the 
data. Indices ?  denote age-stages, ? denote reach characteristics (?=????? ???? ?????? ???? ?????) and ? denotes parameters 
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Estimated parameters considered as varying between reaches 
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Explaining inter-reach variation by reach characteristics 
Integration of covariates in the hierarchical setting 
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Table 4. Reach characteristics used for the SSVS. The influence of the chosen proxies on inter-reach differences in mortality 














































































































































































































































































































































































































































































































































































































































































































































Data and observation equations 
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Trout density estimates 
Electrofishing data 
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Observation equations 
??????????????????????? ??? ??????? ????? ???????? ??????????????????????????????????????????????
???????????????????????????????????????????????????????????????????????Fig. 2??Fig. 3??????? ?????
??????????????????????????????????????????????? ??? ??????? ????? ???????? ???????????????????????
????? ???????? ????????????? ?????????? ??? ????????? ????? ??? ??? ???????????? ???????? ??????? ?????
???????? ??? ?????????????? ????????????? ?????????? ??????? ???? ????????? ???????? ????? ????
?????????????????????????????????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????????????????????????????????????
?????? ????????? ? ???????? ????????? ????????? ??????? ???????? ?????????? ???? ???????????
???????????? ????? ????? ????? ??? ????????????????????? ??? ???? ?????????????????? ???????
???????????????????????????????????????????????????????????????????????????????????????????????








Environmental data  
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Model stability and comparison with a model without density-dependence 
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Fig. 4. Posterior frequency of inclusion (in %) of the effect of the 5 studied reach characteristics (rows) on the 3 mortality rates 
(columns). Table A shows the results of the model for the 40 reaches. Table B summarizes the results of the leave-one-out 
deletion test, giving median [range] values for posterior frequency of inclusion. 
?
Variations in mortality according to age-stage 
??????????????????????????????????????????????????????Table 5?????????????????????????? ???
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Table 5. Main statistics of the marginal posterior PDFs for the parameters estimated across all reaches and years. 
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Comparing observed and predicted density 
???? ????????????????????????????????????????????????????????????????????????????????Fig. 7?????



















Fig. 5. Marginal posterior distributions of density-independent (???) and density-dependent (?? and????) mortality rates 
modeled by a hierarchical structure for the 40 reaches. The 1st row shows the distribution of????, which could not be explained 
by reach characteristics. The 2nd to 5th rows show change in density-dependent mortality distribution (?? and????) with shelter 




Fig. 6. Overall mortality for the processes describing natural mortality between successive age-stages (p4, p5, p6 and p7) for 
total process duration (respectively, 2, 10, 12 and 12 months). When inter-reach variation in at least one mortality rate (?? 
or???) was detected for age-stage??, fitted relations for the 40 reaches are presented (dashed gray lines) along with the mean 
expected relation (solid line). A vertical line is drawn at mean observed densities for 0+, 1+and adults (densities were never 
observed at emergence); upper limits of x-axes correspond to the 90th percentile of observed densities. Mortality from egg to 
emergent fry is not represented here, as mortality rates were not fitted but taken from the literature. 
Discussion 
Fitting the brown trout life-cycle 
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Fig. 7. Time series of observed and predicted densities of 0+, 1+ and adult brown trout in 2 reaches (Bes and Senouire; 
columns). Points represent observed densities, associated with measurement uncertainty (vertical lines). The black line shows 
the mean estimate of each year’s predicted density (shaded areas show 50% and 95% confidence intervals). 
???????????? ?????????????????? ?????????? ???? ????? ???????? ?????????? ?????????? ????? ???????
??????????????????????????????????????????????????????????????????????????????????????????
????????? ?????????? ????? ????? ???????? ??? ???????? ???????? ??? ?????? ??????????? ???????????????
??????????? ????? ??????????? ??? ???? ????????? ??? ??????????????????? ???????? ???????? ?Fig. 6???
?????????????????????????????????????????????????????????????????????????????????????????????????
???????????????????????????????????????????????
Inter-reach variation in mortality  
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Thermal regime influences the strength of density-dependence 
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Understanding inter-reach variation in????
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Limitations of our modeling approach and possible extension 
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Improving the representation of mortality during emergence 
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Modeling variation in stage duration between populations 
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Fig. 8. Prediction of monthly mortality in 1+ (left panel) and adults (right panel) depending on shelter availability (x-axis) and 
mean water temperature (y-axis). Black dots show the characteristics of reaches considered in this paper. Marginal relations 
are shown in upper and right sub-panels (shaded areas show 50% and 95% confidence intervals). Monthly mortality was 
computed by considering both density-independent and density-dependent mortality and for mean initial densities (10.5 
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Appendix A: Detailed modeling of the life-cycle 
A1. Calculation of the BH equation 
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Under-gravel egg mortality (p2) 
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Mortality process during emergence (p4) 
?????????? ??? ????? ?????????????? ??? ??????????????? ?????? ???? ?????? ?????? ?????????? ????????
???????????????????????????? ?? ??????????????????? ????????????????????? ?????????????????????????
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???????????? ???? ?????? ??? ??? ????? ??????? ?????? ??? ???? ?????? ????????????? ??? ???? ??????????
?????????????????????????????????????????? ????????????????????????????????????? ??????????????????
????????????
Mortality process during the end of the first year (Age-stage 0; p5) 
??????????????????????????????????????????????????????????????????????????????????????????????
??? ???????????????????????????????????????????????????????? ?? ???????????????????????????????????
??????????????????????? ????????????????????????????????????????????????????????????????????????
?????????????????????????????????????????????????????????????????????????????? ??????
??????????? ? ?? ? ???? ? ?????? ??? ??? ?? ? ???????? ? ????????? ??? ??? ?? ? ?? ? ??????
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Mortality process during the second year of life (Age-stage 1; p6) 
??????????????????????????????????????????????????????????????????????????????????????????????????
?????????????????????????
??????????? ? ?? ????? ? ?????? ??? ????? ?? ? ???????? ? ????????? ??? ????? ?? ? ?? ? ??????
?
???????????? ????????? ?????????? ??? ????????? ???????????? ??????????? ??? ??????????????????
????????????? ???????????????????????????????????????????????? ??????????????? ?????????????????
????????????????????????????????????????
Adult mortality (p7) 
??????????????????????????????????????????????????????????????????
??????????? ? ?
??? ? ?? ? ???
?????? ? ??????? ?????? ?????? ?? ? ??????





Spawning adults (p8) 
??????????????????????????????????????????? ???????? ?????????????????? ????????????????????????
???????????????????????????? ???????????????????????
??????????? ? ?????? ? ?????????? ???? ???? ?? ? ???????
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Annexe 1 : Caractéristiques des stations 
Table A1.1. Caractéristiques physiques des 45 stations étudiées 













Pont d'Arteil AD1 Adour TCC 0,2088 42,9971 1,13 735 17,6 145 
Gripp AG1 Adour TCC 0,2114 42,9351 4,45 1089 8,3 47 
Pont Biau AP1 Adour NAT 0,2734 42,9455 1,76 1075 8,8 53 
Le Taillat AP3 Adour TCC 0,2449 42,9703 2,62 920 13,2 71 
Trassouet AP4 Adour TCC 0,2321 42,9868 3,29 815 15,5 76 
Tourmalet AT1 Adour TCC 0,2022 42,9267 8,13 1210 6,2 27 
Le Clat AUD2 Aude TCC 2,2012 42,7731 2 470 48,97 334 
Bes BES Bes NAT 6,2605 44,2620 1 980 15 135 
Besbre BESB Besbre NAT 3,7392 46,0242 1,5 535 14 60 
Aval Arreau BEY1 Neste d’Aure TCC 0,3632 42,9172 0,72 715 35,26 555 
Ardengost BEY2 Neste d’Aure TCC 0,3717 42,9383 0,72 688 37,82 573 
Escalere BEY3 Neste d’Aure TCC 0,3763 42,9491 2,4 688 39,26 605 
TCC Breil Amont BREIL1 Roya TCC 7,5160 43,9361 1,46 286,6 37 455 
TCC Breil Aval BREIL2 Roya TCC 7,5204 43,9241 1,43 251,1 40 467 
Chateauneuf-de-Randon CHAP Chapeauroux NAT 3,7050 44,6760 0,8 1095 23 124 
Claree CLAR Clarée NAT 6,6794 44,9297 7,4 1370 28 188 
Couze Pavin COUZ Couze Pavin NAT 3,0016 45,5422 2 645 18 71 
Dourbie DOUR Dourbie NAT 3,4915 44,0753 0,3 1040 10 35 
Cussac Moulin Lavalette EPI Epie NAT 2,9273 44,9625 1,8 910 18 62 
Amont Scarassoui FON2 Roya TCC 7,5706 44,0229 3,1 493 21 273 
Aval Scarassoui FON3 Roya TCC 7,5652 44,0203 3,2 483 22 278 
Confluence Estaing GA1 Gave d’Azun NAT -0,1496 42,9801 2,95 660 21,5 113 
Aval Nouaux GA2 Gave d’Azun TCC -0,1331 42,9853 2,03 600 23,2 198 
Arrieulat GA3 Gave d’Azun TCC -0,1048 42,9998 2,48 460 27,2 207 
Confl. Boularic GA4 Gave d’Azun NAT -0,1882 42,9682 1,08 841 18 101 
Relais d'Espagne GG1 G. de Gavarnie TCC 0,0132 42,8021 2,16 950 21,3 199 
Pain de Sucre GG3 G. de Gavarnie NAT 0,0015 42,7600 2,4 1215 16 86 
Gave d'Heas GH1 G. de Gavarnie TCC 0,0177 42,7884 3,6 995 12,9 84 
Pont Neuf LIG0 Lignon Forez NAT 3,8956 45,6858 2,9 690 11,11 70 
Pont du Diable LIG1 Lignon Forez TCC 3,9347 45,6951 3,5 560 15,61 117 
Vaux LIG2 Lignon Forez TCC 3,9715 45,7097 2,2 460 21,49 128 
Irvillac MIGN Mignonne NAT -4,2189 48,3850 5,9 15 18 68 
Cires OUE1 Neste d’Oueil NAT 0,5180 42,8513 2 1237 4,4 13 
Mayregne OUE2 Neste d’Oueil NAT 0,5405 42,8398 3,8 1165 6,7 24 
St Paul d'Oueil OUE3 Neste d’Oueil NAT 0,5483 42,8244 4,4 1051 9 31 
Rebenty REBE Rebenty NAT 2,0386 42,8180 6 716 12 28 
Basse Valette ROIP1 Roizonne NAT 5,8566 44,9362 2,5 870 15,44 76 
Maison Durand ROIP2 Roizonne TCC 5,8567 44,9144 4 740 18,27 86 
Senouire SENO Senouire NAT 3,6545 45,2533 1,5 820 22 84 
Confl. Rioumajou STLA2 Neste d’Aure TCC 0,2944 42,7990 3 942 18,94 186 
Carriere Mir STLA3 Neste d’Aure TCC 0,3095 42,8064 3,03 872 21,17 250 
St-Sauveur-Lendelin TAU Taute NAT -1,4006 49,1358 5,1 34 9 23 
Tech TECH Tech NAT 2,3845 42,4114 10 1200 3 12 
Moulin de Kerloc’h TRI Trieux NAT -3,0881 48,4569 13,2 114 15 91 



































































































































AD1 1,35 82 9,15 1,5 0,44 8,68 20,31 16,51 20,71 12,48 11,57 6,31 X  X 
AG1 0,3 76 4,91 2,4 0,3 7,08 20 16,44 17,54 9,15 16,18 5,69 TRUE  X 
AP1 1,01 85 7,25 0,4 0,61 7,25 15,55 13,75 9,17 5,15 10,76 6,56 TRUE  X 
AP3 0,27 53 4,85 1,1 0,2 8,55 18,4 16,48 14,61 12,09 8,93 3,83 TRUE  X 
AP4 0,29 64 6,48 1,1 0,17 8,55 25,13 36,3 16,87 18,02 11,45 8,63 TRUE  X 
AT1 0,16 42 3,57 1,4 0,22 5,78 13,94 14,01 9,26 6,62 12,7 4,17 TRUE  X 
AUD2 0,67 125 11,45 1,5 0,25 9,25 7,78 4,2 5,23 2,98 4,55 1,46 TRUE  X 
BES 1,19 146 8,13 4,6 0,52 7,67 5,33 7,82 3,97 3,14 3,52 2,72 TRUE  X 
BESB 1,78 108 6,63 4,6 0,67 8,69 7,74 5,5 6,96 3,34 7,29 1,5 TRUE  X 
BEY1 1,69 165 12,98 1,5 0,34 9,24 9,41 5,78 7,71 5,07 3,8 2,01 TRUE X X 
BEY2 1,94 158 14,44 0,6 0,59 9,24 18,03 12,06 7,27 5,22 2,72 1,3  X X 
BEY3 2,15 174 12,97 1,5 0,46 9,24 19,16 14,62 8,73 6,28 3,88 1,97 X X X 
BREIL1 2,21 124     5,33 6,6 2,95 2,18 1,4 0,83  X  
BREIL2 2,27 78     12,7 13,67 10,54 8,92 3,46 2,3  X  
CHAP 1,09 162 7,81 0,2 0,33 7,71 5,78 3,32 3,65 1,48 3,72 0,97 X  X 
CLAR 2,8 132 13,09 0,8 0,51 5,79 9,91 8,66 5,84 3,65 12,94 4,25 X  X 
COUZ 0,91 136 8,74 1,2 0,25 8,11 10,16 8,49 8,63 5,12 6,64 3,85 X  X 
DOUR 1,13 135 13,72 1,3 0,21 6,06 8,1 6,62 4,1 2,21 2,33 0,82 X  X 
EPI 0,95 135 7,49 2 0,33 7,76 20,24 10,55 9,76 3,38 6,47 2,02 X  X 
FON2 0,43 106 6 4 0,25 9,22 20,13 16,35 9,78 8,1 4,65 3,23 X X  
FON3 1,13 61     19,78 18,63 10,87 6,35 3,27 1,68  X  
GA1 0,7 62 8,46 1,7 0,27 8,86 9,92 10,59 10,64 6,03 9,61 5,76  ? X 
GA2 0,96 82 10 1,1 0,3 9,39 6,11 7,06 8,98 6,43 6,69 1,69 X  X 
GA3 1 62 10,94 1,2 0,28 9,39 18,03 17,38 11,28 6,32 6,85 3,45 X  X 
GA4 1,22 95 10,78 0,5 0,34 8,47 14,94 4,03 18,52 4,69 18,1 4,18  ? X 
GG1 1,96 88 15,5 0,3 0,49 7,61 12,48 13,16 6,47 3,78 6,5 2,31 X  X 
GG3 2,5 66 10,71 1,3 0,57 6,74 5,23 4,25 7,08 3,94 8,27 2,42 X  X 
GH1 0,9 65 9,27 1,2 0,29 7,34 16,74 16,03 16,02 6,03 11,37 4,36 X  X 
LIG0 1,05 124 7,26 1,2 0,44 7,44 5,34 3,08 4,82 1,74 5,05 1,99 X  X 
LIG1 0,38 148 6,84 1,6 0,17 8,16 7,07 4,01 5,41 2,63 6,1 1,75 X  X 
LIG2 0,27 127 5,74 6,4 0,16 8,01 4,42 2,68 3,46 2,3 4,87 1,94 X X X 
MIGN 0,82 105 7,11 0,3 0,29 11 4,05 2,16 5,47 2,32 4,1 0,89 X  X 
OUE1 0,2 171 3,75 0,2 0,26 7,6 24,85 17,71 15,75 9,41 14,85 3,27  ? X 
OUE2 0,31 147 4,6 0,4 0,27 7,6 31,62 19,66 25,37 12,03 17,08 6,47  ? X 
OUE3 0,48 144 4,95 1 0,36 7,6 21,13 14,45 18,93 10,13 14,68 4,64  ? X 
REBE 0,45 116 5,03 1,5 0,45 8,53 8,79 7,46 9,69 5,62 6,53 2,38 X  X 
ROIP1 2,17 150 9,3 1,6 0,85 8,18 9,63 11,28 6,63 4,64 4,68 2,33 X  X 
ROIP2 0,33 100 7,39 1,6 0,25 8,28 16,48 27,77 10,72 8,18 7,3 4,23 X X X 
SENO 0,49 166 7,09 0,6 0,26 7,56 13,55 8,97 10,49 6,17 7,37 2,8 X  X 
STLA2 1,29 155 9,02 1,5 0,47 7,73 7,23 5,75 5,59 3,28 4,15 1,85 X  ?
STLA3 1,42 111 8,21 1,5 0,37 7,73 8,68 5,87 8,14 4,83 3 1,87 X  X 
TAU 0,12 125 3,86 0 0,1 11,26 7,61 5,56 4,43 2,22 4,45 2,68 X  X 
TECH 0,69 95 5,02 1,3 0,45 6,77 27,71 14,45 9,08 3,82 5,9 2,31 X  X 
TRI 0,77 84 6,95 1,3 0,36 11,15 3,78 2,26 9,12 4,17 3,73 1,67 X  X 




























Riv  : Adour
Bassin  : Adour
TCC






AD1 1e quart. Med. 3e quart.
Alt (m)  735  560  815 1040
Pente 1.1 1.8 2.5 3.6
Taille BV (km²) 145  60  86 198
D source (m) 17.6 12.0 18.0 22.0
%S Caches 2.9 1.2 1.9 2.9
Q50 (m3/s) 1.4 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 9.2 5.8 7.5 9.8
Longueur (m)  82.2  82.0 116.0 146.0
T50 (°C) 8.7 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0 20.3  7.6 12.5 19.2
sd D0 16.5  5.7 10.5 16.0
moy D1 20.7  5.8  9.1 10.9
sd D1 12.5  3.3  5.1  6.6
moy DAd 11.6  4.1  6.5  9.6













































































































Riv  : Adour
Bassin  : Adour
TCC






AG1 1e quart. Med. 3e quart.
Alt (m) 1089  560  815 1040
Pente 4.5 1.8 2.5 3.6
Taille BV (km²)  47  60  86 198
D source (m)  8.3 12.0 18.0 22.0
%S Caches 6.4 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 4.9 5.8 7.5 9.8
Longueur (m)  75.7  82.0 116.0 146.0
T50 (°C) 7.1 7.5 8.1 8.9
D50 (cm) 24.0  6.6 12.8 15.3
moy D0 20.0  7.6 12.5 19.2
sd D0 16.4  5.7 10.5 16.0
moy D1 17.5  5.8  9.1 10.9
sd D1 9.2 3.3 5.1 6.6
moy DAd 16.2  4.1  6.5  9.6














































































































Riv  : Adour
Bassin  : Adour
TEM






AP1 1e quart. Med. 3e quart.
Alt (m) 1075  560  815 1040
Pente 1.8 1.8 2.5 3.6
Taille BV (km²)  53  60  86 198
D source (m)  8.8 12.0 18.0 22.0
%S Caches 1.1 1.2 1.9 2.9
Q50 (m3/s) 1.0 0.4 0.9 1.4
V50 (m3/s) 0.6 0.3 0.3 0.5
Largeur (m) 7.3 5.8 7.5 9.8
Longueur (m)  85.2  82.0 116.0 146.0
T50 (°C) 7.3 7.5 8.1 8.9
D50 (cm)  4.0  6.6 12.8 15.3
moy D0 15.6  7.6 12.5 19.2
sd D0 13.7  5.7 10.5 16.0
moy D1  9.2  5.8  9.1 10.9
sd D1 5.1 3.3 5.1 6.6
moy DAd 10.8  4.1  6.5  9.6













































































































Riv  : Adour
Bassin  : Adour
TCC






AP3 1e quart. Med. 3e quart.
Alt (m)  920  560  815 1040
Pente 2.6 1.8 2.5 3.6
Taille BV (km²)  71  60  86 198
D source (m) 13.2 12.0 18.0 22.0
%S Caches 2.5 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 4.9 5.8 7.5 9.8
Longueur (m)  53.2  82.0 116.0 146.0
T50 (°C) 8.5 7.5 8.1 8.9
D50 (cm) 11.0  6.6 12.8 15.3
moy D0 18.4  7.6 12.5 19.2
sd D0 16.5  5.7 10.5 16.0
moy D1 14.6  5.8  9.1 10.9
sd D1 12.1  3.3  5.1  6.6
moy DAd 8.9 4.1 6.5 9.6













































































































Riv  : Adour
Bassin  : Adour
TCC






AP4 1e quart. Med. 3e quart.
Alt (m)  815  560  815 1040
Pente 3.3 1.8 2.5 3.6
Taille BV (km²)  76  60  86 198
D source (m) 15.5 12.0 18.0 22.0
%S Caches 2.6 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 6.5 5.8 7.5 9.8
Longueur (m)  63.9  82.0 116.0 146.0
T50 (°C) 8.5 7.5 8.1 8.9
D50 (cm) 10.8  6.6 12.8 15.3
moy D0 25.1  7.6 12.5 19.2
sd D0 36.3  5.7 10.5 16.0
moy D1 16.9  5.8  9.1 10.9
sd D1 18.0  3.3  5.1  6.6
moy DAd 11.5  4.1  6.5  9.6














































































































Riv  : Adour
Bassin  : Adour
TCC






AT1 1e quart. Med. 3e quart.
Alt (m) 1210  560  815 1040
Pente 8.1 1.8 2.5 3.6
Taille BV (km²)  27  60  86 198
D source (m)  6.2 12.0 18.0 22.0
%S Caches 5.3 1.2 1.9 2.9
Q50 (m3/s) 0.2 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 3.6 5.8 7.5 9.8
Longueur (m)  42.4  82.0 116.0 146.0
T50 (°C) 5.8 7.5 8.1 8.9
D50 (cm) 13.5  6.6 12.8 15.3
moy D0 13.9  7.6 12.5 19.2
sd D0 14.0  5.7 10.5 16.0
moy D1  9.3  5.8  9.1 10.9
sd D1 6.6 3.3 5.1 6.6
moy DAd 12.7  4.1  6.5  9.6













































































































Riv  : Aude
Bassin  : Mediterranee
TCC






AUD2 1e quart. Med. 3e quart.
Alt (m)  470  560  815 1040
Pente 2.0 1.8 2.5 3.6
Taille BV (km²) 334  60  86 198
D source (m) 49 12 18 22
%S Caches 1.3 1.2 1.9 2.9
Q50 (m3/s) 0.7 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 11.4  5.8  7.5  9.8
Longueur (m) 125  82 116 146
T50 (°C) 9.2 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0  7.8  7.6 12.5 19.2
sd D0  4.2  5.7 10.5 16.0
moy D1  5.2  5.8  9.1 10.9
sd D1 3.0 3.3 5.1 6.6
moy DAd 4.6 4.1 6.5 9.6














































































































Riv  : Bes
Bassin  : Rhone
TEM






BES 1e quart. Med. 3e quart.
Alt (m)  980  560  815 1040
Pente 1.0 1.8 2.5 3.6
Taille BV (km²) 135  60  86 198
D source (m) 15 12 18 22
%S Caches 2.9 1.2 1.9 2.9
Q50 (m3/s) 1.2 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 8.1 5.8 7.5 9.8
Longueur (m) 146  82 116 146
T50 (°C) 7.7 7.5 8.1 8.9
D50 (cm) 46.0  6.6 12.8 15.3
moy D0  5.3  7.6 12.5 19.2
sd D0  7.8  5.7 10.5 16.0
moy D1  4.0  5.8  9.1 10.9
sd D1 3.1 3.3 5.1 6.6
moy DAd 3.5 4.1 6.5 9.6













































































































Riv  : Besbre
Bassin  : Loire
TEM






BESB 1e quart. Med. 3e quart.
Alt (m)  535  560  815 1040
Pente 1.5 1.8 2.5 3.6
Taille BV (km²)  60  60  86 198
D source (m) 14 12 18 22
%S Caches 1.9 1.2 1.9 2.9
Q50 (m3/s) 1.8 0.4 0.9 1.4
V50 (m3/s) 0.7 0.3 0.3 0.5
Largeur (m) 6.6 5.8 7.5 9.8
Longueur (m) 108  82 116 146
T50 (°C) 8.6 7.5 8.1 8.9
D50 (cm) 46.1  6.6 12.8 15.3
moy D0  7.7  7.6 12.5 19.2
sd D0  5.5  5.7 10.5 16.0
moy D1  7.0  5.8  9.1 10.9
sd D1 3.3 3.3 5.1 6.6
moy DAd 7.3 4.1 6.5 9.6








































































































Riv  : Neste Aure
Bassin  : Garonne
TCC






BEY1 1e quart. Med. 3e quart.
Alt (m)  715  560  815 1040
Pente 0.7 1.8 2.5 3.6
Taille BV (km²) 555  60  86 198
D source (m) 35.3 12.0 18.0 22.0
%S Caches 1.9 1.2 1.9 2.9
Q50 (m3/s) 1.7 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 13.0  5.8  7.5  9.8
Longueur (m) 164.8  82.0 116.0 146.0
T50 (°C) 9.2 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0  9.4  7.6 12.5 19.2
sd D0  5.8  5.7 10.5 16.0
moy D1  7.7  5.8  9.1 10.9
sd D1 5.1 3.3 5.1 6.6
moy DAd 3.8 4.1 6.5 9.6






















































































































































Riv  : Neste Aure
Bassin  : Garonne
TCC






BEY2 1e quart. Med. 3e quart.
Alt (m)  688  560  815 1040
Pente 0.7 1.8 2.5 3.6
Taille BV (km²) 573  60  86 198
D source (m) 37.8 12.0 18.0 22.0
%S Caches 0.7 1.2 1.9 2.9
Q50 (m3/s) 1.9 0.4 0.9 1.4
V50 (m3/s) 0.6 0.3 0.3 0.5
Largeur (m) 14.4  5.8  7.5  9.8
Longueur (m) 157.6  82.0 116.0 146.0
T50 (°C) 9.2 7.5 8.1 8.9
D50 (cm)  6.0  6.6 12.8 15.3
moy D0 18.0  7.6 12.5 19.2
sd D0 12.1  5.7 10.5 16.0
moy D1  7.3  5.8  9.1 10.9
sd D1 5.2 3.3 5.1 6.6
moy DAd 2.7 4.1 6.5 9.6






























































































































































Riv  : Neste Aure
Bassin  : Garonne
TCC






BEY3 1e quart. Med. 3e quart.
Alt (m)  688  560  815 1040
Pente 2.4 1.8 2.5 3.6
Taille BV (km²) 605  60  86 198
D source (m) 39.3 12.0 18.0 22.0
%S Caches 1.0 1.2 1.9 2.9
Q50 (m3/s) 2.1 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 13.0  5.8  7.5  9.8
Longueur (m) 173.8  82.0 116.0 146.0
T50 (°C) 9.2 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0 19.2  7.6 12.5 19.2
sd D0 14.6  5.7 10.5 16.0
moy D1  8.7  5.8  9.1 10.9
sd D1 6.3 3.3 5.1 6.6
moy DAd 3.9 4.1 6.5 9.6



























































































































































Riv  : Roya
Bassin  : Roya
TCC






BREIL1 1e quart. Med. 3e quar
Alt (m)  286.6  560.0  815.0 1040.0
Pente 1.5 1.8 2.5 3.6
Taille BV (km²) 455  60  86 198
D source (m) 37 12 18 22
%S Caches 1.2 1.9 2.9
Q50 (m3/s) 2.2 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.5
Largeur (m) 5.8 7.5 9.8
Longueur (m) 124  82 116 146
T50 (°C) 7.5 8.1 8.9
D50 (cm)  6.6 12.8 15.3
moy D0  5.3  7.6 12.5 19.2
sd D0  6.6  5.7 10.5 16.0
moy D1  3.0  5.8  9.1 10.9
sd D1 2.2 3.3 5.1 6.6
moy DAd 1.4 4.1 6.5 9.6






































































































































Riv  : Roya
Bassin  : Roya
TCC






BREIL2 1e quart. Med. 3e quar
Alt (m)  251.1  560.0  815.0 1040.0
Pente 1.4 1.8 2.5 3.6
Taille BV (km²) 467  60  86 198
D source (m) 40 12 18 22
%S Caches 1.2 1.9 2.9
Q50 (m3/s) 2.3 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.5
Largeur (m) 5.8 7.5 9.8
Longueur (m)  78  82 116 146
T50 (°C) 7.5 8.1 8.9
D50 (cm)  6.6 12.8 15.3
moy D0 12.7  7.6 12.5 19.2
sd D0 13.7  5.7 10.5 16.0
moy D1 10.5  5.8  9.1 10.9
sd D1 8.9 3.3 5.1 6.6
moy DAd 3.5 4.1 6.5 9.6































































































































Riv  : Chapeauroux
Bassin  : Loire
TEM






CHAP 1e quart. Med. 3e quart.
Alt (m) 1095  560  815 1040
Pente 0.8 1.8 2.5 3.6
Taille BV (km²) 124  60  86 198
D source (m) 23 12 18 22
%S Caches 0.7 1.2 1.9 2.9
Q50 (m3/s) 1.1 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 7.8 5.8 7.5 9.8
Longueur (m) 162  82 116 146
T50 (°C) 7.7 7.5 8.1 8.9
D50 (cm)  2.5  6.6 12.8 15.3
moy D0  5.8  7.6 12.5 19.2
sd D0  3.3  5.7 10.5 16.0
moy D1  3.6  5.8  9.1 10.9
sd D1 1.5 3.3 5.1 6.6
moy DAd 3.7 4.1 6.5 9.6











































































































Riv  : Claree
Bassin  : Rhone
TEM






CLAR 1e quart. Med. 3e quart.
Alt (m) 1370  560  815 1040
Pente 7.4 1.8 2.5 3.6
Taille BV (km²) 188  60  86 198
D source (m) 28 12 18 22
%S Caches 0.6 1.2 1.9 2.9
Q50 (m3/s) 2.8 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 13.1  5.8  7.5  9.8
Longueur (m) 132.1  82.0 116.0 146.0
T50 (°C) 5.8 7.5 8.1 8.9
D50 (cm)  7.7  6.6 12.8 15.3
moy D0  9.9  7.6 12.5 19.2
sd D0  8.7  5.7 10.5 16.0
moy D1  5.8  5.8  9.1 10.9
sd D1 3.7 3.3 5.1 6.6
moy DAd 12.9  4.1  6.5  9.6








































































































Riv  : Couze Pavin
Bassin  : Loire
TEM






COUZ 1e quart. Med. 3e quart.
Alt (m)  645  560  815 1040
Pente 2.0 1.8 2.5 3.6
Taille BV (km²)  71  60  86 198
D source (m) 18 12 18 22
%S Caches 0.4 1.2 1.9 2.9
Q50 (m3/s) 0.9 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 8.7 5.8 7.5 9.8
Longueur (m) 135.6  82.0 116.0 146.0
T50 (°C) 8.1 7.5 8.1 8.9
D50 (cm) 11.8  6.6 12.8 15.3
moy D0 10.2  7.6 12.5 19.2
sd D0  8.5  5.7 10.5 16.0
moy D1  8.6  5.8  9.1 10.9
sd D1 5.1 3.3 5.1 6.6
moy DAd 6.6 4.1 6.5 9.6













































































































Riv  : Dourbie
Bassin  : Garonne
TEM






DOUR 1e quart. Med. 3e quart.
Alt (m) 1040  560  815 1040
Pente 0.3 1.8 2.5 3.6
Taille BV (km²)  35  60  86 198
D source (m) 10 12 18 22
%S Caches 0.3 1.2 1.9 2.9
Q50 (m3/s) 1.1 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 13.7  5.8  7.5  9.8
Longueur (m) 135.2  82.0 116.0 146.0
T50 (°C) 6.0 7.5 8.1 8.9
D50 (cm) 12.8  6.6 12.8 15.3
moy D0  8.1  7.6 12.5 19.2
sd D0  6.6  5.7 10.5 16.0
moy D1  4.1  5.8  9.1 10.9
sd D1 2.2 3.3 5.1 6.6
moy DAd 2.3 4.1 6.5 9.6













































































































Riv  : Epie
Bassin  : Garonne
TEM






EPI 1e quart. Med. 3e quart.
Alt (m)  910  560  815 1040
Pente 1.8 1.8 2.5 3.6
Taille BV (km²)  62  60  86 198
D source (m) 18 12 18 22
%S Caches 1.0 1.2 1.9 2.9
Q50 (m3/s) 0.9 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 7.5 5.8 7.5 9.8
Longueur (m) 135  82 116 146
T50 (°C) 7.8 7.5 8.1 8.9
D50 (cm) 20.0  6.6 12.8 15.3
moy D0 20.2  7.6 12.5 19.2
sd D0 10.5  5.7 10.5 16.0
moy D1  9.8  5.8  9.1 10.9
sd D1 3.4 3.3 5.1 6.6
moy DAd 6.5 4.1 6.5 9.6














































































































Riv  : Roya
Bassin  : Roya
TCC






FON2 1e quart. Med. 3e quart.
Alt (m)  493  560  815 1040
Pente 3.1 1.8 2.5 3.6
Taille BV (km²) 273  60  86 198
D source (m) 21 12 18 22
%S Caches 1.2 1.9 2.9
Q50 (m3/s) 0.4 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 6.0 5.8 7.5 9.8
Longueur (m) 106.5  82.0 116.0 146.0
T50 (°C) 9.2 7.5 8.1 8.9
D50 (cm) 40.0  6.6 12.8 15.3
moy D0 20.1  7.6 12.5 19.2
sd D0 16.3  5.7 10.5 16.0
moy D1  9.8  5.8  9.1 10.9
sd D1 8.1 3.3 5.1 6.6
moy DAd 4.7 4.1 6.5 9.6







































































































































Riv  : Roya
Bassin  : Roya
TCC






FON3 1e quart. Med. 3e quart.
Alt (m)  483  560  815 1040
Pente 3.2 1.8 2.5 3.6
Taille BV (km²) 278  60  86 198
D source (m) 22 12 18 22
%S Caches 1.2 1.9 2.9
Q50 (m3/s) 1.1 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.5
Largeur (m) 5.8 7.5 9.8
Longueur (m)  60.8  82.0 116.0 146.0
T50 (°C) 7.5 8.1 8.9
D50 (cm)  6.6 12.8 15.3
moy D0 19.8  7.6 12.5 19.2
sd D0 18.6  5.7 10.5 16.0
moy D1 10.9  5.8  9.1 10.9
sd D1 6.3 3.3 5.1 6.6
moy DAd 3.3 4.1 6.5 9.6































































































































Riv  : Gave Azun
Bassin  : Adour
TEM






GA1 1e quart. Med. 3e quart.
Alt (m)  660  560  815 1040
Pente 2.9 1.8 2.5 3.6
Taille BV (km²) 113  60  86 198
D source (m) 21.5 12.0 18.0 22.0
%S Caches 4.6 1.2 1.9 2.9
Q50 (m3/s) 0.7 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 8.5 5.8 7.5 9.8
Longueur (m)  62  82 116 146
T50 (°C) 8.9 7.5 8.1 8.9
D50 (cm) 17.0  6.6 12.8 15.3
moy D0  9.9  7.6 12.5 19.2
sd D0 10.6  5.7 10.5 16.0
moy D1 10.6  5.8  9.1 10.9
sd D1 6.0 3.3 5.1 6.6
moy DAd 9.6 4.1 6.5 9.6













































































































Riv  : Gave Azun
Bassin  : Adour
TCC






GA2 1e quart. Med. 3e quart.
Alt (m)  600  560  815 1040
Pente 2.0 1.8 2.5 3.6
Taille BV (km²) 198  60  86 198
D source (m) 23.2 12.0 18.0 22.0
%S Caches 2.1 1.2 1.9 2.9
Q50 (m3/s) 1.0 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 10.0  5.8  7.5  9.8
Longueur (m)  82  82 116 146
T50 (°C) 9.4 7.5 8.1 8.9
D50 (cm) 11.0  6.6 12.8 15.3
moy D0  6.1  7.6 12.5 19.2
sd D0  7.1  5.7 10.5 16.0
moy D1  9.0  5.8  9.1 10.9
sd D1 6.4 3.3 5.1 6.6
moy DAd 6.7 4.1 6.5 9.6









































































































Riv  : Gave Azun
Bassin  : Adour
TCC






GA3 1e quart. Med. 3e quart.
Alt (m)  460  560  815 1040
Pente 2.5 1.8 2.5 3.6
Taille BV (km²) 207  60  86 198
D source (m) 27.2 12.0 18.0 22.0
%S Caches 1.6 1.2 1.9 2.9
Q50 (m3/s) 1.0 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 10.9  5.8  7.5  9.8
Longueur (m)  62.1  82.0 116.0 146.0
T50 (°C) 9.4 7.5 8.1 8.9
D50 (cm) 12.0  6.6 12.8 15.3
moy D0 18.0  7.6 12.5 19.2
sd D0 17.4  5.7 10.5 16.0
moy D1 11.3  5.8  9.1 10.9
sd D1 6.3 3.3 5.1 6.6
moy DAd 6.9 4.1 6.5 9.6











































































































Riv  : Gave Azun
Bassin  : Adour
TEM






GA4 1e quart. Med. 3e quart.
Alt (m)  841  560  815 1040
Pente 1.1 1.8 2.5 3.6
Taille BV (km²) 101  60  86 198
D source (m) 18 12 18 22
%S Caches 2.8 1.2 1.9 2.9
Q50 (m3/s) 1.2 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 10.8  5.8  7.5  9.8
Longueur (m)  95  82 116 146
T50 (°C) 8.5 7.5 8.1 8.9
D50 (cm)  5.0  6.6 12.8 15.3
moy D0 14.9  7.6 12.5 19.2
sd D0  4.0  5.7 10.5 16.0
moy D1 18.5  5.8  9.1 10.9
sd D1 4.7 3.3 5.1 6.6
moy DAd 18.1  4.1  6.5  9.6














































































































Riv  : Gave Gavarnie
Bassin  : Adour
TCC






GG1 1e quart. Med. 3e quart.
Alt (m)  950  560  815 1040
Pente 2.2 1.8 2.5 3.6
Taille BV (km²) 199  60  86 198
D source (m) 21.3 12.0 18.0 22.0
%S Caches 0.8 1.2 1.9 2.9
Q50 (m3/s) 2.0 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 15.5  5.8  7.5  9.8
Longueur (m)  88  82 116 146
T50 (°C) 7.6 7.5 8.1 8.9
D50 (cm)  3.0  6.6 12.8 15.3
moy D0 12.5  7.6 12.5 19.2
sd D0 13.2  5.7 10.5 16.0
moy D1  6.5  5.8  9.1 10.9
sd D1 3.8 3.3 5.1 6.6
moy DAd 6.5 4.1 6.5 9.6











































































































Riv  : Gave Gavarnie
Bassin  : Adour
TEM






GG3 1e quart. Med. 3e quart.
Alt (m) 1215  560  815 1040
Pente 2.4 1.8 2.5 3.6
Taille BV (km²)  86  60  86 198
D source (m) 16 12 18 22
%S Caches 2.3 1.2 1.9 2.9
Q50 (m3/s) 2.5 0.4 0.9 1.4
V50 (m3/s) 0.6 0.3 0.3 0.5
Largeur (m) 10.7  5.8  7.5  9.8
Longueur (m)  66  82 116 146
T50 (°C) 6.7 7.5 8.1 8.9
D50 (cm) 13.0  6.6 12.8 15.3
moy D0  5.2  7.6 12.5 19.2
sd D0  4.3  5.7 10.5 16.0
moy D1  7.1  5.8  9.1 10.9
sd D1 3.9 3.3 5.1 6.6
moy DAd 8.3 4.1 6.5 9.6












































































































Riv  : Gave Gavarnie
Bassin  : Adour
TCC






GH1 1e quart. Med. 3e quart.
Alt (m)  995  560  815 1040
Pente 3.6 1.8 2.5 3.6
Taille BV (km²)  84  60  86 198
D source (m) 12.9 12.0 18.0 22.0
%S Caches 2.7 1.2 1.9 2.9
Q50 (m3/s) 0.9 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 9.3 5.8 7.5 9.8
Longueur (m)  65  82 116 146
T50 (°C) 7.3 7.5 8.1 8.9
D50 (cm) 12.5  6.6 12.8 15.3
moy D0 16.7  7.6 12.5 19.2
sd D0 16.0  5.7 10.5 16.0
moy D1 16.0  5.8  9.1 10.9
sd D1 6.0 3.3 5.1 6.6
moy DAd 11.4  4.1  6.5  9.6











































































































Riv  : Lignon Forez
Bassin  : Loire
TEM






LIG0 1e quart. Med. 3e quart.
Alt (m)  690  560  815 1040
Pente 2.9 1.8 2.5 3.6
Taille BV (km²)  70  60  86 198
D source (m) 11.1 12.0 18.0 22.0
%S Caches 1.8 1.2 1.9 2.9
Q50 (m3/s) 1.0 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 7.3 5.8 7.5 9.8
Longueur (m) 124  82 116 146
T50 (°C) 7.4 7.5 8.1 8.9
D50 (cm) 12.0  6.6 12.8 15.3
moy D0  5.3  7.6 12.5 19.2
sd D0  3.1  5.7 10.5 16.0
moy D1  4.8  5.8  9.1 10.9
sd D1 1.7 3.3 5.1 6.6
moy DAd 5.1 4.1 6.5 9.6














































































































Riv  : Lignon Forez
Bassin  : Loire
TCC






LIG1 1e quart. Med. 3e quart.
Alt (m)  560  560  815 1040
Pente 3.5 1.8 2.5 3.6
Taille BV (km²) 117  60  86 198
D source (m) 15.6 12.0 18.0 22.0
%S Caches 1.8 1.2 1.9 2.9
Q50 (m3/s) 0.4 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 6.8 5.8 7.5 9.8
Longueur (m) 148.1  82.0 116.0 146.0
T50 (°C) 8.2 7.5 8.1 8.9
D50 (cm) 16.0  6.6 12.8 15.3
moy D0  7.1  7.6 12.5 19.2
sd D0  4.0  5.7 10.5 16.0
moy D1  5.4  5.8  9.1 10.9
sd D1 2.6 3.3 5.1 6.6
moy DAd 6.1 4.1 6.5 9.6
















































































































Riv  : Lignon Forez
Bassin  : Loire
TCC






LIG2 1e quart. Med. 3e quart.
Alt (m)  460  560  815 1040
Pente 2.2 1.8 2.5 3.6
Taille BV (km²) 128  60  86 198
D source (m) 21.5 12.0 18.0 22.0
%S Caches 1.3 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.2 0.3 0.3 0.5
Largeur (m) 5.7 5.8 7.5 9.8
Longueur (m) 127  82 116 146
T50 (°C) 8.0 7.5 8.1 8.9
D50 (cm) 64.0  6.6 12.8 15.3
moy D0  4.4  7.6 12.5 19.2
sd D0  2.7  5.7 10.5 16.0
moy D1  3.5  5.8  9.1 10.9
sd D1 2.3 3.3 5.1 6.6
moy DAd 4.9 4.1 6.5 9.6






















































































































































Riv  : Mignonne
Bassin  : Bretagne
TEM






MIGN 1e quart. Med. 3e quart.
Alt (m)   15  560  815 1040
Pente 5.9 1.8 2.5 3.6
Taille BV (km²)  68  60  86 198
D source (m) 18 12 18 22
%S Caches 1.2 1.2 1.9 2.9
Q50 (m3/s) 0.8 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 7.1 5.8 7.5 9.8
Longueur (m) 105  82 116 146
T50 (°C) 11.0  7.5  8.1  8.9
D50 (cm)  3.0  6.6 12.8 15.3
moy D0  4.0  7.6 12.5 19.2
sd D0  2.2  5.7 10.5 16.0
moy D1  5.5  5.8  9.1 10.9
sd D1 2.3 3.3 5.1 6.6
moy DAd 4.1 4.1 6.5 9.6














































































































Riv  : Neste Oueil
Bassin  : Garonne
TEM






OUE1 1e quart. Med. 3e quart.
Alt (m) 1237  560  815 1040
Pente 2.0 1.8 2.5 3.6
Taille BV (km²)  13  60  86 198
D source (m)  4.4 12.0 18.0 22.0
%S Caches 3.1 1.2 1.9 2.9
Q50 (m3/s) 0.2 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 3.8 5.8 7.5 9.8
Longueur (m) 171  82 116 146
T50 (°C) 7.6 7.5 8.1 8.9
D50 (cm)  2.0  6.6 12.8 15.3
moy D0 24.9  7.6 12.5 19.2
sd D0 17.7  5.7 10.5 16.0
moy D1 15.7  5.8  9.1 10.9
sd D1 9.4 3.3 5.1 6.6
moy DAd 14.9  4.1  6.5  9.6















































































































Riv  : Neste Oueil
Bassin  : Garonne
TEM






OUE2 1e quart. Med. 3e quart.
Alt (m) 1165  560  815 1040
Pente 3.8 1.8 2.5 3.6
Taille BV (km²)  24  60  86 198
D source (m)  6.7 12.0 18.0 22.0
%S Caches 4.7 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 4.6 5.8 7.5 9.8
Longueur (m) 147  82 116 146
T50 (°C) 7.6 7.5 8.1 8.9
D50 (cm)  4.0  6.6 12.8 15.3
moy D0 31.6  7.6 12.5 19.2
sd D0 19.7  5.7 10.5 16.0
moy D1 25.4  5.8  9.1 10.9
sd D1 12.0  3.3  5.1  6.6
moy DAd 17.1  4.1  6.5  9.6















































































































Riv  : Neste Oueil
Bassin  : Garonne
TEM






OUE3 1e quart. Med. 3e quart.
Alt (m) 1051  560  815 1040
Pente 4.4 1.8 2.5 3.6
Taille BV (km²)  31  60  86 198
D source (m)  9 12 18 22
%S Caches 4.9 1.2 1.9 2.9
Q50 (m3/s) 0.5 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 4.9 5.8 7.5 9.8
Longueur (m) 144  82 116 146
T50 (°C) 7.6 7.5 8.1 8.9
D50 (cm) 10.0  6.6 12.8 15.3
moy D0 21.1  7.6 12.5 19.2
sd D0 14.4  5.7 10.5 16.0
moy D1 18.9  5.8  9.1 10.9
sd D1 10.1  3.3  5.1  6.6
moy DAd 14.7  4.1  6.5  9.6














































































































Riv  : Rebenty
Bassin  : Mediterranee
TEM






REBE 1e quart. Med. 3e quart.
Alt (m)  716  560  815 1040
Pente 6.0 1.8 2.5 3.6
Taille BV (km²)  28  60  86 198
D source (m) 12 12 18 22
%S Caches 3.0 1.2 1.9 2.9
Q50 (m3/s) 0.5 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 5.0 5.8 7.5 9.8
Longueur (m) 116  82 116 146
T50 (°C) 8.5 7.5 8.1 8.9
D50 (cm) 15.4  6.6 12.8 15.3
moy D0  8.8  7.6 12.5 19.2
sd D0  7.5  5.7 10.5 16.0
moy D1  9.7  5.8  9.1 10.9
sd D1 5.6 3.3 5.1 6.6
moy DAd 6.5 4.1 6.5 9.6













































































































Riv  : Roizonne
Bassin  : Rhone
TEM






ROIP1 1e quart. Med. 3e quart.
Alt (m)  870  560  815 1040
Pente 2.5 1.8 2.5 3.6
Taille BV (km²)  76  60  86 198
D source (m) 15.4 12.0 18.0 22.0
%S Caches 0.6 1.2 1.9 2.9
Q50 (m3/s) 2.2 0.4 0.9 1.4
V50 (m3/s) 0.8 0.3 0.3 0.5
Largeur (m) 9.3 5.8 7.5 9.8
Longueur (m) 149.5  82.0 116.0 146.0
T50 (°C) 8.2 7.5 8.1 8.9
D50 (cm) 16.0  6.6 12.8 15.3
moy D0  9.6  7.6 12.5 19.2
sd D0 11.3  5.7 10.5 16.0
moy D1  6.6  5.8  9.1 10.9
sd D1 4.6 3.3 5.1 6.6
moy DAd 4.7 4.1 6.5 9.6











































































































Riv  : Roizonne
Bassin  : Rhone
TCC






ROIP2 1e quart. Med. 3e quart.
Alt (m)  740  560  815 1040
Pente 4.0 1.8 2.5 3.6
Taille BV (km²)  86  60  86 198
D source (m) 18.3 12.0 18.0 22.0
%S Caches 3.5 1.2 1.9 2.9
Q50 (m3/s) 0.3 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 7.4 5.8 7.5 9.8
Longueur (m) 100  82 116 146
T50 (°C) 8.3 7.5 8.1 8.9
D50 (cm) 16.0  6.6 12.8 15.3
moy D0 16.5  7.6 12.5 19.2
sd D0 27.8  5.7 10.5 16.0
moy D1 10.7  5.8  9.1 10.9
sd D1 8.2 3.3 5.1 6.6
moy DAd 7.3 4.1 6.5 9.6














































































































































Riv  : Senouire
Bassin  : Loire
TEM






SENO 1e quart. Med. 3e quart.
Alt (m)  820  560  815 1040
Pente 1.5 1.8 2.5 3.6
Taille BV (km²)  84  60  86 198
D source (m) 22 12 18 22
%S Caches 1.3 1.2 1.9 2.9
Q50 (m3/s) 0.5 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 7.1 5.8 7.5 9.8
Longueur (m) 165.9  82.0 116.0 146.0
T50 (°C) 7.5 7.5 8.1 8.9
D50 (cm)  6.2  6.6 12.8 15.3
moy D0 13.6  7.6 12.5 19.2
sd D0  9.0  5.7 10.5 16.0
moy D1 10.5  5.8  9.1 10.9
sd D1 6.2 3.3 5.1 6.6
moy DAd 7.4 4.1 6.5 9.6












































































































Riv  : Neste Aure
Bassin  : Garonne
TCC






STLA2 1e quart. Med. 3e quart.
Alt (m)  942  560  815 1040
Pente 3.0 1.8 2.5 3.6
Taille BV (km²) 186  60  86 198
D source (m) 18.9 12.0 18.0 22.0
%S Caches 1.2 1.9 2.9
Q50 (m3/s) 1.3 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 9.0 5.8 7.5 9.8
Longueur (m) 155  82 116 146
T50 (°C) 7.7 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0  7.2  7.6 12.5 19.2
sd D0  5.7  5.7 10.5 16.0
moy D1  5.6  5.8  9.1 10.9
sd D1 3.3 3.3 5.1 6.6
moy DAd 4.2 4.1 6.5 9.6
































































































Riv  : Neste Aure
Bassin  : Garonne
TCC






STLA3 1e quart. Med. 3e quart.
Alt (m)  872  560  815 1040
Pente 3.0 1.8 2.5 3.6
Taille BV (km²) 250  60  86 198
D source (m) 21.2 12.0 18.0 22.0
%S Caches 3.2 1.2 1.9 2.9
Q50 (m3/s) 1.4 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 8.2 5.8 7.5 9.8
Longueur (m) 111  82 116 146
T50 (°C) 7.7 7.5 8.1 8.9
D50 (cm) 15.0  6.6 12.8 15.3
moy D0  8.7  7.6 12.5 19.2
sd D0  5.9  5.7 10.5 16.0
moy D1  8.1  5.8  9.1 10.9
sd D1 4.8 3.3 5.1 6.6
moy DAd 3.0 4.1 6.5 9.6











































































































Riv  : Taute
Bassin  : Normandie
TEM





TAU 1e quart. Med. 3e quart.
Alt (m)   34  560  815 1040
Pente 5.1 1.8 2.5 3.6
Taille BV (km²)  23  60  86 198
D source (m)  9 12 18 22
%S Caches 1.9 1.2 1.9 2.9
Q50 (m3/s) 0.1 0.4 0.9 1.4
V50 (m3/s) 0.1 0.3 0.3 0.5
Largeur (m) 3.9 5.8 7.5 9.8
Longueur (m) 125  82 116 146
T50 (°C) 11.2  7.5  8.1  8.9
D50 (cm)  0.1  6.6 12.8 15.3
moy D0  7.6  7.6 12.5 19.2
sd D0  5.6  5.7 10.5 16.0
moy D1  4.4  5.8  9.1 10.9
sd D1 2.2 3.3 5.1 6.6
moy DAd 4.4 4.1 6.5 9.6














































































































Riv  : Tech
Bassin  : Mediterranee
TEM






TECH 1e quart. Med. 3e quart.
Alt (m) 1200  560  815 1040
Pente 10.0  1.8  2.5  3.6
Taille BV (km²)  12  60  86 198
D source (m)  3 12 18 22
%S Caches 3.0 1.2 1.9 2.9
Q50 (m3/s) 0.7 0.4 0.9 1.4
V50 (m3/s) 0.5 0.3 0.3 0.5
Largeur (m) 5.0 5.8 7.5 9.8
Longueur (m)  95  82 116 146
T50 (°C) 6.7 7.5 8.1 8.9
D50 (cm) 12.8  6.6 12.8 15.3
moy D0 27.7  7.6 12.5 19.2
sd D0 14.5  5.7 10.5 16.0
moy D1  9.1  5.8  9.1 10.9
sd D1 3.8 3.3 5.1 6.6
moy DAd 5.9 4.1 6.5 9.6
















































































































Riv  : Trieux
Bassin  : Bretagne
TEM






TRI 1e quart. Med. 3e quart.
Alt (m)  114  560  815 1040
Pente 13.2  1.8  2.5  3.6
Taille BV (km²)  91  60  86 198
D source (m) 15 12 18 22
%S Caches 1.2 1.2 1.9 2.9
Q50 (m3/s) 0.8 0.4 0.9 1.4
V50 (m3/s) 0.4 0.3 0.3 0.5
Largeur (m) 7.0 5.8 7.5 9.8
Longueur (m)  84  82 116 146
T50 (°C) 11.1  7.5  8.1  8.9
D50 (cm) 13.0  6.6 12.8 15.3
moy D0  3.8  7.6 12.5 19.2
sd D0  2.3  5.7 10.5 16.0
moy D1  9.1  5.8  9.1 10.9
sd D1 4.2 3.3 5.1 6.6
moy DAd 3.7 4.1 6.5 9.6














































































































Riv  : Truyere
Bassin  : Garonne
TEM






TRUY 1e quart. Med. 3e quart.
Alt (m) 1320  560  815 1040
Pente 3.5 1.8 2.5 3.6
Taille BV (km²)   9  60  86 198
D source (m)  4 12 18 22
%S Caches 2.0 1.2 1.9 2.9
Q50 (m3/s) 0.2 0.4 0.9 1.4
V50 (m3/s) 0.3 0.3 0.3 0.5
Largeur (m) 2.9 5.8 7.5 9.8
Longueur (m) 179.1  82.0 116.0 146.0
T50 (°C) 6.6 7.5 8.1 8.9
D50 (cm)  0.6  6.6 12.8 15.3
moy D0 25.9  7.6 12.5 19.2
sd D0 21.9  5.7 10.5 16.0
moy D1 20.3  5.8  9.1 10.9
sd D1 16.4  3.3  5.1  6.6
moy DAd 6.1 4.1 6.5 9.6


















































































































Annexe 3 : Caractéristiques physiques des stations  
1. Caractéristiques physiques moyennes des stations utilisées 
Table A3.1. Caractéristiques physique des stations utilisées. Les minimums et maximums sont donnés pour toutes les stations 
disponibles et les moyennes sont données pour le jeu de données mobilisé pour chaque article. Certaines caractéristiques 
(hydrauliques notamment) n’étaient disponibles que pour 6 des 9 sites utilisés dans l’Article 2 : elles sont caractérisées par des 
moyennes partielles, identifiées par un astérisque. 
? ???? ???????? ????
? ? ?????????? ?????????? ?????????? ?
?????? ?????????????????????? ???? ???? ???? ???? ?????
????????????? ????? ?????? ?????? ?????? ???????
?????????????????????????? ???? ????? ????? ????? ?????
???????????????????????????????? ???? ?????? ?????? ?????? ??????
????????????????? ??????????????????? ???? ???? ???? ???? ????
????????? ?????????????????????????????? ???? ????? 24* ????? ?????
??????????????????? ???? ???? 9.3* ???? ?????
?????????????????????????????????? ???? ???? 0.3* ???? ????
????????????????????? ???????????? ???? ???? 8.8* ???? ?????
 
2. Caractéristiques physiques des stations : répartition spatiale 
Nous avons également réalisé quelques analyses préliminaires pour vérifier si des biais en termes de 
caractéristiques physiques existaient au sein de nos stations, notamment par rapport à leur 
distribution spatiale, ou l’influence ou non de barrage. Ces analyses sont illustrées Figure A3.1 pour les 
40 stations utilisées dans l’Article 3. Les résultats étaient identiques pour l’ensemble du jeu de 
données, mais il était possible sur ces sites d’intégrer les caractéristiques hydrauliques moyennes. La 
projection sur les deux axes du premier plan factoriel de l’ACP permet de visualiser 62.6% de la 
variabilité de ces caractéristiques physiques. Les corrélations visibles entre variables étaient attendues 
(relation négative entre altitude et température médiane, relation positive entre largeur médiane, 
débit et taille de bassin versant, etc.). On remarque que des différences de situation géographique 
(pouvant pourtant induire des différences climatiques ou géologiques), ne semble pas avoir induit de 
différences notables de caractéristiques physiques entre stations des trois massifs principalement 
étudiés. En revanche, on voit bien que les stations de Bretagne et Normandie présentent des 
températures plus chaudes et des altitudes nettement inférieures. Enfin, les stations en TCC similaires 
aux stations naturelles. Seules quatre stations en TCC (sur des cours d’eau de plus grandes tailles ; trois 






Figure A3.1. ACP des caractéristiques physiques (Table A3.1) des 40 stations utilisées dans l’article 3. Sur les deux axes 
principaux sont représentés (1e colonne) les 40 stations, leur répartition selon leur zone géographique d’appartenance (ALP : 
Alpes, MC : Massif Central, PYR : Pyrénées, BN : Bretagne-Normandie), ou leur contexte d’influence (en TCC ou non). Sur la 
deuxième colonne sont représentées la projection des caractéristiques physiques des stations sur les deux axes principaux et 






Annexe 4 : Traduction des seuils de débits de l’Article 2 en seuils de vitesses 
Table A3.1. Seuils de débit et vitesses moyennes correspondantes, associés au nombre de jours minimums pour que les crues 
induisent une mortalité des 0+ pour chaque stations étudiées dans l’Article 2. Les vitesses moyennes sont estimées pour chaque 
station des TCC étudiés. La traduction du débit en conditions hydrauliques n’était pas possible pour Breil. 








(BEY1, BEY2, BEY3) 
March-June 35 2.2, 1.5, 1.7 9 75% 
March-June 35 2.2, 1.5, 1.7 4 to 8 20% 
Nov-Dec 60 3.2, 1.7, 2.2 1 75% 
Whenever 94 4.2, 2.0, 2.7 1 75% 
Fontan  
(FON2) 
March-June 8 0.8 1 75% 
Whenever 71 2.3 2 90% 
Breil  
(BREIL1, BREIL2) March-June 60 NA 1 75% 
Pont-Haut 
(ROIP1, ROIP2) March-June 9 1.7, 1.8 1 75% 
Rory  




Annexe 5 : Intégration des déplacements dans le modèle hiérarchique 
Bayésien 
Nous avons alors choisi trois périodes clefs du cycle de vie au cours desquelles les mouvements sont 
considérés possibles, le système étant fermé par ailleurs. En premier lieu, les adultes se déplacent 
avant de pondre. Ils peuvent donc déposer leurs œufs hors de la zone qu’ils habitaient au moment des 
pêches, ce qui va pouvoir dissocier le stock de reproducteur et le stock de 0+ observés. Ces 
déplacements d’adultes seront de plus confondus à des déplacements d’individus à l’émergence, 
comme identifié par Daufresne et al. (2005) ou Vøllestad et al. (2012). Ces deux sources de 
déplacements ne peuvent être dissociées via les données disponibles. Les deux autres périodes clefs 
des déplacement choisis correspondent à des dévalaisons de 1+, qui ont été rapportée au printemps 
et à l’automne (Baglinière et al. 1989 ; Baglinière et al. 1994 ; Ovidio et al. 1998).  
L’influence des déplacements a été étudiée en adaptant le modèle final obtenu à l’issue de l’Article 3. 
Nous avons alors ajouté une nouvelle étape dans le cycle de vie, modélisant les mouvements aux trois 
périodes identifiées. Deux structures simples, nécessairement associées à des hypothèses fortes, ont 
été envisagées : 1) des migrations constantes et 2) des taux de migration densité –dépendant. 
1.  Migrations constantes 
La première hypothèse est la plus simple : on suppose que, tous les ans, un nombre constant 
d’individus va intégrer (ou quitter) chaque station au moment de la période de déplacement?? (? ?
?????? ?? ou??? respectivement pour les migrations de reproduction, les dévalaisons des 1+ au 
printemps et les dévalaisons des 1+ à l’automne). La densité à l’issue du mouvement? ????????  pour la 
station?? et l’année?? est alors exprimée :  
? ???????? ? ???????? ? ????? 
avec? ???????  la densité avant le mouvement et? ???  la constante traduisant le bilan net des imports 
et des exports. Cette structure suppose donc que des sites vont se comporter comme des puits (???? ?
?) ou comme des sources (???? ? ?). Les mouvements sont alors totalement densité-indépendants et 
constants dans le temps. Il a également fallu borner les valeurs de? ???????? , qui ne peuvent être 
négatives. 
2. Déplacements densité-dépendants 
On peut également estimer que les déplacements sont densité-dépendants. On propose de modéliser 
la densité à l’issue des mouvements densité-dépendants? ????????  pour la station?? et l’année?? de la 
façon suivante : 
????????? ? ???????? ? ?????? ????? ? ???????? ? 
Cela revient à comparer les densités initiales? ???????  avec la capacité d’accueil? ???, estimée pour 
chaque station??. Si les densités sont inférieures à? ???, on suppose que des individus mobiles, 
transitant par la station, vont s’y établir. A l’inverse, si les densités sont trop fortes, les individus vont 
avoir tendance à quitter la station. Le paramètre?????, ou taux de compensation, définit la fraction de 
l’écart entre densités en place et capacité d’accueil qui sera compensée par les déplacements densité-
dépendant. On fait ainsi l’hypothèse qu’une station?? qui présentera un????? proche de 1 (station bien 
connectée au réseau amont et aval par exemple) présentera des densités très stables, proches de la 
capacité d’accueil. A l’inverse, les densités d’une station présentant un????? proche de 0 ne seront pas 




Pour construire un modèle utilisable (convergence, pas de confusion d’effets entre paramètres et 
influence limitée des distributions a priori), il a fallu fixer les valeurs d’un de ces paramètres. Nous 
avons alors supposé que les départs et les mortalités densité-dépendantes sont impossibles à 
dissocier. La capacité d’accueil d’une station,? ???, n’est alors pas un paramètre estimé : c’est une 
fonction des taux de mortalités estimés par le modèle. En pratique, nous avons simulé la survie d’une 
population très dense (N=150 ind.100m-2, valeur arbitraire supérieure aux plus fortes densités jamais 
observées) jusqu’au moment du déplacement. Nous avons alors?fixé ???? comme étant égal à cette 
densité simulée au moment du mouvement, qui prédit l’état d’une population saturée, dans laquelle 
les arrivées pouvaient être considérées négligeables. Le paramètre ???? sera toutefois toujours 
supérieur aux densités observées in situ, et aucun départ-densité dépendant ne sera modélisé. On ne 
cherche donc ici qu’à identifier l’influence des arrivées, expliquant les survies apparentes >100% sur 
certaines stations. 
3. Premiers résultats de ces approches 
Les principales caractéristiques de l’intégration de ces processus sont résumées Table A5.1.  
Table A5.1. Formulation, structure et distributions a priori des deux structures testées pour modéliser des déplacements au 
cours de la dévalaison des 1+ au le printemps et l’automne. 
Modèle Formulation du modèle Structure des paramètres 
Distribution 
a priori 
A ????????? ? ???????? ? ?????   ??? ? ???? ???  ??? ? ?????  ??? ???????????  
B 
????????? ? ???????? ? ?????? ?????
? ???????? ? ?????????? ? ???? ???  
??? ? ?????  
??? ???????????  
 
Dans les deux modèles proposés, il était très difficile d’estimer les paramètres liés aux mouvements au 
moment de la reproduction (???????? et?????????) : les distributions des hyper-paramètres et 
paramètres associés n’étaient pas mises à jour. Les données disponibles ne permettaient pas d’estimer 
précisément ces paramètres et la modélisation d’un mouvement à cette période ne s’est pas traduite 
par une amélioration de la vraisemblance du modèle. Cela n’est pas surprenant si on considère qu’une 
part importante de la variabilité annuelle, imputable aux conditions abiotiques, n’a pas encore été 
intégrée au modèle. Il pourrait être intéressant de refaire cette démarche une fois la prédiction du 
recrutement améliorée.  Nous avons pour l’instant choisi de retirer ce processus du modèle, en ne 
considérant que deux périodes de déplacements : la dévalaison des 1+ à l’automne et au printemps.  
Les premières analyses montrent que des départs sont rares dans le modèle A (la valeur moyenne des 
distributions a posteriori de? ????  ne sont jamais <0 et seulement 2 ?????<0). Cela peut s’expliquer par 
le fait que le taux de mortalité densité-dépendantes opérant au pas de temps mensuel sur le modèle 
capte déjà ces processus d’exports. L’hypothèse faite dans le modèle B semble alors réaliste : on ne 
pourra jamais dissocier mortalité densité-dépendante et départs, probablement car ces départs sont 
essentiellement dus à des processus densité-dépendant. 
L’intégration de ces processus au modèle a essentiellement permis d’améliorer la prédiction des 1+ 
grâce à la modélisation d’apports au cours des dévalaisons printanières. Cela a permis de mieux capter 
les survies apparentes >100% notamment pour les faibles densités initiales (exemple du Trieux illustré 
Figure A5.1; 1e et 2e ligne, 3e colonne, enveloppe rouge). Cela s’est traduit par une diminution du RMSE 
(Root-mean-square error) des 1+ de 15%, pour les modèles A et B. La prédiction des adultes est 
similaire au modèle précédent (variation de RMSE <5%). On peut alors se demander si la modélisation 
des déplacements de 1+ à l’automne (qui se répercutent sur les adultes observés l’année suivante), 
n’était pas une complexification inutile du modèle, puisqu’elle n’a pas permis de réduire l’incertitude. 
L’estimation de ces nouveaux processus a modifié les valeurs estimées des taux de mortalité. Les taux 
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de mortalités densité-indépendants étaient supérieurs (?? et??? multipliés par 3 et 2 respectivement, 
et??????  multipliés par 2 en moyenne) alors que les taux de mortalités densité-dépendantes restaient 
stables (variation moyenne < 40%). Les moyennes des distributions a posteriori des autres paramètres 
sont données pour information en Table A5.2. 
Les résultats sont similaires entre les deux approches de modélisation. Les stations associées à de 
fortes arrivées constantes (? du modèle A) sont également associés à un fort taux de compensation 
(? du modèle B). Cela est mesurable par les taux de corrélation de Spearman entre ????? et?????? 
(ρ=0.88) et entre ?????  et?????? (ρ=0.93), calculés sur les moyennes des distributions a posteriori. Il ne 
semble en revanche pas y avoir de relation entre les mouvements des deux périodes : une station peut 
aussi bien accueillir des individus à deux reprises, où uniquement au cours d’une des périodes (taux de 
corrélation de Spearman entre ????? et? ?????de -0.05 et entre ????? et?????? de 0.15). Cela suggère 
qu’une station n’est pas nécessairement un « puits » systématique pour les 1+ au printemps et à 
l’hiver, mais aussi que des apports importants au printemps n’empêchent pas d’autres apports à 
l’automne. Le fonctionnement d’une station doit alors dépendre du contexte, qui reste à étudier (via 
des méthodes similaires à celles développées dans l’Article 3 par exemple) pour tenter de relier 
intensité des arrivés et caractéristiques de la station. Des premières pistes pouvant expliquer 
l’intensité de ces arrivés peuvent être trouvées dans le rapport de stage de Juliette ALEMANY que j’ai 
pu co-encadrer (Alemany 2014 ; rapport de stage disponible en ligne : http://halieutique.agrocampus-
ouest.fr/memoires/201401.pdf). Elle a réalisé des analyses exploratoires, qui ont toutefois été menées 
hors du cadre d’un modèle de cycle de vie. Des hypothèses très fortes ont donc été nécessaires : la 
survie annuelle des 1+ et des adultes a été fixée à 50% et aucune influence abiotique n’a été intégrée. 
Les résultats suggèrent notamment que les apports peuvent être plus importants en tronçons naturels 
qu’en tronçon court-circuités et que de forts débits printaniers et des températures plus élevées 





Figure A5.1. Résultats de la modélisation des déplacements des 1+ au printemps (1e et 2e lignes) et à l’automne (3e et 4e 
lignes), pour les deux structures testées (Modèle A : 1e et 3e lignes ; Modèle B : 2e et 4e lignes). La 1e colonne représente les 
distributions a posteriori du paramètre de mobilité, estimé pour chaque station. Deux stations (LIG2 en bleu ; TRI en rouge) 
sont sélectionnées arbitrairement pour illustrer les répercussions de la modélisation du déplacement sur la dynamique de 
populations. La 2e colonne représente l’influence des mouvements sur les densités (ind.100m-2) prédites juste après le 
mouvement. Les enveloppes représentent les intervalles dans lesquelles 50% des valeurs de? ??????? se distribuent et la relation 
y=x (ligne pointillée) illustre l’absence de mouvement. La 3e colonne présente, pour ces deux stations, la relation prédictive 
entre observations successives (????? ?? et? ?? ), associant survies et mouvement. Les enveloppes représentent les intervalles 
dans lesquelles 50% des valeurs de? ??? se distribuent et la ligne pointillée correspond à la relation issue du modèle de l’article 
3 (médiane de la prédiction, sans mouvements). Les prédictions pour les effectifs d’adultes (3e colonnes, 3e et 4e lignes) sont 
des prédictions marginales : les densités initiales de 1+ varient, mais les densités initiales d’adultes sont fixées (moyenne des 
densités observées sur la station). Les données disponibles pour chaque station sont également présentées. 
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Table A5.2. Comparaison des moyennes des distributions a posteriori des paramètres estimés globalement par le modèle 
initial (modèle issu de l’Article 3) et les deux modèles intégrant du déplacement (détaillés en 4.2.2). Pour mieux visualiser les 
écarts, les taux de variations sont également donnés 
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Annexe 6 : Modéliser la dynamique des incertitudes de processus 
L’approche Bayésienne a permis de modéliser l’incertitude de processus. Pour rappel, au sein d’une 
station?? et pour l’année??, l’écart entre densités réels (????????? ) et densités échantillonnées 
(???????? ) d’une classe d’âge?? est défini dans le modèle par : 
?? ???????? ? ???????? ? ?
?????
????? ? ? ??? ???  
La structure utilisée pour la modéliser est donc pour le moment la plus simple possible : les erreurs 
log-normales d’une classe d’âge sont définies par leur écart type (??,??? et????), commune à toutes les 
stations et à toutes les années. On peut imaginer deux pistes d’amélioration. 
1. Variations temporelles ? 
Nous avons supposé que l’erreur de processus était constante (hypothèse d’homoscédasticité), quelles 
que soit les densités initiales notamment. Pour vérifier la pertinence de cette hypothèse, on peut 
visualiser les résidus du modèle final issu de l’Article 3 en fonction des densités observées l’année 
précédente (année?? ? ? et classe d’âge ? ? ??; A6.1). Les résidus d’estimation des densités de 1+ (??) 
semblent plus dispersés pour un nombre réduit de 0+ l’année précédente. Il conviendrait de tenir 
compte d’une plus grande chance de se tromper si on prédit la survie d’un effectif faible (Minto et al. 
2008). Cela peut s’expliquer par des plus grandes erreurs d’échantillonnage à faible densité, des 
déplacements d’individus plus importants (non modélisé dans le modèle et donc augmentant les 
erreurs résiduelles). Intégrer ce processus dans le modèle pourrait permettre de gagner en précision 
et en capacité prédictive dans les cas de suivi de population après un recrutement très faible.  
L’hypothèse d’homoscédasticité semble en revanche plus crédible pour les autres classes d’âge, dont 





Figure A6.1. Observation de la distribution des résidus en fonction des densités observées au cours des échantillonnages 





2. Variations spatiales ? 
A la manière de ce qui a été fait pour les taux de mortalité dans l’Article 3, on peut proposer une 
structure hiérarchique pour ces erreurs de processus. On considère dès lors que : 
?
?????????? ? ???????? ? ??????
????? ? ? ??? ?????
????? ? ????? ????
 
Les distributions a priori des hyper-paramètres (loi Gamma(1,1) pour tous) sont mis à jour (Table A6.1) 
et le modèle converge. Les distributions a posteriori des autres paramètres sont très stables par 
rapport au modèle initial (variation des valeurs moyennes <20%) et les RMSE du modèle sont similaires 
(variations de +0.6, -9.0 et -1.9% par rapport au RMSE du modèle initial). 
La Figure A6.2 correspond aux sorties du modèle. On voit que cette structure hiérarchique se traduit 
par de faibles différences entre stations dans la distribution des résidus pour les 0+. Pour les autres 
classes d’âge, on observe en revanche des écarts plus importants, des stations pouvant présenter des 
erreurs résiduelles sensiblement plus élevées que d’autres. Ainsi, intégrer cette structure hiérarchique 
sur l’estimation de l’écart-type des erreurs pour les 0+ (??) est probablement une complexification 
inutile du modèle alors que cela peut affiner notre compréhension des autres classes d’âge.  
Intégrer ce processus pourrait là encore permettre d’améliorer les performances du modèle. Etre 
capable d’identifier les stations pour lesquelles le plus d’incertitude demeure permet également de 
guider la réflexion en identifiant des zones à étudier en priorité. Il faudrait maintenant comprendre 
l’origine de ces variations à travers des méthodes de sélection de variables comme celles mobilisées 
dans l’Article 3. Les premières analyses exploratoires réalisées n’ont pas permis d’identifier des 
tendances évidentes. 
Table A6.1. Statistiques principales des distributions a posteriori : hyper-paramètres liés à la structure hiérarchique de la 
variance. 
Parameter Mean 2.5% 25% Median 75% 97.5% 
???  1,04 0,95 1,01 1,04 1,06 1,12 
???  0,55 0,47 0,52 0,54 0,57 0,64 
???  0,39 0,33 0,37 0,39 0,41 0,47 
???  -5,69 -7,83 -6,24 -5,55 -5,02 -4,23 
????  0,12 0,02 0,09 0,12 0,15 0,22 






Figure A6.2. Sorties d’un modèle représentant les écarts-type des résidus de façon hiérarchique. La première colonne montre 
les valeurs de???, estimés pour chaque station??. La deuxième colonne traduit cet écart-type en distribution théorique des 
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