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ABSTRACT
e K-nearest neighbors is a basic problem in machine learning
with numerous applications. In this problem, given a (training)
set of n data points with labels and a query point p, we want to
assign a label to p based on the labels of the K-nearest points to the
query. We study this problem in the k-machine model,1 a model for
distributed large-scale data. In this model, we assume that the n
points are distributed (in a balanced fashion) among the k machines
and the goal is to quickly compute answer given a query point to a
machine.
Our main result is a simple randomized algorithm in the k-
machine model that runs in O(logK) communication rounds with
high probability success (regardless of the number of machines
k and the number of points n). e message complexity of the
algorithm is small taking only O(k logK) messages. Our bounds
are essentially the best possible for comparison-based algorithms.2
We also implemented our algorithm and show that it performs
well compared to an algorithm (used in practice) that sends K
nearest points from each machine to a single machine which then
computes the answer.
KEYWORDS
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1 INTRODUCTION
eK-nearest neighbors is a well-studied problem in machine learn-
ing with numerous applications. (e.g., [17]). It is a non-parametric
method used for classication and regression, especially in appli-
cation such as paern recognition. e algorithmic problem is as
follows. We are given a (training) set of n data points (n can be po-
tentially very large and/or each point can be in a high dimensional
space) with labels and a query pointq. e goal is to assign a label to
q based on the labels of the K-nearest points to the query. Typically,
the n points may be in some d-dimensional space and we assume
that there is a metric that given two points computes the distance
between the two points (commonly used metrics include Euclidean
distance or Hamming distance). In the classication problem, one
can use the majority of the labels of the K-nearest neighbors to
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1Note that parameter k stands for the number of machines in the k -machine model
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2Algorithms that use only comparison operations (≤, ≥, =) between elements to
distinguish the ordering among them.
assign a label to q. In the regression problem, one can assign the
average of the labels (assuming that these are values) to q.
In this paper, we study distributed algorithms for the K-nearest
neighbors problem motivated by Big Data and privacy applications.
When the data size is very large (even storing all points in a single
machine might be memory intensive), then distributed computation
using multiple machines is helpful. Another even more relevant
motivation for distributed computing is that in many instances
data is naturally distributed at k-sites (e.g., patients data in dierent
hospitals) and it is too costly or undesirable (say for privacy reasons)
to transfer all the data to a single location for computing the answer.
1.1 Model
We study the K-nearest neighbors problem in the k-machine model,
a model for distributed large-scale data. (Henceforth, to avoid con-
fusion, between K and k , which are unrelated we will say `-nearest
neighbors). e k-machine model was introduced in [8] and further
investigated in [1, 4, 12, 13]. e model consists of a set of k ≥ 2
machines {M1,M2, . . . ,Mk } that are pairwise interconnected by
bidirectional point-to-point communication links. Each machine
executes an instance of a distributed algorithm. e computation ad-
vances in synchronous rounds where, in each round, machines can
exchange messages over their communication links and perform
some local computation. Each link is assumed to have a bandwidth
of B bits per round, i.e., B bits can be transmied over each link
in each round; unless otherwise stated, we assume B = Θ(logn).
Machines do not share any memory and have no other means of
communication. We assume that each machine has access to a
private source of true random bits.
Local computation within a machine is considered to happen in-
stantaneously at zero cost, while the exchange of messages between
machines is the costly operation. However, we note that in all the
algorithms of this paper, every machine in every round performs
lightweight computations; in particular, these computations are
bounded by (essentially) linear in the size of the input assigned
to that machine. e goal is to design algorithms that take as few
communication rounds as possible.
We say that algorithm A has ϵ-error if, in any run of A, the
output of the machines corresponds to a correct solution with prob-
ability at least 1 − ϵ . To quantify the performance of a randomized
(Monte Carlo) algorithm A, we dene the round complexity of A
to be the worst-case number of rounds required by any machine
when executing A.
For the `−nearest neighbors problem in the k-machine model,



















among the k machines, i.e., each machine hasO(n/k) points (adver-
sarially distributed) and the goal is to compute an answer given a
query point in as few rounds as possible. We assume that the query
point is given to all machines (or equivalently to a single machine,
which can broadcast to all machines in a round).
1.2 e Selection Problem
We note that the `-nearest neighbors problem really boils down
to the selection problem, where the goal is to nd the `-smallest
value in a set of n values. e selection problem has a (somewhat
non-trivial) linear time deterministic algorithm [5] as well as simple
randomized algorithm in the sequential seing. For the `-nearest
neighbors, one can reduce it to the selection problem by computing
the distance of the query point to all the points and then nding
the `-smallest distance among these n distance values. All these
can be done in O(n) time sequentially.
1.3 Our Results
In this paper, we present ecient bounds for the `-nearest neighbors
or equivalently to the `-selection problem. Our main result is a
simple randomized algorithm in the k-machine model that runs in
O(log `) communication rounds with high probability (regardless
of the number of machines k). e message complexity of the
algorithm is also small taking only O(k log `) messages. Note that
if ` is not very large (which is generally true in practice), then these
bounds imply very fast algorithms requiring only a small number
of rounds regardless of the number of points and the number of
sites (machines).
Our bounds are essentially the best possible for comparison-
based3 algorithms, i.e., algorithms that use only comparison opera-
tions (≤, ≥,=) between elements to distinguish the ordering among
them. is is due to the existence of a lower bound of Ω(logn) com-
munication rounds (if only one element is allowed to be exchanged
per round) for nding the median of 2n elements distributed evenly
among two processors [15].
We also implement and test our algorithm in a distributed cluster,
and show that it performs well compared to a simple algorithm
that sends ` nearest points from each machine to a single machine
which then computes the answer. Note that in the simple algorithm
each machine locally nds its `-nearest points to the query, gathers
them on a single machine, and then nds the nal `-nearest points
among these k` points. Note that this takes O(`) rounds in the
k-machine model — exponentially more than our algorithm.
1.4 Related Work
Methods in [3, 18] use binary search over the distance of the points
from the query point. e work of [16] which is closest to the
spirit of our work, proposed a new distributed algorithm for se-
lection problem aiming to reduce the communication cost. In a
model similar to the k-machine model (but without explicit band-
width constraints) they present an algorithm that runs inO(log(k`))
rounds and O(k log(k`) log `) message complexity. eir algorithm
is deterministic and uses a technique of weighted median.
ere are several other works that investigate applications of
`-nearest neighbors, e.g., see [7, 19]. Liu et al. in [10] applied `-
3We conjecture that the lower bound holds even for non-comparison based algorithms.
nearest neighbors for processing large scale image processing. Yang
et al. [18] nd `-nearest neighbor objects over moving objects on a
large-scale data set.
We remark that in the sequential seing, k-d tree (short for k-
dimensional tree) is a well-studied space-partitioning data structure
that is used to speed up the processing nearest neighbor queries
[2, 6]. While k-d tree can help in speeding up computation in the
sequential seing, in the k-machine model we are concerned only
on minimizing the number of communication rounds (and ignoring
local computation within a machine) [6]. In the sequential seing,
under certain assumptions k-d tree can give even logarithmic com-
plexity per query point. Here, as far as the round complexity is
concerned, this does not maer, since we can simply send the query
point to all machines (takes 1 round) who then locally compute the
distances from the query point to their respective points and then
nd the nearest neighbors inO(log `) rounds (does not depend on k ,
the number of machines) using our algorithm. As mentioned earlier,
this round complexity is tight in general. Patwary et al. in [14]
used the k-d tree to achieve faster `-NN calculation in distributed
seing. ey implemented a distributed `-NN based on k-d tree
that parallelizes both k-d tree construction and querying. ey
created a large k-d tree for all the points that necessarily involves
global redistribution of points in their k-d tree construction phase.
Since their dimension based redistribution depends on the distribu-
tion of input data, their message complexity (communication over
network) would be costly. eir algorithm would even experience a
high round complexity in their construction phase until each node
has a non-overlapping subset of input data.
1.5 Denitions
We use the notation dis(p,q) to denote the distance function be-
tween two given points p and q, where the distance dis(p,q) can
be taken any absolute norm | |p − q | | distance.
Formally, the `-nearest neighbors problem can be stated as fol-
lows.
Denition 1.1 (`-NN problem). Given an input data set D, a query
data pointq, and a number ` while ` ≤ |D |, the `-Nearest Neighbors
(`-NN) problem is nding a set of data points S such that (S ⊂
D) ∧ (|S | = `) ∧ (dis(pi ,q) ≤ dis(pj ,q),∀pi ∈ S,pj ∈ D \ S).
2 COMPUTING `-NEAREST NEIGHBORS IN
THE K-MACHINE MODEL
First we present a distributed algorithm to solve a more general se-
lection problem: nding `-smallest points among n points. Suppose
n points are distributed over k machines arbitrarily. e problem
is to nd the `-smallest points among those n points. In the end,
each machine i outputs a set of points Si such that ∪ki=1Si contains
the `-smallest points. en we use this algorithm to solve the `-
nearest neighbors problem. For simplicity, let us assume that the
points are all distinct; later we explain a simple extension in the
algorithm to work for non-distinct points set. To solve this problem
we implement the idea of randomized selection in the k-machine
model.
We point out an implementation issue on the size of the messages
used by our algorithm for the nearest neighbors problem. For the
purpose of analysis, we can assume that each point (or value) is
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of size O(logn) bits and hence can be sent through an edge per
round in the k-machine model. However, for the `-nearest neighbor
problem, points can be high-dimensional and can incur a lot of bits.
But it is easy to see that one need not actually transfer points, but
only distances between the query point to the given (training set)
points. In fact, one can use randomization to choose a unique ID
for each of the n points (choose a random number between say
[1,n3] and they will be unique with high probability). en one
needs to transfer only the ID of the point (of size O(logn) bits) and
its corresponding value (distance between the point and the query
point) which we assume can be represented in O(logn) bits, i.e., all
distances are polynomial in n.4 Note that choosing unique IDs also
takes care of non-distinct points as we can use IDs to break ties
between points of equal distances.
2.1 Distributed Selection Algorithm
e algorithm rst elects a leader machine (among the k machines)
which propagates the queries and controls the searching process.
Since the machines have unique IDs, the leader (say, the minimum
ID machine) can be elected in a constant number of rounds and
O(√k log3/2(k)) messages, see [9]. e leader repeatedly computes
a random pivot which partitions the points set into two parts and
reduces the search space i.e., the set of points on which the al-
gorithm executes. Let us now discuss how the leader computes
a random pivot and partitions the search space in O(1) rounds.
During the search process, the leader maintains two boundary vari-
ables, namely, min and max such that the search points belong to
the range [min,max]. Initially, min and max are assigned respec-
tively the minimum (denoted by min) and maximum (denoted by
max) value among all the data points. Notice that the leader can
get this global minimum and maximum point by asking all the
machines their local minimum and maximum in 2 rounds.
e leader asks the number of points that each machine holds
in the range [min,max]. It then does a distributed search in syn-
chronous rounds as follow until the total number of points (i.e.,
sum of the counts of all the machines within the range) are less
than or equal to `. During the search, the leader randomly picks a
machine i with probability proportional to the number of points a
machine holds within the range of [min, max] i.e., with probability
ni/∑ki=1 ni , where ni is the number of points machine i holds in
the range. e selected machine i chooses a point p randomly from
its set of points in the range [min,max]. en it replies back to
the leader machine with the pivot p. In the next round, the leader
asks the number of points each machine holds within the range
[min,p]. en it gathers all machines’ count ni and accumulates it
to s =
∑k
i=1 ni . If s = `, it found the correct upper boundary value
and terminates the search process. If s < `, it means the algorithm
needs to increase the lower boundary min to p and adjust the `
value by subtracting s from `, i.e., ` = ` − s . On the other hand, if
s > `, it can discard all the points greater than p by seing max to
p. e leader iterates this process until it nds the correct upper
boundary. Once the leader found the correct upper bound (max),
it broadcast a ‘nished’ message with parameter max so that each
4We note that if distances are very large, one can use scaling to work with approximate
distances which will be accurate with good approximation.
machine outputs all the points less than or equal to max from its
input set. e pseudocode is given in Algorithm 1.
Correctness: In Lemma 2.1, we show that the leader machine com-
putes the pivot p uniformly at random among all the search points
in the range. e algorithm updates boundary values min,max
and the `-value according to the randomized selection algorithm.
e boundary initialization makes sure that it includes all the data
points in the beginning. us the algorithm correctly computes the
`-smallest points follows from the randomized selection algorithm,
see e.g., [5].
Lemma 2.1. e leader machine in Algorithm 1 selects the pivot p
uniformly at random from all the points in the range [min,max].
Proof. Assume there are total n points in the range [min,max]
distributed over all k machines. e leader selects a machine i
with probability nin , where ni is the number of points machine i
holds within the range andn =
∑k
i=1 ni . Now the selected machine i
picks the pointp randomly amongni points i.e., with probability 1ni .
erefore the point p (pivot) is selected with probability nin · 1ni =
1
n . 
It follows from the above lemma that the random pivot partitions
all of the points (in all the k machines) in the search space into two
sets. We show that the algorithm stops in O(logn) rounds with
high probability.
Theorem 2.2. Algorithm 1 computes the `-smallest points among
the n points in the k machine model in O(logn) rounds with high
probability, and incurs O(k logn) messages with high probability.
Proof. e algorithm correctly outputs the `-smallest points
among the n points distributed arbitrarily over k machine model.
is can be shown by a straightforward induction which is similar
to the sequential randomized selection algorithm, see e.g., [5].
Now we show that the algorithm terminates in O(logn) rounds
with high probability. For the analysis, consider all the points
are sorted and placed in an array, although they are in dierent
machines and a machine cannot see the other points. e pivot
p is selected uniformly at random from all the points, see Lemma
2.1. e pivot partitions the set of points into two sets. Let us
consider the partition outcomes into good or bad sets. Let the good
outcome be that where the pivot is chosen in the middle third of the
sorted array, otherwise it’s a bad outcome. If the outcome is a good
set, then it discards at least 13 fraction of the points in the range.
us we dene an event A to be a good event if the randomized
partitioning gives good sets, and the complement A¯ to be the bad
event.
us the number of good events cannot be more than log3/2 n as
each good event keeps at most 23 Ûn points and discards the rest, i.e.,
all the points will be exhausted aer log3/2 n good events. Since a
good event occurs with probability 13 , in expectation, an execution
path of length L will have 13L good events. at is, to get log3/2 n
good events, in expectation the execution path length is at most
3 log3/2 n. In other words, in expectation, the algorithm recurs
c logn times, where c is a constant such that 3 log3/2 n < c logn.
en applying a standard Cherno bound [11], it can easily be
shown that the number of iterations cannot be more than O(logn)
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Algorithm 1 Finding-`-Smallest-Points
Input: n points distributed over k machines (arbitrarily) and `
Output: `-smallest points among the n data points.
1: If there is not a known leader machine l among the k machines, elect one. e leader l runs the following steps.
2: Leader broadcasts a query message to get the values (ni ,mi ,Mi ) from all the machines, where ni is the no. of points machine i holds,mi
is minimum value and Mi is maximum value among ni points.
3: min← mini {mi }, max← maxi {Mi }, s ← ∑ki=1 ni
4: while s > ` do . Each loop runs in synchronous rounds
5: Leader selects a random pivot p in the range [min,max] by:
(1) Picks a machine i with probability pi = nis and informs the machine i .
(2) Machine i selects a point p uniformly at random from its ni points and replies back to the leader.
6: Leader broadcasts query message дetSize(min, p).
7: Each machine i replies to the leader with ni = |{x | min ≤ x ≤ p}|.
8: Leader calculates s ← ∑ki=1 ni
9: if s < ` then




14: Leader broadcasts ‘nished(max)’ and each machine outputs all the points satisfying {x | x ≤ max} from its input set
with high probability. Consequently, with n elements in play at
the start, the union bound also gives high probability bound on the
execution time O(logn) of the algorithm.
Finally the message complexity of the algorithm is O(k logn)
with high probability as the leader communicates with all the other
machines a constant number of times in a single iteration. Each
time the message cost is O(k) through k − 1 edges from the leader
to all the other machines. e massage complexity of leader elec-
tion algorithm [9] is O(√k log3/2(k)). Hence the claimed message
complexity bound. 
2.2 Distributed `-NN Algorithm
We extend the above algorithm to compute `-nearest neighbors (or,
`-NN) of a given query point q from a large data set D distributed
over the k machines. Assume the machine i gets the set of points
Di as input. We assume that |Di | ≤ ` for all the machines, since,
if a machine i gets more than ` data points as input, it keeps only
` points whose distance from q is minimum and discards the rest
of the data points. is is because a single machine can hold at
most all the `-NN points. us a maximum of k` input points to be
considered to compute `-NN points. Notice that by applying the
Algorithm 1 directly on these k` points one can design an algorithm
which computes `-NN in O(log(`) + log(k)) rounds. In fact, each
machine i locally computes the distance di j = dis(pi j ,q) such that
all the points pi j ∈ Di and maintains the pair (pi j , di j ). en the
system runs the Algorithm 1 on the distance values ∪ki=1di j and
outputs the corresponding points pi j s.
We present a randomized algorithm whose running time is
O(log(`)) rounds, which is independent of the number of machines
k . e size of the search space (i.e., candidate points) is at most
k` points. We present a sampling technique which reduces search
space from k` to O(`) in this k-machine model. en apply the
Algorithm 1 on these reduced candidate points. us obtain the
claimed running time.
1 . . . `
B1
` + 1 . . . 2`
B2 Bk
Figure 1: An ascending sorted array B of the k` points based on their
distances from the query point q.
Lemma 2.3. e initial sampling of the Algorithm 2 reduces the
search points to 11` (from k` points) with high probability (in `).
Proof. For the analysis purpose only, let all the k` points are
sorted based on the distances from the query point q and stored
in an array B. Let the rst ` points in B belong to a block B1, the
second ` points to a block B2, and so on. So there are k blocks; see
the Figure 1. Let A be the set of sampled 12k log(`) points, again
consider sorted in ascending order. Let X be a random variable
denoting the number of these sampled points belonging to the rst
block B1. Since the points are selected by uniform probability, its
expected value would be µ = E(X ) = 12 log(`). en by Cherno
bound, the probability that:






Pr (X ≥ 21 log `) ≤ Pr (X ≥ (1 + √0.5)12 log `) ≤ 1
`2
(1)
Again by Cherno bound with the same δ =
√
0.5, we get:
Pr (X ≤ (1 − δ )µ) ≤ e −δ
2µ
2
Pr (X ≤ 2 log `) ≤ Pr (X ≤ (1 − δ )µ) ≤ 1
`3
(2)
us, with high probability (in `) there are at least 2 log(`) and
at most 21 log(`) sampled points in the block B1. In fact, this is
true for any block. Let E be the event that the selected point r at
index 21 log(`) in the array A (in Step 5 of algorithm 2) belongs
to blocks from B2 to B11 and not B1 nor beyond B11. By Equation
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Algorithm 2 Distributed `-NN Computation
Input: ery point q, the parameter `.
Output: `-nearest neighbors to the query point q.
1: Elect a leader machine among k machines (using the leader election algorithm in [9]).
2: If a machine i has more than ` data points, it keeps ` points whose distance from q is minimum and discards other points. Let’s denote
this remaining points set by Si .
3: Each machine i samples 12 log(`) points randomly and independently from the set Si .
4: Each machine sends its sampled points to the leader machine.
5: Leader sorts these 12k log(`) based on their distance from q and stores in an array. Let r be the point at index 21 log(`) in the sorted
array.
6: Leader broadcasts point r .
7: Each machine i removes any point larger than r from the set Si .
8: Each machine i computes di j = dis(pi j ,q) for all pi j ∈ Si and stores them as (pi j , di j ).
9: e leader machine runs the Algorithm 1 where the input to the algorithm is those di j points.
10: Each machine outputs the pi j points corresponding to the output points di j of the Algorithm 1.
1, the size of B1 is less than 21 log `, hence, w.h.p. the the point r
does not belong to B1. e selected point r can belong to Bi for
i > 11 when X < 2 log(`) (by Equation 2). Mind that since each
Bi ≥ 2 log `, then i < 11 (because 21 log `2 log ` < 11). So the probability
of the complement event of E is:
Pr (E¯) = Pr (r ∈ B1) +
∑
i>11
Pr (r ∈ Bi ) ≤ 1
`2




So the probability that E holds is Pr (E) ≥ 1 − 2
`2
. at is the
size of candidate points aer pruning at Step 7 becomes at most
11`. 
us we get the main result.
Theorem 2.4. Algorithm 2 computes `-NN in O(log(`)) rounds
with high probability. e message complexity is O(k log(`)).
Proof. e leader election takes O(1) rounds. e initial sam-
pling which reduces the size of candidate points to 11` takesO(log `)
rounds, see Step 4. en it runs Algorithm 1 on these 11` points,
which takes O(log 11`) = O(log `) rounds to compute `-NN (from
eorem 2.2). us the time complexity is O(log(`)) rounds. e
message complexity is bounded by O(k log `) as both the initial
sampling and Algorithm 1 incur O(k log(`)) messages. 
3 EXPERIMENTAL RESULTS
We ran the Algorithm 2 using Crill cluster from the University of
Houston 5 which has 16 NLE Systems nodes. Each node has four
2.2 GHz 12-core AMD Opteron processor (48 cores total) and 64
GB main memory. We used each core as a processing unit for our
experiments. We used a (synthetic) random data set. Each process
generated 222 random points independently between 0 and 232 − 1.
We compare the performance of our `-NN algorithm with the
following simple method: each machine nds its local `-NN. en
it transfers all of them to a leader machine that nds the nal `-
NN among those points. For each simulation, the leader machine
chooses a random number between 0 and 232 − 1 as the query point.
We ran each simulation 30 times.
5hp://pstl.cs.uh.edu/resources/crill-access
Figure 2 shows our algorithm’s performance compared to the
simple method. We ran it for k ranging between 2 and 128 process-
ing units. Also, each resulting point in the gure is the average
of 100 runs of a simulation with a xed data set and dierent q
query values. e Figure shows that when we increase the number
of cores, we gain signicant speed up. For example, when using
128 cores, our algorithm nds `-NN 80 times faster than the simple
method.
We note that the speed up, measured in wall clock time is due
to the fact that as the number of machines increase, the number
of points per machine decreases and hence local computation is
faster. us although, the number of rounds does not depend on the
number of machines, in practice (where local computation time also
counts), increasing the number of machines increases the speed up.
4 CONCLUSION
We studied the well-known K-nearest neighbors problem in the
distributed k-machine model. e K-NN problem has numerous
applications in machine learning and other areas of sciences. Our
main contribution is a randomized algorithm which computes theK-
nearest neighbors with respect to a given query point in O(log(K))
rounds with high probability. e algorithm also uses a small
number of messages, incurring only O(k log(K)) messages. We
believe that our algorithm can be used as a subroutine for many
other problems. It would be interesting to explore other machine
learning problems in the k-machine model.
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