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RÉSUMÉ 
 
Avec le développement continu des industries minières canadiennes, l’établissement 
des réseaux de communications souterrains avancés et sans fil est devenu un élément 
essentiel du processus industriel minier et ceci pour améliorer la productivité et assurer 
la communication entre les mineurs. Cette étude vise à proposer un système de 
communication minier en procurant une architecture SDWN (Software Defined 
Wireless Network) basée sur la technologie de communication LTE. Dans cette étude, 
les plateformes les plus importantes de réseau mobile 4G ont été étudiées, configurées 
et testées dans deux zones différentes : un tunnel de mine souterrain et un couloir 
intérieur étroit. Également, une architecture mobile combinant SDWN et NFV 




With the continued development in the Canada mining industries, the need for an 
advanced and feasible underground wireless communication networks became an 
essential part of the industrial mining process to enhance the productivity and to 
provide communication between miners. This study aims to propose a mining 
communication system by providing a Software-Defined Wireless Network (SDWN) 
architecture based on LTE communication technology. In this study, the most 
significant 4G mobile network platforms have been studied, configured, and tested 
within two different areas: an underground mine tunnel and an indoor corridor of small 
size. Moreover, a mobile architecture that combines SDWN and Network Functions 
Virtualization (NFV) performed.  
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LISTE DES VARIABLES 
3GPP    Third Generation Partnership Project  
API                 Application programming interface 
AS    Access Stratum  
BBU    Baseband Unit  
BW   Bandwidth 
CAPEX Capital Expenditure  
CN  Core Network  
CPRI  Common Public Radio Interface  
C-RAN  Cloud-RAN 
CU  Central Unit  
DL  Downlink 
DU  Distributed Unit  
eMBMS Multimedia Broadcast Multicast Services 
eNB  Evolved NodeB  
EPC  Evolved Packet Core  
EPS  Evolved Packet System  
ETSI  European Telecommunications Standards Institute  
E-UTRA  Evolved Universal Terrestrial Radio Access 
FIB  Forwarding Information Base  
FPRF  Field Programmable Radio Frequency  
FR  Frequency Range  
GPP  General Purpose Processor  
GSM  Global System for Mobile Communications  
GTP  GPRS Tunneling Protocol  
HetNet Heterogeneous Network  
HSS  Home Subscriber Server  
IMS  IP Multimedia Subsystem  
LOS  line of sight  
LTE  Long Term Evolution 
MAC  Medium Access Control  
mdev  Standard Deviation  
MEC  Mobile Edge Computing 
MME  Mobility Management Entity 
MMSE Minimum Mean Square Error  
mMTC massive Machine-Type Communication  
NaaS  network as a service  
NAS  Non-Access Stratum  
NFV  Network Functions Virtualization 
NFVI  Network Function Virtualization Infrastructure  
NGFI  Next Generation Fronthaul Interface  
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NGMN Next Generation Mobile Networks  
NOS  Network Operating System  
NR  New Radio  
NSA  Non-standalone  
OAI  Open-air Interface  
OBSAI Open Base Station Architecture Initiative  
OPEX  Operational Expenditure  
ORI  Open Radio equipment Interface 
PCIe  PCI Express  
PCRF  Policy and Charging Rules Function  
PDCP  Packet Data Convergence Protocol  
PDN  Packets Data Networks  
P-GW  Packet Data Network Gateway  
PL  Path LOSS 
PM  Physical Machine  
QCI  QoS class indicator  
QoS  Quality of Service  
RAN  Radio Access Network  
RANaaS RAN as a service  
RAU  Radio Aggregation Unit 
RCC  Radio Cloud Center 
RF  Radio Frequency  
RLC  Radio Link Control  
RRC  Radio Resource Control  
RRH  Remote Radio Head  
RSRP  Reference Signal Received Power  
RSS  Radio Remote System  
RSSI  Received Signal Strength Indicator  
RTC  Real-time controller  
RTT  Round trip time  
SA  Standalone  
SCF  Small Cell Forum  
SDN  Software-Defined Network  
SDR  Software Defined Radio  
SDWN Software-Defined Wireless Network  
S-GW  Serving Gateway 
SIP  Session Initiation Protocol 
SNR  Signal-to-Noise Ratio 
TCAM Ternary Content-Addressable Memory  
TCP  Transmission Control Protocol  
UDP  User Datagram Protocol  
UE  User Equipment  
UL  Uplink  
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UMTS  Universal Mobile Telecommunication System  
USRP  Universal Software Radio Peripheral 
VIM  Virtualized Infrastructure Manager 
VM  Virtual Machine 
VNF  Virtualized Network Function  





I. Motivation and problem : 
 
Canada has one of the largest mining supply sectors for mining services, such as 
engineering, geotechnical, environmental, financial, and others. In total, it regroups 
more than 3,772 companies. In 2017, the Mining industry in Canada supplied 97 billion 
dollars to Canada’s Gross Domestic Product (GDP). Across the country, the industry 
directly employs more than 426,000 workers, and indirectly an additional 208,000. The 
work performed covers multiple domains, such as mineral extraction, smelting, 
fabrication, and manufacturing [1]. Accordingly, with the continued development in 
the Canada mining industries, the need for an advanced and feasible underground 
wireless communication networks became necessary to enhance productivity and to 
provide communication between miners as well as to ensure workers' safety. Thus, the 
wireless communication system that operates in this setting should be robust and be 
able to handle extreme temperatures and weather conditions, dirt, and dust, as well as 
shock and vibration. Often, the active mining area is continuously changing, so the 
network should be easy to move together with the installations in various positions 
around the mine. To offer maximum benefit, wireless mining communication networks 
should provide broadband speeds and reliable foundation to securely support multiple 
applications such as safety system monitoring, mobile field communications, mining 





II.  Proposed solutions : 
 
With the increasing popularity of mobile wireless communication, new services 
and technologies are established to meet the demands of clients. Thus, improved 
performance, coverage, and QoS were carried out to satisfy clients' desires by 
developing a robust network based on long-term evolution (LTE). This evolution of 
mobile broadband will continue with the new fifth-generation (5G) mobile network. 
The latter should be officially presented in 2020 by the Third Generation Partnership 
Project (3GPP) to a successor of commonly used LTE networks.  
Over recent years, the emergence of open-source mobile communication software 
had transformed telecommunication industries from proprietary and legacy 
technologies to open source technologies. Besides, the mobile, open source has become 
an integral part of the R&D process and membership in open source communities. 
Thus, the latter provides much innovation happening in the space and allow extending 
service coverage and to connect underserved rural and remote areas. 
On the other hand, the open-source availability of baseband processing and 
programmable frontend radio devices enable the effective implementation of different 
Software Defined Radio (SDR) Platforms. Based on a universal hardware platform and 
fully programmable communication system, SDR principle implement various radio 
functions over software instead of the dedicated traditional radio design. Many SDR 
designer chooses the General Purpose Processor (GPP) to support a baseband 
processing part to perform signal generation, coding/decoding, 
modulation/demodulation, etc. The combination of GNU Radio [2] an open-source 
baseband processing Platform GPP based and the Universal Software Radio Peripheral 
(USRP) [3] provided by Ettus research, is the leading SDR platform for research 
communities to interact with next generation of telecommunication architecture. Both 
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the research community, as well as the commercial sector, express a great interest in 
this Platform [4]. 
 To extend the network level capability, we need to allocate additional spectrum 
resources to increase the number of users with higher data rates. We need to use the 
current spectrum more efficiently for the next generation of wireless communication 
networks [5]. Additionally, ultra-dense networks and small cells will be integrated to 
increase the number of users with flexible connectivity anytime, anywhere, any device 
(ATAWAD). Moreover, new wireless access technologies should be backward-
compatible with the existing solutions to obtain the optimal network performance with 
faster data rates, which ultimately leads to driving the efforts toward the 5G wireless 
communication networks [6]. 
Consequently, the SDWN was developed to allow the existing mobile networks to 
act as operator-definable networks for further mobile applications and new solutions. 
Thus, SDWN presents the heterogeneous mobile wireless network efficiently to 
illustrate the 5G mobile network. It is composed of several wireless mobile 
technologies such as (Wi-Fi, LTE, etc.) and various coverage layers such as (small and 
macro cell-layers) over heterogeneous cellular edge networks along with the core 
network. Also, The SDWN topology allows operators and/or service providers to 
orchestrate, manage, and control SDWN networks through APIs. As long as 
technologies such as SDWN and NFV, network Softwarization can ensure the 
flexibility, modularity, and programmability that is required to establish several logical 
(virtual) networks, each designed for a specific use case, on top of a combined network. 
This study aims to enhance the mining communication system by providing an 
SDWN architecture based on LTE coexistence. Thus, SDWN and NFV technologies 
have emerged to deliver high-quality multiple performance systems with cost benefits 
that include several processes such as live monitoring, reconfiguration, control 
delegation, faster data transfer, and to handle the fulfillment of network slices. Also, 
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we seek to integrate an IP Multimedia Subsystem (IMS) server to offer voice over IP 
(VoIP) service for mobile subscribers. 
III. Methodology : 
 
To achieve our proposed solutions, we are starting our work by a full investigation 
of the most popular mobile communication networks that provide a full LTE protocol 
stack. Thus, three different mobile software were implemented in an indoor area. The 
three alternatives were evaluated by bringing a bunch of performance results in terms 
of Quality of Service (QoS) and processing resource consumptions. Subsequently, we 
are seeking to explore the SDWN and NFV concepts for 5G wireless networks to 
design an architecture based on SDWN and NFV technologies. Indeed, a 
Heterogeneous Network (HetNet) architecture was done based on LTE/Wi-Fi 
coexistence using OAI and Mosaic 5G open-source platforms, and use cases for 5G 
system research and platform leveraging SDN, NFV, and Mobile Edge Computing 
(MEC) technology provides several software components, spanning application, 
management, control and user plane on top of OAI platform. Then, an experimental 
performance test based on GPP SDR cellular platforms that provide a full LTE protocol 
stack, operating on frequency band 7, was conducted in real underground mine area to 
test our system functionality based on a subset of empirical measurements such as 
(Round trip time (RTT), Path-loss exponent, signal strength, coverage, and throughput 
etc.). Also, we compared our results to an indoor environment. Finally, we will provide 
a testbed scenario for our system to evaluate platform performance in the underground 
area. The Thesis methodology summarized in Figure 1. 
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Figure 1: Thesis Methodology.
CHAPITRE 1 
STATE OF THE ART: 
 
In this section, we present the context in which the project is carried out. First, we 
provide a brief study and discussion about some standards and technologies such as 
Software-Defined Network (SDN), Network Function Virtualization (NFV), Long 
Term Evolution (LTE).  




Software-defined network (SDN) technology is an agile and flexible network 
topology. Mainly, the SND's role is to enhance network control by allowing companies, 
service providers, and enterprises to interact quickly with the changing of business 
requirements. In SDN, a network engineer or administrator can shape traffic from a 
centralized control console without having to touch individual switches in the network. 
The SDN controller controls the routers and switches to transport network services, 
whether they are required, without refer to the network connections between servers 
and devices. This technology turned away from traditional network architecture, in 
which individual network devices make traffic decisions based on their configured 
routing tables [7]. 
Currently, SDN defined as a networking paradigm that decouples the control plane 
from the data plane, allowing for centralized control of the network along with a global 
network view where network applications run atop a network operating system (NOS). 
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The results of SDN are that it has a logically centralized network intelligence and state 
and an underlying infrastructure that is abstracted from network applications [8]. 
Moreover, proponents of SDN claim several benefits for such configurations, which 
include: 
 1) Centralized control over multi-vendor environments, 
 2) Automation that reduces complexity for users, 
 3) Higher innovation rates, 
 4) Increased security and network reliability 
 5) More granular network control, 
 6) Improved user experience, 
 7) Reduced management costs, 
 8) Simplified network deployments, 
 9) Programmable network services. 
 
1.1.2. Federation Of Standards:       
Working with a new networking architecture, like SDN, must need further 
standardization if it is to utilized globally. These standards are wanted for its 
engineering, integration, operation, and maintenance. Furthermore, systems must be 
produced for how SDN domains communicate with each other, additional legacy 
domains, and virtualized components. Many telecom executives have said that 
standards are critical to supporting SDN architectures [9]. However, these standards 
must also consider researchers and network operators to lessen the ad hoc nature of 
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SDN deployments. With such measures, consistent routing, security, and daily network 
activities can be ensured better.  
Regarding certification, the current nature of SDN means that traditional network 
operators will require retraining and or certification to engineer and integrate SDN 
architectures effectively, as well as to operate and maintain them. To a certain extent, 
this new paradigm requires that they be software engineers first, and network operators 
second. Already, the ONF has established a skills certification exam, ONF-Certified 
SDN Engineer (OCSE-111), to certify that network operator possess the required skills 
for operating SDNs [9]. Currently, this exam focuses on seven domains as listed below: 
1) SDN Concepts 
2) Open Flow 
3) SDN Architecture and Ecosystem 
4) SDN Implementations and Migrations 
5) Troubleshooting and Testing 
6) SDN Security 
7) SDN Futures 
Additional research by independent sources is likely needed to validate whether 
this certification represents an adequate range of SDN topics for aspiring SDN 
operators. Nevertheless, this certification represents a starting point for organizations 
seeking to verify and/or certify the skills of network operators responsible for handling 
their organization's SDN infrastructure [10]. 
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1.1.3. SDN Architecture: 
SDN aims to produce open interfaces that facilitate the development of software 
that can control the connectivity provided by a collection of network resources and the 
flow of network traffic over them, along with possible inspection and modification of 
traffic that performed in the network. These primitive functions abstracted into 
arbitrary network services, some of which may not be presently apparent [11]. 
 
  
Figure 2: Basic SDN components 
 
Figure 2 introduces the essential SDN components, with terminology similar to 
that from the original ONF white paper, “Software-Defined Networking: The New 
Norm for Networks” [12]. The initial view comprised infrastructure, control, and 
application layers (red text), which designated in this architecture document as data, 




1.1.3.1. Control Plane: 
Programmability is the fundamental paradigm shift offered by SDN. It allows for 
an entire network of individual network devices (once programmed individually) to be 
processed or orchestrated as one single entity. In other words, the SDN controller, along 
with its interfaces, constitutes the control plane, which serves as a logically centralized 
intelligence having a global view of the network and the ability to reconfigure it 
dynamically. 
As a result, this plane is often referred to as the NOS, as it allows the SDN to 
abstract its physical network state as a global network view to a controller instance 
running in the application layer [13]. Already, previous publications have attempted to 
identify key attributes to look for in an SDN controller. For example, Metzler et al. [14] 
recognize ten things to look for in a controller. These include: 
1) OpenFlow Support 
2) Network Virtualization 
3) Network Functionality 
4) Scalability 
5) Performance 
6) Network Programmability 
7) Reliability [or Fault-Tolerance] 
8) Security of the Network 
9) Centralized Management and Visualization 
10) Controller Vendor 
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1.1.3.2. SDN Interfaces: 
Within the control-plane are three interfaces or APIs. Those are 
 1) the southbound interface, 
 2) the northbound interface, 
 3) the east-west bound interface. 
 
 Technically, these three interfaces represent standards in and of themselves. 
However, each of them is at various states of acceptance, development, and integration. 
We depict these interfaces in Figure 3 with two controllers, both serving as a NOS for 
their subnetwork. The northbound interface allows control programs (a.k.a. 
applications) to provide instructions to the controller. Through the southbound 
interface, the controller sends instructions and receives information from the data 
plane. The east-west bound interface allows for controllers to share a standard network 
view and to coordinate policy and protocol enforcement. Most of these interfaces 
currently reside in the open domain (being freely available under open source license), 
which has proven a significant boom in the development and expansion of SDN. It has 





Figure 3: SDN interfaces. 
1.1.3.3. Data Plane: 
The data plane or forwarding plane is usually responsible for assuring the proper 
transit of traffic from one ingress interface (i.e., an input port) to a suitable egress 
interface (i.e., an output port). Principally, this transit follows the match: action rules 
included in network device forwarding tables or forwarding information base (FIB). 
This data might also be stored in ternary content-addressable memory (TCAM) along 
with associated metadata, such as packet, flow, and port counters [13]. 
 As a result, early OpenFlow [15] switches were designed with simple lookup 
tables (i.e., Flow Tables) to perform header matching and then execute various actions 
as specified in the flow table (match: action). An example of an OpenFlow-enabled 
switch shown in Figure 4. In this diagram, the header fields of arriving packets matched 
against header fields located in the TCAM or flow table. The action column indicates 
what to do with the packet if a match found. If no match found, then the  
 17 
 
Figure 4: OpenFlow-enabled switch. 
switch forwards the packet to the OpenFlow controller using its southbound interface 
to obtain new flow rules. It suffices to understand that the southbound interface refers 
to the protocol used by data plane elements (e.g., switches) to communicate with their 
controller.  
 
1.2. Network Function Virtualization (NFV): 
 
In recent years, the establishing of new services into traditional networks is 
becoming more complicated due to the difficulty to be upgraded, managed, the cost of 
offering the space, the energy for a variety of middle-boxes, and the lack of skilled 
professionals to integrate and maintain these services.  In collaboration with other 
emerging technologies, such as SDN, Network function virtualization (NFV) was 
presented to resolve these problems and to increase the flexibility of network service 
provisioning and decrease the time to market of new services. 
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  NFV helps the network operator to transform their infrastructure by taking the 
benefits of the virtualization technology to separate software instance from hardware 
platform, and by decoupling functionality from the location for faster networking 
service provisioning [16]. Thus, network virtualization is a networking medium that 
authorizes several service providers to dynamically create several heterogeneous 
virtual networks that coexist together in isolation from each other. Service providers 
can deploy and manage customized end-to-end services on those virtual networks for 
the end-users by effectively sharing and utilizing essential network resources leased 









Based on our discussion, the main features that characterize the NFV are as 
follows: 
• Decoupling software from hardware: The evolution of hardware and 
software entities are independent of each other. Also, this provides the 
separation between the development timelines and maintenance for each 
entity arises.  
• Flexible network function deployment: The separation of software and 
hardware provide the ability to share and reallocate infrastructure 
resources. Thus, this helps to integrate new network services and execute 
various functions at a different time in several data centers in a flexible 
way. 
• Dynamic scaling: A network operator can scale the NFV performance in 
multi-dynamic methods and with finer granularity according to the actual 
status of the network. 
 
NFV Architecture: 
Figure 6 illustrates the architecture of NFV. Thus, the main four functional blocks 




Figure 6: NFV architecture. 
 
• The Virtualized Network Function (VNF)  
The implementation of NFV done through a software instance called VNF that 
contains several portions of VMs running different processes 
• The NFV orchestrator  
It is responsible for the management and orchestration of VNFs network services 
and the virtualized hardware infrastructure to realize networking services.  
• The VNF Manager (VNFM) 
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It used for the management of multiple VNFs. It is responsible for the instantiation, 
termination, scaling, and update actions during the life cycle of a VNF instance. 
• The virtualization layer  
Abstracts the physical resources and anchors the VNFs to the virtualized 
infrastructure. It ensures that the VNF life cycle is independent of the underlying 
hardware platforms by offering standardized interfaces. This type of functionality 
typically provided in the form of virtual machines (VMs) and their hypervisors. 
• The Network Function Virtualization Infrastructure (NFVI) 
The background in which VNFs are running and includes physical and virtual 
resources, as well as the virtualization layer. 
• The Virtualized Infrastructure Manager(VIM) 
The VIM entity used for the management of NFVI. It is responsible for virtualizing 
and manage the shared hardware resources and control their communication with 
VNFs. Also, it manages VMs network connectivity and assigns it onto hypervisors. It 
also gathers information about infrastructure fault for capacity planning, optimization, 
and evaluates the root cause of performance issues. 
• NFV Benefits 
a) Lower CAPEX.  
b) Lower OPEX.  
c) Greater flexibility.  
d) Improved scalability.  
e) Enhanced security. 
f) Improved user experience.  
g) Faster provisioning.  
h) Independence of manufactured equipment.  
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1.3. Long Term Evolution (LTE): 
 
LTE (Long Term Evolution) or E-UTRA (Evolved Universal Terrestrial Radio 
Access), also referred to as 4G, is a standard for wireless communication of high-speed 
data for mobile phones and data terminals. It designed by the Third Generation 
Partnership Project (3GPP), a collaboration of the national and regional 
telecommunications standards bodies. LTE is an upgrade version of a 3GPP system 
known as the Universal Mobile Telecommunication System (UMTS). The latter 
evolved from the Global System for Mobile Communications (GSM). The 3GPP 
Release 8 introduces the first specification for LTE technology. Furthermore, the 
Evolution of the system architecture from GSM and UMTS to LTE shown in Figure 7. 
 In recent years, the fast emergence of new mobile devices based on Google’s 
Android operating system and the Apple iPhone based on IOS, mobile phone users 
have overgrown worldwide. Also, with the increasing popularity of mobile wireless 
communication, new services and technologies are established to meet the demands of 
users. Thus, improved performance, coverage, QoS, and higher throughput were 
carried out to satisfy clients' desire by establishing a robust network based on LTE. 
Officially, a complete end-to-end system, which includes UE, E-UTRAN, and Core 





Figure 7: Evolution of the system architecture from GSM and UMTS to LTE. 
 
1.3.1. LTE Architecture: 
 
As shown in Figure 8, The LTE architecture contains two major components: The 
Radio Access Network (RAN) and the Core Network (CN), which called Evolved 
Universal Terrestrial Radio Access Network (E-UTRAN) and Evolved Packet Core 
(EPC), respectively in LTE. Evolved NodeB (eNB) or eNodeB is the E-UTRAN 
component and interconnect between each other via the X2 interface. The EPC is 
composed of four main entities: The Home Subscriber Server (HSS), the Mobility 
Management Entity (MME), the Packet Data Network Gateway (P-GW), the Serving 
Gateway (S-GW) and the Policy and Charging Rules Function (PCRF). Furthermore, 
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the User Equipment (UE) refers to the device used by an end-user to communicate with 
eNodeB, which can be a Smartphone or LTE dongle, etc. 
 
 
Figure 8: LTE architecture. 
 
TABLE I describes the interfaces used in LTE architecture and their rules. 
 
TABLE I: Interfaces in LTE architecture and their purpose: 
Interface Position and Rules 
S1-MME The reference point for the control plane protocol between E-UTRAN and MME. 
S1-U 
Reference point between E-UTRAN and Serving GW for the 
per bearer user plane tunneling and inter eNodeB path switching 
during handover. 
S6a 
It enables the transfer of subscription and authentication data 
for authenticating/authorizing user access to the evolved system 
(AAA interface) between MME and HSS. 
S11        Reference point between MME and S-GW. 
S5 It provides user plane tunneling and tunnel management between S-GW and P-GW. It is used for S-GW relocation due to UE 
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mobility and if S-GW needs to connect to a non-collocated P-GW 
for the required PDN connectivity. 
S8 
Inter-PLMN reference point providing user and control plane 
between S-GW in visiting PLMN and P-GW in the Home PLMN. 
S8 is the inter-PLMN variant of S5. 
Gx 
It provides transfer of QoS policy and charging rules from 
PCRF to Policy and Charging Enforcement Function (PCEF) in the 
PDN GW. 
SGi 
It is the reference point between P-GW and PDN like the 
Internet. PDN may be an operator external public or private packet 
data network or an intra-operator PDN, e.g., for the provision of an 
IP Multimedia Subsystem (IMS) services. This reference point 




 Enables the transferring of information by assigning radio 
channels to the connection between the UEs and the eNBs. The 
eNB, on the other hand, implements all the functions and protocols 
needed in order to exchange information through the radio channels 
and it also controls the operation of the E-UTRAN interface  
 
X2 
 An optional interface established between eNBs in order to 
exchange control and user information when needed. However, a 
full mesh not mandated in an E-UTRAN network. Two types of 
information may typically be needed to be exchanged over X2 to 
drive the establishment of an X2 interface between two eNBs:  
• Load- or interference-related information.  
• handover-related information  
 
 
The components of LTE architecture are detailed in the following subsections: 
  
1.3.1.1. E-UTRAN: 
The eNB transmits and receives radio communications to all the mobiles (UEs) 
using the digital and analog signal processing purposes of the LTE air interface. It 
handles the low-level operation of UEs, by sending them signaling messages such as 
broadcast messages (MIB - Master Information Block), control messages (SIBs- 
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System Information Blocks), synchronization signals (PSS, SSS, i.e., Primary and 
secondary synchronization signals), and handover commands. 
 Each eNB connects with the EPC via the S1 interface. Also, it can be connected 
to nearby base stations through the X2 interface, which is mostly used for signaling 
and packet forwarding during handover. The eNB supports the following functions: 
1) Radio Resource Management functions 
o Inter-cell radio resource management. 
o Resource block control. 
o Radio admission control.  
o Dynamic resource allocation. 
o IP header compression and encryption of user data stream. 
2) Selection of an MME entity during the UE attachment procedure when 
no routing to an MME can be determined from the information provided 
by the UE.  
3) Measurement and measurement reporting configuration for mobility 
and scheduling. 
4) Routing of User Plane data towards Serving Gateway.  
5) Scheduling and transmission of paging messages (originated from the 
MME).  
6)  AS security. 
7) Scheduling and transmission of broadcast information (originated from 






a. HSS is the database in which we stored all the information about all UEs. 
It contains subscription and network performance information. The HSS is 
connected to the MME via the S6a interface to control the service 
connectivity. Also, this entity is responsible for the following user 
information: 
1) User identification, numbering, and addressing information. 
2) User security information, network access control information for 
authentication and authorization. 
3) User location information at the inter-system level. 
4) User profile information.  
HSS generates user security information for mutual authentication, 
communication integrity check, and ciphering. 
b. MME is the central entity of the control plane within EPC. It is managing 
the access of the UEs through the E-UTRAN. The MME maintains the 
following functions: 
1) Mobility Management. 
2) Non-Access Stratum (NAS) signaling and security. 
3) Inter core network signaling for mobility between 3GPP access 
networks.  
4) Tracking area list management. 
5) P-GW and S-GW selection. 
6) Serving GPRS Support Node (SGSN) selection for handovers to 
2G or 3G access networks. 
7) Roaming, Authentication. 
8) Bearer management functions, including dedicated bearer 
establishment. 
c. S-GW is the data plane communication entities of the EPC. It is 
responsible for the packets forwarding and routing to the UE. The S-GW 
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is assigned to the MME entity by the S11 interface, and to the P-GW 
through the S5/S8 interfaces. 
1) It acts as the local Mobility Anchor point for inter‐eNB handover 
and inter‐3GPP mobility.  
2) It is in charge of users traffic routing and temporary storage of users 
IP packets from terminals that are in idle mode and initiates the 
network triggered service request procedure. 
3) Accounting and QoS class indicator (QCI) granularity for inter‐
operator charging. 
4) Performs user traffic routing to/from one or more P‐GWs.  
5) UL and DL charging per UE, PDN, and QCI. 
6) Control of use policies, control of accounting, and lawful 
interception. 
d. P-GW is the gateway that establishes the connectivity to the external 
Packets Data Networks (PDN) through the SGi interface. P-GW is 
responsible for the following functions: 
1) IP addresses Allocation to the UEs. 
2) Transport level packet marking in the UL and DL. 
3) Uplink and downlink service level charging, gating control, and 
rate enforcement. 
4) Anchor point for inter‐system mobility management (between LTE 
and non‐3GPP networks). 
5) Downlink rate enforcement based on the accumulated Maximum 
Bit Rate (MBRs)of the aggregate of Service Data Flows (SDFs) 
with the same Guaranteed Bit Rate (GBR) QCI. 
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e. PCRF, also is known as a policy server, is a component of EPC. A part of 
the policy and charging control (PCC) function that is in charge of service 
data flow detection and enforces the charging decisions at P-GW. The 
PCRF is assigned to the P-GW entity by the Gx interface. PCRF is in 
charge of: 
1) Volume-based charging.  
2) Time-based charging.  
3) Volume and time-based charging. 
4) Event-based charging. 
  
1.3.2. LTE Protocol Stack: 
  
The protocol stacks of LTE networks include the following layers:  
(1) Radio Resource Control (RRC),  
(2) Packet Data Convergence Protocol (PDCP),  
(3) Radio Link Control (RLC),  
(4) Medium Access Control (MAC),  
(5) Physical Layer (PHY). 
 Figure 9and Figure 10 shows the control and data plane procedures at LTE eNB, 





Figure 9:LTE protocol stack - Control plane. 
 
 





SOFTWARE-DEFINED WIRELESS NETWORKS (SDWN) PLATFORMS: 
2.1.  Software-Defined Wireless Networks (SDWN): 
The SDWN was developed to allow the existing mobile networks to act as 
operator-definable networks for further mobile applications and new solutions [17] – 
[18]. Thus, SDWN presents the heterogeneous mobile wireless network efficiently to 
illustrate the 5G mobile network. It composed of several wireless mobile technologies 
such as (Wi-Fi, LTE, etc.) and various coverage layers such as (small and macro cell-
layers) over heterogeneous cellular edge networks along with the core network. As 
shown in Figure 11, the SDWN topology allows operators and/or service providers to 
orchestrate, manage, and control SDWN networks through APIs  [19]. 
Consequently, the SDWN controller provides service providers with the benefits 
of easier deployment of new services, the reduced management cost of various 
technologies, efficient operation of multi-vendor infrastructures, increased 
accountability, service differentiation, continuous network operation, and transparent 
enhancement of network operation [20]. 
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Figure 11: Network Architecture of Software-Defined Wireless Network. 
2.2. Wireless technology platforms: 
 
This innovation has started in 1999 with an open-source telephone switch called 
Asterisk. Subsequently, several open-source projects have developed by several 
companies and research institutes, including both the hardware and software, 
compatible with today's standard mobile phone. Software Radio Systems, Fraunhofer 
FOKUS, Range Networks, Sysmocom, OpenBTS, OpenLTE, and EURECOM are 
some of the most prominent companies and research institutes who have been 
developing open-source mobile communication software projects. The combination of 
open-source mobile communication software with the Software Defined Radio (SDR) 
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provides the potential to achieve a better cellular system, about cost, time, and 
flexibility. 
The SDR technology contains the pledge of a universal and fully programmable 
wireless communication system. Based on a universal hardware platform, SDR tries to 
implement various radio functions over software instead of the traditional radio design 
ideas that are depending on fixed hardware for a particular purpose. Consequently, a 
combination of programmable radio frequency (RF) frontend with a baseband 
processing platform can be constructed to form an SDR Platform.  
The Universal Software Radio Peripheral (USRP) provided by Ettus research is 
the most famous RF frontend (see Figure 12) [21]. Moreover, to establish a baseband 
processing platform, General Purpose Processor (GPP) is selected by most SDR 
designers to execute functions like signal generation, coding/decoding, 
modulation/demodulation, etc. The combination of USRP RF frontend and GNU Radio 
[22] an open-source baseband processing Platform GPP based, is the leading SDR 
platform for research communities to interact with the next generation of 
telecommunication architecture. Furthermore, both the research community and the 
commercial sector are highly interested in this Platform. Thus, SDR is now recognized 
as the third revolution following the fixed-to-move, analog-to-digital in the 
communication [23]. 
Hence, in this section, we investigate the most popular mobile communication 




Figure 12: USRP B210, Ettus Research. 
 
2.2.1. OpenAirInterface Emulation Platform: 
 
OpenAirInterface (OAI) is a powerful and flexible wireless technology platform 
based on the 4G ecosystem that contains the entire LTE protocol stack released under 
the AGPLv3 license, including standard-compliant implementations of the 3GPP LTE 
access stratum for both evolved node B (eNB) and UE and a subset of the 3GPP LTE 
Evolved Packet Core (EPC) protocols. OAI can be adopted as an emulation and 
performance evolution platform for LTE/LTE-A systems [24]. 
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Moreover, the current development is written in C targeting both real-time and 
non-real-time operations and run on standard Linux-based computing equipment 
ranging from a simple PC to a sophisticated PC cluster or even a GPU workstation, 
which is distributed deployment on a local network to transmit information via the IP 
address. 
Two unique features of the OAI platform are [25]:  
1) An open-source software implementation of the 4th generation (4G) mobile 
cellular system that is fully compliant with the 3GPP LTE standards witch can 
interoperate with commercial terminals and can be used for real-time indoor/outdoor 
experimentation and demonstration.  
  
2) Built-in emulation capability that can be used within the same real execution 
environment to transition between real experimentation and repeatable, scalable 
emulation. Correctly, two physical layers (PHY) emulation modes are supported, 
which differ in the level of detail at which PHY is realized. 
  
As illustrated in Figure 13, the OAI LTE protocol stack includes three blocks: 
OAI-UE, OAI-eNB, and OAI-MME+S+P-GW as CN. The implementation of OAI 
eNB application comprises two primary Portable Operating System Interface (POSIX) 
threads, eNB_thread_rx, and eNB_thread_tx that run using the earliest deadline first 
scheduling [26] supported in low latency. Also, PHY, MAC, RLC, PDCP, RRC 
protocols are Integrated for both OAI-eNB and OAI-UE, X2AP layer was implemented 
in a new version for interconnecting between two eNBs. The main PHY feature 
summarized in TABLE II. 
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 For real-world experimentation and validation, OAI has a custom SDR called the 
ExpressMiMO2 PCI Express (PCIe) board and also supported NI/Ettus Universal 
Software Radio Peripheral(USRP) B200 / B210, LimeSDR, and BladeRF. 
 
 
Figure 13. OpenAirInterface LTE software stack 
 
 
TABLE II. OAI main PHY features: 
LTE releases 8.6 Compilant and a subset of release 10 
Duplexing mode FDD and TDD 
Tx modes 1,2 (stable), 3, 4, 5, 6, 7 (experimental) 
Number of antennas 2 
CQI/PMI reporting Aperiodic, feedback mode 3 -0 and 3 -1 
Downlink(DL) channels ALL 
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Uplink(UL) channels ALL 
HARQ support UL and DL 
 
Concerning the CN, the OAI includes a subset of 3GPP LTE EPC component with 
the Home Subscriber Server (HSS), Mobility Management Entity (MME), Serving 
Gateway (S-GW), Packet Data Network Gateway (P-GW) and the Non-Access Stratum 
(NAS) protocols. A GPRS Tunneling Protocol (GTP) for user plane is required and 
inserted into P-GW. Also, the OAI EPC features shown in TABLE III 
TABLE III. OAI EPC features: 
LTE releases 9, 10 
EPC component HSS, MME, S-GW, P-GW 
NAS protocol Integrity and encryption using AES and Snow3G algorithms 
UE handling attach, authentication, service access, radio bearer establishment 
GTPv1u and GTPv2c application protocols 




2.2.2. srsLTE Platforms: 
 
srsLTE is software for SDR applications that provides a full LTE protocol stack 
for both srsENB (as LTE eNB) and srsUE (as LTE UE). Thus, this software has a light-
weight LTE core network implementation. srsLTE was released under the AGPLv3 
license and used software from OpenLTE project for some security functions and NAS 
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parsing. Additionally, this software is available under both Open source and 
commercial licenses. Also, the SRS software suite includes some custom products such 
as AirScope and the over-the-air LTE analysis toolbox. 
The current development of srsLTE written in a C/C++ language targeting both 
real-time and non-real-time operations and running on standard Linux-based 
computing equipment ranging from a simple PC to a sophisticated cluster or even a 
GPU workstation.  srsLTE platform supports a distributed deployment on an IP local 
network. 
For real-world experimentation and validation, srsLTE includes support for 
Sidekiq M.2 SDR from Epiq Solutions. The two platforms support NI/Ettus Universal 
Software Radio Peripheral(USRP) B2x0/ N210/X3x0, LimeSDR, and BladeRF. 
As illustrated in Figure 14, the srsLTE library provides the functions to build LTE 
components, including the implementation of different processing functions and 
physical channels such as synchronization (Sync), resampling, etc. Since the three low 
protocol layers (L1, L2, and L3) for eNB and UE have been implemented to the srsLTE 
library. Several applications examples are also integrated, including pdsch-enodeb, 
cell-search, cell-measurement. The main PHY features for srsLTE open source and 




Figure 14: srsLTE software stack. 
 
TABLE IV. srsLTE main PHY features: 
 srsLTE open source srsLTE commercial 
LTE releases 8 Compilant,and a subset of release 9 
Release 
15compliant 
Duplexing mode FDD FDD and TDD 
Tx modes 1,2 , 3, 4 
Number of antennas 2 
CQI reporting Periodic and Aperiodic feedback support 
Downlink(DL) channels ALL 
Uplink(UL) channels ALL 
HARQ support UL and DL 
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2.2.3. Amarisoft Platform: 
Amarisoft is a software mobile communication company that offers 4G and newly 
5G NR software running on generic hardware at the edge of a 3GPP specification. 
Amarisoft provides a full LTE protocol stack and supports intra-eNB, S1, X2 
handovers protocols. As shown in Figure 3, this technology contains all LTE 
components such as EPC, eNB, NB IoT, LTE-M, evolved Multimedia Broadcast 
Multicast Services(eMBMS) and IP Multimedia Subsystem(IMS). At the beginning of 
2019, the company announced the release of its 5G software. The new 5G portfolio 
includes gNodeB integrated into the non-standalone (NSA) mode and the sub-6 GHz 
spectrum. The 5G software will be supporting the standalone (SA) mode later [27]. 




Figure 15: Amarisoft software equipment 
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Amarisoft mainly sold three solutions: 
• Test and measurements: for a robust solution test equipment for 5G, LTE, 
and cellular equipment test. Amarisoft has two products: 
 AMARI LTE Callbox to test RAN devices allowing functional and 
performance testing. The company offers three different versions: Mini, 
classic and Pro. 
 AMARI UE Simbox: this product is to perform efficient testing of CN and 
eNB by simulating up to 1000+ UEs. 
• Network Deployment: Amarisoft ecosystem work with a partner to build a 
full RAN to significant providers. This product also can be seen as network 
function virtualization (NFV). 
• AMARI LTE NET: Amarisoft LTE Network is a Full LTE 3GPP software 
solution that functions as integrated components in a vast network or as SA 
system. 
 
TABLE V. Amarisoft main PHY features: 
LTE releases 14 compilant 
Duplexing mode FDD and TDD 
Tx modes 1 (single antenna) and 2 to 10 (Mimo 4x2 ) 
Downlink(DL) channels ALL 
Uplink(UL) channels ALL 
HARQ , CSI-RS, PAPR, PRS and Carrier Aggregation support 




TABLE VI. Amarisoft EPC features: 
LTE releases 14 compilant 
EPC component HSS,MME,S-GW,P-GW,PCRF,EIR 
NAS protocol NAS integrity check and encryption using the AES, Snow3G and ZUC algorithms 
UE handling attach, authentication, security configuration, detach, tracking area update, service access, radio bearer establishment, paging. 
CQI/PMI reporting Aperiodic, feedback mode 3 -0 and 3 -1 
Supports several IMS servers with Rx interface 
several IMS servers with Rx interface 
built-in dynamic ERAB setup for easy VoLTE/IMS testing 
IPv4 and IPv6 support 
 
Amarisoft LTE Network is a Full LTE 3GPP software solution that functions as 
integrated components in a vast network or as SA system. This software runs on a 
standard Linux x86 based machine and has its own PCI Express SDR board. Also, this 









2.3. Platform Service for Software-defined 5G networks. 
 
The fifth-generation New Radio (NR) requirements have been defined to serve 
principally using three categories: Ultra-Reliable, Low-Latency Communications 
(URLLC), and massive Machine-Type Communication (mMTC), and enhanced 
Mobile Broadband (eMBB). Thus, working with LTE to support the various 
requirements of new services is not sufficient. Consequently, the 3GPP started the 
development of a new radio access network. One of the new standards of the NR is 
working with a high operational frequency range (FR) between 24 and 52,6 GHz. 
Therefore, higher data rates can be achieved using small-cells and millimeter-wave 
technology. Another new standard of 5G NR [28] is the functionality splitting in terms 
of RAN into Baseband Unit (BBU) and Remote Radio Head (RRH), in order to present 
a novel mobile communication design called C-RAN. Also, the distribution of BBU 
functionalities between two new processing units, such as Central Unit (CU) and 
Distributed Unit (DU), is considered one of the significant changes. In addition, 
Network slicing is recognized as an essential technology for the next generation of 
mobile broadband. Thus, this technology enables operators to support multiple services 
with various specifications, across a common shared infrastructure. 
In this section, we will talk about the most leading platform for Software-defined 
5G network service enablers, the Mosaic 5g platform, and the C-RAN splitting 
functionality provided by the OAI platform. 
 
2.3.1. Cloud RAN (C-RAN): 
The main idea of CRAN is to decouple the capabilities of the base stations into a 
couple of pieces. It includes the RRU unit that handles the radio-frequency signal 
processing, and the BBU unit, which is responsible for the baseband signal processing. 
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Traditionally, the baseband signal processing unit is distributed into each base station. 
Nowadays, using C-RAN technology, the latter skills are integrated into centralized 
servers, known as the BBU pool. Also, the RRU controls the RF, such as analog/digital 
signal processing, power amplifying, and filtering. With the evolution of SDR 
technology, the BBU functionalities could be performed by software. Therefore, the C-
RAN aim is to integrate cloud computing and virtualization technologies in order to 
allocate the BBU computing resources dynamically. Thus, C-RAN extends this 
flexibility by the abstraction of the execution environment. 
Moreover, the cloud ecosystem empowers the production of new services, like 
RAN as a service (RANaaS), and network as a service (NaaS), such as LTEaaS, linked 
with the C-RAN. Thus, the centralization of the baseband operations and the effect of 
splitting the radio unit from the processing unit can serve two principal advantages. 
First, reduce the Capital Expenditure (CAPEX), and the Operational Expenditure 
(OPEX) due to the fewer quantity of sites, simple software upgrade, and the 
performance enhancement with coordinated multi-cell signal processing. Therefore, 
we can offer various opportunities for producing a centralized computation of the radio 
resources. Moreover, C-RAN can abstract the network resources by enabling the 
virtualization of several RAN capabilities to create multiple virtual networks or slices.  
C-RAN can be achieved in two essential actions, namely [29]: 
• Commoditization and Softwarization: refer to a 
software implementation of network functions on top of GPPs with no or 
little dependency on dedicated hardware (e.g., DSP, FPGA, or ASIC). In 
addition, the programmability in the RF domain can be achieved with the 
Field Programmable Radio Frequency (FPRF) technology. 
• Virtualization and Cloudification: refers to the execution of network 
functions on top of virtualized (and shared) computing, storage, and 
networking resources controlled by a cloud OS. I/O resources can be 
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shared among multiple physical servers, and in particular, that of radio 
front-end through multi-root I/O virtualization (MR-IOV). 
The performance of C-RAN depends on the High-speed signal transmission 
between BBU and RRU over a link called fronthaul, which is different from the 
backhaul link that is located between the CN and the traditional eNB [30]. Currently, 
the most well-known standard for the fronthaul is the Common Public Radio Interface 
(CPRI). Indeed, there are various standards, such as the Open Radio equipment 
Interface (ORI) by the European Telecommunications Standards Institute (ETSI), and 
the Open Base Station Architecture Initiative (OBSAI). Though the CPRI standard uses 
fiber Optic technology to point-to-point media transmission, which is difficult to 
extend, and expensive in countries [31]. Thus, Telecom vendors propose the Next 
Generation Fronthaul Interface (NGFI) [31], [32] to overcome the lack of CPRI-based 
C-RAN. 
1.  NGFI Architecture: 
NGFI is a fronthaul interface between BBU and the RRHs for the upcoming 
5G network infrastructure. Unlikely the traditional C-RAN structure, in which 
the BBU sends I/Q samples to RRU using CPRI standard as fronthaul 
interface. NGFI redefines the capabilities of BBU and RRU by changing the 
specifications of the components. Referring to the NGFI specification 
introduced by China Mobile [31]. Hence the BBU becomes Radio Cloud 
Center (RCC), and the RRU reconsidered as Radio Remote System (RRS). 
Further, NGFI uses the point-to-multipoint Ethernet cable transmission instead 
of the point-to-point fiber optic transmission. Moreover, the Radio 
Aggregation Unit (RAU) is added, which interfaces with RCC and offers 




Figure 16. C-RAN architecture based on NGFI [4]. 
2.  OpenAirInterface Architecture for NGFI: 
Mainly OAI uses a traditional monolithic topology to run the base-station within 
one equipment. Nevertheless, due to the integration of NGFI requirements, OAI eNB 
architecture becomes more flexible in designing future networks. Thus, this provides a 
dynamic placement of baseband functions. Currently, OAI supports the following node 
functionalities: 
• 3GPP eNodeB 
• 3GPP eNodeB BBU [NGFI IF5] 
• NGFI RCC [NGFI IF4p5] 
• NGFI RRU [NGFI IF5] 
• NGFI RRU [NGFI IF4p5] 
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Figure 17: C-RAN architecture using NGFI / 3GPP terminologies [33]. 
Figure 2 depicts the C-RAN architecture mapped by the NGFI, 3GPP, Next 
Generation Mobile Networks (NGMN), and Small Cell Forum (SCF). It is designed 
for functional splits abstracted in [34]. The most important works on this subject are as 
follow —  the Integration of the network slice feature using FlexCRAN SDN controller 
and the IF4P5 functional split for confirming the utility of handling network slices on-
demand [35]. Moreover, a C-RAN experimental evolution in terms of latency and 
capacity to allow RRUs scalability using function splits and USRPs [36]. Also, in [33], 
the scalability of real-time synthetic networks in a software-only environment was 
introduced in order to decrease the signal processing complexity using the benefits of 
software function optimizations of the multipath channel, and signals exchange in the 
frequency domain. 
The C-RAN contains three different links, namely the Fronthaul, the midhaul, and 
the backhaul, that connect the units between each other [37]. The CN connects the RCC 
unit through the backhaul segment within a length of 40-200 km. The RCC 
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communicates with RAU using the midhaul link, and the RAU attaches the RRU via 
the Fronthaul link within a length between 0 and 20 km. We controlled backhaul and 
fronthaul through S1 and IF4P5 interfaces using 1 Gigabit Ethernet ports. Figure 18 
illustrates the C-RAN architecture represented by OAI. It includes OAI-EPC, RCC, 
and RRH. 
 
Figure 18: Cloud-RAN Deployment Architecture 
 
2.3.2. Mosaic5G: 
Mosaic5G initiative is formed to provide an open, flexible, and agile 4G/5G 
experimentation platform. It aims to share an ecosystem of open-source platforms and 
use cases for 5G system research leveraging SDN, NFV, and multi-access edge 
computing (MEC) technology enablers. As a result, Mosaic5G strives to bring 
openness into 4G/5G for four directions among innovation, scalability, agility, and 
flexibility [38].  
 As mentioned in Figure 19, Mosaic5G spans five software components: 
• JOX as the service orchestrator, 
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• Store as the repository of applications and datasets,  
• LL-MEC as CN and edge controller,  
• FlexRAN as the real-time radio access network (RAN) controller,  
• OAI RAN and OAI CN as a 3GPP-compliant implementation of 
LTE/LTE-A features. 
 In the following section, we will provide an overview of Mosaic FlexRAN, the 
software that we use to improve our topology, and to apply his ability of network slicing 
and other features such as system monitoring. 
 As discussed in a few related works [39, 40], FlexRAN is the first SD-RAN 
platform that separates the User plane from the control plane. Moreover, it can either 
centralize RAN domain control logics among multiple base stations (either monolithic 
or disaggregated RAN) or delegate control decisions in a distributed 
manner. Also, Flex-RAN offers customized control functions, a hierarchical control 
framework with a well-defined API allowing “on-the-fly” monitoring, reconfiguration, 
and control delegation in the RAN domain [38]. 
 
Figure 19: Mosaic5G schematic architecture [28]. 
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As shown in Figure 20, the two most essential elements in FlexRAN are [38]:  
• Real-time controller (RTC) that enables coordinated control over multiple 
RANs reveals high/low-level primitives and provision SDKs for control 
application. 
• RAN runtime [41] that acts as a local agent controlled by RTC virtualizes 
the underlying RAN radio resources, pipelines the RAN service function 
chain, and provides SDKs enabling distributed control applications. 
Further, the RAN runtime can support several slice requirements (e.g., 
isolation) and also enhance multiplexing benefits (e.g., sharing) In terms of 
radio resource abstractions and modularized/customized RAN 
compositions for RAN slicing purpose. The FlexRAN protocol used 
between the RAN runtime and the RTC can provide several characteristics: 
provide statistics, enable reconfiguration trigger events, and delegate 
control. 
 
Figure 20: FlexRAN Platform [38]. 
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CHAPITRE 3 
WIRELESS SDN ARCHITECTURE: 
 
The fifth generation of mobile communications, promises to offer very high 
achievable data rate, very low latency, ultra-high reliability, along with supporting a 
wide range of new applications and use cases. In order to increase network scalability, 
service flexibility, and to improve mobility management in 5g wireless networks, two 
new concepts have emerged. Namely NFV and SDWN. In this Chapter, we designed 
and implemented a network architecture based on an open-source software-based LTE 
implementation named OAI. SDWN network technology has emerged in order to 
deliver high-quality multiple performance systems with cost benefits that include 
several processes such as live monitoring, reconfiguration, control delegation, and 
faster data transfer. In order to test some key enablers and features of 5G mobile 
networks, we provide a topology that combines SDWN and NFV technologies to 
handle the fulfillment of network slices by running Mosaic 5g FlexRAN software on 
top of the OAI platform. Moreover, Clearwater IP Multimedia Subsystem (IMS) is 
integrated to provide voice over IP (VoIP) service between subscribers, and a Wi-Fi 
Access point (AP) is added to the network in order to establish a heterogeneous wireless 
network (HetNet). Our results can serve as a reference for future optimization by the 
open-source community. 
The remainder of this chapter is organized as follows. Section 1 describes our 
proposed topology. Testbed parameters and equipment are presented in Section 2. 




3.1. System Description: 
 
The structure of our LTE/Wi-Fi wireless communication is shown in Figure 21. 
The experimental testbed consists of two units of commercial UE connected to one 
base station OAI-eNB over Uu (LTE radio interface). The UEs reach OAI- CN and 
IMS Clearwater server via an Ethernet cable (S1-flex) connected to OAI-eNB. In order 
to test network slicing in RAN, two CN, namely Cem5g CN, LRTCS CN, were 
virtualized in the physical machine (PM). Consequently, S1-flex allows each eNB to 
be connected to multiple CN and guarantees functionality and flexibility with no signal 
point of failure. Also, a Wi-Fi AP was connected to the physical machine. Thus the AP 
connects the IMS Clearwater server and reaches the internet. 
 
 
Figure 21: SDWN System Architecture. 
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Hence, network virtualization is a networking medium that authorizes several 
service providers to dynamically create several heterogeneous virtual networks that 
coexist together in isolation from each other. Service providers can deploy and manage 
customized end-to-end services on those virtual networks for the end-users by 
effectively sharing and utilizing underlying network resources leased from multiple 
infrastructure providers [42].  
 In Figure 22, The experimental scenario is described more specifically in a 
diagram. The two core EPC (CEM5G, LRTCS) and the IMS server were virtualized 
each one in a virtual machine (VM). The VMs coexist together in isolation from each 
other in the PM. Additionally, CEM5G EPC and LRTCS EPC take a different public 
land mobile network (PLMN) id, respectively (30299, 30288), and connected to eNB 
through S1-flex. The PC machine and usrpb210 are deployed as eNB. Also, the 
FlexRAN controller is running into PC and connected to eNB to enable radio resource 
management and network slicing. 
Furthermore, UEs Connects the Wi-Fi by wireless communication provided by 
Wi-Fi AP, which is physically connected to the PM. To transfer audio, and video 
streams over IP networks, SIP protocol is used to connect the Clearwater IMS server. 
The main system parameters are listed in TABLE VII. 
 
TABLE VII. SDWN SYSTEM CONFIGURATION: 
 Parameter Value 
Computer  
CPU model Intel Core i7-8700CPU @ 3.20 GHz x 6 
Computer Memory 8 G 
OS 64-bit Ubuntu 16.04 LTS 
UE OS android 
USRP b210  Frequency range 70 MHz – 6 GHz 
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Antenna 2 TX * 2 RX 
Dimensions 12.3x8.3x1.5inch 
LTE 
Duplex mode FDD 
Transmission mode TM1 (SISO) 
carrier frequency Band 7 
Modulation scheme QPSK, 16-QAM, 64-QAM 




Figure 22: SDWN system diagram. 
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3.2. Testbed Parameters and equipment: 
 
To identify the efficiency and adequacy of our proposed system, we must 
recognize the LTE GPP-based platform capabilities and classify the SDRs equipment 
performances as well as the 5G enabler's functions functionalities. 
 To do so, initially, we have to conduct various tests in terms of Resource 
consumptions, QoS, as well as Coverage and radio signal analysis.  
3.2.1. Testbed equipment: 
To succeed in our operation, we used some testbed materials in addition to some 
commercials smartphone as our study is for an industrial environment, so we must 
study the efficiency of using commercial devices with our proposed system. the 
following types of testing equipment are used: 
• Spectrum Analyzer: Anritsu MS2661C, frequency range (9 kHz to 30 GHz).  
• Vector Signal Generator: Anritsu MG3692B, frequency range (250 kHz to 20 
GHz).  
• SAMSUNG Galaxy Note 5, A 20, A 5. 
• iPhone 8 plus. 
• CONDOR Griffe T7. 
 
3.2.2. Testbed parameters: 
In terms of system effectiveness and capability, we use the following testbed 
parameters: 
a. Round Trip Time test: 
RTT is the Round Trip Time between TCP end-points, as seen by the TCP sender. 
In order to have an idea of the RTT of our link, we can ping the UE from the core 
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network PC. The time delay includes the procedure of the time scale between UE and 
CN. 
b. Throughput test: 
To get more information about network performance, speed, and check the internet 
quality. Consequently, throughput test TCP bandwidth is the portion of the radio bearer 
used to send TCP data. This is the data rate that we would like to achieve based on the 
UE category and cell configuration. We use:  
• Iperf is a network test tool that can generate a User Datagram Protocol 
(UDP) and Transmission Control Protocol (TCP) data streams. To obtain 
the best network performance, Iperf is used to generate traffic data between 
the UE side and CN side in both directions UL and DL. 
• RFBENCHMARK is an application capable of detecting existing mobile 
networks in a geographical area and indicates the network system in which 
the cell phone has been connected. 
 
c. Delay Jitter test: 
Delay jitter is defined to be the mean deviation (smoothed absolute value) of the 
difference in packet spacing at the receiver compared to the sender for a pair of packets. 
In other words, it is the difference between to consecutive packets. Thus, we used the 
Iperf test with the UDP protocol to obtain Delay Jitter. Finally, delay jitter can lead to 
the network QoS and Voice over IP(VoIP) quality. 
 
d. Coverage and radio signal analysis: 
In order to get information about radio signal and coverage of the LTE mobile 
platforms we use some applications to identify the Received Signal Strength Indicator 
 57 
(RSSI), Signal-to-Noise Ratio (SNR), Reference Signal Received Power (RSRP), 
Reference Signal Received Quality (RSRQ), Channel Quality Indicator (CQI), path-
loss exponent and standard deviation. Thus, in our testbeds, we use various network 
monitoring applications that show information about mobile networks. 
e. Resource Consumption: 
In terms of CN and RAN computers, we use some applications to display system 
information such as (CPU usage, memory usage, network rates, etc.). These analyzed 
the system resources consumption of the GPP LTE platforms for both bandwidths (10 
and 20 MHz).  Accordingly, we used the performance speed test and HD video 
streaming test to study the CPU usage. This experience aimed to evaluate the difference 
between cellular platforms in terms of consumed resources. 
 
3.3. Result and Analysis: 
 
The experimental scenario is described in Figure 23, in which two computers and 
USRP B210 are deployed as eNB and the PM (two EPC and one IMS server). The UEs 
are placed around one meter away from USRP b210 with no obscured property, and 
the transmitting power of USRP set to 10 dBm. At the UE sides, two commercial UE 
was attached to the same eNB in order to connect CEM5G and LRTCS CNs. Moreover, 
the third UE is connected by wireless communication provided by Wi-Fi AP, which is 
physically connected to the PM. 
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Figure 23: SDWN Experimental scenario. 
 
 
Hence, network slicing is enabled using Mosaic5g FlexRAN by splitting our RAN 
into two active slices in which each slice has 50% of RAN resources. Thus, the two 
slices do not share resources between them but share resources only between users 
within one slice. Even more, when one of the slices is not active, the other increases 
her resources to 100%. In order to test the IMS server, a SIP client application was 
installed on the UEs side to make calls. Therefore, we use Zoiper, a software IP phone 
that supports both SIP and IAX2 signaling protocols and is the most commonly used 
software with the Asterisk VoIP telephone switchboard. Zoiper comes in several 
versions: free, business, and OEM. 
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3.3.1.  Round Trip Time measurements  
A test about the time delay of LTE CNs and WLAN is completed, as shown in 
Figure 24. The Round Trip Time (RTT) is the time scale for the transmission of one 
packet to a specific destination plus the time scale of an acknowledgment packet to be 
received to the source. Moreover, the time delay includes the procedure of the time 
scale between UE and DNS servers. The different arrival times of Wireless network 
packets can lead to an out-of-order packets problem.  
 




Figure 25: LTE Performance test. 
3.3.2. LTE performance measurements: 
       RFBENCHMARK is an application capable of detecting existing mobile networks 
in a geographical area and indicates the network in which the cell phone has been 
connected to. Figure 25, clearly shows the two CNs CEM5G and LRTCS have been 
detected and have approximately the same performances. So, this confirms that the 
network has been well implemented. 
Iperf is a network test tool that can generate a User Datagram Protocol (UDP) and 
Transmission Control Protocol (TCP) data streams. In order to obtain the best network 
performance, Iperf is used to generate traffic data between the UE side and the IMS 
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server-side in both directions UL and DL. Thus, we used the TCP protocol for 
throughput measuring and UDP protocol to obtain Delay Jitter. 
Figure 26 presents the Throughput measurement of wireless networks in the 
UL/DL direction. The test was conducted during 60 s, and the bandwidth for the OAI-
LTE platform is set at 20 MHz. In terms of DL direction, OAI has a higher data rate 
with an average of 70.7 Mbps compared to the WLAN network, which records 
32Mbps. 
 




Figure 27: Delay Jitter Results in HetNet network. 
 
Thus, in regards to UL direction, the WLAN network displays an unbalance 
throughput with an average of 47 Mbps while OAI - LTE data rate 28 Mbps. Finally, 
results show clearly that OAI- LTE has a stable throughput than the WLAN network. 
As shown in Figure 27, the delay jitter test was conducted in 60 s in the UL 
direction. Therefore, the results showed that we got the most stable delay jitter when 
OAI-LTE was used with an average of 1.4 ms. However, WLAN showed a variation 
of delay jitter with an average of 2.7 ms. Finally, delay jitter can lead to the network 
QoS and Voice over IP(VoIP) quality. 
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CHAPITRE 4 
EXPERIMENTAL PERFORMANCES TESTBEDS 
4.1. Performance analysis of Mobile Platform. 
This Chapter reports a comparative study of the most significant 4G mobile 
network open-source platforms, namely: OAI and srsLTE. Moreover, this study 
includes 4G Amarisoft software, one of the promising commercial alternatives.   This 
work evaluates the three alternatives into an indoor area and brought a bunch of 
performance results in terms of Quality of Service (QoS) and processing resource 
consumptions. The first experimental results demonstrated that the commercial one 
outperforms the open-source software alternatives. Although the performance of the 
OAI solution appears to be fairly similar to that of Amarisoft. 
An experimental performance test was conducted between GPP SDR open-source 
platforms and Amarisoft LTE commercial platforms. Also, an evaluation of their 
adequacy toward 5G experimentation is shown in this work. Moreover, we studied the 
capability of Amarisoft PCIe SDR and USRP-b210 board to support LTE alternatives. 
Our results provide a reference work given experimental comparing results. 
The rest of this section is organized as follows. The next section describes the 





4.1.1. Testbed deployment and configuration: 
 
In this testbed, we studied the performance of the three SDR-platforms, namely 
OAI, srsLTE, and Amarisoft. In terms of RF boards, OAI-eNB, and srsENB operate 
with USRP B210 RF board connected using USB3.0 while Amarisoft eNB uses both 
Amarisoft PCIe SDR and USRPB210 RF to test performance between the two boards. 
Therefore, the PC outfitted with an Intel Core i7-8700CPU, including 6 cores clocked 
at 3.20 GHz and 8GB of DDR4 memory. The PC was running using Ubuntu 16.04 
kernel 4.15.0-45 low-latency, and all power management, CPU scaling, and firewall 
were disabled. The main system parameter is described in TABLE VIII. 
Thus, to make sure that the EPC computing load will not affect the performance 
of the eNB and to host the EPC functionality, all the experiments were conducted using 
OAI-CN (Developed branch) integrated with an additional computer. The latter was 
connected to eNB using Gigabit Ethernet cable. The experimental testbed included two 
Commercial UEs with an Android OS for testing. BluDrive smart card reader and 
GRSIM write application version 3.10 were used to configure the SIM card. 
 
TABLE VIII. SYSTEM CONFIGURATION: 
 Parameter Value 
Amarisoft PCIe 
SDR 
Frequency range 70 MHz – 6 GHz 
Antenna 2 TX * 2 RX(12.3x8.3x1.5inch)  
Standard connector PCIe 
USRP b210  Frequency range 70 MHz – 6 GHz 
Antenna 2 TX * 2 RX (12.3x8.3x1.5inch)  
Standard connector USB 3.0 
UHD version 3.12.0 
LTE Duplex mode FDD 
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Transmission mode TM1 (SISO) 
Carrier frequency Band 7 
Downlink frequency 2660 MHz 
Uplink frequency 2540 MHz 
Bandwidth 10Mhz, 20 MHz 
 
In consequence, we conducted the testbed performance experiments of the three 
software platforms using the versions listed below: 
• OAI - Develop branch tag 2018.w42. 
• SrsLTE version (release_18_12). 
• Amarisoft version: 2019-02-05. 
4.1.2. Results and Analysis: 
 
Figure 28, shows the experimental scenario in which the CN and eNB run in 
separated PCs. The USRP-b210 and Amarisoft PCIe SDR were connected to eNB 
through USB 3.0 and PCIe slot, respectively. Moreover, each one of the Mobile 
platforms was integrated into a single M.2 SSD to enable high performance. During 
the testbed, the two SDRs were fixed approximately at 1 m from the UE with no 
obscured property. The transmitting power of SDRs was set at 20 dBm.  
In this testbed, we transmitted a UDP and TCP packet in both uplink (UL) and 
downlink (DL) direction with bandwidth (10 and 20 MHz) to test the throughput and 
the Delay Jitter of each mobile platform. Also, a Round Trip Time (RTT) and CPU 
usage test were measured for each eNB SDR process. Moreover, a performance test 
between the two SDR RF Amarisoft PCIe SDR and USRP-b210 was done. 
Finally, the results were obtained after more than 30 repetitions for each 
experiment test in which we employed the best solutions in the figures below. Thus, 
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before each experiment test of a mobile platform, the whole network was restarted 
entirely. Also, the connection between LTE equipment was verified.  
 
 
Figure 28: Experimental scenario. 
 
1.  RTT test: 
As shown in Figure 29, Figure 30, and Figure 31, a time delay test was measured 
for each cellular software by sending 120 packets from the UE side to the core network 
using the ICMP protocol with packet size 1436 bytes. RTT is the time scale for the 
transmission of one packet to a specific destination plus the time scale of an 
acknowledgment packet to be received by the source. The time delay includes the 
procedure of the time scale between UE and CN. We observed that the Amarisoft and 
OAI platforms had similar results with a min RTT 20 ms and a max RTT 43,36 ms. 
The average RTT was 30 ms for OAI and 32 ms for Amarisoft. In the case of srsLTE, 
the result was higher than the two other platforms with a min 27 ms, max 51 ms, and 
avg 36 ms. Finally, the standard deviation (mdev) confirms that the OAI platform has 
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the most constant packet transmission (mdev = 3.7) while Amarisoft mdev is 3.8 and 
srsLTE mdev was 5.4. 
 
Figure 29: RTT Result of OAI. 
 
 





Figure 31: RTT Result of srsLTE. 
 
2.  CPU usage: 
In this section, the CPU usage was analyzed for wireless software running at the 
eNB PC, for both bandwidths (10 and 20 MHz). In order to conduct this test, a gnome 
system monitoring a Linux software to display system information such as (CPU usage, 
memory usage, network rates, etc.) was used at the eNB side, while at the UE side 
RFBENCHMARK was utilized.  
 The latter is an application capable of detecting existing mobile networks in a 
geographical area and indicates the network in which the cell phone has been 
connected. Moreover, this application has many options to test networks. Accordingly, 
we used the performance speed test and HD video streaming test to study the CPU 
usage. This experience aimed to evaluate the difference between cellular platforms in 
terms of consumed resources. 
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Figure 32, and Figure 33, confirms that Amarisoft eNB CPU resource 
consumptions (20 % for BW 10 MHz and  40% for BW 20 MHz) are less than the two 
other platforms. Furthermore, the results for the OAI-eNB platform were 35% for BW 
10 MHz and 50% for BW, while for the srsLTE open-source platform, we had 40 % 
for BW 10 MHz and 60% for BW 20 MHz. These results confirm that there is an 
essential difference in terms of resource consumptions between Amarisoft, OAI-eNB, 
and srsLTE open source. Also, the difference appeared while using different bandwidth 
(BW 10 MHz and 20 MHz). In conclusion, Amarisoft and OAI are more capable of 
handling the 5G scenarios.  
 
 





Figure 33: CPU usage at eNB side for different Wireless software with BW 10 
MHz. 
 
3.  Delay jitter and throughput test: 
 
Next, we analyzed the delay jitter and the throughput performance of each mobile 
platform. In order to test platforms performance, we used Iperf, a network test tool that 
can generate a UDP and TCP data streams. Hence in UL direction, at the UE side, Iperf 
was used as a client and data generator to the CN server side. Also, we used the TCP 
protocol for throughput measuring and UDP protocol to obtain the Delay jitter. In order 
to test the DL performance for each mobile platform, we generated throughput traffic 
from the CN (client-side) to the UE (server-side).  
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As shown in Figure 34, the test was conducted during the 60s, and the bandwidth 
was set at 10 MHz in UL direction for each cellular platform. Therefore, the results 
showed that we got the most stable delay jitter when Amarisoft eNB was used. Also, 
we got an unstable delay jitter by srsLTE. As for OAI, it had a more stable delay jitter 
than the srsLTE open-source platform. Finally, delay jitter can lead to the network QoS 
and Voice over IP(VoIP) quality. 
 
Figure 34: Delay jitter for cellular platforms (BW 10 MHz). 
 
Next, we measured the Throughput for each of the cellular platforms with 10 and 
20 MHz bandwidth in UL/DL directions during a time interval of 60 seconds. The Iperf 
and TCP protocol were used. 
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In Figure 35 and Figure 36, for both bandwidth 10 and 20 MHz in UL, results 
showed clearly that Amarisoft has a higher data rate with an average of 19.5 Mb/s and 
44,6 Mb/s respectively as compared to the other platforms. OAI-eNB has a stable 
throughput for BW 10 MHz and 20MHz with an average 18Mb/s and 28 Mb/s, 
respectively. Finally, srsLTE showed an unbalanced throughput in terms of BW 20 
MHz, while the latter showed a stable bitrate in the case of 10MHz. 
 




Figure 36: Throughput for cellular platforms in UL direction (BW 20 MHz). 
 
As shown in Figure 37 and Figure 38, OAI and Amarisoft have almost the same 
results in terms of DL rates for both BW. We note that the latter was more stable than 
OAI platform. Therefore, for BW 10 and 20 MHz, OAI had an average data rate (33.1 
Mb/s, 68.6Mb/s) and for Amarisoft (34.6 Mb/s, 70.7 Mb/s). Regarding the BW 10 
MHz, srsLTE platform had a stable throughput 30Mb/s while for BW 20 MHz the data 






Figure 37: Throughput for cellular platforms in DL direction (BW 10 MHz). 
 
Figure 38: Throughput for cellular platforms in DL direction (BW 20 MHz). 
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4.  SDR RF performance test: 
In this section, we measured the throughput for both SDR USRP-b210 and 
Amarisoft PCIe SDR using Amarisoft Software. The experiment was conducted with 
BW set at 10 and 20 MHz during a time interval of 60 seconds for UL/DL directions.  
As shown in Figure 39, and for both BW, Amarisoft PCIe SDR displayed a stable 
and higher throughput as compared to USRP-b210. As for USRP- b210, we obtained a 
stable throughput in terms of BW =10Mhz while the latter was semi-stable using BW 
= 20 MHZ. Lastly, we found that for both SDRs, the CPU usage remained the same in 
terms of consumed resources.  
Figure 40, confirms that in terms of the DL direction test, the types of SDR used 
had utterly no impact on the throughput performance.. 
 
Figure 39: Throughput performance obtained for USRP b210 and Amarisoft 
SDR RF using Amarisoft platform and BW 10 and 20 MHz in UL direction. 
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Figure 40: Throughput performance obtained for USRP b210 and Amarisoft 
SDR RF using the Amarisoft platform for BW 10 and 20 MHz in DL direction. 
4.2.  Experimental performances for LTE in underground mine. 
 
In this Chapter, an experimental performance test based on GPP SDR cellular 
platforms that provide a full LTE protocol stack, operating on frequency band 7, was 
conducted in a real underground mine area. This mine is a former gold mine now 
operated by the Corporation of Bourlamaque’s mining village as a historic site located 
in northwestern of Quebec province in Canada. In order to have an indoor reference 
environment, we also conduct measurements in a corridor located on the campus of the 
University of Quebec in Abitibi-Temiscamingue (UQAT). 
The chapter aims are to present the main empirical measurements such as (Round 
trip time (RTT), Path-loss exponent, signal strength and coverage, throughput, etc.) of 
the indoor corridor and gold mine environment. To the best of our knowledge, this is 
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the first empirical measurement campaign in the open literature to study the 
performance of a mobile platform GPP SDR based in a harsh underground mine 
environment.  Also, this study analyzes a real-world example of LTE technology from 
a QoS perspective, such as a remotely operated underground mining vehicle. 
Results show functional connectivity in a gold mine tunnel on band 7 compared to 
an indoor corridor. Although the path loss fading seems to be more aggressive in mine. 
Furthermore, the RTT and throughput test can lead to a good quality of service (QoS) 
in mine.  
The rest of this chapter is organized as follows. In the next section, we provide a 
brief description of the indoor and the underground mine environment where the 
measurements are conducted. In section 2, the testbed platform, deployment, and 
configuration are presented. The results and analysis are carried out in section 3. A 
real-time performance scenario was presented in section 4. 
 
4.2.1. Environment description: 
 
1. Description of the gold mine environment: 
The underground testbed measurements were conducted in Lamaque’s gold mine 
situated in Val-d’Or, 700 km north of Montreal, QC, Canada. Thus, mine became a 
place for tourists and used to train new miners and perform experiments. The gallery 
extends over a length of 191 m with a high of 3 m and width around 5 m. A picture of 
the mine gallery is shown in Figure 41. Also, from the photograph, we can find that the 
walls are bumpy and are covered with a metallic grid. Finally, the floor is not flat, and 
it contains pools of water. Also, the water droplets flow from everywhere. Lastly, the 
humidity is still high, and the weather is cold. 
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2. Description of the indoor environment: 
The indoor testbed is conducted in a corridor located on the first floor of UQAT 
university Val-d’Or campus. The corridor length is over 70 m with a high and width of 
around 3 m approximately. However, the base stations around the campus are still 
working on LTE, and we expected that the signal interference of other cells would 
impact the results of our study. Finally, the photography of the university corridor is 
shown in Figure 42. 
 
Figure 41: Photography of the mine gallery. 
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Figure 42: Photography of the university corridor. 
4.2.2. Testbed deployment and configuration: 
 
A desktop computer outfitted with an Intel Core i7-8700CPU including 6 cores 
clocked at 3.20 GHz and 8GB of DDR4 memory is used to support Amarisoft LTE 
software under Linux Ubuntu 16.04. The Linux system is set-up to use a low-latency 
kernel 4.15.0-47 and to disable all disturbing processing functions like power 
management, CPU scaling, and network firewall. The value of the main parameter is 
reported in TABLE IX. 
Thus, to make sure that the EPC computing load will not affect the performance 
of the eNB and to host the EPC functionality, all the experiments were conducted using 
Amarisoft-CN integrated into an additional computer. The latter is connected to eNB 
using Gigabit Ethernet cable. The experimental testbed includes a Commercial UE with 
an android OS for testing. BluDrive smart card reader and GRSIM write application 
version 3.10 were used to configure the SIM card. 
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TABLE IX. SYSTEM CONFIGURATION: 
 Parameter Value 
Amarisoft PCIe SDR Frequency range 70 MHz – 6 GHz 
Antenna 2 TX * 2 RX(12.3x8.3x1.5inch)  
Standard connector PCIe 
LTE Duplex mode FDD 
Transmission mode TM1 (SISO) 
Carrier frequency Band 7 
Downlink frequency 2660 MHz 
Uplink frequency 2540 MHz 
Bandwidth 10Mhz, 20 MHz 
TX gain 90 dB 
RX gain 60 dB 
 
 
In consequence, the measurement campaign was conducted using the Amarisoft 
platform (version: 2019-02-05). Figure 3 shows the experimental equipment in which 
the CN and eNB run in separated PCs. Amarisoft PCIe SDR is connected to the eNB 
through the PCIe slot. Two Omni-directional antennas with a maximum input power 
of 100 W and a Gain of 9dBi were connected via N-Male to SMA-Male cable to the 
SDR as TX and RX. 
Thus, Figure 44 and Figure 45 show respectively the map of the indoor and mine 
environment with the LTE measurement setup in which we take our measurement using 
a smartphone (UE) at different distances 15, 30, 45 and 50 m from the fixed eNB with 
no obscured property in a line of sight (LOS) propagation. Furthermore, the antennas 




Figure 43: Experimental set-up. 
 
 
Figure 44: Map of the indoor corridor with the LTE measurement setup. 
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Figure 45: Map of the mine gallery with the LTE measurement setup. 
4.2.3. RESULTS AND ANALYSIS: 
 
In this measurement campaign, coverage and signal analysis of the LTE mobile 
platform was presented using the Received Signal Strength Indicator (RSSI), Signal-
to-Noise Ratio (SNR), path-loss exponent n, and standard deviation 𝜎𝜎. The LTE 
platform log files info and some smartphone (UE) applications [43], were used to 
extract the signal parameters. Also, Samsung service mode is used by typing *#0011# 
To check the RF status. Moreover, we transferred a TCP and UDP packet in both uplink 
(UL) and downlink (DL) direction with bandwidth (10 and 20 MHz) to test the 
throughput of the mobile platform in both environments. Also, a Round Trip Time 
(RTT) test using TCP protocol was measured. In order to generate TCP and UDP 
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traffic, as well as the RTT measurement, Ping tools mobile App. [44] was used at the 
UE side. 
1. Coverage and radio signal analysis: 
 
1.1. RSSI and SNR test: 
Figure 46 and Figure 47 presents the coverage results in terms of RSSI using radio 
signal heat map. However, hot colors describe strong received signal strength, and cold 
ones indicate that the signal is weak TABLE X, describes the LTE signal quality with 
reference to RSSI and RSRP parameters.  
We can observe that in the indoor scenario, the RSSI results are between -72 dBm 
and -88 dBm. In terms of mine scenario, the RSSI values range from -56 dBm at 15m 
to -84 dBm at 50 m. Also, in the mine, the UE location affects RSSI significantly. i.e., 
depending on whether the UE is behind the wall, in a corner, middle of the mine, etc. 
In both cases, the channel quality indicator (CQI) index is between 15 and 12. Thus, it 
is leading that 64 QAM modulation technique used and indicates a suitable downlink 
transmission data rate. 
 
TABLE X: LTE signal quality: 
Signal quality RSSI (dBm) RSRP (dBm) 
Excellent >-65 >-84 
Good -65 to -75 -85 to -102 
Fair -75 to -85 -103 to -111 




Figure 46: Coverage of LTE mobile platform for an indoor scenario in terms of 
RSSI. 
 
Figure 47: Coverage of LTE mobile platform for mine scenario in terms of 
RSSI. 
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Figure 48 depicts the SNR measurement results for the mine and the indoor 
environment. Thus, the SNR in the mine between 15 and 30 m is around 26 dB. The 
latter is more robust than indoor results in the same area 21 dB due to the interference 
from the LTE users in the neighboring cells. However, the noise in both scenarios 
increases rapidly as the UE moves away from 30 m so that the SNR reaches 9 dB at 50 
m. depicts the SNR measurement results for the mine and indoor environments. In the 
mine, the SNR is around 26 dB between 15 and 30 m. The latter is more robust than 
indoor results in the same area 21 dB due to the interference from local commercial 
eNBs cells. However, the noise affects intensively in the gold mine scenario than the 
indoor area. Especially when the UE moves away from 30m to reach 45m. At 50m, the 
SNR index in both areas is 9dB, which means that we need a power amplifier to get 
away from 50 m. 
 
Figure 48: SNR of mine and indoor scenarios. 
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1.2. Path-loss exponent and standard deviation: 
 
Based on the minimum mean square error (MMSE) and the reference signal 
received power (RSRP) taken from our testbed measurement, we can find the path loss 
exponent and standard deviation in indoor and mine scenarios. 
The MMSE estimate could be found using the following method. Let Pi be the 
received power taken from the RSRP parameter at a distance di and 𝑃𝑃� i will be the 
estimated value. the sum of squared errors between the measured and estimated values, 
J (n) is given by: 
𝐽𝐽(𝑛𝑛) =  ∑ �𝑃𝑃𝑖𝑖 −  𝑃𝑃�𝑖𝑖�2𝑘𝑘𝑖𝑖=1                                 (1)    
 
𝑃𝑃�𝑖𝑖 can be found from: 
 
𝑃𝑃�𝑖𝑖  =  𝑃𝑃𝑖𝑖 − 10𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑑𝑑𝑖𝑖/𝑑𝑑0)                           (2) 
where n is the path-loss exponent, di is the distance of separation between the eNB 
Tx and the UE Rx, and d0 is the reference distance. 
The standard deviation  𝜎𝜎 is obtained by: 
 
                     𝜎𝜎2 = 𝐽𝐽(𝑛𝑛)
𝐾𝐾
                                                        (3) 
 
Where k is the total of measurement samples. 
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However, the value of the path-loss exponent n which reduces the MMSE can be 
found by equating the derivative of J(n) to zero, and then solving for n. Thus, we choose 
d0 that have the maximum received signal strength, and we make sure that near-field 
effects do not alter the reference path loss.  
TABLE XI presents typical values for the path-loss exponent in LOS propagation 
of the CANMET mine, an underground gold mine located in Val-d'Or, Qc, and our 
results in the two scenarios, respectively Lamaque’s mine and UQAT corridor. Thus, 
our result is different from [8, 11] due to the difference in shapes, distance, height, and 
width between the two mines. Also, we use the 2.6 GHz frequency in our test, and we 
try to get our results from the middle of the tunnel, and results are taken from a ramp 
down. Moreover, the results were obtained after more than ten repetitions for each 
breakpoint. 
TABLE XI: UNDERGROUND MINE PATH-LOSS EXPONENT FOR 








CANMET mine 2.4 GHz (2.5-3)×3×70 2.2 [8] 2.4 GHz (2.5-3)×3×70 2.03 [11] 
Lamaque’s mine 
(our result ) 2.66 GHz 5x3x50 1.95 
 
UQAT corridor  
(our result) 2.66 GHz (3-5)x3x50 2.66 
 
 
 Finally, results in sections 1 and 2 show that the mine has better signal strength 
than the tested indoor environment. However, the mine path loss exponent 1.95 with 
𝜎𝜎 = 5.28 is lower than the indoor 2.66 with 𝜎𝜎 = 2.2 in which we can conclude that in 
terms of cellular software SDR-based when we moved far from 30 m, the signal loss is 
more affected in mine scenario than indoor. 
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2. RTT test: 
As shown in Figure 49 and Figure 50, a time-delay test measured for the cellular 
software in both gold mine and the indoor environment by sending 120 packets from 
the UE side to the core network using TCP protocol. RTT is the time scale for the 
transmission of one packet to a specific destination plus the time scale of an 
acknowledgment packet to be received to the source. The time delay includes the 
procedure of the time scale between UE and CN. We observed that the RTT results in 
the indoor were higher than mine due to the fact of interference. Also, the weakness of 
the indoor signal strength parameters presented in section A verifies the RTT results. 
Finally, the standard deviation (mdev) confirms that the gold mine scenario has the 
most constant packet transmission in which the mdev is between 2.8 ms at 15 m and 4 
ms at 50 m while indoor mdev is between 11.5 ms at 15 m and 13.8 ms at 50 m. 
 
Figure 49: RTT results of Mine at d= 15,30,45 and 50 respectively. 
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Figure 50: RTT results of Indoor at d= 15,30,45 and 50 respectively. 
 
3. Throughput test: 
Next, we analyzed the throughput performance for the indoor and gold mine 
scenarios. In order to test the mobile platform performance in a specific environment, 
we used Iperf, a network test tool that can generate a UDP and TCP data streams. Hence 
in UL direction, at the UE side, Iperf is used as a client and generates data to the CN 
server side. Also, we used the TCP protocol for throughput measuring. In order to test 
the DL performance for the mobile platform, we generate throughput traffic from the 
CN (client-side) to the UE (server-side). The Results of throughput performance are 
shown in terms of Mbps / Hz in which we can obtain the throughput performance for 
both bandwidth 10 and 20 MHz. 
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In terms of UL direction, Figure 51 and Figure 52 showed clearly that the gold 
mine scenario has a stable data rate compared to the indoor scenario mainly when the 
UE placed in a zone of 30 m away from eNB. in DL direction, both environments have 
a stable bitrate at 15 m (see Figure 53, Figure 54). While in the gold mine scenario the 
DL throughput is still more stable than indoor, especially when we move away from 
15 m. Moreover, for both scenarios in UL/DL directions showed an unbalanced 
throughput when the UE located at 50 m. Finally, these results confirm our coverage 
and signal analysis in section A. 
 
Figure 51: Throughput of Mine scenario in UL direction. 
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Figure 52: Throughput of Indoor scenario in UL direction. 
 
Figure 53: Throughput of Mine scenario in DL direction. 
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Figure 54: Throughput of Indoor scenario in DL direction. 
 
4.2.4. Real-time Performance Evaluation: 
A real-time performance testbed scenario was provided to evaluate the platform 
performance in the underground area using a remotely operated underground mining 
vehicle.  
Figure 55 describes a high-level view of the communication network used in real-
time performance evolution testbed. It consists of a remotely operated mining vehicle 
(robot) connected to an LTE hub via Ethernet cable. The LTE system is composed of 
LTE RAN or eNB and an EPC. The P-GW provides connectivity to the public IP 
network via the Lamaque’s mine network and linking the robot to the remote control 
station located in the UQAT University – Val-d'Or campus. Thus, Figure 56 and Figure 
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57 illustrate the testbed location in Lamaque’s gold mine map. Finally, Figure 58 and 
Figure 59 depict the equipment utilized in the real-time Testbed. 
 
 






Figure 56: Lamaque’s gold mine map. 
 
Figure 57: Testbed location. 
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Figure 58: LTE system CN. 
 
Figure 59: eNB and Robot. 
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This testbed scenario shows the effectiveness of using LTE technology in an 
underground gold mine environment in which the remote robot can be controlled in 
real-time from another location. Finally, this testbed scenario confirms our results in 

















This study aims to establish a heterogeneous wireless communications network 
based on SDWN technology for enterprise environments. In our situation, it is an 
underground medium, more precisely mines. 
In this study, an HetNet was deployed based on LTE and Wi-Fi technologies. 
Moreover, VoIP service was integrated into our system using the IMS Clearwater 
server and Zoiper SIP client. In order to be able to maintain and test some 5G aspects 
and features, we have successfully emulated SD-RAN functionality provided by 
FlexRAN platform, and also enabled network slicing feature between two virtualized 
CNs.  
In terms of Wireless software technology, the results obtained in our work show 
the improvement of the commercial software as compared to the open-source software. 
Moreover, based on our research, OAI is more efficient and developed than srsLTE. 
Of note, the research is currently active for the OAI platform that is rapidly developing 
in terms of 5G-NR SDR solution as well as Cloud RAN solution. However, the 
deployment of the srsLTE code is more comfortable than the OAI platform. Our results 
provide a guideline and contribute to building the new mobile network communication 
software alternatives. 
To test our proposed architecture, we present a preliminary performance testbed 
operating on LTE band 7 deployed in a typical indoor corridor and underground mine 
tunnel areas. Based on the measurement results, the received signal strength of an LTE 
link at the mine can meet the LTE technology requirements up to 50 m coverage with 
a 0 dBm transmit power. Compared to the indoor corridor area with a closed size, mine 
results provide better results. Although the signal path loss seems to have larger scale 
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fading in the mine environment. Also, mine scenario shows a better result in terms of 
RTT and a more stable throughput compared to indoor scenario. 
Finally, a real-time performance evolution was presented to evaluate the capability 
of integration of the proposed architecture in a gold mine. 
In the future, we are planning to enhance the SDWN based system by using some 
5G enablers features such as Cloud-RAN (C-RAN). Also, we will analyze the system 
by carrying out an intense measurement campaign for different operating frequencies 














[1] Facts and Figures of the Canadian Mining Industry (Mining Association of Canada)  
[2] GNU Radio, the GNU Software Radio project, 
https://wiki.gnuradio.org/index.php/Main_Page.  
[3]  https://www.ettus.com/ 
[4] Z. Geng, X. Wei, H. Liu, R. Xu, and K. Zheng, "Performance analysis and 
comparison of GPP-based SDR systems," in 2017 7th IEEE International 
Symposium on Microwave, Antenna, Propagation, and EMC Technologies 
(MAPE), 2017, pp. 124-129: IEEE.  
[5] A. Ghosh, T. Thomas, M. Cudak, R. Ratasuk, P. Moorut, F. Vook, T. Rappaport, 
G. Maccartney, S. Sun, S. Nie, Millimeter-wave enhanced local area systems: a 
high-data-rate approach for future wireless networks, IEEE J. Sel. Areas Com- 
mun. 32 (6) (2014) 1152–1163, doi: 10.1109/JSAC.2014.2328111 . 
[6] F. Boccardi, R. Heath, A. Lozano, T. Marzetta, P. Popovski, Five disruptive tech- 
nology directions for 5G, IEEE Commun. Mag. 52 (2) (2014) 74–80, doi: 10. 
1109/MCOM.2014.6736746. 
[7] https://searchsdn.techtarget.com/definition/software-defined-networking-SDN 
[8] ONF, ``Software-defined networking: The new norm for networks,'' ONF, White 
Paper, 2012, accessed: Oct. 18, 2017. [Online]. Available: 
https://www.opennetworking.org/images/stories/downloads/sdnresources/white-
papers/wp-sdn-newnorm.pdf 
[9] ONF. (2017). ONF Certified SDN Engineer (OCSE). [Online]. Available: 
https://www.opennetworking.org/skills-engineer#prerequisiteknowledge 
[10]  Advancing Software-Defined Networks: A Survey. J Cox, J Chung, S Donovan, J 
Ivey, R Clark, G Riley, H Owen, 2017. 
[11]  SDN architecture (2014): https://www.opennetworking.org/wpcontent/uploads 
/2013/02/TR_SDN_ARCH_1.0_06062 014.pdf 
[12] ONF, Software-Defined Networking: The New Norm for Networks (2012), 
available at https://www.opennetworking.org/images/stories/downloads/sdn-
resources/white-papers/wp-sdn-newnorm.pdf  
[13] S. K. N. Rao, ``SDN and its use-case_NV and NFV,'' NEC, Whitepaper, 2014, 




[14] M. Ashton et al., ``Ten things to look for in an SDN controller,'' Ashton, Metzler 
& Associates, Sanibel, FL, USA, White Paper, 2013. [Online]. Available: 
www.necam.com/Docs 
[15]  N. McKeown et al., ` `OpenFlow: Enabling innovation in campus networks,'' ACM 
SIGCOMM Comput. Commun. Rev., vol. 38, no. 2,pp. 69_74, Apr. 2008. 
[16] M. Chiosi et al., “Network Functions Virtualisation: An Introduction, Benefits, 
Enablers, Challenges & Call for Action,” ETSI White Paper, Oct. 2012. 
[17]  Xin Jin, Li Erran Li, Laurent Vanbever, and Jennifer Rexford, "SoftCell: scalable 
and flexible cellular core network architecture," In Proceedings of the ninth ACM 
conference on Emerging networking experiments and technologies (CoNEXT ’13). 
ACM, New York, NY, USA, 163-174, 2013. 
[18] M. HadZialic, B. Dosenovic, M. Dzaferagic, and J. Musovic, "CloudRAN: 
Innovative radio access network architecture," In ELMAR, 2013 55th International 
Symposium, pages 115-120, Sept 2013. 
[19] Eunil Seo ; Sarang Wi ; Vyacheslav Zalyubovskiy ; Tai-Myoung Chung The 
Scalable LISP-deployed Software-Defined Wireless Network (LISP-SDMN) for a 
Next Generation Wireless Network 
[20] C. J. Bernardos et al., "An architecture for software defined wireless networking," 
in IEEE Wireless Communications, vol. 21, no. 3, pp. 52- 61, June 2014. 
[21] F. Liu, K. Zheng, W. Xiang, and H. Zhao, "Design and performance analysis of an 
energy-efficient uplink carrier aggregation scheme," IEEE Journal on Selected 
Areas in Communications, vol. 32, no. 2, pp. 197-207, 2014. 
[22] GNU Radio, the GNU Software Radio project, 
https://wiki.gnuradio.org/index.php/Main_Page. 
[23] Z. Geng, X. Wei, H. Liu, R. Xu, and K. Zheng, "Performance analysis and 
comparison of GPP-based SDR systems," in 2017 7th IEEE International 
Symposium on Microwave, Antenna, Propagation, and EMC Technologies 
(MAPE), 2017, pp. 124-129: IEEE. 
[24] R. Wang et al.” OpenAirInterface-An Effective Emulation Platform for LTE and 
LTE-Advanced”. In: Ubiquitous and Future Networks(ICUFN),2014 Sixth 
International Conf. on. Shanghai, China: IEEE, 2014, pp.127-132  
 101 
[25] N.Nikaein, M.Marina, SManickam, A.Dawson,” OpenAirInterface: A Flexible 
Platform for 5G Research”, ACM SIGCOMM Computer Communication 
Review,Volume44, Number 5, October 2014 




[28] China Mobile Research Institute, “C-RAN The Road Towards Green RAN,” White 
Paper, Oct. 2011. 
[29] Software-defined 5G System https://www.openairinterface.org/?page_id=466 
[30] M. Jaber, M. A. Imran, R. Tafazolli, and A. Tukmanov, “5G Backhaul Challenges 
and Emerging Research Directions: A Survey,” IEEE Access, vol. 4, pp. 1743–
1766, 2016. 
[31] White Paper of Next Generation Fronthaul Interface, Version 1.0, China Mobile 
Research Institute, 2015. 
[32] Next Generation Fronthaul Interface (1914) Working Group. 
http://sites.ieee.org/sagroups-1914. Accessed: 2018-05-31. OpenAirInterface. 
http://www.openairinterface.org. Accessed: 2018-05-31. 
[33] L. F. A. Vesga, R. Knopp, and S. E. Garzon, "Real-time Emulation Methodologies 
for Centralized Radio Access Networks," in 2019 IEEE 20th International 
Workshop on Signal Processing Advances in Wireless Communications 
(SPAWC), 2019, pp. 1-5: IEEE. 
[34] C.-Y. Chang, N. Nikaein, R. Knopp, T. Spyropoulos, and S. Kumar, “FlexCRAN: 
A flexible functional split framework over Ethernet fronthaul in Cloud-RAN,” in 
ICC 2017, IEEE International Conference on Communications, May 21-25, 2017, 
Paris, France, Paris, FRANCE, 05 2017. [Online]. Available: 
http://www.eurecom.fr/publication/5155 
[35] S. Costanzo, I. Fajjari, N. Aitsaadi, and R. Langar, “A network slicing prototype 
for a flexible cloud radio access network,” in 2018 15th IEEE Annual Consumer 
Communications Networking Conference (CCNC), Jan 2018, pp. 1–4. 
[36] F. Giannone, H. Gupta, K. Kondepu, D. Manicone, A. Franklin, P. Castoldi, and L. 
Valcarenghi, “Impact of ran virtualization on fronthaul latency budget: An 
experimental evaluation,” in 2017 IEEE Globecom Workshops (GC Wkshps), Dec 
2017, pp. 1–5. 
[37] ITU, “Transport network support of imt-2020/5g,” TELECOMMUNICATION 





[38] N.Nikaein, C.Chang, K.Alexandri,” Mosaic5G: Agile and Flexible Service 
Platforms for 5G Research”, ACM SIGCOMM Computer Communication Review 
,Volume 48 Issue 3, July 2018 
[39] Aditya Gudipati et al. 2013. SoftRAN: Software defined radio access network. In 
Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics in Software 
Defined Networking (HotSDN ’13). ACM, 25–30. 
[40] Mao Yang et al. 2013. OpenRAN: A Software-defined RAN Architecture via 
Virtualization. SIGCOMM Comput. Commun. Rev. 43, 4 (Aug. 2013), 549–550. 
[41] Chia-Yu Chang and Navid Nikaein. 2018. RAN Runtime Slicing System for 
Flexible a0nd Dynamic Service Execution Environment. IEEE Access (2018). 
[42] N.M.M.K. Chowdhury, R. Boutaba Network virtualization: state of the art and 
research challenges IEEE Communications Magazine, 47 (7) (2009), pp. 20-26. 
[43] Pingtools.org. (2019). PingTools - A useful set of network utilities. [online] 
Available at: https://pingtools.org/ [Accessed 9 Oct. 2019]. 
[44] Netmonster.app. (2019). NetMonster. [online] Available at: https://netmonster.app/ 
[Accessed 9 Oct. 2019]. 
 
 
 
 
