ABSTRACT To maximize profitability and meet customers' expectations, assembly plants strive to enhance operations and minimize costs. Using discrete-event system simulation and optimization, this paper investigates different scenarios to enhance operations efficiency and presents a decision support tool to aid operational decision making in an air conditioner assembly plant. Specifically, simulation is used to evaluate the system-wide impact of an optimal sequencing rule at a bottleneck station; in addition, a multi-objective simulation optimization problem is solved to enable manufacturers to evaluate their time/cost tradeoffs. Using actual data from a previous month, the simulation study illustrates possible savings throughout the evaluated alternatives. To sustain the study outcomes, we combine mathematical programming and simulation into an integrated decision support tool. Overall, this study illustrates the benefits of the solution approach to a real-life system.
I. INTRODUCTION
Manufacturing systems are generally complicated, as they include many operations with different levels of sophistication and uncertainty. On this basis, solely using analytical methods, such as mathematical programming, to handle the manufacturing systems will not be sufficient to reflect the dynamic nature of such complex systems. Consequently, powerful tools are needed to help in studying, analyzing, and managing these types of systems to enable them to stay competitive, keep them efficient, and provide a tool of continuous improvement. One of the most powerful tools for analyzing complex stochastic systems is simulation. Recently, simulation applications in manufacturing have received the attention of researchers. A popular simulation technique for modeling, analyzing, and optimizing complex systems is discrete-event system simulation (DESS) [1] - [4] .
DESS has many applications in manufacturing systems. One application is design of manufacturing systems,
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which includes the design of material handling systems [5] - [7] , flexible manufacturing systems [8] , cellular manufacturing systems [9] , and sustainable manufacturing systems [10] , [11] . Other applications include planning and scheduling operations [12] - [16] ; planning and scheduling maintenance operations in manufacturing systems [17] - [19] ; planning and optimizing quality inspection strategies in manufacturing systems [20] - [22] ; analyzing and controlling energy and power consumption in manufacturing operations [11] , [23] - [25] ; and planning and operations of remanufacturing systems [26] - [28] . For comprehensive reviews on the applications of simulation in manufacturing, the reader is referred to [2] - [4] and [29] .
In this paper, we consider air conditioner (AC) assembly plant with a growing demand but frequent operational-level problems that lead to delays in fulfilling consumers' orders; this negatively affects operational costs and service level. The company is manpower intensive and, due to scarcity of manpower, the management has no plans to reduce the workforce level. Because of the system's complexity, DESS is used for modeling and analysis. This paper conceptualizes the problem at hand and demonstrates the use of DESS to evaluate different scenarios to improve operational efficiencies. Since production orders are created on a monthly basis, some scenarios have to be evaluated monthly; hence, mathematical programming and simulation optimization are merged into an integrated decision support tool to facilitate systematic decision making.
This paper contributes to the literature by integrating mathematical programming and multi-objective simulation optimization using GAMS and Arena-OptQuest, respectively, and employing them in a real-life case study. Further, we consider the scenario of the variable production rate at certain stages of the assembly process (time/cost tradeoff); which to the best of our knowledge, has not been addressed well in the literature of production planning [30] , especially in stochastic production systems [31] .
The following section summarizes previous works that are of relevance to the case at hand. A conceptual model of the simulation study conducted in an AC factory is presented in Section III. Verification and validation are presented in Section IV. In Section V, some what-if scenarios are discussed; Section VI presents a decision support tool based on these scenarios. Finally, the paper is concluded in Section VII.
II. LITERATURE REVIEW
Simulation applications literature spans a plethora of topics, ranging from tactical to strategic decision making problems. This section presents two streams of research that are more related to the work at hand: A) simulation of workflow systems and B) integration of mathematical programming and simulation.
A. SIMULATION OF WORK FLOW
DESS has proven to be a powerful tool for controlling and managing material flow in manufacturing systems. As such, it has been widely incorporated in studying and analyzing manufacturing systems on the strategic (long term), tactical (intermediate term), and operational (short term) levels.
Considering manufacturing strategy, several studies investigated and quantified the benefits of lean manufacturing in case studies that applied shop floor principles. Some examples can be found in [32] and [33] . Azadeh et al. [34] presented an integrated fuzzy simulation-fuzzy data envelopment analysis (DEA) approach for job shop layout optimization. The authors utilized DESS to model and analyze a variety of layout formations incorporating fuzzy set theory, then employed DEA to rank the results and determine the optimal design of the job shop layout. Despite the novelty of the proposed model, it has some limitations. While the proposed approach has proven to be a powerful tool for small-sized problems, there is no clue regarding its performance in large-scale systems. Another limitation is that the approach lacks some practical assumptions, such as lead time constraints, setup time, and facility failures. Several subsequent studies have tackled the shortcomings of the proposed approach and applied it in other aspects of manufacturing systems [18] , [35] , [36] .
DESS has been used to investigate manufacturing systems at the tactical or intermediate time horizon level [37] , [38] . Son and Wysk [39] developed a simulation model that helps analyze and control the shop floor by receiving and sending messages to a high-level task executing system. The developed model has some shortcomings, such as assuming that any movement of the parts in the system requires direct material handlers and that the capacity of any handler is always one. Other studies have handled these shortcomings and made extensions of the model [40] - [42] . For example, Shukla et al. [43] utilized DESS to model and optimize job scheduling in a multi-machine job shop manufacturing system.
On the operational level, DESS has been widely utilized to aid in analyzing and managing manufacturing systems. Edis and Ornek [44] employed DESS to evaluate starting alternative configurations of sub-lots in a stochastic job shop and feed the results to a neighborhood search-based heuristic to determine the sub-lot allocations of multiple products' order quantities. Ng et al. [45] presented a case study on semiconductor manufacturing and modeled the system using DESS. The effects of the shop floor changes on production parameters, such as machine and labor utilization and system throughput, were investigated. Johansson et al. [24] provided an analysis of the energy consumption in three case studies using DESS. The case studies included a factory producing truck engine blocks, a factory producing brake disc parts for cars, and a job shop producing forklift components.
As an alternative tool for modeling discrete event systems (DES), Petri Nets provide a powerful modeling and simulating capacity for DES [46] . Initially, Petri Nets were used in information-related applications; they then came to be widely used in manufacturing applications [47] - [50] . Haas [46] presented elements of a steady-state simulation theory for stochastic Petri Nets, while Mejía et al. [51] integrated DESS and Petri Nets to gain the power of DESS software in modeling and running timed colored Petri Nets. Despite their advantage in operations control, Petri Nets are less attractive to practitioners than DESS are for reasons like the capabilities of the available software and availability of technical support [51] .
B. INTEGRATION OF MATHEMATICAL PROGRAMMING AND SIMULATION
Mathematical modeling and analysis of complex manufacturing systems provides accurate solutions. However, due to the assumptions and simplification made to overcome the complexity of such systems, results based on mathematical models might not be practically feasible. That in mind, using simulation-based tools to model and analyze manufacturing systems results in practically feasible solutions, though most of the obtained solutions lack accuracy. By integrating mathematical programming techniques and simulation, manufacturing systems gain the benefits of both techniques and reduce the shortfalls of using either of them separately. Thus, the obtained solutions are expected to be accurate and practically feasible.
Mathematical programming technique and simulation integration has a broad range of applications in manufacturing systems. The complexity of this integration is dependent on the formulation of mathematical models, such as linear and nonlinear programming, mixed integer linear programming (MILP), mixed integer nonlinear programming, and multi-objective programs. Additionally, the integration complexity relates to the inherent complexity of the manufacturing system, such as the system size (small vs. large systems) and the number of manufacturing stages (single vs. multi-stages).
Integrating simulation with linear programming formulation is simple compared to other mathematical formulations. Byrne and Bakir [52] provided an iterative hybrid approach that integrates mathematical programming techniques and simulation to efficiently solve the multi-period multi-product production planning problem. The proposed approach contains an analytic part, which was developed as a linear programming formulation, and a simulation model based on SIMAN language. Then, the authors implemented the proposed approach in a real manufacturing system.
One advantage of integrating mathematical programming tools with DESS to analyze manufacturing systems is the rapidity of determining optimal solutions. This advantage was investigated in [53] , where the problem of buffer allocation in open flow lines with multiple machines was tackled. The proposed approach integrates DESS with three mathematical programming formulations individually: MILP, linear programming approximation, and stochastic programming. Klemmt et al. [54] proposed a tool that integrates an MILP solver and DESS for optimization of job shop schedules. The tool automatically generates an MILP model of the current simulation problem, then utilizes the MILP to obtain the optimal solution. Alfieri and Matta [55] proposed an approach to overcome the extensive increase in computational time as a result of the increase in simulation length of DESS in manufacturing and maintenance systems. Their approach splits the mathematical model into several sub-models and solves each one separately to reduce the computation time. Pedrielli et al. [56] presented an integrated DESS-MILP approach for manufacturing systems with pull control policies. This approach provides an approximate solution to the MILP, optimizes the time buffer allocation, and estimates the system performance in terms of the average waiting time, service level, cost, and queue length.
Dealing with manufacturing systems that have multiple objectives is a bit challenging. Caricato et al. [57] developed an approach that integrates DESS with mathematical programming to optimize a multi-objective hybrid flow shop system. The authors utilized Pareto optimality concepts to help identify the optimal solution of the system; their approach was implemented in a company that manufactures mechanical parts. Nasiri et al. [58] presented an integrated simulation-based optimization approach to analyze and optimize a multi-objective open shop scheduling problem. The approach integrates DESS, DEA, design of experiments, artificial neural networks, and radial basis function to provide a real-time scheduling of the problem. Alvandi et al. [23] developed an integrated simulation-based optimization framework for a multi-product, multi-machine manufacturing system. The framework optimizes multi-objective functions, product routing, throughput, and energy consumption, and was demonstrated via a case study.
Most manufacturing systems are multi-staged; however, investigating the performance of large, multi-stage manufacturing systems is quite challenging. Castro et al. [59] developed a hybrid approach that integrates DESS with an MILP for large-scale multi-stage multi-product scheduling problems in semiconductor manufacturing systems. The approach consists of three stages. First, an MILP is used to obtain the best sequence of operations. Second, DESS is utilized to generate a feasible schedule of operations. Finally, the MILP is used again with the incorporation of a neighborhood search heuristic to improve the obtained feasible schedule. A similar approach was developed by Alfieri and Matta [60] for multistage production systems; however, the authors incorporated capacity constraints and processing time uncertainty in pull control systems. Kulkarni and Venkateswaran [61] , [62] proposed a simulation-based optimization approach for large job shop scheduling problems. This approach is a hybrid modeling approach that utilizes DESS and mathematical programming tools to analyze and optimize NP-hard job shop scheduling problems. A similar approach was developed in [63] ; however, their approach integrates DESS with a genetic algorithm technique to handle job shop scheduling problems.
III. CONCEPTUAL MODEL
This section presents a conceptual model of the case study conducted in the AC factory.
A. OVERVIEW OF ABC AIR CONDITIONERS COMPANY
ABC Air Conditioners is a company that produces window and outdoor ACs. Considering the different specifications of each type, ABC has more than 50 different AC models. The ABC factory has three main flow shops: the Tubes Shop, the Fabrication Shop, and the Coils Shop. All three shops merge into one assembly line, where the final product is assembled and packaged. Fig. 1 provides an overview of the ABC factory.
Each AC unit contains internal tubes for the gas flow cycle. The tubes are produced in the Tubes Shop. Different AC units have different types of tubes (different sizes, configuration, etc.). Tubes are carefully welded to prevent gas leakage.
The Fabrication Shop produces the remaining metallic parts of the AC unit. Some of these parts are used in all models, while some are limited to certain models. An outer shell, for instance, is a metallic box pierced at one side that is only used for window ACs. The condenser and evaporator (also known as the coils) are the two main parts in any AC. Their function is to change the temperature of the air flowing through them. Both parts consist of rectangular aluminum fins with circular holes, copper tubes, and two rectangular metal sheets. Coils are produced in the Coils Shop, which feeds the main assembly line.
The condenser and evaporator follow the same production sequence (Fig. 2) ; however, depending on the AC model, they differ in the processing time at each step. Monthly demand is received by the Coils Shop as a list of models to be produced (pull system). Production should be scheduled accordingly, ending with the produced coil assemblies transferred to the assembly line.
As the Coils Shop is the company's bottleneck and is responsible for almost all production interruptions, ABC is planning to increase the shop's productivity due to an increase in demand and frequent shortages. To analyze such a stochastic system and evaluate the impact of any decision on the Coils Shop, a simulation study was conducted, which included details of the Coils Shop and assembly line in the simulation model. The system operates five days a week with one 8-hour daily shift.
Due to their surplus production capacities, the Tubes and Fabrication Shops were simulated with a minimal level of detail. The developed simulation model captured all details of the Coils Shop and assembly line.
B. COILS SHOP
There are more than 50 different coil models. All of them follow the same production steps (Fig. 2) , but depending on the coil model, they have different processing times. All the processing times provided in this section were estimated using hundreds of data points each. Utilizing the Arena Input Analyzer software, the chi-square test with a significance level of 0.1 was used. Further, whenever it was not possible to fit a parametric distribution using the chi-square test, an empirical distribution was employed instead. The next sections outline the coil production steps.
1) HAIR PIN MACHINE
The Coils Shop has six Hair Pin Machines (HPMs) used to produce copper tubes. These machines can produce different sizes of tubes depending on the coil model. On average, for a batch size of 60 units, the HPM's production time follows normal distribution with a mean of 0.86 hours and standard deviation of 1.1 hours (p-value = 0.3) with zero setup time.
2) FIN PRESS MACHINE
As stated earlier, the demand for coils is usually provided to the shop manager ahead of time to set a production plan. The Coil Shop has eight Fin Press Machines (FPMs), which produce aluminum fins. At this stage, the aluminum roll is the raw material. A roll produces about 540 units before it needs to be replaced. Moreover, a sequence-dependent setup time is needed to replace the machine's die according to the coil model. Given that all the machines are operating at the nominal speed, the production capacity will differ according to the coil model and the time between failures will follow exponential distribution, with a mean of 0.83 hours (p-value = 0.23). Finally, the produced batches will be handed to the subassembly process.
3) SUBASSEMBLY OF COPPER TUBES AND ALUMINUM FINS
Once copper tubes (from the HPMs) and aluminum fins (from the FPMs) are available, the final assembly process commences. Copper tubes are inserted into the holes of the fins; to keep the subassembly in shape, two metal sheets are used to cover its upper and lower side (Fig. 2) . This process follows an empirical probability distribution function. Whenever a stock of 40 units is available, the subassemblies are transferred to the Expander Machines (EXPMs), which are located 7 m away from the subassembly area, using carts with a capacity of 40 units and average speed of 4 m/minute.
4) EXPANDER MACHINE
When the subassemblies are received, their cupper tubes are expanded using the EXPMs, which have one operator each. There is no setup time for these machine; they can each produce 50 and 25 subassemblies/hour for window and outdoor models, respectively. Next, the parts are moved 10 m away to a welding belt in carts that can carry 40 subassemblies.
5) WELDING BELTS
The Coils Shop has two brazing conveyors. The first conveyor is 9 m long and oval-shaped, with a capacity of 35 units and a speed of 2 m/minute. The second conveyor, which is accessed from the first, is 4 m long with a speed of 2.25 m/minute; this is where the welding performed at the first belt is inspected. Finally, the units will be moved to the Air Leak Test Machines (ALTMs).
6) AIR LEAK TEST MACHINE
ALTMs are used to inspect the welded tubes for leakage. A high pressure is applied to the coil's tubes of the coil, and then the coil is sunk in water to inspect for leakage. The time per coil in the air leak test, t, follows lognormal distribution with a mean of ln (t) = 0.702 hours and a standard deviation of ln (t) = 0.321 hours (p-value = 0.17). Exactly one worker is assigned for each machine. After passing the test, the units will be sent to a drying belt, which is 10 m long with a speed of 15 m/minute. Once a stock of 35 units is accumulated, it will be moved to the assembly line, where the coil shop operations end.
C. THE ASSEMBLY LINE
The assembly line has many simple work elements, but they can be categorized into four main stages. First, the different AC components are assembled using bolts. Second, the brazing process takes place. Third, the control compartment is assembled. Finally, the quality control and packaging are done.
The assembly line is manpower-intensive, and the administration has no plans to reduce the size of manpower.
A detailed time study was conducted on the assembly line. The work elements, along with the number of operators and the average time needed for each element, are provided in Appendix A. Although the variability in each step was not high, the simulation study considered ranges of 20%-60% variation from the average value of the work elements. Finally, the production and assembly system is modeled as a nonterminating DESS system that operates 8 hours per day, 6 days per week.
IV. VERIFICATION AND VALIDATION
Verification and validation are two essential steps in conducting an effective and efficient simulation study. Verification ensures the accuracy of translating the conceptual model (a verbal description of a real system) to a computer simulation model. In contrast, validation ensures that the computer simulation model behaves like the real system. Although there are many ways of performing verification and validation, there is no well-defined or systematic technique for doing this [64] . Yet, some authors have developed guides to help practitioners and researchers verify and validate modeling and simulation applications. (For more details, the reader is referred to [65] - [67] ). Further, the conceptual model must be valid and match the objectives of the management. Thus, Aldurgham and Barghash [1] developed a framework to assist simulation practitioners in determining the objectives of the simulation study and defining feasible what-if scenarios.
Verification mostly depends on the skills/experience of the simulation model builder. There are subjective techniques for performing verification, including structured walkthroughs, animation, and test instances like running the model at extreme or deterministic conditions with known outcomes. Yet, most available commercial simulation software is object oriented, which makes verification less challenging than validation is. In contrast, validation can be performed subjectively; objectively, using quantitative methods like hypothesis testing; or both. In sum, verification ensures building the model right and validation ensures building the right model [64] .
Due to its popularity and appropriateness to the addressed case [68] , the Arena simulation software was used to translate the conceptual model into a computer model. Two approaches were followed to verify the model: animation of the simulation model and examination of the model's output for reasonableness [69] .
Validation was performed by testing the face validity and comparing the input/output transformation model with the real system's data [69] . The model's face validity can be ensured by a high degree of realism and sensitivity analysis. For example, the average number of entities in the queues, bottlenecks, and utilizations of different resources were considered reasonable from the decision maker's point of view.
Hypothesis testing was used for comparing the average time in the queue at the ALTMs from the model, with the real average time found in the shop (using a sample size of 100 data points). The t-test gave a p-value of approximately 0.27; therefore, we could not reject the validity of the developed model.
V. SCENARIO GENERATION
Based on ABC's management strategies, discussions with the decision makers, the system observations, and the utilization of the simulation applications framework (Tables 2-4 in [1] ), we selected the following scenarios for evaluation: 1) rescheduling coil production at the FPMs, 2) replacing the ALTMs with a new model, and 3) evaluating the FPMs' different operating speeds, taking into consideration the time/cost tradeoffs. The results in this section are based on 120 replications each, where 25,100 ACs were produced per replication as a replication termination criterion.
(The scenarios of this section are based on real data from a previous month, in which 25,100 ACs were produced). Further, we started collecting simulation statistics after a warmup production of 350 units (approximately 2 hours of production), calculated using the Arena Output Analyzer by observing the point at which the system reached a steady state.
A. NEW SEQUENCING RULE AT FPMs
As observed, FPMs represent the main bottleneck of the Coils Shop. The current sequencing rule is that coils are produced on the largest lot first, regardless of the needed setup time or model of the lot to be produced. A different sequencing rule that minimizes the total setup time will be examined in this scenario.
Utilizing real data of a previous month, where 25 ,100 coils for more than 25 different models were demanded, an MILP was developed based on [70] to determine the sequencing rule that minimizes the maximum makespan at the eight FPMs. The simulation model was used to determine the performance of the entire system.
Given a sample data of one month, the Arena model was used to assess the impact of the new sequencing rule. For the ''as is'' system, on average, the simulation model shows that it takes 233.06 ± 1.32 hours (a 95% confidence interval) to produce 25,100 ACs, and the average makespan at the FPMs was 222.18 hours at FPM 1 (''as is'' system). Under the new sequencing rule, 21.59 hours were saved on average in the total production time; this is mainly attributed to the new maximum makespan of 199.74 hours (FPM 4, optimized system using Scenario A). Note that the two 95% confidence intervals given in Table 1 are non-overlapping, indicating a statistically significant difference between the means. The results are provided in Table 1 . 
B. A NEW ALTM
The manager of the Coils Shop considered replacing the ALTM with a new model, which uses air to detect leakage instead of water, so that the drying belt can be removed. Since the new ALTMs have almost same speed as the old machines, this scenario was evaluated by removing the drying belt from the ''as is'' model. The simulation indicated that the removal of the drying belt has no significant impact on the system. Hence, from a productivity point of view, the new investment is not justified.
C. DETERMINING THE FPMs' AND EXPMs' SPEEDS, TIME/COST TRADEOFF, AND PARETO POLICIES
All the FPMs should be operated at the same speed. If the speed differs from the nominal speed, the maintenance and operating costs will increase. This scenario considers the influence of varying the FPMs' and EXPMs' speeds.
Since the machines can be operated at multiple speeds, and since this is a time/cost tradeoff, simulation optimization was applied with OptQuest, an optimization package integrated with Arena.
The decision maker wanted to minimize both the makespan of the monthly order and the extra maintenance cost due to altering machine speed. The simulation optimization model is explained below:
where: EXPsEXPS : The ratio of the actual operating speed of the EXPM to its nominal speed.
FPSs : The ratio of the actual operating speed of the FPM to its nominal speed.
f ( T : Time needed to produce the monthly production order. The first objective, as in [71] , estimates the extra maintenance and operational costs to run the system at a rate other than the machines' nominal speed. The second objective minimizes the makespan to produce the lot size demanded in a given month. Using the scaled parameters a 1 = a 2 = 0.002,
OptQuest was used to obtain Pareto solutions for the multi-objective simulation optimization problem at hand. This was achieved by transforming the second objective into a constraint with an upper bound. The simulation optimization results are summarized in Table 2 .
As shown in Table 2 , if the system is operated at nominal speed, i. e. EXPs = FPSs = 1, the minimum maintenance cost of $330 will be achieved at the makespan of 257 hours. However, the decision maker may choose to reduce the makespan to 237 hours at a maintenance cost of $350.
Based on the results of this study, we developed a simulation-based decision support tool that can be systematically utilized by the shop floor manager. This tool is presented in Section VI. 
VI. AN INTEGRATED MATHEMATICAL PROGRAMMING AND SIMULATION OPTIMIZATION DECISION SUPPORT TOOL
This section presents a decision support tool, to support the monthly planning process in a systematic way, followed by a discussion on the computational efficiency and optimality of the solution approach.
A. DECISION SUPPORT TOOL
The simulation study illustrated possible ways to improve the system; hence, an integrated decision support tool has been developed to support the monthly planning process in a systematic way. Fig. 3 represents the elements of the integrated decision support tool.
The first step in the process comprises inserting demand data into an Excel sheet every month, representing the input file of the GAMS model. These data include the coil model, maximum amount of job splitting for each AC model, and quantity required of each model. Moreover, the Excel sheet has other worksheets that act as a database for information on the processing and setup times of the different AC models. A visual basic application (VBA) code is used to retrieve the processing times and setup time matrix for a given month's order.
The second step is running the GAMS program. According to the input file (the demand file), GAMS will use all the inserted and retrieved data to provide the user an optimal schedule of the production order as an output directly into an Excel file. This will be read by the Arena program utilizing another VBA code.
In the third step, the Arena model executes the production schedule provided by GAMS and evaluates the time needed to finalize the production order. In addition, OptQuest can be utilized for analyzing the time/cost tradeoffs by providing the optimal speeds of the FPMs and EXPMs in the Arena simulation model.
Objective 1 in the multi-objective model (Section V, part C) is minimizing the total additional system maintenance costs, subject to the original constraints. Objective 2 is added as a constraint with an upper bound.
In each iteration, utilizing metaheuristics, OptQuest provides a set of feasible values of EXPs, and FPSs to the Arena simulation model. Following this, the Arena simulation model evaluates the objective and feeds it back to OptQuest, which will again suggest new values of the decision variables for improving the objective function until an optimal or near-optimal solution is obtained. This repeats for different values of the upper bound on the second objective to obtain the results provided in Table 2 .
B. COMPUTATIONAL EFFICIENCY AND OPTIMALITY
In Section V, three scenarios were studied (A, B, and C). In addressing the first scenario, we used the mixed-integer programming (MIP) model by Eroglu and Ozmutlu [70] . The model is solved using GAMS/Cplex. Many papers addressed the scheduling problem of unrelated parallel machines with sequence-dependent setup times, using metaheuristics like neural networks [72] , genetic algorithms [70] , [73] , and ant colony optimization [74] . The common motivation for the use of metaheuristic algorithms is the short computation time; however, metaheuristics do not guarantee the global optimality of the obtained solution. The monthly production quantity is conveyed to the manufacturing shops well ahead of the beginning of the month; thus, spending reasonable time to obtain an exact solution using MIP is not a concern compared with real-time scheduling. Furthermore, the MIP solution is the input to the simulation model (Fig. 3) . Using an exact sequence guarantees the quality of the input for the simulation optimization. Yet, in case the size of the MILP is large enough, no solution can be found by GAMS and metaheuristics should be used as pointed in Section VII. To optimize a simulation model, OptQuest, a general-purpose commercial optimizer used to obtain optimal or near-optimal solutions for large-scale optimization problems [76] , [78] - [80] , is used. The heuristics employed in OptQuest are unknown for commercial reasons [75] . OptQuest combines metaheuristics like tabu search, neural networks, and scatter search; it is well recognized for optimizing complex systems [76] , [77] .
40236 VOLUME 7, 2019 For the simulation model at hand, OptQuest is used to find the optimal/near-optimal solutions for the two bounded decision variables, EXPs and FPSs, defined in Section V-C.
VII. CONCLUSION
DESS is a powerful tool for modeling and analyzing manufacturing systems. It has a good record of applications in the industrial and service sectors. The integration of mathematical programming and DESS has also been widely utilized to optimize manufacturing systems. In this study, DESS has proven to be powerful in assessing investment decisions in terms of operational efficiency. Deviating from the nominal/ design operational speed has been gaining attention of researchers. This study illustrates the benefits of the time/cost tradeoff, including the potential advantage of achieving good service levels and helping companies avoid making unnecessary investments. For detailed simulation applications, frameworks/checklists are essential to guarantee effective scenario generation and decision making in consistence with the managerial strategy.
One of the limitations of this study was the data available on the additional maintenance and operational costs at different EXPM and FPM speeds. Future work on the presented approach should enhance the mathematical programming, in terms of using efficient solution techniques to handle cases that involve large-scale problems. For the application at hand, final results involving simulation and optimization were mostly achieved within less than five minutes of computational time.
