In customer credit scoring, the class distributions of credit scoring datasets are usually imbalanced, which severely affects the performance of credit scoring models. To solve the problem, we introduced 4 evaluation criteria, used 9 classification methods, analyzed the performance of 5 commonly used resampling techniques by extensive experiments on 3 real credit scoring datasets, and performed nonparametric tests on the results. We can conclude that: resampling improves the performance of credit scoring, and the degrees of improvement depend on the evaluation criteria selected; generally, SMOTE performs best; the best resampling technique varies with different models and SMOTE works well with most models. Therefore, the application of resampling techniques should be based on evaluation criteria and models selected.
Introduction
With the development of China's economy, credit consumptions have been developing rapidly. Enterprises and banks are facing severe credit risk, and the main reason for bank bankruptcy is credit risk. Therefore, it is important to establish a scientific customer credit scoring model for accurately and effectively predicting customer fraud.
In customer credit scoring, commonly used models include artificial neural network (ANN), naive bayesian (NB), support vector machine (SVM) and so forth. In recent years, scholars have drawn attention to ensemble classification models in credit scoring. Commonly used ensemble models include bagging, AdaBoost, random forest (RF), and random subspace (RSS). However, it is found that the distributions of many customer datasets are uneven, that is, poor credit samples are far more than the good credit samples. In this case, those commonly used models often reach higher misclassification rates when classifying the defaulters, causing greater loss. To solve the problem, resampling is used to balance the distribution of training sets. Commonly-used resampling techniques include random over-sampling (ROS), random under-sampling (RUS), and synthetic minority over-sampling (SMOTE). Crone et al. [1] used RUS to balance the distribution of credit scoring datasets, then trained different classification models. Mahdi et al. [2] trained C4.5 decision tree and introduced evaluation criteria including AUC (area under ROC curve), accuracy, precision. It is shown that ROS can improve the performance for each model.
Pervious works have made significant contributions to customer credit scoring, but there are few studies combining resampling techniques and ensemble models. Meanwhile, as the datasets, classification methods, resampling techniques and evaluation criteria adopted in the above works are different, the conclusions are not consistent. This study aims to explore which is the best resampling method for credit scoring in these commonly used resampling techniques, whether the performance of resampling techniques is relevant to the evaluation criteria selected. Is there a match between resampling techniques and classification models? To answer these questions, this paper analyzed the impact of 5 resampling techniques on 9 customer credit scoring models based on 4 evaluation criteria by extensive experiments on 3 real credit scoring datasets.
Experimental Datasets
This study was conducted on three credit scoring datasets, as is seen from Table 1 .
The German dataset comes from UCI [3] international public database and includes 1000 customer samples. Each sample contains 20 attributes. There are 300 good credit samples and 700 poor credit samples. The imbalance ratio is 1: 2.3333. The Australia dataset is also from the UCI [3] and the UK-thomas dataset is a UK credit scoring dataset [4] . We can see the details in Table  1 . 
Resampling Techniques
This study employed 5 resampling techniques, RUS, ROS, SMOTE, OSS and cluster-based oversampling (CBOS). RUS randomly reduces the majority class samples until the number of the majority class equals to that of the minority class. While ROS randomly expands the minority class with replacement until the number of the majority class equals to that of the minority class.
In 1997, Kubat and Matwin [5] proposed one side selection sampling (OSS). OSS balances the class distribution through intelligently removing the majority class samples considered to be redundant or noisy.
In 2002, Chaw [6] proposed SMOTE resampling technique. In SMOTE, the minority class is oversampled by taking each minority class sample and introducing synthetic examples along the line segments joining any/all of the k minority class nearest neighbors. In the experiment of this paper, k = 3.
In 2004, Jo and Japkowicz [7] proposed cluster-based oversampling (CBOS). There may be subsets of the examples of one class that are isolated in the feature-space from other examples of the same class, which is called small disjunctions. Small disjunctions often cause degraded classifier performance. CBOS aims to eliminate them by performing K-means clustering and random over-sampling.
Classification Methods
This study adopted 9 classification methods, including 5 single models (NB, C4.5 decision tree, ANN, SVM, logistic regression) and 4 ensemble models (Adaboost, Bagging, RSS, RF). We briefly introduce the ensemble models since they are relatively new in credit scoring.
Ensemble learning can improve the learning effect by integrating and training multiple weak classifiers.
In 1995, Freund et al. [8] proposed Adaboost. Through the iterative process, it increases the weights of the misclassified samples and reduces the weights of correctly classified samples to obtain different base classifiers, then integrates the final classifier by weighted voting. In 1996, Breiman [9] proposed Bagging by randomly selecting base classifier training sets from the original training set with replication.
Then Ho et al. [10] proposed RSS. RSS randomly extracts a series of feature subsets from the original feature space, then trains the base classifier based on each feature subset, finally integrates the classification results. In 2001, Breiman [11] proposed RF, which is an integration of unpruned decision trees.
In WEKA, we represent C4.5D decision tree as "J48", the neural network as "ANN", and SVM as "SMO".
Experimental Design
For each dataset, 10 different runs of five-fold cross validation were executed. The experiment went as follows:
First, 5 resampling techniques were applied to balance the training sets. Then various classification models were trained on the balanced training sets. Here we represent no sampling as "NONE".
Second, we used the models trained in the previous step to classify the samples in the test sets.
To evaluate the performance of classification models, we adopted 4 evaluation criteria based on the confusion matrix. In the confusion matrix, TP represents the number of samples that are actually positive and predicted as positive; FN represents the number of samples that are actually positive and predicted as negative; FP and TN can be understood in the same manner.
(1) Area under the ROC curve (AUC). In the ROC curve, the horizontal axis represents the false positive rate= FP / (FP + TN) × 100% and the vertical axis represents the true positive rate = TP/ (TP + FN) × 100%. We often use the area under the ROC curve (AUC) to compare the performance of models.
( The larger the value of the above four evaluation criteria, the better the performance of the model. All the resampling techniques were implemented by Matlab and the classification models were constructed using WEKA 3.5.8.
Experimental Results and Analysis
In Section 6.1, we made a comparative analysis of the performance of resampling techniques. In Section 6.2, we analyzed the match between resampling techniques and classification models.
The Comparison of Different Resampling Techniques
In Section 6.1.1, we compare the AUC value of the classification models when using 6 sampling strategies. In Section 6.1.2,we compare the TPR, F measure and G-mean of the classification models when using 6 sampling strategies.
The Comparison of AUC
Due to space limitation, Table 2 shows the AUC value of the classification models on German dataset using 6 sampling strategies. The last row gives the average rank of the 6 sampling strategies on three datasets. The smaller the rank, the better the performance. As is seen from the table, OSS has the smallest average rank. Therefore, according to the evaluation criteria AUC, it performs best. Then follows NONE, ROS, SMOTE, RUS and CBOS. It is worth mentioning that NONE (no sampling), comes in second, indicating that resampling cannot effectively improve the AUC of customer credit scoring models.
Furthermore, to compare whether there are statistical significant differences in AUC value of the 6 sampling strategies, we adopted nonparametric test. First, we used the Friedman test. Then we used Iman and Davenport test [12] .
If the null-hypotheses of the two statistical tests are rejected, we can proceed with a post-hoc test. The Nemenyi test [13] is used when all strategies are compared to each other. The performance of two classifiers is significantly different if the corresponding average ranks differ by at least the critical difference (CD). Table 3 shows the results of the Friedman test and Iman-Davenport test for the AUC value of the sampling strategies. According to Table 3 , we reject the null hypotheses and believe that there are significant statistical differences in the performance of the 6 sampling strategies at 95% confidence level. Figure 1 shows the results of Nemenyi test. Here we connect the groups of strategies that are not significantly different. When the number of strategies is 6 and the confidence level is 95%, CD is 1.451. According to Figure 1 , OSS and NONE performs significantly better than CBOS, while there are no significant statistical differences in the remaining groups. 
The Comparative Analysis of the Other Three Criteria
Using the same method, we calculated the average ranks of TPR, F measure and G-mean and analyzed them. According to Table 4 , on TPR, SMOTE performs best, followed by RUS, ROS, CBOS, OSS, and NONE. RUS and ROS perform relatively well with average ranks of 2.611 and 3.463 respectively. While CBOS and OSS are in general performance with average ranks of 4 and 4.148 respectively. NONE performs worst. On F measure, SMOTE performs best, followed by RUS, ROS, OSS, CBOS and NONE. Among them, RUS and ROS perform relatively well, OSS and CBOS are in general performance, while NONE performs worst. On G-mean, RUS performs best, followed by ROS, CBOS, SMOTE, OSS and NONE. It is indicated that all the 5 resampling techniques improve the value of TPR, F measure and G-mean.
Then we used Friedman test and Iman-Davenport test to compare the performance of resampling strategies based on 3 evaluation criteria respectively. All the statistics are greater than the critical value, indicating there are significant statistical differences in the 3 evaluation criteria.
Furthermore, we used Nemenyi test to compare TPR, F measure, and G-mean. Due to space limitation, we don't show the results of Nemenyi test here. On TPR, at 95% confidence level, each sampling method performs significantly better than NONE; SMOTE performs significantly better than other methods; RUS performs significantly better than OSS and NONE; there are no significant differences in the remaining groups. It is indicated resampling effectively improves TPR, and SMOTE performs especially well. On F measure, in addition to CBO, the other sampling methods perform significantly better than NONE, and SMOTE performs significantly better than CBOS. While there are no significant differences in the remaining groups, indicating that resampling effectively improves F value. On G-mean, only RUS and ROS perform significantly better than NONE; RUS performs significantly better than OSS. While there are no significant differences in the remaining groups. It is indicated that resampling effectively improves G-mean.
The Match between Resampling Techniques and Classification Methods
To analyze the match between resampling techniques and classification methods, Table 5 shows the numbers of times each sampling strategy performs best on each model. For example, SMOTE performs best 6 times on NB model. Therefore, we can conclude that SMOTE has extensive applicability and works well with most models. It is worth noting that SMOTE is the best-performing sampling method for the 4 ensemble classification models, while the sampling method CBOS gets poor performance on each model.
Results and Discussions
Through the experimental analysis, we can draw the following conclusions 1) Generally, SMOTE performs best, followed by RUS and ROS. Overall, the resampling techniques can improve the classification effect of customer credit scoring datasets.
2) The performance of resampling techniques is related to the evaluation criteria selected. Resampling performs differently when using different evaluation criteria. On AUC and G-mean, there is no obvious improvement when applying resampling; while on TPR and F measure, resampling significantly improves the classification results.
3) There is a match between resampling techniques and classification methods, that is, the best resampling method varies on different models. SMOTE has the most extensive applicability, while CBOS is in poor performance on each model. Therefore, the application of resampling should be based on classification models and evaluation criteria.
Conclusions and Further Directions
In this study, we conducted numerous experiments to analyze the impact of resampling on credit scoring models. It is shown that the performance of resampling depends on the evaluation criteria and models selected. SMOTE works well in the experiment.
In future study, we will add more complex customer credit scoring datasets in the experiment and apply more resampling techniques to further explore the impact of resampling techniques on customer credit scoring models.
