Abstract. A class of 1 -regularized optimization problems with orthogonality constraints has been used to model various applications arising from physics and information sciences, e.g., compressed modes for variational problems. Such optimization problems are difficult to solve due to the non-smooth objective function and nonconvex constraints. Existing methods either are not applicable to such problems, or lack convergence analysis, e.g., the splitting of orthogonality constraints (SOC) method. In this paper, we propose a proximal alternating minimized augmented Lagrangian (PAMAL) method that hybridizes the augmented Lagrangian method and the proximal alternating minimization scheme. It is shown that the proposed method has the so-called sub-sequence convergence property, i.e., there exists at least one convergent sub-sequence and any convergent sub-sequence converges to a Karush-Kuhn Tucker (KKT) point of an equivalent minimization problem. Experiments on the problem of compressed modes illustrate that the proposed method is noticeably faster than the SOC method.
1. Introduction. In the last few decades, the concept of sparsity has been extensively exploited in a wide range of applications in imaging and information science. Most of these methods focus on the sparsity of the coefficients used for representing the corresponding vector with a set of atoms. The majority of sparsity-driven applications use the 1 -norm as the convex relaxation of the sparsity-prompting function in their variational formulations. Such applications include compressed sensing [10, 12, 14] , model selection and learning [11, 27, 38] , and image recovery [13, 35, 36] . Most of the optimization problems arising from these applications are convex problems. In the last ten years, there has been a huge growth in literature on efficient numerical solvers for these problems; see e.g., [9, 17, 21, 29] .
Nevertheless, there are also many applications in which the data must satisfy non-convex constraints. One commonly seen non-convex constraint is the orthogonality constraint, i.e., the data for estimation can be expressed as an orthogonal matrix. Examples of such applications include sparse principal component analysis [24] , eigenvalue problems in sub-space tracking [43] and mathematical physics [31] , and orthogonal Procrustes problems in shape analysis [15] . Because orthogonality constraints are non-convex, such problems can be difficult, except in a few simple cases. Recently, the idea of sparsity is also exploited for problems with orthogonality constraints [31, 32, 37, 41, 42, 44] , and 1 -regularization is introduced in the resulting variational model to regularize the sparsity of the data. We briefly describe two representative applications that involve 1 -regularized optimization problems with orthogonality constraints. (a) Compressed modes (waves) in physics [31, 32] . Compressed modes are spatially localized solutions to the eigenvalue problem of the Schrödinger's equation. By considering the independent-particle Schrödinger's equation for a finite system of electrons, the corresponding eigenvalue problem can be reformulated as follows:
sparsity and the accuracy of the solution, H denotes the (discrete) Hamiltonian, and the columns of X denote the eigenvectors with local support, the so-called compressed modes. (b) Feature selection [37, 44] . Feature selection seeks to choose a smaller subset of features with most information from high dimensional feature sets. It is used in computer vision [37] and social media data [44] , etc. The models for feature selection in [37, 44] adhere to the following 1 -regularized optimization problem with (weighted) orthogonality constraints:
where X 2,1 :=
, H is a symmetric matrix, and M is a symmetric positive definite matrix. This paper aims at developing a numerical method to solve (1.1), as well as (1.2) with minor modifications. The proposed PAMAL method can be viewed as a method that hybridizes the augmented Lagrangian method [2] and the proximal alternating minimization (PAM) techniques proposed in [4] . The convergence analysis established in this paper shows that under very mild assumptions on the associated penalty parameters, the sequence generated by the proposed method has the sub-sequence convergence property, i.e., there exists at least one convergent sub-sequence and any convergent sub-sequence converges to a KarushKuhn Tucker (KKT) point of (2.1) (see (3.4) for details).
1.1. Related work on optimization problems with orthogonality constraints. We now give a brief review on the existing methods that can be applied to solve the problems with orthogonality constraints: where J might be non-convex and non-differentiable. Existing numerical methods that are applicable to (1.3) can be classified under two categories: feasible and infeasible approaches. The feasible approaches satisfy the constraints during each iteration, i.e., each point of the sequence generated by the approach satisfies the orthogonality constraints in (1.3) . In fact, various optimization methods such as Newton's method, the conjugate gradient method, and the method of steepest descent have been used to solve (1.3) as feasible approaches. Most of the existing methods are based on the study of the manifold structures of the orthogonality constraints (see e.g., [1, 16, 20, 25, 40] ). These methods require the objective function J to be differentiable, which is not applicable to the problem (1.1) studied in this paper. Furthermore, it is not trivial to satisfy the orthogonality constraints in (1.1) during each iteration, as suggested in [23] . Therefore, the feasible approach might not be ideal to solve (1.1) as its objective function is non-differentiable.
The PAMAL method proposed in this paper is an infeasible approach. Infeasible approaches simplify the constrained problem (1.3) by relaxing the constraints and iteratively diminish the degree of infeasibility. As a result, intermediate points of the generated sequence may not satisfy the orthogonality constraints. The penalty method (e.g., [7, 28] ) approximates the problem (1.3) by penalizing the deviations from the constraints:
where κ denotes some penalty parameter decreasing to zero. If J(X) = Tr(X HX), then the quadratic penalty model can be viewed as an exact penalty method with a finite penalty pa-rameter κ; see e.g., [39] . While the penalty method is simple, it suffers from ill-conditioning issues, especially when the penalty parameter κ decreases to zero. Thus, the standard augmented Lagrangian method [18, 19] is often preferred as it does not require the parameter κ to decrease to zero. When applied to solve (1.3), the standard augmented Lagrangian method yields the following scheme:
The sub-problem of the above augmented Lagrangian scheme is rather complex and generally has no analytic solution. Indeed, it is not trivial to design an efficient solver for this subproblem.
Aiming at a more computationally efficient method for solving (1.3), the SOC method [23] introduces auxiliary variables to split the orthogonality constraints, which leads to another formulation of (1.3):
Using the ideas of alternating direction method of multipliers (ADMM) and the split Bregman method, the SOC method solves (1.4) by alternately updating the variables {X, P, B}:
(1.5)
In contrast with the standard augmented Lagrangian method, each sub-problem in the iterations of the SOC method has an analytic solution. However, the trade-off is its challenging convergence analysis. To the best of our knowledge, it remains an open question whether the SOC method (1.5) has the sub-sequence convergence property.
1.2.
Notations and preliminaries on non-smooth analysis. In this section, we introduce some notations and preliminaries on non-smooth analysis. Given a matrix Y ∈ R n×m , its maximum (element-wise) norm is denoted by
and we denote by Vec(Y ) the mn×1 vector formed by stacking {Y j } m j=1 , the column vectors of Y , on top of one another, i.e., Vec(
For any set S, its indicator function is defined by
(1.6)
For a given matrix X and a constant α > 0, the soft-thresholding operator is defined by
A vector v is normal to S atx in the regular sense, expressed as v ∈ N S (x), if 
is called the normal cone to S atx. For a proper and lower semi-continuous function, denoted by σ : R n → (−∞, +∞], the domain of σ is defined as dom σ := {x ∈ R n : σ(x) < +∞}. DEFINITION 1.2 ( [34] ). Consider a proper and lower semi-continuous function σ : R n → (−∞, +∞] and a pointx with finite σ(x). Let v ∈ R n .
1. The vector v is said to be a regular sub-gradient of σ atx, expressed as v ∈ ∂σ(x),
The vector v is said to be a (limiting) sub-gradient of σ atx, expressed as v ∈ ∂σ(x), if there exist sequences
We end this section with a result used for subsequent discussion. REMARK 1.3 ([34, Example 6.7] ). Let S be a closed non-empty subset of R n , then
Furthermore, for a smooth mapping G :
n,m i,j=1 ∈ R n×m . If ∇G(x) has full rank m at a pointx ∈ S, with G(x) = 0, then its normal cone to S can be explicitly written as
2. PAMAL method. To solve (1.1), we present the PAMAL method, which hybridizes an augmented Lagrangian method with proximal alternating minimization. Let S := {P ∈ R n×m : P P = I m } denote the Stiefel manifold, and let δ S denote its indicator function (1.6). Then, one may re-write (1.1) as min X,Q,P ∈R n×m
The augmented Lagrangian of (2.1) can be expressed as
where ρ is a positive penalty parameter. In the proposed method, (2.2) is solved via the augmented Lagrangian scheme [2] , which alternately updates the estimate of (X, Q, P ), the multiplier Λ and the penalty parameter ρ. The main step is about how to update (X, Q, P ).
In the proposed method, it is solved by the PAM method [4] , which deals with a class of non-smooth and non-convex optimization problems. We now describe Algorithm 1.
where { k } k∈N is a sequence of positive tolerance parameters. 2. Update the multiplier estimates:
Update the penalty parameter:
where R
Step 1 of Algorithm 1 seeks the updates of primal variables such that there is an associated sub-gradient element of L, which satisfies a specified level of tolerance.
Step 2 of Algorithm 1 updates the multiplier estimates by first computing the first-order approximations of the multipliers, which are then projected on a suitable box to ensure compactness.
Step 3 of Algorithm 1 updates the penalty parameter ρ k according to the degree of infeasibility. Note that the pre-defined parameters in Algorithm 1 will impact its convergence property. Remark 2.1 discusses the setting of these parameters. REMARK 2.1 (Parameter setting). The parameters in Algorithm 1 are set as follows. The sequence of positive tolerance parameters
As we shall see in Section 2.2, for Step 1 of Algorithm 1 to be well defined, it suffices to have τ ∈ [0, 1), γ > 1 and ρ 1 to be sufficiently large so that
where H is the (discrete) Hamiltonian in (1.1). REMARK 2.2 (Relation with the SOC method). Both the PAMAL and the SOC methods [31] use the same splitting technique employed in (2.1). The main difference between the PAMAL method and the SOC method lies in how (X k , Q k , P k ) is updated. In the PAMAL method, the update (Step 1) is done by calling Algorithm 2, which runs several inner iterations to obtain an approximate solution to a critical point
The tolerance parameter sequence { k } k∈N can be set to decrease to zero. In contrast, the SOC method only uses a single inner iteration in every outer iteration to solve the problem in
Step 1. Thus, there is no guarantee that its corresponding tolerance sequence will converge to zero, which makes the convergence analysis of the SOC method a very challenging task. Despite the fact that multiple inner iterations might be used in Algorithm 1, the flexibility on the accuracy of the solution in Step 1 makes it more computationally efficient in practice. For example, when applied to solve the compressed modes problem, the PAMAL method uses much fewer outer iterations to attain the stopping criterion, and the number of inner iterations in most outer iterations is only 1 or 2. As a result, the total number of inner iterations of the PAMAL method is less than that of the SOC method (See Tables 4.1 
and 4.2).
Step 1 is the most crucial and difficult step of Algorithm 1, where the constraints (2.3) can also be viewed as relaxed KKT conditions for minimizing the augmented Lagrangian L (2.2). Thus, there are two questions to answer when executing Step 1 of Algorithm 1:
1. For each k ∈ N, is Step 1 of Algorithm 1 well defined? In other words, is the existence of the points (X k , Q k , P k ) satisfying (2.3) guaranteed? 2. How can we efficiently compute such points with arbitrarily given accuracy, i.e., can the perturbation k be arbitrarily small? In the next subsection, we first describe a method for solving (2.3), which answers Question 2. Then, we establish Proposition 2.5, which shows that the answer to Question 1 is positive for the proposed method.
Algorithm for
Step 1 of Algorithm 1. It can be seen that the constraint (2.3) is actually an k -perturbation of the so-called critical point property
Thus, we need a method that can evaluate the corresponding critical points
with arbitrary accuracy. Based on the PAM method [4] , we propose a coordinate-descent method with proximal regularization. The PAM method [4] is proposed for solving a class of non-smooth and non-convex optimization problems. Under certain conditions on the objective function, it is shown [4, Theorem 6.2] that the PAM method has global convergence, i.e., the sequence generated by the method converges to some critical point. In Section 2.2, we will show that the function L(X, Q, P,Λ k , ρ k ) indeed satisfies the sufficient conditions for the global convergence of the PAM method, provided that the penalty parameters {ρ k } k∈N satisfy a mild condition. In other words, Step 1 of Algorithm 1 is well defined provided that the parameters in Algorithm 1 are appropriately chosen when the PAM method is employed. Algorithm 2 gives the outline of the method for solving (2.3).
The PAM method can be applied to solve (2.6) as follows. Indeed, at the k-th outer iteration, the problem (2.6) can be solved with arbitrary accuracy using the following set of inner iterations, which can be viewed as a proximal regularization of a three block GaussSeidel method:
where the proximal parameters {c k,j i } k,j , can be arbitrarily chosen as long as they satisfy
for some pre-determined positive constants c and c.
It turns out that all sub-problems in (2.7) have analytic solutions. The solution to the first sub-problem is the least squares solution, the solution to the second sub-problem is obtained by soft-thresholding, and the solution to the last sub-problem can be obtained by the singular value decomposition (SVD). The iteration (2.7) is terminated when there exists
An explicit expression of the term
Algorithm 2 describes the method for solving (2.7), which completes Algorithm 1.
Algorithm 2 : Proposed method for solving (2.3)
is the soft-thresholding operator defined by (1.7). 3. P k,j = U I n×m V , where the matrices U, V are obtained from the SVD of
2.2. Well definedness of Step 1 of Algorithm 1. In this subsection, we will show that Step 1 of Algorithm 1 is well defined with the use of Algorithm 2, provided that the initial positive penalty parameter ρ 1 satisfies ρ 1 I n + 2H 0 and γ > 1. In other words, we will show that the solutions for the constraint (2.3) are non-empty and Algorithm 2 can always find one solution, provided ρ 1 is appropriately chosen. For Step 1 to be well defined, it needs an important property of Algorithm 2, i.e., for each k ∈ N,
The proof of the limiting property (2.10) is based on the result [4, Theorem 6.2], which considers the minimization of a function f :
where the functions f 1 , . . . , f p and g satisfy the following assumptions:
1 -function with locally Lipschitz continuous gradient; (iii) f is a K-Ł (Kurdyka-Łojasiewicz) function (see Remark 2.4 for more details), and inf R n 1 ×...×R np f > −∞. For a function f that satisfies these assumptions, it is shown [4] 
(ii) The sequence {x k } k∈N converges to a critical pointx of f . Indeed, Algorithm 2 is a specific case of the PAM method [4] . , and δ S , the indicator function of the Stiefel manifold S. Since a finite sum of semi-algebraic functions is also semi-algebraic, the objective function in (2.1) also satisfies the K-Ł property. Define W := (X, P, Q). For the k-th iteration, then the augmented Lagrangian (2.2) can be expressed as
where
Then, the following result shows that Step 1 of Algorithm 1 is well defined. PROPOSITION 2.5. For each k ∈ N, denote the function given by (2.12) by L k , and denote the sequence generated by Algorithm 2 by {(
If the parameters γ, ρ 1 in Algorithm 1 are chosen such that
Proof. To establish the first part of this proposition, recall the functions
defined by (2.8) can be expressed in terms of partial derivatives of g := g k as
On the other hand, given (X k,j−1 , Q k,j−1 , P k,j−1 ), using [34, 8.8(c) ], the PAM scheme (2.7) yields the following necessary first order optimality condition:
where ν k,j ∈ ∂f 2 (Q k,j ) and ω k,j ∈ ∂f 3 (P k,j ). Replacing the corresponding terms in (2.14) by (2.15) gives
By [3, Proposition 3] and [34] , we have
which implies that for each k ∈ N,
For the second part of the proposition, since Θ k,j is explicitly given by (2.8), to prove for each k ∈ N, Θ k,j ∞ → 0, as j → ∞, it suffices to show that for each k ∈ N, the sequence {(X k,j , Q k,j , P k,j )} j∈N is convergent. Then it remains to verify that the functions {L k (W )} k∈N satisfy the conditions and assumptions made in Theorem 2.3. From its definition (2.12), it can be seen that the function L k satisfies the assumptions (i) and (ii) of the function given by (2.11), and L k is also a K-Ł function according to Remark 2.4. Thus, we only need to verify that each k ∈ N, L k is bounded below and the sequence {W k,j } j∈N is bounded.
For each k ∈ N, the lower bound of L k is proved by showing that L k is a coercive function (i.e., L k (W ) → +∞, when W ∞ → ∞ ) provided that the parameters γ, ρ 1 satisfy (2.13). Clearly, the two terms f 2 and f 3 of L k in (2.12) are coercive. We may rewrite the remaining terms
It can be seen that g 2,k is bounded below. Since P ∈ S (i.e., P P = I m ), so P ∞ = 1 and P F = √ m. Thus we have
Therefore, g 1,k is coercive as long as 2H + ρ k I n is positive definite and P ∈ S. Notice that the sequence {ρ k } k∈N is set in Step 3 of Algorithm 1 such that it is non-decreasing when γ > 1 which implies ρ k ≥ ρ 1 for any k > 1. If the initial parameter ρ 1 is set sufficiently large such that 2H + ρ 1 I n 0, we have the positive definiteness of 2H + ρ k I n for any k ≥ 1 and thus the term f 1 + g k is also coercive. In short, the functions {L k } k∈N defined by (2.12) are all coercive.
The boundedness of the sequence {W k,j } j∈N is proved by contradiction. Suppose on the contrary that the sequence {W k0,j } j∈N is not bounded, and so lim 
which implies that {L k0 (W k0,j )} j∈N is a non-increasing sequence, leading to a contradiction. This completes the proof. REMARK 2.6. The condition 2H + ρ 1 I n 0 is a mild condition in the instance of the compressed modes problem [31] . In the case of the free-electron (FE) model, the discrete Hamiltonian H 0 and thus ρ 1 can be taken to be any positive number. In the case of the Kronig-Penney (KP) model, the magnitudes of the negative eigenvalues of the corresponding matrix H are generally less than 1. Thus, we may set ρ 1 > 2.
3. Convergence analysis. For the convenience of notation and discussion, we rewrite the problem (2.1) using the notation of vectors. Let x ∈ R 3mn denote the column vector formed by concatenating the columns of X, Q, P , i.e., . Then, the corresponding augmented Lagrangian of (3.2) can be expressed as
where m 1 := 2mn, m 2 := m(m + 1)/2, and
Thus, (X * , Q * P * ) is a KKT point for (2.1) if and only if the vector x * defined by (3.1) is a KKT point for (3.2), i.e., there exists w * ∈ ∂f (x * ), λ * ∈ R m1 , v * ∈ R m2 such that
In this section, we establish the sub-sequence convergence property of the PAMAL method, i.e., there exists at least one convergent sub-sequence of the sequence generated by Algorithm 1 and it converges to a KKT point of (3.2). THEOREM 3.1. Suppose that the positive parameters γ, ρ 1 in Algorithm 1 are chosen so that γ > 1, 2H + ρ 1 I n 0. Let {(X k , Q k , P k )} k∈N be the sequence generated by Algorithm 1. Then, the limit point set of {(X k , Q k , P k )} k∈N is non-empty, and every limit point is a KKT point of the original problem (2.1).
Proof. [Sketch of the proof] The proof of the sub-sequence convergence property of the PAMAL method is organized as follows. Firstly, in Section 3.1, we establish a crucial ingredient needed by the convergence analysis, namely the linear independence of the gradient
when x ∈ Γ. Consequently, any locally optimal solution to (3.2) is necessarily a KKT point of (3.2). Secondly, in Section 3.2, we show that any limit point of a sequence generated by Algorithm 1 is also a KKT point of (2.1). Lastly, in Section 3.3, we show that for (3.2), the sequence (X k , Q k , P k ) k∈N generated by Algorithm 1 must be bounded. These results together establish the sub-sequence convergence property of the PAMAL method.
3.1. Linear Independence and KKT first-order necessary conditions. It is noted that the objective function f in (3.2) is merely Lipschitz continuous on bounded sets, which is equivalent to the notion of strict continuity (see [34, Definition 9 .1]). In order to establish that a locally optimal solution satisfies the KKT first-order necessary conditions in the nonsmooth case, we need to invoke the following result. 
where θ : R m → R is proper, lower semi-continuous and convex with effective domain D. Supposex is a locally optimal solution at which the following constraint qualification is satisfied:
where y ∈ R m and yF := m i=1 y i f i . Then there exists a vectorȳ such that
Moreover, the set of such vectorsȳ is compact. Before applying the above result, we first show that the gradient vectors of h 1 , h 2 defined in (3.2) satisfy a linear independence constraint qualification whenever x ∈ Γ, i.e., it satisfies the orthogonality constraints. This leads to the KKT first order necessary conditions. LEMMA 3.3. Suppose that x ∈ Γ. Then,
are linearly independent, where h 1 and h 2 are defined in (3.2). Consequently, ifx is a locally optimal solution of the problem (3.2), thenx is a KKT point for (3.2).
Proof. From the definition (3.1) of x, by setting m 3 := mn, it can be seen that 
are orthogonal to each other, and thus the columns of M (x) are orthogonal to each other. Furthermore, the first 2m 3 rows of ∇h 2 (x) form a zero matrix. Thus, from the matrix structures of ∇h 1 (x), ∇h 2 (x) in (3.5), one can easily
are linearly independent for any x ∈ Γ. Secondly, ifx is a locally optimal solution of the problem (3.2), thenx ∈ Γ. It can be seen from the arguments above that ∇h 2 (x) is of full column rank. Furthermore, applying (1.8) in Remark 1.3 on the smooth function h 2 leads to
A direct calculation shows that the constraint qualification for (3.2) amounts to verifying
which holds true by the linear independence of
asx ∈ Γ. Notice that δ {0} is proper, lower semi-continuous and convex with effective domain D = {0}. Then, by applying Theorem 3.2 with the setting: f 0 := f, θ := δ {0} , F := h 1 and X := Γ, we established (3.2). Together with (3.6), we have the existence of vectorsw ∈ ∂f (x),ȳ ∈ R m1 ,z ∈ R m2 such that
In other words, the locally optimal pointx is also a KKT point of (3.2).
Limit points as KKT points.
In this section, we show that any limit point generated by Algorithm 1 is also a KKT point of (2.1), i.e., any limit point x * of the corresponding sequence {x k } k∈N with respect to (X k , Q k , P k ) is a KKT point for (3.2) . Recall that the normal cone ∂δ S (X, Q, P ) = N S (X, Q, P ) in vector notation is given by (3.6). Thus, in vector notation, finding the solution satisfying the constraint (2.3) at Step 1 of Algorithm 1 is equivalent to calculating a solution x k such that there exist vectors ω k ∈ ∂f (x k ) and v k which satisfy
with h 2 (x k ) = 0, k ∈ N. REMARK 3.4. Algorithm 1 can recast as an equality constrained version of [2, Algorithm 3.1] in vector notation. However, we cannot directly apply the results in [2, Theorems 4.1-4.2] on our problem, as our objective function f defined by (3.2) is not in C 1 . In vector notation, the main result is stated as follows. is a sequence generated by Algorithm 1. Let x * be a limit point of this sequence, i.e., there exists a sub-sequence K ⊆ N such that lim
Then x * is also a KKT point of (3.2). Proof. The proof consists of two main parts. The first part shows that x * is a feasible point of (3.2), i.e., h 1 (x * ) = 0 and h 2 (x * ) = 0. The second part shows that x * satisfies the remaining KKT property in (3.4) .
We start with the proof of the feasibility of x * for h 2 . After running Step 1 of Algorithm 1, we obtain h 2 (x k ) = 0 for all k ∈ K, therefore, h 2 (x * ) = 0, i.e., x * ∈ Γ. The next step is to show h 1 (x * ) = 0, which is discussed in two cases. We now prove the first case where the sequence ρ k k∈N is bounded. Recall that γ > 1 in Algorithm 1. Thus, the update rule (2.4) on ρ k in Step 3 of Algorithm 1 suggests from some iteration k 0 onwards, the penalty parameter ρ k will remain the same, which implies that
In the other case where the sequence ρ k k∈N
is not bounded, for each k ∈ K, there exist vectors {δ k } k∈N with δ k ∞ ≤ k and k ↓ 0 such that
for some w k ∈ ∂f (x k ). Dividing both sides of (3.8) by ρ k , we have
and
Then the equality (3.9) can be re-written as
are linearly independent as x * ∈ Γ. Moreover, the gradient vectors ∇h 1 , ∇h 2 are continuous and h 2 (x k ) = 0 for all k ∈ K. Note that by the continuity of the gradient vectors ∇h 1 and ∇h 2 , Ξ(x k ) → Ξ(x * ), which has full rank as
It is known that the eigenvalues of a symmetric matrix vary continuously with its matrix values. Thus, we deduce that Ξ(x k )Ξ(x k ) is non-singular for sufficiently large k ∈ K, which leads to
Since f is the summation of a convex function and a continuously differentiable function, the set x∈M ∂f (x) is a bounded set whenever M is bounded. This can be seen by invoking [6, Proposition B.24 (b) ]. Here, we set M = {x k } k∈K which is clearly a bounded set. Thus, we have w k k∈K is bounded. Together with δ k ≤ k ↓ 0, taking limits as k ∈ K goes to infinity gives η k → 0. The boundedness of the safeguard Lagrange multipliers {λ
Thus, h 1 (x * ) = 0 and this ends the first part of the proof.
Next, we will show that x * is a KKT point of the problem (3.2). Since w k k∈K is bounded, there exists a sub-sequence K 2 ⊆ K such that lim k∈K2 w k = w * . Recall that lim k∈K2 x k = x * and w k ∈ ∂f (x k ). Thus,
by the closedness property of the limiting sub-differential. Together with
for some vectors δ k with δ
Then (3.11) can be re-written as
By the same arguments in the first part, the matrix Ξ(x k )Ξ(x k ) is non-singular for sufficiently large k ∈ K 2 and
Hence, by taking limits on (3.13) as k ∈ K 2 goes to infinity, we have
By the definition (3.12) of π k ,taking limits as k ∈ K 2 approaches infinity on both sides of (3.11) leads to
where λ * , v * are obtained from π * similar to (3.12) . Thus x * is a KKT point of (3.2) and this completes the second part of the proof.
Existence of Limit points.
The results presented in the previous sections assume the existence of a limit point of the sequence {x k } k∈N , i.e., the sequence generated by Algorithm 1 contains at least one convergent sub-sequence. We now prove this existence by showing that the generated sequence is bounded. PROPOSITION 3.6. Let {(X k , Q k , P k )} k∈N be the sequence generated by Algorithm 1. Suppose that the parameters γ, ρ 1 in Algorithm 1 are chosen so that γ > 1 and 2H + ρ 1 I n 0. Then, {(X k , Q k , P k )} k∈N is bounded and thus contains at least one convergent subsequence.
Proof. The boundedness of {P k } k∈N is easy to see from Step 1 of Algorithm 1. It remains to show that {(X k , Q k )} k∈N is bounded. Using a direct extension of the result [3, Proposition 3] , the first two partial sub-differentials of L in (2.3) yield the following:
where ζ k ∞ ≤ k . Summing the above two equations gives
Together with 2H + ρ k I n 0, we have
Let H := V diag(λ 1 , . . . , λ n )V denote the SVD of the symmetric matrix H. Then,
Recall that {ρ k } k∈N is non-decreasing and 2H + ρ 1 I n 0. We have then, for k ∈ N, 2H + ρ k I n 0, which gives 2λ i + ρ k > 0, i = 1, . . . , n. Thus, for all k ∈ N,
Together with the fact that {ζ k } k∈N , {Λ k } k∈N and {ν k } k∈N are bounded, combining the two inequalities (3.15) and (3.16) shows that the sequence {X k } k∈N is bounded. Then, the boundedness of the sequence {Q k } k∈N can be also derived from (3.14). It is noted that Proposition 3.6 still holds if the 1 -term 1 µ Q 1 in (2.1) is replaced by any convex function with bounded sub-gradients on its domain, e.g., 1 µ Q 2,1 . 4. The compressed modes for variational problems in physics. This section is organized as follows. In subsection 4.1, we present some background information on compressed modes. In subsection 4.2, we review some existing methods to obtain compressed modes, which include the SOC method [23] introduced by Lai and Osher. Finally, we compare the numerical performance of the PAMAL method against that of the SOC method in subsection 4.3 on the compressed modes problem.
4.1. Background on compressed modes. Motivated by the localized Wannier functions [26] used in solid state physics and quantum chemistry, a variational approach is developed in [31] to produce the so-called compressed modes, which are spatially localized solutions to the time-independent Schrödinger's equation: general Schrödinger's equation, but also fit certain observations in physics. For example, the screened correlations in condensed matter are typically short-ranged [33] .
In [31] , the authors considered the independent-particle Schrödinger's equation for a finite system of N electrons, with the electron spin neglected for simplicity. The ground state energy of these electrons, denoted by E 0 , can be formulated as a variational problem, which minimizes the total energy subject to orthonormality conditions for the stationary states:
form a set of orthonormal eigenfunctions which are usually not spatially localized. Therefore, an 1 -regularized model is proposed in [31] to obtain the solutions of (4.2) with better spatial localization:
where |ψ j | 1 := Ω |ψ j (x)| dx and the constant µ is a pre-defined parameter that balances the sparsity and the accuracy of the solution. It is shown [5, 30] that with fixed N , the approximation error of the energy E calculated by (4.3) to the ground state energy E 0 is decreasing as
with periodic boundary conditions and equally spaced nodes in each direction, the discretized version of (4.2) is expressed as was used to solve the CMs problem (4.4) by considering the following optimization problem
It is demonstrated in the numerical experiments conducted in [31] that the SOC method can produce compressed modes of good quality. Nevertheless, to the best of our knowledge, there is no analysis of its convergence property provided in the literature. More recently, a convex relaxation approach is proposed in [22] , which re-models the CMs problem into a density matrix minimization problem with 1 -regularization:
s.t. P = P , Tr(P ) = N, 0 P I.
(4.5)
In [22] , the convex model (4.5) is solved by the split Bregman method, with the convergence analysis provided.
Computations of CMs via the PAMAL method.
In this section, we applied the PAMAL method to solve the CMs problem (4.4) under similar settings given in [31] , which considered both the 1D free-electron (FE) and the 1D Kronig-Penney (KP) models. These two models adhere to the same Hamiltonian structureĤ = − The parameters in Algorithm 2 are set as c = c k,j i =c = 0.5, for all k, j, i in both the FE and KP models. In the SOC method, we use the same penalty parameters (λ = µN/20, r = µN/5) as recommended by [31, equations 15-17] . In both the PAMAL method and the SOC method, the same random matrix initialization is used. In order to produce CMs of reasonable localization, we set the stopping criterion as |J(P k ) − J(P k−1 )| < 10 −5 , where J is the objective function given in (4.4), i.e., J(Ψ) := 1 µ Ψ 1 + Tr(Ψ HΨ). Both methods are implemented in MATLAB and the experiments are done on a PC with a 1.70GHz CPU and 4G of RAM. The number of outer iterations, total number of inner iterations and CPU time, of the PAMAL and SOC methods are averaged over 50 experimental trials. Table 4.1 and Table 4 .2 display comparisons of the computational costs of the two methods. In general, with the same stopping criterion, the proposed PAMAL method is at least twice as fast as the SOC method. As discussed in Remark 2.2, the performance gain of the PAMAL methods comes from the flexibility on the accuracy of the solution for Step 1 in Algorithm 1. The first five CMs of the 1D FE and KP models computed by the SOC/PAMAL methods are shown in the first/second columns of with increasing number N of CMs.
5. Conclusion. In this paper, we proposed the PAMAL method, a numerical method for solving a class of 1 -regularized optimization problems with orthogonality constraints. It is shown in this paper that the proposed method has the sub-sequence convergence property, which is not provided in the existing SOC method [31] . In addition, the experiments show that when applied to solve the compressed modes problem, the proposed PAMAL method is noticeably faster than the SOC method in producing modes of comparable quality.
