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Abstracts
Zusammenfassung
Die Suche nach textueller Information, z.B. in Form von Webseiten, stellt eine typische
Aufgabe im modernen Geschäfts- und Privatleben dar. Aus Nutzersicht sind die hier-
für verwendeten Systeme gereift und es haben sich typische Interaktionsmechanismen,
wie die Texteingabeaufforderung, welche beinahe jede gerichtete Suche startet, heraus-
gebildet.
Im Vergleich dazu befindet sich die Suche nach multimedialen Dokumenten (wie
Bildern oder Videos) aus Nutzersicht noch in den sogenannten Kinderschuhen, obwohl
dieser Anwendungsbereich konstant an Bedeutung zunimmt. In diesem Bereich kämp-
fen gerichtete und explorative Suchansätze nach wie vor um Nutzerakzeptanz.
Ein weiterer Punkt, der Multimedia Information Retrieval (MMIR) vom traditionel-
len, Text-basierten Information Retrieval (IR) unterscheidet, ist der Umstand, dass Mul-
timediadokumente nicht notwendigerweise mittels des gleichen Datenzugriffsparadig-
mas gespeichert sind. So können Daten, welche die Dokumente intern repräsentieren,
beispielsweise in Datenbank- (DB) oder IR-Systemen vorgehalten werden. Aus techni-
scher Sicht kompliziert dieser Zustand die Suche in solchen Datenbeständen, da das zu
verwendende Retrieval-Modell die jeweiligen Datenzugriffsparadigmen unterstützen
muss.
Konsequenterweise müssen die Hauptherausforderungen des MMIR, das Retrieval-
Subsystem und die Nutzerinteraktion, ganzheitlich angegangen werden. Dies ist not-
wendig, da diese Kernbereiche des Retrievals nicht separiert werden können, wenn
man die Suche nachMultimediadokumenten als Anwender-zentrierten Prozess begrei-
fen will.
Solch einen ganzheitlichen, theoretischen Blick auf die MMIR/IR-Forschung wirft
das Prinzip der Polyrepräsentation (PdP), das eine Hälfte des theoretischen Hinter-
grunds dieser Dissertation darstellt. Ziel der Arbeit ist es, einen Präferenz-basierten
Ansatz für interaktives MMIR zu entwickeln. Vereinfachend gesprochen geht das PdP
davon aus, dass verschiedene Repräsentationen, die ein Dokument beschreiben, auf
unterschiedlichen, kognitiven Prozessen basieren, die sich z.B. in dessen Titel, des-
sen Farb- und Formgebung oder Erstellungsdatum manifestieren. Diese Vielzahl an
Repräsentationen kann in einer konjunktiven, kognitiven Überlappung (KÜ) zusam-
mengeführt werden. Hierbei wird angenommen, dass relevante Dokumente in diesem
Bereich liegen. Diese explizite Annahme unterscheidet das PdP von anderen Feature-
Fusionsansätzen, die sonst häufig beim MMIR Verwendung finden.
Das PdP als kognitives Modell trifft jedoch keine Aussagen darüber, wie ein entspre-
chendes Retrieval-Subsystem implementiert werden kann – eine wesentliche Fragestel-
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lung der angewandten Informatik. EineMöglichkeit der Implementierung des PdP stel-
len Quantenmechanik-basierte IR-Modelle, wie die Commuting Quantum Query Lan-
guage (CQQL), dar, welche auch im Rahmen dieser Dissertation verwendet wird.
Die Wahl fällt hierbei auf CQQL, da sie typische Datenzugriffsparadigmen aus den
Gebieten DB und IR unterstützt. Dieser Aspekt ist von großer Bedeutung, um Syn-
ergieeffekte zwischen verschiedenen Medien, oder – anders gesprochen – die polyre-
präsentative Natur von Multimediadokumenten, ausnutzen zu können. Außerdem er-
laubt CQQL die Personalisierung von Suchergebnissen mittels des Präferenz-basierten
Relevance-Feedback-Ansatzes (RF) PrefCQQL, welcher auf maschinellen Lernverfah-
ren basiert. Diese Funktionalität ist notwendig, um der dynamischen Natur des Such-
prozesses und des Informationsbedürfnisses (IB) des Nutzers gerecht zu werden.
Alleinstellungsmerkmale von PrefCQQL stellen dabei die Unterstützung von nega-
tiven Query-by-Example-Dokumenten (QBE) sowohl zu Beginn als auch während der
Suche dar. Außerdem können induktive, schwache Präferenzen genutzt werden, um
die Relevanz von Ergebnisdokumenten feingranular zu bewerten. Ferner können in-
duktive Präferenzen bereits zur Anfrageerstellung genutzt werden, so dass sich im
Prinzip sämtliche Nutzerinteraktion während der Suche mit PrefCQQL umsetzen lässt.
Zur Evaluierung des vorgestellten, polyrepräsentativen PrefCQQL-Ansatzes werden
zwei Arten von Experimenten durchgeführt: eine Evaluierung der Retrieval-Effektivität
von CQQL/PrefCQQL auf Grundlage des Cranfield-Paradigmas, welches um Nutzer-
simulationen erweitert wurde, um den Anforderungen an die Bewertung von interak-
tivenMMIR-Systemen gerecht zu werden; und eine Usability-Studie, welche drei funk-
tional unterschiedliche Benutzerschnittstellen eines MMIR-Systems vergleicht. Hier-
bei wurden sowohl die Arbeitsaufgabe, die initiale Anfrage als auch das Retrieval-
Subsystem fixiert, um eine Vergleichbarkeit zwischen den GUI-Varianten zu gewähr-
leisten. Um die Reproduzierbarkeit und Nachvollziehbarkeit der Experimente sicher-
zustellen, ist der Quellcode sämtlicher Anwendungen im Anhang zu dieser Dissertati-
on zu finden.
Die beschriebenen Experimente sollen im wesentlichen zwei zentrale Fragen beant-
worten: erstens, ob die Hypothesen des PdP im Anwendungsgebiet des MMIR verifi-
zierbar sind und zweitens, ob ein nutzbares, interaktives MMIR-System auf Grundla-
gen des PdP und von PrefCQQL implementiert werden kann?
Um die erste Frage beantworten zu können, werden verschiedene Matching-Funk-
tionen, die teilweise dem PdP folgen, mit sechs unterschiedlichen Testdatensätzen, so-
wohl in einem nicht interaktiven, als auch interaktiven QBE-Szenario gegenüberge-
stellt. Die Ergebnisse dieses Experiments sind uneindeutig.
Im nicht interaktiven Fall, d.h. wenn kein RF zur Verfügung steht, zeigt sich kei-
ne Überlegenheit der Matching-Funktionen, welche auf dem PdP basieren, gegenüber
der Nutzung einzelner Features oder anderen Matching-Funktionen. So übertrifft die
Retrieval-Effektivität des arithmetischen Mittels, welches die gemittelte Ähnlichkeit
zwischen den Repräsentationen der Anfrage und denen der Dokumente im Testda-
tensatz berechnet, die der Konjunktion der vorhandenen Repräsentationen, welche der
KÜ entspricht. Nichtsdestotrotz zeigt sich, dassMatching-Funktionen, welche demPdP
folgen, stabiler bezüglich ihrer Effektivität sind als Einzelfeatures. Folglich ist die Leis-
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tung der PdP-basierten Funktionen verlässlicher. In jedem Fall wird deutlich, dass die
Konjunktion besser als alle anderen fusionsbasierten Matching-Funktionen, außer dem
angesprochenen arithmetischen Mittel, abschneidet. Außerdem legt die experimentel-
le Untersuchung nahe, dass konjunktive Matching-Funktionen immer ein höheres Maß
an Retrieval-Effektivität erreichen als ihr disjunktives Gegenstück. Dieses Ergebnis ent-
spricht den Voraussagen des PdP.
Im interaktiven Szenario, also während der Verwendung von PrefCQQL, können die
Voraussagen des PdP verifiziert werden. Hierbei muss allerdings angemerkt werden,
dass ebenfalls die Anzahl an verfügbaren Repräsentationen innerhalb einer Matching-
Funktion einen Einfluss auf deren Retrieval-Effektivität hat. Sind zu wenige Repräsen-
tationen zur Modellierung des IB mittels PrefCQQL vorhanden, kommt es zu Unteran-
passungseffekten, welche die Retrievalleistung negativ beeinflussen.
Die zweite Frage wird mithilfe eines prototypischen MMIR-Systems beantwortet,
dem Pythia-System, welches als Machbarkeitsstudie eines interaktiven Retrieval-Sys-
tems auf Basis von CQQL und PrefCQQL dient. Des weiteren unterstützt das Sys-
tem unterschiedliche Suchstrategien sowie einen nahtlosen Wechsel zwischen diesen,
um Nutzer mit verschiedenen IB bestmöglich zu unterstützen. Der Test der drei GUI-
Varianten des Systems mithilfe von 59 Probanden attestieren dem Pythia-System ein
hohes Maß an Bedienbarkeit.
Letztendlich zielen die beschriebenen Experimente darauf ab, die Aussagen des PdP
zu verifizieren. Diese Verifizierung ist notwendig, um abschließend zu bestimmen, ob
es sich beim PdP um eine gültige Theorie des MMIR/IR handelt. Die Beantwortung
dieser Frage ist insbesondere interessant, da Experimente im Bereich des textuellen IR
die Aussagen des Prinzips stützen. Obwohl die Experimente im Rahmen dieser Disser-
tation so gestaltet wurden, dass sich deren Ergebnisse mit einer hohen Wahrscheinlich-
keit generalisieren lassen, kann diese Dissertation die Frage, ob es sich beim PdP um
eine Theorie handelt, nicht abschließend klären. Nichtsdestotrotz bieten die präsentier-
ten Forschungsergebnisse genügend Anzeichen dafür, dass das PdP einen generellen
Nutzen für das MMIR bietet, da es definitiv Voraussagen über die Entwicklung der
Retrieval-Effektivität einer Matching-Funktion ermöglicht. Außerdem zeigen die Ex-
perimente deutlich, dass PrefCQQL eine nützliche RF-Technik für das MMIR darstellt.
Hinweis zur geschlechterneutralen Formulierung
Die Nutzung männlicher Wortformen in dieser Dissertation dient ausschließlich der
einfacheren Lesbarkeit dieses Texts und beinhaltet sämtliche Geschlechter.
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Abstract
The search for textual information, e.g., in the form of webpages, is a typical task in
modern business and private life. From a user’s point of view, the commonly used
systems have matured and established common interaction design patterns such as the
textual input box that starts virtually every directed search process.
In comparison, although constantly gaining importance, the search for multimedia
documents (e.g., images or videos) is still, at least from an end-user’s perspective, in its
early years. In other words, a pre-dominant search strategy has not yet evolved. That
is, directed and exploratory search approaches fight for user acceptance.
One further discriminative factor of multimedia information retrieval (MMIR) from
traditional text-based information retrieval (IR) is that multimedia documents are not
necessarily stored with the help of the same data access paradigm. For instance, data
representing multimedia documents can be stored in databases (DB) or IR systems.
From a technical point of view, the use of different data access paradigms complicates
the retrieval from such collections because the utilized retrieval model has to support
these paradigms.
As a consequence, the main challenges in MMIR – the retrieval engine and the user
interaction – have to be addressed in a holistic way because they can hardly be sepa-
rated if the search for multimedia information is recognized as a user-centered process.
A holistic theoretic perspective on MMIR/IR research is taken by principle of poly-
representation (PoP), which forms one half of the theoretic background of this disser-
tation aiming at the development of a preference-based approach to interactive MMIR.
Roughly speaking, the PoP theorizes that representations describing a document are
based on various cognitive processes dealing with it, e.g., a title, its color or shape fea-
tures, its creator, or its date of creation. This multitude of representations can be fused
to form a conjunctive cognitive overlap (CO) in which highly relevant documents are
likely to be contained. This explicit recommendation discriminates the PoP from typical
feature fusion approaches often used in MMIR.
However, the PoP does not answer how a retrieval model has to be implemented in
a technical sense which is of interest in the field of computer science. One possibility to
implement the PoP are quantummechanics-inspired IR models such as the commuting
quantum query language (CQQL) which is used in this thesis.
CQQL is particularly interesting because it integrates data access paradigms used
in the fields of DB and IR, which is crucial for exploiting synergies between various
media, or, in other words, for exploiting the polyrepresentative nature of multimedia
documents. In order to respect the dynamic nature of the search process and informa-
tion need (IN), CQQL allows the personalization of retrieval results using a preference-
based relevance feedback (RF) approach called PrefCQQL, which relies on machine-
based learning.
Unique features of the PrefCQQL approach range from the support of negative query-
by-example (QBE) documents at query formulation time as well as during the interac-
tive retrieval process to the formulation of weak preferences between result documents
to express gradual levels of relevance. In addition, the so-called inductive preferences
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can be used from query formulation time onward to learn new CQQL queries. As a
consequence, the general user interaction can be based, in principle, on inductive pref-
erences alone.
In order to evaluate the presented polyrepresentative PrefCQQL approach, two kinds
of experiments are conducted: a Cranfield-inspired evaluation of CQQL/PrefCQQL’s
retrieval effectiveness, which is extended by the utilization of user simulations to better
fit the requirements of the evaluation of an adaptive IR system, and a usability study
that examines three alternative MMIR system UI prototypes based on the same simu-
lated work task, query, and retrieval model to ensure comparability between the vari-
ants. In order to increase the reproducibility and confirmability of the experiments, the
source code to all used programs is made available as a supplement to this dissertation.
The mentioned experiments aim at answering two central questions: first, whether
the hypotheses of the PoP can be verified in MMIR, and second, whether a usable in-
teractive MMIR system can be built on the basis of the PoP and PrefCQQL?
To answer the first question, different matching functions that partly follow the rec-
ommendations of the PoP are evaluated with six different test collections in both an
non-interactive and interactive QBE scenario. The results of this experiment are am-
bivalent.
In non-interactive MMIR, i.e., when no RF is given, the experimental data does not
provide sufficient justification for the statement that PoP-basedmatching functions will
always surpass single features or other matching functions. For instance, the arith-
metic mean, which calculates the average similarity between a query’s representations
and the documents’ representations in the collection, surpasses the conjunction and
hence the CO of multiple representations in terms of retrieval effectiveness. Neverthe-
less, the matching function following the PoP is effectiveness stabler than the best per-
forming single representations per collection. Hence, the CO’s retrieval performance is
more reliable than the usage of single representations. In any case, the conjunction still
performs better than any other examined fusion-based matching function, besides the
arithmetic mean. Moreover, there is evidence that the conjunctive variant of a matching
function always performs better than its disjunctive counterpart. This finding complies
with the predictions of the PoP.
In contrast, the predictions of the PoP can be verified in the investigated PrefCQQL-
based interactive MMIR scenario. However, it is important to note that also the number
of available representations has an impact on the retrieval outcome. That is, if too
few representations are present in a matching function, the corresponding IN model in
PrefCQQL obviously becomes subject to underfitting eventually lowering its retrieval
effectiveness. Unfortunately, when the point of sufficient representations to support
PrefCQQL is reached could not be revealed in this dissertation.
The second question is answered with the help of a prototypical MMIR system: the
Pythia system, which serves both as proof of concept of the CQQL and the PrefCQQL
approach. Furthermore, the system supports different information seeking strategies
and a seamless transition between them in order to support users with different kinds
of IN. Different UI variants of the system are tested by 59 subjects, which attest the
Pythia system a high level of usability.
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To come to an end, the objective of the described experimentation is to justify a the-
oretic model’s validity, i.e., the validity of the predictions made by the PoP. This verifi-
cation process is required to assess the principle’s validity and to investigate whether
the PoP forms a theory. The answer to this question is particularly interesting in con-
junction to the experiments already conducted in textual IR, which support the PoP.
However, although the experiments presented in this thesis were conducted in a way
that allows a generalization of the resulting conclusions, we believe that this disser-
tation cannot answer this question exhaustively. Nevertheless, the presented research
results provide sufficient evidence of the PoP’s general utility in MMIR as it definitely
allows predictions of the retrieval effectiveness development of a matching function.
Moreover, the experiments clearly show that PrefCQQL is usable as a RF technique in
MMIR.
Note on Gender Neutrality
The use of the masculine form of words in this dissertation is only intended to lighten
the text and encompasses both genders.
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1 Introduction
The search for information, e.g., in the form of webpages, is a typical task in modern
business and private life. The usage of so-called textual information retrieval (IR) sys-
tems is pervasive which can easily be shown by the dominant position in the Internet
taken by websites such as Google and Bing. From a user’s point of view, these systems
have matured and established common interaction design patterns such as the textual
input box that starts virtually every search process.
In comparison, although constantly gaining importance, the search for multimedia
documents (e.g., images or videos) is still, at least from an end-user’s perspective, in its
infancy – or teenage years if one takes the development of the related scientific field of
multimedia information retrieval (MMIR) into account [Smeulders et al. 2000].
Although a famous proverb claims that a picture is worth a thousand words, the
search for such documents is still predominantly text-based. That is, tags, annota-
tions, or other texts related to a document are used to find relevant documents. Al-
though some end-user MMIR systems already support techniques such as face detec-
tion or alternative content-based information retrieval (CBIR) techniques, other large
websites featuring multimedia content, such as theWikipedia1, Wikimedia Commons2,
or YouTube3, retrieve documents primarily on the basis of textual information.
As implied above, the user interfaces of CBIR or MMIR systems are not as mature as
the aforementioned prevalent directed search paradigm in end-user IR systems [Hearst
2009, cf. Sec. 12.2]. This effect is most likely due to the different search strategies
applied to search in multimedia document collections. In fact, studies indicate that the
exploratory search paradigm is highly important in CBIR/MMIR [McDonald & Tait
2003; Rodden & Wood 2003; Cunningham & Masoodian 2006]. In other words, users
like to browse the contents of multimedia document collections, e.g., for recreational
purposes, in conjunction to submitting directed searches based on keywords, which is
typical for IR.
One further discriminative factor of CBIR/MMIR from traditional IR is that mul-
timedia documents are not necessarily stored with the help of the same data access
paradigm. Data representing multimedia documents can be stored in databases (DB)
or IR systems. For instance, the visual parts of a multimedia document can be stored
in a CBIR system, whereas metadata about the document, e.g., copyright information
or the document’s file size, may be stored in a relational database. The decision to
store this data in different systems can be based on technical reasons, e.g., processing
1http://en.wikipedia.org/
2http://commons.wikimedia.org/
3http://www.youtube.com/
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efficiency, or design considerations such as the need for a distinct search functionality.
From a technical point of view, the use of different data access paradigms complicates
the retrieval from such collections because the utilized retrieval model has to support
these paradigms.
As a consequence, the main challenges in MMIR – the retrieval engine and the user
interaction – have to be addressed in a holistic way because they can hardly be sepa-
rated if the search for multimedia information is recognized as a user-centered process.
1.1 Motivation
A holistic theoretic perspective onMMIR/IR research is taken by the cognitive viewpoint
which “seeks to cover all aspects of IR” [Ingwersen & Järvelin 2005, p. 112]. Origi-
nating in the research field of information science, the cognitive viewpoint has not yet
attracted the same amount of attention by computer scientists than the system-centric
viewpoint on IR primarily focussing on the development of retrieval models and op-
timizing their parameters. However, by addressing both the retrieval model and the
user interaction as a whole, it becomes possible to design usable MMIR systems that do
not incorporate logical breaks and inconsistencies between the user interaction and the
underlying relevance assessments carried out by the retrieval engine. At the same time,
one can expect such systems to better address user needs because they are not limited
to pre-defined aspects of the user needs (e.g., the support of keyword-based queries).
One representative of the cognitive viewpoint is the principle of polyrepresentation
(PoP) [Ingwersen 1996; Ingwersen & Järvelin 2005], which forms one half of the the-
oretic background of this dissertation aiming at the development of a preference-based
approach to interactive MMIR. Roughly speaking, the PoP theorizes that representa-
tions describing a document are based on various cognitive processes dealing with it,
e.g., a title, its color or shape features, its creator, or its date of creation. This multitude
of representations can be fused to form a conjunctive cognitive overlap (CO) in which
highly relevant documents are likely to be contained.
However, the PoP does not answer how a retrieval model has to be implemented in a
technical sense which is of interest in the field of computer science. Thus, it is necessary
to find a retrieval model that is capable of implementing the PoP in order to be used in
a retrieval engine.
One way to implement the PoP, that is also investigated in this thesis, are quantum
mechanics-inspired IR models. In his seminal work, van Rijsbergen [2004] used find-
ings from quantum mechanics to build a consistent theory for IR that motivated many
publications, e.g., by Melucci [2008]; Schmitt [2008], or Piwowarski et al. [2010]. As a
result, the combination of the cognitively motivated PoP with results from quantum
theory has formed a new field of research that gained momentum recently [Frommholz
& van Rijsbergen 2009; Zellhöfer & Schmitt 2010c; Zellhöfer et al. 2011].
In this dissertation, the commuting quantum query language (CQQL) [Schmitt 2008] is
used to implement the PoP. As a consequence, the retrieval model behind CQQLmakes
up the other half of this thesis’ theoretic background. CQQL is particularly interesting
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because it can also combine data access paradigms used in the fields of DB and IRwhich
is crucial for exploiting synergies between various media [Lew et al. 2006, cf. p. 14], or,
in other words, for exploiting the polyrepresentative nature of multimedia documents.
Furthermore, CQQL allows the personalization of retrieval results using a preference-
based relevance feedback approach called PrefCQQL in order to respect the dynamic
nature of the search process and information need.
To sum up, this dissertation combines two approaches to MMIR/IR that try to offer a
holistic and consistent theory for IR, i.e., the PoP and CQQL. Recently, theory returned
again into the focus of IR, which is also put forward by Fuhr [2012], who motivates the
need for a solid theory as follows:
1. “Theories give us a deeper insight into the foundations of our field, thus sat-
isfying the scientific interest.
2. Theoretic models possess general validity, thus forming the basis for broad
ranges of applications – in contrast to experiments where we just don’t know
to what extent their results can be generalized.
3. Only theories allow us to make reliable predictions – which is important from
the engineer’s point of view.”
[Fuhr 2012, p. 22]
Besides satisfying the scientific interest of the author, this dissertation investigates the
validity of the hypotheses of the PoP in the field of interactive MMIR. As such, it con-
tributes to the formation of the PoP as a verifiable or, respectively, falsifiable theory.
This research is motivated by the objective to develop a preference-based approach to
interactive polyrepresentative multimedia information retrieval.
Eventually, this thesis examines whether the hypotheses of the PoP can predict how
a MMIR system will perform in different retrieval scenarios.
1.2 Research Questions and Contributions
The core of this thesis is formed by the utilization of a novel query language, the com-
muting quantum query language (CQQL) [Schmitt 2008], in the field of multimedia in-
formation retrieval (MMIR). In order to address the inherent dynamics of the search
process, a preference-based relevance feedback approach called PrefCQQL relying on
machine-based learning is discussed. These two components build the foundation for
an investigation of the utility of the principle of polyrepresentation (PoP) [Ingwersen 1996]
implemented by CQQL in interactive MMIR. In order to evidence its utility, various ex-
periments are conducted that answer the following research questions.
1.2.1 Can the Hypotheses of the Principle of Polyrepresentation Be
Verified in Multimedia Information Retrieval?
This research question is basal as it is necessary to answerwhether the hypotheses of the
PoP can be interpreted as a theory for MMIR. This question is in particular interesting
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in conjunction with studies supporting the validity of the PoP in textual IR [Skov et al.
2004; Larsen et al. 2006, 2009].
Nevertheless, a comprehensive investigation of the utility of the PoP in the domain
of MMIR is still missing. There are plenty of studies dealing with feature fusion tech-
niques in MMIR, which combine representations (or features) in a similar fashion to the
PoP in order to improve retrieval effectiveness. Although these techniques have been
shown to be effective, they often lack a theoretical foundation [Kokar et al. 2004].
Hence, an investigation of the PoP and its implementation in form of a probabilistic
logic (i.e., CQQL) based on findings from quantum mechanics is appealing, because it
relies on a consistent theoretic framework. Unfortunately, the utilization of a solid the-
ory is a factor being often disregarded in favor of optimizing parameters for (machine-
based learning-supported) information fusion MMIR systems [Fuhr 2012].
Because of the complexity of this research question, it is fragmented into three parts
described in the following subsections.
1.2.1.1 Can CQQL Be Used to Implement a Formal IR Model on the Basis of the
Principle of Polyrepresentation?
As said before, quantummechanics-inspired IRmodels attracted attention by researchers
trying to implement the PoP. CQQL, as a representative of the quantum mechanics-
inspired IR models, has some features suggesting it for implementing the PoP, i.e.,
it supports the incorporation of multiple representations into the search process, it is
based on logics as the PoP, it can handle representations based on various data access
paradigms, and it supports means for personalization with the help of weighting vari-
ables (which will become important later).
In addition, it is reasonable to explore how CQQL, as a quantummechanics-inspired
query language, is related to common formal IR models.
The answer to this question acts as a precondition for the following questions because
this thesis can only make statements about the utility of the PoP on the basis of its
implementation with CQQL.
1.2.1.2 Do the Hypotheses of the Principle of Polyrepresentation Apply in
Multimedia Information Retrieval?
As implied before, the fusion of different representations according to the PoP intro-
duces an “intentional redundancy” [Ingwersen 1996] amongst the representations, which
serve as the basis of the relevance assessment of a document with regard to a query.
In CBIR and MMIR systems it is often attempted to avoid such forms of redundancy
because redundant information, e.g., in form of similar representations, is commonly
assumed to not increase retrieval effectiveness [Eidenberger 2003; Deselaers et al. 2008].
Various benchmarks, e.g., different tasks of the ImageCLEF benchmark [Popescu
et al. 2010; Tsikrika et al. 2011; Thomee & Popescu 2012; Zellhöfer 2012e; Caputo et al.
2013], have shown that feature fusion, i.e., the combination of different representations
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during retrieval, improves retrieval effectiveness. However, there is no clear theoret-
ically sound advice on how representations have to be fused. This answer is given
by the PoP recommending the formation of the CO. In addition, the best performing
feature fusion approaches often rely on training data, which might not be available in
every MMIR use case, for their machine-based learning algorithms.
To reveal whether the hypotheses of the PoP hold in MMIR, three further subques-
tions are answered in this thesis with the help of an experimental evaluation:
1. Is the formation of cognitive overlaps superior to other approaches towards fea-
ture fusion that do not rely on any kind of training data?
2. Does the usage of “intentional redundancy” limit retrieval performance?
3. Can the observations regarding the principle be generalized or are they limited to
certain usage domains?
According to Fuhr [2012], this form of experimentation has to be regarded as why-
experimentation, which tries to validate a given model’s assumptions relying on a solid
theory (the PoP implemented with CQQL). This separates the experiments presented
in this thesis from typical IR research that often relies how-experimentation aiming at the
optimization of retrieval parameters [Fuhr 2012, cf. Sec. 4.2].
1.2.1.3 Can Polyrepresentation Compensate the Weak Retrieval Effectiveness of
Some Low-Level Features in Multimedia Information Retrieval?
InMMIR, the retrieval effectiveness of different representations varies to a large degree.
For instance, while textual representations usually perform very well, representations
relying on some sort of automatic image segmentation still perform weakly in general
MMIR, i.e., when they cannot be optimized for a particular usage domain. Hence, it
would be desirable if the PoP could compensate such effects to increase the principle’s
overall utility in MMIR.
1.2.2 Do the Hypotheses of the Principle of Polyrepresentation Hold in a
Preference-based Interactive Multimedia Search Process?
Without doubt, the actual user interaction is in the focus of every user-centered sys-
tem design. However, this research question primarily aims at examining the retrieval
effectiveness of the polyrepresentative PrefCQQL approach in an interactive MMIR
scenario, i.e., when relevance feedback is provided. In order to investigate if the hy-
potheses of the PoP hold in such a scenario, the aforementioned three subquestions are
answered with the help of an experiment.
1.2.3 Can a Usable Multimedia Information Retrieval System Be Built on
the Basis of the Principle of Polyrepresentation and PrefCQQL?
This research question deals with the user experience of a MMIR system built on the
basis of the PoP and PrefCQQL. From this perspective, it takes a similar role as question
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1.2.1.1 as it examines the actual implementation of a conceptual user interaction model
based on the PoP.
To answer the research question, a prototypical MMIR system is built in order to test
it in form of a proof of concept in a real world scenario, i.e., the search in a personal
photo collection. The user experience and usability of the prototype is evaluated on the
basis of a quantitative and qualitative user study to get comprehensive insights into the
test persons’ user experience.
Unlike before, the system is no longer limited to PrefCQQL alone. As said before,
users in MMIR typically rely on different information seeking strategies to satisfy their
current information need. Hence, the prototype offers different strategies such as brows-
ing and directed search between which a seamless transition is possible. In order to
assess the impact of different information seeking strategies on the user experience,
different user interface variants are examined.
To conclude, further properties of CQQL/PrefCQQL are studied in order to reveal
whether they can make an impact on the overall user experience, e.g., by supporting or
disturbing users during the retrieval process. Exemplary properties include conflicting
preferences or statistics that might indicate the need for the suggestion of a new query
that better reflects the user’s dynamic information need.
1.2.4 Positioning of the Dissertation
To recapitulate, the aforementioned research questions try to answer how a MMIR sys-
tem, consistent from the retrieval engine to the user interface, can be built. Unsurpris-
ingly, the dissertation is therefore clearly positioned in the computer science-related
part of the wide research field of IR, or more precise, of MMIR. Overviews of general
IR are available by van Rijsbergen [1979]; Dominich [2008]; Croft et al. [2009], or Baeza-
Yates & Ribeiro-Neto [2011]. More specific publications about MMIR are available by
Schmitt [2006] or Blanken et al. [2007].
This dissertation also has a strong relation to databases [Silberschatz et al. 1999;
Garcia-Molina et al. 2000; Date 2000; Saake et al. 2010; Elmasri & Navathe 2011], and
relational databases [Codd 1970; Date 1982] in particular. This relation is established
via two links. First, via the usage of a relational complete query language, i.e., CQQL,
as the core of the designed MMIR system, and second, via preferences, which are used
as a means for “relevance feedback” input in the field of databases.
Preferences also link this thesis to psychology and microeconomics [Lancaster 1991]
in which the examination of consumer preferences forms a part of utility theory [Fish-
burn 1968].
Because of its reliance on the PoP, this dissertation is also related to the research areas
within information science [Ingwersen 1992] that deal with IR. However, this research is
only streaked because of the thesis’ focus on the computer scientific problems inMMIR.
Further research areas that have an impact on the research described in this thesis are
interaction design and usability engineering [Preece et al. 2002; Shneiderman& Plaisant
2005; Cooper et al. 2007; Nielsen 2009], and machine-based learning [Russell et al. 2007;
Liu 2011].
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These examples make clear that this dissertation takes an interdisciplinary view on
MMIR. Thus, it cannot discuss all field in the required depth. As a consequence, when
in doubt, this thesis will take an IR perspective on the described research. This is par-
ticularly true for the information seeking process which assumes layperson users that
cannot communicate with the retrieval system using a structured query language as it
is the case in the field of databases.
For practical reasons further elaborated in Chapter 6, the rather broad concept of
MMIR is limited to visual perceivable media such as images and (textual) metadata in
the context of this dissertation. However, many conclusions drawn might also apply to
other media.
To conclude, a list of publications related to the research presented in this thesis is
available in Appendix F.
1.3 Structure of the Dissertation
Neglecting the appendices, the thesis is divided into five main parts. The first two
parts establish a theoretical basis for the implementation and evaluation presented in
part three and four. The fifth part concludes the thesis by summarizing its contents and
providing future prospects of topics that need further research. The detailed structure
of the dissertation is as follows:
Part I. Foundations and Background Chapter 2 defines the central terms and princi-
ples of information retrieval andmultimedia retrieval. Furthermore, it gives an overview
of traditional IRmodels that are typically associatedwith the system-centered approach
in IR.
Chapter 3 summarizes the motivation and theories behind interactive information
retrieval (IIR) and discriminates this approach from traditional, system-centered IR. In
particular, the chapter recapitulates the hypotheses of the PoP. Chapter 3 concludes
with a discussion on information seeking strategies that are common in MIR4.
Part II. Learning User-specific Weights in Logic-based Queries In order to imple-
ment an IR model based on the principle of polyrepresentation, Chapter 4 describes
the theoretic basis of the quantum logic-based query language CQQL and its relation to
other formalizations of the PoP and more traditional IR models.
Chapter 5 then introduces the preference-basedmachine learning approach PrefCQQL
which itself utilizes CQQL at its core. Additionally, this chapter addresses the notion of
preference with a focus on preference approaches in databases, i.e., so-called qualitative
and quantitative approaches.
As such, these two chapters form the theoretical basis for the conceptual design and
the implementation described in the third part of this dissertation.
4That is, multimodal information retrieval, a specific technique for MMIR (see Definition 2.21).
7
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Part III. Concept and Implementation The user-centered design process of the pro-
totypical Pythia MIR system is described in Chapter 6. The chapter both addresses the
user interaction model and the retrieval engine of the Pythia MIR system. Furthermore,
it separates the developed system from other interactive MIR systems.
Part IV. Evaluation The fourth part of the thesis is divided into two separate evalua-
tions of the Pythia MIR system. After a brief introduction into the evaluation of IR and
IIR systems (see Chapter 7), Chapter 8 gives an evaluation of the retrieval effectiveness
of the CQQL/PrefCQQL approach using different matching functions, which deter-
mine the relevance of a document with respect to a given query, in a query-by-example
MIR scenario.
Chapter 9 evaluates the user experience of the Pythia MIR system using methods
borrowed from usability engineering.
Part V. Conclusions The last Chapter 10 concludes the thesis by summarizing its
contributions and outlining future research options.
To facilitate reading, the dissertation also contains a central list of definitions (see
page 507) that are crucial for an understanding of its content. Page 511 contains a list
of the included theorems, lemmata, and proofs. The examined matching functions (see
Chapter 8) are listed on page 513 and the user stories, which form the basis for the
user-centered design process of the Pythia MIR system, are listed on page 515.
To further increase the comprehensibility of this dissertation if it is not read in a linear
fashion, the text contains many cross references and repeatingly summarizes findings
that are required to understand the different sections. All cross references are hyper-
links in the PDF version of this text (see Appendix E).
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In principle, information storage and retrieval is simple. Suppose there
is a store of documents and a person (user of the store) formulates a
question (request or query) to which the answer is a set of documents
satisfying the information need expressed by his question. He can
obtain the set by reading all the documents in the store, retaining the
relevant documents and discarding all the others. In a sense, this
constitutes ’perfect’ retrieval. This solution is obviously impracticable.
A user either does not have the time or does not wish to spend the time
reading the entire document collection, apart from the fact that it may
be physically impossible for him to do so.
van Rijsbergen [1979]
Before the field of multimedia information retrieval (MMIR)5 and its distinction from
information retrieval (IR) is discussed, the core terms of media andmultimedia deserve
closer attention.
2.1 Media and Multimedia
The term “medium” is derived from the Latin word for middle, center, or in-between.
Typically, it either describes a communication channel for transmitting messages be-
tween a sender and a receiver or a means of information storage.
The first interpretation, based on the seminal work by Shannon & Weaver [1949], is
the pre-dominant interpretation in the humanities, especially in communication and
media theory, and has been extended to investigate the process of communication pri-
marily between humans. As such, it also examines how media affect the communica-
tion, e.g., by McLuhan [2010] and others.
In contrast, a more techno-centric definition focusses on the medium as a storage
of information (not necessarily physical) and is often used in computer science and
engineering disciplines, e.g., by Bruns &Meyer-Wegener [2005] or Blanken et al. [2007].
This dissertation follows this interpretation.
Definition 2.1 Medium: In accordance with Blanken et al., we define “a medium to be a type
of information representation” [Blanken et al. 2007, p. 3]. ✸
Definition 2.2 Multimedia: The combination of multiple media, e.g., audio and images, of
which at least one medium is non-alphanumeric (i.e., text), is called multimedia [Blanken et al.
2007]. These multimedia are commonly multimodal, i.e., they utilize multiple modalities. ✸
5“Multimedia information retrieval” is also often abbreviated as “multimedia retrieval” in this disserta-
tion.
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Definition 2.3Modality: In order to process information, humans can rely on different recep-
tors or sensors that process different media types, e.g., auditive or visual data. These communi-
cation paths are called modalities, such as the vision modality or the haptic modality. ✸
Some authors limit the scope of the definition of multimedia to include only digital
[Schmitt 2006] and multimodal media, e.g., Bruns & Meyer-Wegener [2005], or dis-
tinguish between static and non-static (or time continuous media such as interactive
animations) [Schmitt 2006; Blanken et al. 2007]. This discrimination is not crucial for
this thesis. Nevertheless, because of the nature of this dissertation all considered media
objects are assumed in digital form as they are processed by a computer.
2.2 Information Retrieval
From a historic perspective, information retrieval deals with the retrieval of informa-
tion6 that is implicitly present within a set of textual documents [Croft et al. 2009] and
is relevant to the search task submitted by a user. As such, the expected results can be
inaccurate because the relevance of the documents cannot be determined without fault
as outlined in this section.
This discriminates the field from relational databases [Date 1982] or other data re-
trieval techniques which operate on data with a well-defined structure and semantics
[Baeza-Yates & Ribeiro-Neto 2011]. In consequence, databases (DB) can guarantee the
retrieval of accurate results with respect to a well-defined query – otherwise theywould
be considered defective.
In reference to Dominich [2008], we formulate information retrieval (IR) as the fol-
lowing mapping:
IR : (U, IN,Q,D)→ R (2.1)
where U stands for a user who has a specific information need (IN) that should be satis-
fied by the information retrieval system (IRS). In order to interact with the IRS, the user
states a query Q that reflects the IN completely or in parts (although the latter is the
usual case). As a response to Q, which is later evaluated against a collection of documents
D forming the IRS’ database, the user is confronted with a list of retrieved documents R
that reflects the system’s assessment of relevant documents with respect to the query
provided by the user, i.e., the “best matching” documents to the query.
2.2.1 Principal Concepts in Information Retrieval
The point of view on IR taken in Equation 2.1 is often called the system-centric view-
point (or computer-centered view, e.g., by Baeza-Yates & Ribeiro-Neto [2011]) because
it focuses mainly on the development of IR algorithms. Often, this viewpoint is also re-
6If not stated otherwise, we refer to the term “information” as a synonym for (relevant) knowledge or
facts in contrast to the mathematical definition used in information theory founded by Shannon [1948].
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ferred to as the standard IR model or the basic laboratory model [Ingwersen & Järvelin
2005]. There are two major problems with the system-centric approach.
First, the user is assumed to only interact with the IRS via some kind of query that
does not necessarily reflect his IN but that is expected to retrieve only (or at least as
many as possible) relevant documents. In other words, the user provides a vague idea
of the IN but expects a precise retrieval result. Other forms of interaction or factors
affecting the retrieval are not considered but are addressed by user-centered approaches
discussed in Section 3.
Second, the imprecise (and possibly misleading) query is matched against the docu-
ment collection to determine the most relevant documents according to the current IN.
In order to retrieve the relevant documents, the query is interpreted by the means of
the IR model and compared to document representations. How well these relevance
assessments align with the user’s notion of relevance is highly dependent on the used
IR model. Thus, the system-centric viewpoint is tightly coupled to the evaluation of the
algorithmic implementation of IR models.
Before presenting common IR models in Section 2.2.2, central terms of IR need to be
defined for the understanding of this thesis. Figure 2.1 illustrates their relation while
omitting the evaluation, which is covered separately in Section 7.1.
Definition 2.4 Information need: According to Belkin et al. [1982, p. 2], the “information
need arises from a recognized anomaly in the user’s state of knowledge concerning some topic or
situation [...]” – a famous hypothesis known as the ASK hypothesis7.
An IN is inseparably connected to a user and his context (e.g., prior knowledge or expertise
in the field of research, work task, understood languages etc.).
Thus, it augments a query with additional information that could be exploited by an IRS.
This additional information is obvious to the user and therefore not communicated to the IRS
making the retrieval of relevant documents more complicated.
Eventually, the objective to satisfy this IN motivates the user to interact with an IRS. ✸
Definition 2.5 Query: A query is often considered to be the primary means of communication
with an IRS, which expresses parts of the user’s IN. For example, in order to express the IN in
form of a query, keywords or sample documents such as images or texts can be used. ✸
Definition 2.6 Query formulation problem: Due to the inability of the user to specify the
IN precisely [Belkin et al. 1982; van Rijsbergen 1986b], the user is challenged to input a query
that 1) reflects a large part of the IN, and 2) is interpreted by the IRS in the way intended. ✸
Definition 2.7 Query representation: Depending on the IR model, the query is trans-
formed into an internal representation qr (where the superscript r denotes representations through-
out this thesis) that is later used to match against the document representations to calculate the
relevance of a document. ✸
Definition 2.8 Semantic gap: The semantic gap describes the difference at a semantic level
between two expressions describing the same object, e.g., an IN in natural language and its
representation within the IRS. This gap manifests in an ambiguous, inappropriate, or poor ex-
7Anomalous state of knowledge
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pression of the higher level semantics (e.g., the image of a flower, i.e., its meaning) in its low-level
counterpart (e.g., a color histogram, i.e., statistical information) which usually results in a loss
of semantic (and contextual) information. See Section 2.3.3 for an illustration of the semantic
gap in the scope of this dissertation. ✸
Definition 2.9 Document: For the scope of this thesis, a document di out of a document
collection D (di ∈ D) is a container of textual or multimedia information in its original form
that can be cognitively processed by a user, i.e., it can be read or interpreted directly. The
traditional media IR is concerned with are text documents. ✸
Definition 2.10 Document representation: A document representation dri ∈ D
r repre-
sents the document di within the IRS. This technical representation depends on the utilized
IR model and is used for the calculation of the relevance of di with respect to a query q ∈ Q,
whereas Q denotes all possible queries. ✸
Definition 2.11 Document storage: Although out of the scope of this work, the document
storage holds the document representations and appropriate indices8 to allow fast access to the
documents. The document storage is directly linked to the matching as it can only operate on
the data, e.g., full texts, metadata etc., available in the indices and the index vocabulary. ✸
Definition 2.12 Index vocabulary: In traditional IR, the index vocabulary K consists of
index terms or keywords that can be used during the retrieval [Croft et al. 2009]. Only a
keyword kj out of K (kj ∈ K) can be used for the representation of a document. In order to
indicate whether a specific index term kj is present in a document representation dri , an index
term weight wi,j ≥ 0 is used. If wi,j = 0 then di does not contain kj. Hence, a document
representation has the following (vector) form: dri = (wi,1,wi,2, . . . ,wi,j). ✸
Definition 2.13 Relevance: Traditionally, relevance is assumed binary, e.g., by Robertson
[1977]. That is, a document can be relevant or irrelevant with respect to a query. More recent
studies indicate that a gradual relevance scale is more appropriate as it better matches the users’
notions of relevance [Spink et al. 1998]. ✸
Definition 2.14 Matching: The matching between the query representation and the docu-
ment representations is carried out by an algorithm that mostly outputs a ranking sorted de-
creasingly by the relevance of the documents. Consequently, the matching process determines a
list (or a set) of potentially relevant documents that are presented to the user. ✸
Definition 2.15 Matching function: In order to carry out the matching, the matching algo-
rithm relies on a matching function which calculates the similarity between a query representa-
tion and a document representation. Typically, a matching function calculates a numerical score
that is interpreted as the relevance of a document during the matching process where this score
serves as the sorting criterion for the result list (see above). The matching function is a central
point in the system-centric viewpoint. ✸
Definition 2.16 Relevance feedback: The system-centric approach features an optional
8Although the term “indexes” is pervasive, especially in the field of databases to describe data structures
for fast access, this thesis uses the form “indices” as recommend by the Oxford English dictionary for
technical usage.
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[2009], or Baeza-Yates & Ribeiro-Neto [2011]. Finally, Schmitt [2006] relates these mod-
els to multimedia retrieval and databases.
Retrieval Models based on Set Theory
Boolean Retrieval In general, the Boolean retrieval model (BRM) is considered very
simple. It is based on set theory and Boolean algebra (see Appendix A.1.5). It restricts
the index term weight to be false or true, i.e., wi,j ∈ {0, 1}, denoting the absence or
presence of a term in a document. A query q is composed by linking index terms with
the help of logical connectors (conjunction, disjunction, or negation9).
As a result, the matching function is exact and can determine whether a document
is relevant or not based on the binary relevance decision by comparing the document
representations against the logical expression specified by q. Due to this clear discrimi-
nation between relevant and irrelevant documents, the retrieved documents form a set
without an order that can also be empty if no documents match q.
The risk to retrieve too few or too many documents, e.g., by a false usage of the
Boolean connectors by users [Soergel 1985], is often criticized in addition to the missing
partial or best matching (see below) in the BRM.
The relational model (RM) [Codd 1970; Date 1982] used in relational database sys-
tems (RDBMS) shares its Boolean origin with the BRM. The RM is based on the math-
ematical foundations of set theory and first-order predicate logic. Via this theoretical
connection, a relation between IR and DB can be established. In fact, some authors, e.g.,
van Rijsbergen [1986b] and Nottelmann & Fuhr [2003], regard IR as a generalization of
DB. The RM assumes that all data can be expressed as tupleswith various attributes that
form a relation. As mentioned at the beginning of Section 2.2, the RM requires a well-
defined structure of the “documents”, i.e., the tuple, in a tabular form (the relation). As
a result, one can assume di = dri . These tuples are then matched against a query that is
comparable to the approach taken in the BRM. Typically, a relational database consists
of multiple relations that can be used for retrieving data using a first-order predicate
logic. In contrast to the BRM, the RM’s logic is commonly 3-valued. That is, it uses
the truth value “unknown” in addition to true and false to indicate a missing or un-
known information. For a more thorough discussion of the model, see Codd [1970];
Date [1982]; Silberschatz et al. [1999]; Garcia-Molina et al. [2000], or Date [2000].
Extended Boolean Retrieval To overcome the strictness of the Boolean model, var-
ious extensions have been suggested. These models have in common that they try to
provide a ranking (or partial matching) of the retrieved documents, means to express
the subjective importance of query terms using weights, and “softened” versions of the
Boolean operators. A number of authors have discussed these extended BRMs, e.g.,
Waller & Kraft [1979]; Salton et al. [1983]; Yager [1988]; Fox et al. [1992], or Lee [1994].
9An informal introduction of Boolean logic is available in Appendix A.1.4.
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Roughly speaking, the core idea of “softened” Boolean operators is to equip these
connectors with a parameter that affects their logical characteristic. That is, a parameter
steers the “conjunctiveness” or “disjunctiveness” of an operator connecting two terms.
The p-norm [Salton et al. 1983] is a representative of such approaches. Depending on
its p parameter setting, the p-norm’s matching characteristic shifts from vector space-
like evaluation (see below) to fuzzy logical, a logical model that is described in the next
section. This effect is due to the arithmetic evaluation of the logical p-norm connectors,
which yield the inner product if p is set to 1 and min/max if set to ∞. For a more
thorough discussion, see Salton et al. [1983].
Often, extended Boolean approaches also allow a weighting of the query terms in
order to introduce a ranking and to overcome the aforementioned drawbacks of the
BRM. Comparable weighting approaches can also be found in the field of DB, e.g., by
Fagin & Wimmers [2000].
Fuzzy Logic Retrieval Fuzzy logic retrieval models (FRM) are based on fuzzy set
theory [Zadeh 1965] and logic [Zadeh 1988]. Fuzzy set theory can be regarded as a
generalization of set theory and the BRM [Kraft & Buell 1983].
Definition 2.17 Fuzzy set: The core idea is to associate a membership function µ → [0, 1]
with the elements x of the space of objects X in order to determine their membership to a certain
fuzzy set. That is, every fuzzy set A is defined as follows: A = {x, µA(x)} where 1 denotes full
membership to A, while 0 indicates no membership. The values in between represent the “grade
of membership” [Zadeh 1965, p. 339]. ✸
In other words, fuzzy set theory allows a gradual membership of elements to one
or more sets in contrast to the strictly binary membership in traditional set theory. To
cope with the membership values, Zadeh [1965] defines the set operations conjunction,
disjunction, and complement (negation) between the fuzzy sets A and B as follows.
µA∩B(x) = min(µA(x), µB(x)) (2.2)
µA∪B(x) = max(µA(x), µB(x)) (2.3)
µ¬A(x) = 1− µA(x) (2.4)
The logical connectors are defined accordingly by Zadeh [1988]. Because of different
advantages and disadvantages of these functions, which are covered in Section 4.5,
numerous alternatives have been proposed [Zimmermann 1996].
Based on this theory, wi,j can be in the interval [0, 1] to express gradual relevance of
a document regarding an index term. Similar to the BRM, a query can be composed
using logical connectors that are evaluated as described before. For instance, the actual
calculation of wi,j can be based on a thesaurus that contains related terms to the index
terms in order to determine the semantic neighborhood of a term found in a document
and an index term k j [Baeza-Yates & Ribeiro-Neto 2008].
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An Algebraic Retrieval Model – The Vector Space Model
The vector space model (VSM) is the most prominent algebraic retrieval model. It is
called algebraic because both queries and document representations are modeled in an
t-dimensional vector space. The dimensionality t is determined by the number of index
terms, i.e., t = |K|. The determination of the similarity between a query vector and a
document representation vector is solved by using methods from linear algebra, e.g.,
the cosine of the angle between both vectors.
In the VSM, wi,j ≥ 0 holds, but it is not restricted to the interval [0, 1]. The same
applies to the terms wq,j of the query representation qr. The resulting vectors are as
follows: dri = (wi,1,wi,2, . . . ,wi,t) and q
r = (wq,1,wq,2, . . . ,wq,t), whereas t is the total
number of index terms. As said before, the cosine of the angle between dri and q
r (or
variants) is often used to calculate the similarity between qr and dri :
sim(dri , q
r) =
∑
t
j=1 wi,j · wq,j√
∑
t
j=1 w
2
i,j ·∑
t
j=1 w
2
q,j
(2.5)
Obviously, sim(dri , q
r)→ [0, 1] holds, where 1 denotes a full match or the highest degree
of similarity. This value is used to sort the retrieved documents in decreasing order to
present a ranking to the user that also includes partial matches, e.g., documents that do
not contain all index terms of the query. How the index term weights can be calculated,
e.g., by counting the occurrence of terms in a document or by using the well-known
t f ∗ id f formula10, falls out of the scope of this thesis and has been discussed by the
authors referenced at the beginning of this section.
Because of its neat mathematical foundation, the VSM can be used in every scenario
that can be represented with vectors [Schmitt 2006, cf. p. 33f.]. In fact, “most of the new
systems adopt at their core some form of vector retrieval” [Baeza-Yates & Ribeiro-Neto
2008, p. 38]. The utilization of the VSM in multimedia retrieval is discussed in Section
2.3.2. Additionally, it is a fertile ground to implement relevance feedback as shown by
the original work by Rocchio [1971].
On a more theoretical level, the VSM is criticized for its low degree of guidance re-
garding index term weighting, the choice of matching algorithms, and their relation to
relevance [Croft et al. 2009].
Probabilistic Retrieval Models
The core idea of probabilistic retrieval models (PRM) is to use the theoretic framework
of probability theory from mathematics (see Appendix A.2) to solve the IR problem.
Most models are based on the probability ranking principle (PRP) [Robertson 1977]
that provided an early theoretic justification for rankings based on the probability of
relevance (POR) of a document.
10The tf*idf formula assigns each wi,j with a product of the term frequency (t f ) of kj in dri and the inverse
of frequency (id f ) of kj in the collection [Salton & Buckley 1988]. The id f expresses how rare an index
term is within the collection.
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Definition 2.18 Probability of relevance (POR):
“The probability ranking principle (PRP): If a reference retrieval system’s response to
each request is a ranking of the documents in the collections in order of decreasing probabil-
ity of usefulness to the user who submitted the request, where the probabilities are estimated
as accurately as possible on the basis of whatever data has been made available to the system
for this purpose, then the overall effectiveness of the system to its users will be the best that
is obtainable on the basis of that data.” [Robertson 1977, p. 281]
✸
With this definition, Robertson outlines the two main ideas of the probabilistic ap-
proaches. First, retrieved documents are ordered by their decreasing POR11. Second,
the estimation of the probability of relevance is made on basis of a request (or a query)
and the document representations (“data that has been made available to the system”)
alone. Additionally, Robertson assumes the relevance of a document regarding a query
to be binary (a “dichotomous criterion variable” [Robertson 1977, p. 280]) and inde-
pendent from other documents in the collection. Although the PRP leaves open how to
compute the POR, it has motivated the development of probabilistic retrieval models,
becoming the pre-dominant retrieval model of today12 [Croft et al. 2009]. In order to
estimate the POR, formally denoted as P(R|q, d), probabilistic approaches often rely on
Bayes’ theorem (see Appendix A.2.4) and assume the index terms to be independent
from each other. Being one of the most widely used models, we cannot discuss all its
variants in depth. Thus, we present one representative and then focus on a sub-area of
the probabilistic models: probabilistic logics. A more thorough discussion is available
by a number of authors, e.g., by Fuhr [1992]; Pearl [2008]; Aly &Demeester [2011], or by
Blanken et al. [2007] who put an explicit focus onmultimedia retrieval as an application
domain.
One representative of the PRM approaches is the binary independence retrieval (BIR)
model [Robertson & Spärck Jones 1976]. In the BIR model, wi,j ∈ {0, 1} and wq,j ∈
{0, 1} hold, i.e., each document representation’s index term weight indicates whether
an index term is present in the document or not. As before, a query is a subset of K. The
POR is calculated as follows, where P(R|dri ) stands for the probability of picking di from
the relevant documents R regarding qr based on its representation dri . Analogously,
P(¬R|dri ) is its complement.
sim(dri , q
r) =
P(R|dri )
P(¬R|dri )
(2.6)
By applying Bayes’ theorem, the equation can be transformed:
sim(dri , q
r) =
P(dri |R) · P(R)
P(dri |¬R) · P(¬R)
(2.7)
11In his work, Robertson mostly equates usefulness with relevance (and user satisfaction).
12Please note that this does not contradict with the statements about the VSM made above because PRM
systems often operate on document representations in vector form.
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As P(R) and P(¬R) are the same for all dri ∈ D
r, they can be omitted. By assuming
that all index terms are independent, the formula can be simplified even further, e.g.,
as described by Baeza-Yates & Ribeiro-Neto [2008, pp. 33ff.], in order to transform it to
a form that is only relying on the probability of the presence of certain index terms k in
the set of relevant documents R, i.e., P(k j|R) (and its complement). Initially, the prob-
abilities P(k j|R) and P(k j|¬R) are unknown and have to be estimated using different
methods [Baeza-Yates & Ribeiro-Neto 2008]. Additionally, relevance feedback can be
used to re-weight the index terms in query.
Probabilistic logics Early on, Nilsson [1986, 1994] coined the term “probabilistic
logic” in the field of computer science. In contrast to classic Boolean logic that oper-
ates on truth values (true and false), probabilistic logics (PL) are dealing with proba-
bilities. These probabilities can be linked with logical connectors to provide a frame-
work for formalized reasoning on basis of probabilities in order to estimate the POR
of a document. Roughly speaking, the truth values are replaced with uncertainties or
probabilities that can also be interpreted as the confidence that a particular proposition
is true. Although originally dealing with membership values of different sets, fuzzy
set theory and logic might be regarded as a generalization of probabilistic logics. This
viewpoint is also taken by Zadeh in his late work [Zadeh 2005] that regards fuzzy logic
as a generalization of uncertainty13.
Because of their strength in formal reasoning and their flexibility, various probabilis-
tic logics have been proposed in the field of IR. The examples range from the retrieval
of structured documents14 [Lalmas 1996, 1997] to models of subjective belief in order
to model theoretic cognitive models such as the principle of polyrepresentation [Lioma
et al. 2010, 2012] (see Section 3.2) and approaches integrating DB and IR in one query
language [Fuhr 2000].
Uncertain inference Probabilistic logics are also closely related to the interpretation
of IR as uncertain inference originally proposed by van Rijsbergen [1986b]:
Definition 2.19 Uncertain inference:
P(dri → q
r) (2.8)
The uncertain inference tries to express the probability that a document representation dri implies
the query representation qr in contrast to the POR discussed before. ✸
This implication must not be mistaken with the frequently used material implication
in classical logic, i.e., A ⊃ B = ¬A∨ B15. Instead, van Rijsbergen refers to an alternative
13Please note that there is much debate about the relation of fuzzy logic to probability theory – especially
in the mathematics community. This debate is mostly related to the interpretation of the values out of
[0, 1] both approaches make use of, i.e., (partial) memberships to classes in the case of fuzzy logic or
probabilities of events/uncertainty in probability theory. In computer science, this semantic difference
is often neglected and both approaches are used interchangeably, e.g., by Hajek et al. [1995].
14That is, IR that exploits the structure of a text such as chapters, abstracts, or other means of structuring.
15Here, we use van Rijsbergen’s original notation [van Rijsbergen 1986b] of the material implication.
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form that interprets the implication as a conditional probability – “the probability of
consequent” – leaving the grounds of classical Boolean logic in direction of conditional
logic:
P(A→ B) = P(B|A) =
P(A ∩ B)
P(A)
(2.9)
With this conditional interpretation of the implication (“if A is true, then B”), the intu-
itive soundness criterion holds. That is, it is impossible for the premise of the inference
to be true while its conclusion becomes improbable. For a more detailed discussion on
the two implications, see Appendix A.2.3.
In his work, van Rijsbergen [1986b] argues further for an understanding of document
representations and queries as logical sentences or assertions. In consequence, a logical
query is inferred from logical sentences present in a document. In other words, a docu-
ment is considered relevant if it implies a given query. Thus, qr can take the following
form, where ⊙ denotes a logical connector and ci a proposition:
qr = c1 ⊙ c2 ⊙ · · · ⊙ cn (2.10)
This inference is similar to the one made in databases in the sense that a relevant doc-
ument (or a tuple) has to satisfy the logical query. The relation of the interpretation of
IR as uncertain inference to database retrieval has also been pointed out by van Rijs-
bergen [1986b] and Nottelmann & Fuhr [2003], who consider uncertain inference as a
“probabilistic generalisation of the logical view on databases” [p. 1]. In contrast to IR,
the inference in databases is usually not uncertain. That is, only documents (or tuples)
with P(dri → q
r) = 1 contribute to the result set due to the Boolean basis of databases
discussed before.
By using logical formulae, various knowledge or facts derived from metadata, the-
sauri, databases, or similar sources, can be incorporated into the retrieval model. Thus,
this non-classical logical model of IR is not limited to the usage of index terms, making
it a powerful yet comprehensible approach towards IR.
As said before, the relation of uncertain inference to logic-based retrieval is one of the
strengths of this approach. Furthermore, probabilistic retrieval models following the
notion of uncertain inference have been proposed. One example is Probabilistic Datalog
[Fuhr 2000], which is discussed separately in Section 4.5.3. Another implementation is
CQQL, which is presented in depth in Chapter 4.
To conclude, the formal relationship between uncertain inference and probabilistic
logics has been shown by Nottelmann & Fuhr [2003] by mapping the POR (P(R|q, d))
to a result ranking ordered by decreasing probability of the conditional implication
P(dri → q
r).
21
2 Multimedia Information Retrieval
2.3 Principles of Multimedia Information Retrieval
In Section 2.1, different media types were introduced. In contrast to IR that often de-
notes the retrieval from textual documents16, the perspective of multimedia informa-
tion retrieval (MMIR) is much broader. Common media types include images, anima-
tions, videos, music, sounds, 3D graphics, or texts. As mentioned before, these different
media types can also be combined arbitrarily in a static or non-static manner [Blanken
et al. 2007].
Because of the constraints on time and resources, this dissertation only deals with
static visual media. That is, the primary focus of this thesis is on image retrieval using
techniques from content-based image retrieval (CBIR) and multimodal retrieval (MIR).
Definition 2.20 Content-based image retrieval: The domain of CBIR is concerned with
the retrieval of images based on features such as colors, edges, or shape information that can be
extracted automatically from these documents (see Section 2.3.1). As such “content-based meth-
ods are necessary when text annotations are nonexistent or incomplete. Furthermore, content-
based methods can potentially improve retrieval accuracy even when text annotations are present
by giving additional insight into the media collections” [Lew et al. 2006, p. 1]. ✸
After the development of the first CBIR systems such as QBIC [Flickner et al. 1995],
which is based on color and texture properties of images, it quickly became obvious
that the retrieval quality of content-based methods is limited. Thus, numerous systems
combining textual information and CBIR techniques were proposed [Lew et al. 2006;
Datta et al. 2008]. The combination of textual annotations and content-based features is
still a major area of research as Datta et al. [2008, p. 5] state: “while the former [textual
data] is considered more reliable from a user viewpoint, there is immense potential in
combining the two to build robust image search engines[...] This endeavor will hope-
fully be actualized in the years to come.” A more comprehensive discussion of the
historic development of the CBIR domain can be found in Del Bimbo [1999]; Lew et al.
[2006]; Datta et al. [2008]; Müller et al. [2010], or Ruthven & Kelly [2011].
These combination techniques are often referred to asmultimodal retrieval techniques.
Unfortunately, the term “multimodal retrieval” is somewhat misleading. It describes
the retrieval of multimedia documents using different document representations (see
Definition 2.10). Although operating on the same modality (vision), the combination
of textual and image information is widely considered multimodal, e.g., by Yang et al.
[2001]; Lew et al. [2006]; Datta et al. [2008]; Myoupo et al. [2010]; Slaney [2010], and
Arampatzis et al. [2011]. Hence, representations can share the same modality, e.g., the
visual modality in terms of a combination of texts and images (see Definition 2.2). Fre-
quently, these representations differ by the communication type they rely on, i.e., verbal
(spoken or written language) or non-verbal (e.g., a picture, tones, or spatial informa-
tion) communication.
16Albeit it is frequently used in this context, the term “information retrieval” is not limited to textual doc-
uments alone. For instance, it may refer to the retrieval from XML document collections or multimedia
data.
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This imprecise usage of multimodal retrieval became necessary in order to discrim-
inate multimedia retrieval systems that use only textual information (such as annota-
tions or a document’s title) and methods from IR [Fuhr 2001].
Definition 2.21Multimodal retrieval: In consequence, we define multimodal retrieval as the
retrieval of multimedia documents using different document representations relying on one or
more non-exclusive modalities and contextual factors such as the user group or search history.
In other words, MIR is a technique for multimedia information retrieval (MMIR) relying on
different data that is associated with a document to “exploit the synergy between the various
media, including text and context information” [Lew et al. 2006, p. 14]. ✸
In this work, multimodal retrieval always refers to multimodal multimedia informa-
tion retrieval. Because this text deals mainly with multimodal retrieval, the notions of
MIR and MMIR are synonymic throughout the following chapters.
2.3.1 Features and Feature Extraction
The term feature is pervasive in MIR. Generally speaking, a feature is a document rep-
resentation [Del Bimbo 1999] based on a particular quality of a multimedia document,
e.g., the tempo of a song, the color histogram of an image, or even metadata. The term
is used interchangeably with the expression “(content) descriptor” [Feng et al. 2003] –
in particular in the scope of MPEG-717 [Manjunath et al. 2002].
Features are often subdivided into high-level and low-level features [Del Bimbo 1999;
Schmitt 2006; Blanken et al. 2007]. The “level” of a feature refers to its semantics, i.e.,
how well it can be understood by a user, or, in other words: “high-level concepts or
terms which would be intuitive to the user” [Lew et al. 2006, p. 2]. In CBIR, a simi-
lar discrimination is made between visual content descriptors (low-level) and seman-
tic content descriptors (high-level) [Feng et al. 2003]. High-level features can be un-
derstood by users because they are at a comprehensible semantic level, e.g., a verbal
description of an image (its meaning), while low-level features are mostly statistical
information or extractable patterns of the underlying data. Thus, they are very depen-
dent on the type of multimedia document [Blanken et al. 2007]. The main advantage of
low-level features is that they can be extracted fully automatically, i.e., without human
intervention.
Obviously, this discrimination into high- and low-level features promotes the impact
of the semantic gap in MIR as discussed in Section 2.3.3. To bridge this gap, the cen-
tral hypothesis in MIR is that one can infer a semantical valuable information from a
combination of different low-level features [Del Bimbo 1999; Feng et al. 2003; Lew et al.
2006].
For the sake of brevity, this section does not provide an in-depth discussion of all
available features available in CBIR and MIR. Instead, only features used in this dis-
sertation are sketched out here. A detailed comparison of commonly used features is
presented by Deselaers et al. [2008]. Further comprehensive descriptions of various
17MPEG-7 is a standard (ISO/IEC 15938) that defines a machine-readable description of the content of
multimedia documents to allow searching in such data.
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features can be found, e.g., in Del Bimbo [1999]; Feng et al. [2003]; Schmitt [2006], or
Blanken et al. [2007], while Eidenberger [2003] concentrates on features in the scope of
MPEG-7. Another concise overview of state-of-the-art techniques, features, and their
performance can be found in Müller et al. [2010]. To conclude, Kosch & Maier [2010]
review current CBIR and MIR systems on the basis of a survey by Veltkamp & Tanase
[2002].
In accordancewith the usual classification in the field, we further subdivide low-level
features into global and local (low-level) features.
Definition 2.22 Global low-level feature: A global feature is extracted from an image con-
sidering the image as a whole, non-separable entity. That is, no regions of interest or special key
points (see below) are extracted. Instead, a quality of an image, e.g., its texture, is regarded as
dependent on the whole image and not on certain regions. ✸
Typical examples of global features are color histograms that count the frequencies
of certain colored pixels over an image, or the Tamura feature [Tamura et al. 1978] that
extracts texture properties of an image. If global features are extracted from patches or
regions of images, they are called pseudo-local throughout this thesis.
Definition 2.23 Local low-level feature: Local features mirror the idea that an image con-
sists of independent parts, the so-called key points, which can be modeled as such. Roughly
speaking, these key points are then used to model the most interesting parts of an image instead
of the whole image as in the case with global features. In order to discover key points in an
image, methods from object recognition are mostly used [Deselaers et al. 2008]. ✸
Representatives of local features are the scale-invariant feature transform (SIFT) [Lowe
2004], its variant speeded up robust features (SURF) [Bay et al. 2006], or the binary ro-
bust independent elementary features (BRIEF) [Calonder et al. 2010]. The main advan-
tage of local over global features is their robustness with respect to invariances such as
scalings or translations, which may18 lead to a better retrieval performance in compari-
son to global features [Deselaers et al. 2008]. In fact, their performance has been shown
at a number of evaluation initiatives such as ImageCLEF [Müller et al. 2010] or at typical
conferences such as the ICMR [Ip & Rui 2012; Jain & Prabhakaran 2013]. Unfortunately,
this potential improvement comes at the cost of a more complex representation of such
features and higher computational complexity during the retrieval process. This is the
main reason why they are neglected in the experiments described in Section 8.4 and 8.5
of this thesis.
Features Used in this Thesis
Table 2.1 lists the features used in this dissertation. The table specifies whether they
are global or local and which characteristics of an image they represent. To facilitate
the understanding of this thesis, a full discussion on each feature is omitted. For details
refer to the original publications given in Table 2.1. A deep comprehension of the actual
algorithms is not needed to understand this thesis.
18This effect is dependent on the usage scenario as reported by Deselaers et al. [2008].
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Instead, it is important to point out that some features (e.g., BIC or the color his-
togram) operate only on the color pixel data, while others extract texture or edge infor-
mation from a grayscale representation of an image (e.g., edge histogram and Tamura).
Additionally, some features aggregate textural and color information into one feature,
e.g., CEDD and FCTH.
Local features are not examined in this work due to their high computational cost
and the nature of the conducted experiments described in Section 8.4.
In addition to the aforementioned low-level features, four high-level features (Table
2.1; 20-23) are used. These features can be extracted directly from an image’s Exif19
metadata. The high-level features contain the time of creation (20,21), the location (22)
in global positioning system (GPS) coordinates of a photograph, and the used camera
model (23). This information is usually provided by the used camera without user
intervention.
Table 2.1: Available Features and Origin; high-level features are shaded gray
R# Name Type Origin
1 Auto Color Correlogram color-related,
global
Huang et al. [1997]
2 BIC color-related,
global
Stehling et al. [2002]
3 CEDD texture/color-
related, global
Chatzichristofis & Boutalis [2008a]
4 Color Histogram global 512 bin RGB histogram (own implementation)
5 Color Layout* color-related,
global
Cieplinski et al. [2001]
6 Color Structure* color-related,
global
Cieplinski et al. [2001]
7 Dominant Color* color-related,
global
Cieplinski et al. [2001]
8 Edge Histogram* edge-related,
global
Cieplinski et al. [2001]
9 FCTH texture/color-
related, global
Chatzichristofis & Boutalis [2008b]
10 Scalable Color* color-related,
global
Cieplinski et al. [2001]
11 Tamura texture-related,
global
Tamura et al. [1978]
12 Color Histogram
(region based)
color-related,
pseudo-local
Balko & Schmitt [2012]
13 Contour-based Shape* global Cieplinski et al. [2001]
14 Region-based Shape* global Cieplinski et al. [2001]
15 Gabor texture-related,
global
Zhang et al. [2000]
20 Date of creation temporal Exif
21 Time of creation temporal Exif
22 GPS coordinate spatial Exif
23 Camera model metadata Exif
* denotes features in the scope of MPEG-7 [Manjunath et al. 2002]
19The exchangeable image file format (Exif) is an industrial standard for storing variousmetadata in image
file formats such as JPEG or TIFF.
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2.3.2 Distance and Similarity Measures
In order to retrieve similar documents to a given query based on a feature, a large num-
ber of distance or similarity functions can be used. A (normalized) distance function
maps the maximal dissimilarity between two documents to 1 and perfect similarity to
0. Similarity functions invert this semantics, i.e, perfect similarity is expressed by 1.
The features in multimedia retrieval are usually stored in vector form (or sets of vec-
tors in the case of local features), which qualifies them to be combined with methods
described for the vector space model, e.g., the cosine measure (see Equation 2.5). More
often, distance functions from the class of the Minkowski distances Lp are used.
Definition 2.24Minkowski distance: TheMinkowski distance Lp between two n-dimen-
sional points p1 and p2, i.e., Lp : Rn ×Rn → R+0 , is defined as follows:
Lp(p1, p2) = (
n
∑
i=1
|p1[i]− p2[i]|
p)
1
p (2.11)
where the parameter p determines the type of distance. Widely used variants are the Manhattan
distance (p = 1) or the Euclidean distance (p = 2). ✸
Besides this generic class of distance functions, there are also feature-specific ones
[Del Bimbo 1999] or more sophisticated functions as the earth mover’s distance (EMD)
[Rubner et al. 1998] in use. For instance, the EMD regards the distance calculation
between two vectors as a transport problem. Informally, it interprets the two vectors as
ways of piling up dirt. It then tries to calculate the minimal cost of transport to turn the
piles into each other. Further information about distance and similarity functions and
their mathematical properties can be found in Schmitt [2006, Ch. 5f.].
Although this example cannot replace a thorough discussion of these functions, it
points out a general problem in MIR: the distance (or similarity) calculation between
features can become very complex in terms of computation costs. This problem be-
comes even more severe with local features.
One way to circumvent this issue is the usage of indices that minimize the amount
of needed distance calculations, which are not covered in this work. Overviews about
index technologies can be found in Schmitt [2006, Ch. 7] or Feng et al. [2003, Ch. 8].
2.3.3 The Semantic Gap in Multimedia Retrieval
As one of the central problems in CBIR and MIR [Datta et al. 2008], Smeulders et al.
describe the semantic gap fittingly as:
“[...] the lack of coincidence between the information that one can extract from the
visual data and the interpretation that the same data have for a user in a given
situation.”
[Smeulders et al. 2000, p. 5]
As mentioned before, low-level features provide only a weak means for representing
high-level semantics in a multimedia document. Hence, the semantic gap between the
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The Query Formulation Problem
As mentioned before, the motivation to submit a query to a MIR system arises from a
“recognized anomaly in the user’s state of knowledge” [Belkin et al. 1982, p. 2] regard-
ing an IN. To overcome this anomaly of the state of knowledge, the user provides a
query to the system. While formulating this query, the user is confronted with feelings
of uncertainty and a lack of understanding regarding the IN [Kuhlthau 1991]. Further-
more, the mental model of the user, i.e., a subjective explanation of the system’s function
the user interacts with, affects the form of the query input and the provided query de-
tails (see Definition 2.4).
Obviously, these effects are also present in an IR scenario. Alas, they get amplified in
multimedia retrieval. This is due to the greater width of the semantic gap in this field
in comparison to IR and the polysemic nature of images21.
If one assumes that a user can express the current IN in keywords, the semantic gap
between the high-level IN and the textual representations within theMIR system can be
narrowed using techniques from IR. Unfortunately, this approach relies on the presence
of annotations for the document corpus, which are likely to be incomplete, subjective,
non-reliable, or even missing [Lew et al. 2006; Datta et al. 2008]. In theory, the latter
could be solved with the help of automatic annotation that is “widely recognized as an
extremely difficult issue” [Datta et al. 2008, p. 40], e.g., because of the needed segmen-
tation of images that is in general still impossible [Deselaers et al. 2008].
Theoretically, users could directly input their query using the MIR’s model of low-
level features and distance functions. In practice, users are not able to express their IN
at this level [Smeulders et al. 2000]. Interestingly, the same publication claims that users
should be able to indicate at least “the class of features relevant for the task, like shape,
texture, or both” [p. 17]. The authors continue to postulate that users are also able to se-
lect a distance function used during retrieval. We do not agree with their assumptions
because the authors provide no justification for their claims. Although Smeulders et al.
[2000] are most likely discussing expert user scenarios, their statements remain doubt-
ful – especially, if one considers the tremendous effort a user must put into building
a realistic mental model of the low-level features and the accompanying vector opera-
tions. This finding is reflected by various interactive approaches that try to assist dur-
ing query formulation and that are discussed in Section 3.3 in more detail. Frequently,
a query-by-example (QBE) approach is used that relieves users from a direct interac-
tion with low-level features. QBE approaches allow a query formulation by providing
a sample image and have been used from early on, e.g., in the QBIC system [Flickner
et al. 1995].
Regarding the polysemy of images, probably the most used catchphrase in CBIR is
“a picture is worth a thousand words”. That is, an image allows a thousand interpre-
tations of it as whole or of parts of it. Regarding the query formulation problem, this
means that a provided QBE document can represent innumerable information needs
21Polysemy is also present in IR andmanifests, e.g., in synonyms and homonyms. Nevertheless, this effect
can be compensated better with the help of thesauri or ontologies in comparison to MIR as we point
out below.
28
2.3 Principles of Multimedia Information Retrieval
that have to be interpreted by the MIR system using various features which are also
subject to the semantic gap themselves. For instance, Figure 2.3 might be interpreted
as “a Balinese demon statue”, “a statue in the ‘Puri Kerta Gosa’ palace in Klungkung”,
“concentration”, a description of a particular event that is important to the user, or
a technical property such as being a black and white photograph. As argued before,
these interpretations cannot be expressed by the low-level features, and they are also
not covered by high-level features such as the date of creation of the photograph.
Figure 2.3: A Balinese demon statue
To conclude, CBIR and MIR are still – after decades of research – far from being easy-
to-use real-world technologies. This fact is mainly attributed to the semantic gap [Datta
et al. 2008] and the related query formulation problem that has been discussed earlier
in this section.
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3 Interactive Multimedia Information
Retrieval
In the last chapter, IR models following the standard model of IR were presented. The
standard model (see Figure 2.1) assumes that the interaction between a user and an
IR system consists of the specification of a query, an examination of the result docu-
ments, and an optional modification of the initial query. This interaction sequence is
repeated until the information need is satisfied. In other words, an IR system based
on the standard model “assumes almost total control of the interaction, by doing the
representation, comparison and modification automatically, and without reference to
the user” [Belkin 1993, p. 61].
3.1 Interactive Information Retrieval
Interactive information retrieval (IIR) tries to take a broader view onto the interactions
during the search process. As a field of research, IIR can be located in the stress field
between traditional system-focused IR, e.g., represented by the models described in
Chapter 2.2.2, and information, cognitive, and library sciences [Kelly 2009].
While system-centric approaches are primarily focussing on the development or im-
provement of algorithms and often neglect user needs, the latter fields of research are
analyzing cognitive processes and interactions that appear during a user’s attempt to
satisfy the current information need (IN). IIR fills the gap between these two worlds
by combining their findings. Typical theoretic approaches in IIR are the user-oriented
viewpoint (see Section 3.1.1) and the cognitive viewpoint (see Section 3.1.2)
Although out of the main focus of this dissertation, IIR cannot be investigated de-
tached from other fields of research it interacts with. These fields are, in particular, us-
ability and user experience that are addressed by a number of authors, e.g., by Preece
et al. [2002]; Shneiderman & Plaisant [2005], and Cooper et al. [2007]; cognitive research
focussing on human-computer interaction [Wiedenbeck & Zila 1997]; or visualization
[Zhang 2008] to name some.
Interestingly, there are only a few approaches in CBIR and MIR that take the user-
centered perspective on retrieval advocated by IIR.While numerous authors, e.g., Belkin
[1980]; Bates [1989]; Kuhlthau [1991]; Belkin [1996]; Ingwersen [1996], or Marchionini
et al. [2000], contributed to IIR with a (primary) focus on textual retrieval, there are only
a few approaches that are based on a theoretical concept of IIR in CBIR, e.g., suggested
by Campbell [2000]; Liu et al. [2010], or Urban et al. [2006], whereas the latter is based
on Campbell’s model. A more comprehensive review of common IIR approaches can
be found in Hearst [2009]; Kelly [2009], or Ingwersen & Järvelin [2005, Ch. 3].
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3.1.1 The User-oriented Viewpoint
To put it simply, the user-oriented viewpoint can be regarded as the complement of
the system-centric view on IR depicted in Figure 2.1. Whilst system-centric approaches
following the standard model assume users and their IN as constant during the re-
trieval process, the user-oriented models focus on the user’s interaction with a mostly
black box (or constant) IR system. In consequence, this perspective on IR can be consid-
ered broader than the standard model because it regards IR as a goal-oriented interac-
tion aiming at the satisfaction of an IN. Belkin summarizes the main objective of user-
oriented approaches fittingly as “to make people’s interactions with information the
central process of IR, with the other processes and components being seen as providing
methods for the appropriate support of such interaction” [Belkin 1996, p. 4]. During
this interaction with information, the user undergoes different phases that eventually
affect the IN and the interaction with the system. This finding establishes a linkage
between the user-oriented and the cognitive viewpoint on IR (see Section 3.1.2). In or-
der to understand the behavioral patterns of users, user-oriented models often rely on
socio-psychological methodology such as empirical studies with real users [Ingwersen
1992, cf. pp. 83ff.].
Well-known examples of user-oriented models are Bates’ berry picking model [Bates
1989] or Kuhlthau’s study on information seeking behavior [Kuhlthau 1991].
The berry picking model [Bates 1989] reflects the finding that a user’s IN is not static,
i.e., it changes over the time during which a user interacts with an IR system. For in-
stance, this change is motivated by learning effects that occur while the user explores a
collection. Additionally, the model assumes that the IN is not satisfied by a final set of
result documents. Instead, it supposes that parts of the IN are satisfied by documents
(or parts of them) that are examined during the search process. Thus, the whole inter-
action contributes to the solution of the IR task. As Hearst states [Hearst 2009, Ch. 3.3],
the berry picking model is supported by several studies, e.g., by Ellis [1989]. Further-
more, its utility for CBIR is shown by an early implementation by Campbell [2000] (see
Section 3.3.2).
Kuhlthau’s observations leading to the information search process (ISP)model [Kuhlthau
1991] are based on a study of a large group of users (385 users at 21 different library
sites) and their search behavior. Her study shows that users experience different phases
(or stages) during the information search process, e.g., an exploratory phase aiming at
learning more about their current task. These phases are linked to different emotions;
for example, in the case of exploration to the feeling of insecureness whether they can
properly express their IN and confusion [Kuhlthau 1991, cf. p. 366]. Kuhlthau notices
also different interaction strategies that are used to overcome the problems of each dis-
tinct phase. The change of information seeking strategies (ISS) is also described by Belkin
[1993] and Ellis &Haugan [1997]. In contrast to Kuhlthau’s model, the latter two contri-
butions do not assume a linear sequence of the search stages. Instead, they assume an
arbitrary transition between different search strategies. This dynamic nature of search
strategy selection is also observed in another study by Reiterer et al. [2000].
The need to reflect these changes in the actual interface is discussed, e.g., by Mar-
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chionini et al. [2000] who suggests the usage of with different views supporting in-
teractions based on different search strategies. Furthermore, the findings of Belkin
[1993] have lead to the BRAQUE (browsing and query) system [Belkin et al. 1993].
BRAQUE shares the support for the same information seeking strategies with I3R [Croft
& Thompson 1987]. Another noteworthy contribution is the THOMAS system [Oddy
1977], which can be considered one of the first systems that allowed users to overcome
an interaction scheme based on the specification of a query. Instead, THOMAS allows
users to browse document collections in order to satisfy their dynamic IN. Further dis-
cussion about overcoming the query-response paradigm is presented by White & Roth
[2009].
Another theoretical model that tries to explain this phenomenon and that has been
suggested for the usage in CBIR by Liu et al. [2010, 2009] is information foraging [Pirolli &
Card 1995; Pirolli 2007]. Information foraging links information seeking behaviors with
the biological and ecological theory of optimal foraging. That is, information seeking
is compared to food gathering strategies of animals analyzing the trade-offs between
the value of energy spent on acquiring a food source (an information source such as a
document) and the (expected) energy gain (information gain regarding an IN) from it.
Although most of the aforementioned models are based on studies with text docu-
ments22 and the interaction with them, they clearly show that users apply more than
one information seeking strategy (ISS) while trying to satisfy their IN. In consequence,
a useful retrieval system should support more than one ISS. In accordance with Belkin
et al. [1993, p. 328], “we can consider ISSs as types of user interactions within the IR
system”. Hence, some possible search strategy implementations in graphical user inter-
faces (GUI) that are relevant in the field of multimedia retrieval is discussed in Section
3.3.
3.1.2 The Cognitive Viewpoint
Sections 2.2 and 3.1.1 presented two antagonistic perspectives on information retrieval.
System-centric approaches focus on the development and tuning of retrieval engines
mostly neglecting the user, while the user-oriented viewpoint brings users into the fo-
cus of attention at the cost of ignoring the IR system.
Amore holistic perspective on IR research is taken by the cognitive viewpoint, which is
commonly attributed to deMey [1977]. In fact, the cognitive viewpoint “seeks to cover
all aspects of IR” [Ingwersen & Järvelin 2005, p. 112]. From a historical perspective,
it can be considered as the first coherent alternative to the system-centric IR viewpoint
(see Section 2.2) [Kelly 2009, cf. p. 15]. For instance, an early and still central hypothesis
arguing on a cognitive level is Belkin’s anomalous state of knowledge (ASK) hypothesis
[Belkin 1980] that motivates the user’s need to satisfy an IN (see Definition 2.4).
We omit here the historical development of the cognitive viewpoint in information
science because it is covered extensively by a number of authors, e.g., by Larsen [2004];
Ingwersen & Järvelin [2005]; Kelly [2009], and Ingwersen [1992, Ch. 6f.].
22For instance, Belkin [1993] and Belkin et al. [1993] explicitly refer to any information-bearing object.
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In agreement with the aforementioned authors, Ingwersen & Järvelin [2005] recapit-
ulate the cognitive viewpoint’s core ideas as follows:
1. “Information processing takes place in senders and recipients of messages;
2. Processing takes place at different levels;
3. During communication of information any actor is influenced by its past and
present experiences (time) and its social, organizational and cultural environ-
ment;
4. Individual actors influence the environment or domain;
5. Information is situational and contextual.”
[Ingwersen & Järvelin 2005, p. 25]23
One important assumption of the cognitive viewpoint is the dynamic nature of infor-
mation seeking as described in Section 3.1.1 in combination with the impact of all ac-
tors, e.g., users or IR systems, contributing to the retrieval process. Unlike in the user-
oriented viewpoint, actors are not limited to users alone. That is, actors can also be “re-
trieval engine designers; database producers; algorithm developers; authors; indexers
[...]”24 [Ingwersen & Järvelin 2005, p. 27]. Although these actors might not be present
directly during the information seeking activities of a user, their cognitive structures
(e.g., experiences, usage context, or emotions) are represented. For instance, an algo-
rithm developer’s cognitive structure is represented by the actual implementation of a
low-level feature affecting the retrieval of multimedia documents.
Additionally, the cognitive viewpoint acknowledges the differences of information
processing levels or their “interpretative capability” [Ingwersen & Järvelin 2005, p. 26].
That is, each actor is only able to process information at a distinct level. For instance, a
low-level feature describing a document is representing information at a lower seman-
tic level than a user’s description of the same document. The resulting gap between
these levels has been described as the semantic gap in this thesis (see Section 2.3.3).
Finally, the viewpoint recognizes that the involved actors (user and system) inter-
act with each other (and their environment), continuously altering their interpretations
of the current IN. This separates the cognitive viewpoint from the user-oriented view-
point, which assumes the human searcher as the sole recipient of messages. The ac-
knowledgement of the interpretative capability of all actors links the cognitive view-
point to the concept of mental models often referred to in human-computer interaction
(HCI). Mental models [Craik 1943] are used by actors to explain the working of a system
(or the counter-part they interact with) to themselves. These models do not necessarily
mirror the actual operation of this system, i.e., the conceptual model. For instance, this
effect could be shown in IR by Muramatsu & Pratt [2001]. Given a sufficiently large
overlap between the mental and conceptual model, an actor is enabled to interact with
the system in a meaningful way. In order to disambiguate messages, the context of the
users can be utilized [Ingwersen & Järvelin 2005, cf. p. 26], which often plays no role in
basic HCI models.
23The accentuation has been chosen by the original authors Ingwersen & Järvelin [2005].
24This list is not meant to be complete.
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To recapitulate, the cognitive viewpoint advocates a “subjective and profoundly dy-
namic style of information processing – ideally resulting in continuous changes of mod-
els and actual state of knowledge for each device” [Ingwersen 1992, p. 17]. One model
that is based on the cognitive viewpoint is the principle of polyrepresentation discussed in
the next section.
3.2 The Principle of Polyrepresentation
“The principle of polyrepresentation is based on the following hypothesis: the more
interpretations of different cognitive and functional nature, based on an IS&R [in-
formation seeking and retrieval] situation, that point to a set of objects in so-called
cognitive overlaps, and the more intensely they do so, the higher the probability
that such objects are relevant (pertinent, useful) to a perceived work task/interest
to be solved, the information (need) situation at hand, the topic required, or/and
the influencing context of that situation.”
[Ingwersen & Järvelin 2005, p. 208]25
Although the principle of polyrepresentation is based on prior work [Ingwersen 1992],
it has been first discussed in full detail in Ingwersen [1996]. Being a cognitive model
that has been evolved over time, it is not free from influences of other contributors.
The discussion of the principle’s origins is out of the scope of this dissertation. A de-
tailed discussion of the principle and its evolution can be found in Ingwersen & Järvelin
[2005], while Larsen [2004] provides a good overview of its influences and its relation
to other models of IIR.
As outlined above, the central hypothesis of the principle of polyrepresentation (PoP)
of the information space (or documents) is that a document is defined by different rep-
resentations that can be combined to form a cognitive overlap (CO), in which highly
relevant documents are most likely to be contained [Larsen et al. 2006]. In contrast to
the techno-centric definition given in this thesis (see Definition 2.10), a representation
in the sense of polyrepresentation can be the result of a cognitive process of any actor
taking part in the information seeking process. Thus, it is not limited to a document
representation in vector form when the vector space model is used. By determining the
overlap amongst different representations, it is assumed that the inherent uncertainty
about relevance assessments in IR, i.e., the relevance judgment an IR system makes
about a document, will be compensated – eventually improving the retrieval quality
[Ingwersen & Järvelin 2005]. In other words, the principle of polyrepresentation (or
“multi-evidence” [Ingwersen & Järvelin 2005, p. 206]) tries to exploit the uncertain-
ties of the representations proactively by examining howmany representations “point”
to (or provide simultaneous evidence of relevance [Larsen et al. 2006] of) a document.
This evidence can be equalized with the probability of relevance of the document (see
Section 2.2.2).
In addition, the PoP divides representations in functionally and cognitively different
ones. Functionally different representations are created by a sole actor. This can be
25The original accentuation has been maintained.
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3.2.1 The Polyrepresentation Continuum
In order to explore the utility of the principle in best match IR systems that have a far
more practical impact on nowadays IR than Boolean IR models [Baeza-Yates & Ribeiro-
Neto 2008, cf. p. 38], Larsen [2004] examines the nature of polyrepresentation in more
detail. His studies dealing with exact and best match systems lead to the conclusion
that there is a “continuum of polyrepresentative solutions” [Larsen & Ingwersen 2005;
Larsen et al. 2006, p. 89].
Although the original polyrepresentative reasoning [Ingwersen 1996] is inherently
Boolean, Larsen [2004] investigates its application at the two extreme poles of the poly-
representation continuum (see Figure 3.2). Exact match systems represent the original
Boolean proposal by Ingwersen [1996] that rely on calculating the intersection between
the result sets based on different cognitive or functional representations. On the op-
posite side, Larsen places best match systems that are commonly used in multimedia
retrieval or IR. These systems cannot use an intersection of result sets because they are
based on ranks, e.g., sorted by the probability of relevance of the contained result doc-
uments. Instead, they have to fuse the distinct ranks of the representations to produce
a final rank [Larsen et al. 2006]. Regarding the fusion of ranks in best match systems,
Larsen [2004] adverts to a risk regarding the resulting cognitive overlap. For instance,
if two representations contribute to the CO and one is only producing a rank with doc-
uments of low relevancy (which can be expected in MIR as outlined in Section 2.3.3),
the quality of the CO can become very low [Larsen 2004, cf. pp. 36f.]. A compara-
ble problem can occur with the Boolean approach if the intersection of the result set is
empty.
The main area for future research regarding the PoP according to Larsen et al. is “to
identify flexible and effective matching methods that can generate high quality cognitive over-
laps from a variety of the most promising representations” [Larsen et al. 2006, p. 89f.]. This
research area is visualized by a cloud in Figure 3.2. Despite this open research question,
there is evidence of the utility of the PoP in IR on both poles of the polyrepresentation
continuum. Sample studies are available by Skov et al. [2004], who use exact matching,
and Larsen et al. [2009], who rely on best matching systems. Both studies show that
approaches using the PoP are outperforming the non-polyrepresentative baseline sys-
tems, although Larsen et al. [2009] report some instabilities of the retrieval quality. This
effect is attributed to the fusion of short ranks, i.e., 15 documents, that have a higher
probability that relevant documents “are lurking” [Larsen et al. 2009, p. 653] outside
the CO and therefore have no impact on the formation of the CO. Hence, the size of the
ranks to be fused has to be sufficiently large.26
In conclusion, no matter which kind of matching is performed, “it can be stated that
highly structured27 models of a CO lead to higher precision than little or unstructured
26Please note that it might not be sufficient to only increase the number of elements in the rank because
the inclusion probability of picking relevant documents follows a hypergeometric distribution that also
depends on the number of relevant documents in the collection.
27For instance, a query using Boolean connectors to combine representations that aims at incorporating
structural properties of the documents (e.g., its title or abstract) [Egnor & Lord 2000].
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well while they repel layperson users. For instance, SQL28 is the most often used lan-
guage in relational databases. It offers powerful means to experts to query tremendous
amounts of data stored in a relational DB. In order to restrict the results, it supports
various “filters” in form of predicates that are evaluated in a three-valued logic (true,
false, unknown) (see Section 2.2.2). For instance, the following query returns all rows
from a table irmodels that are set as theoretic or probabilistic.
Listing 3.1: Sample SQL query
1 SELECT * FROM irmodels
2 WHERE settheoretic=TRUE OR probabilistic=TRUE
In order to make keyword-based queries more precise, IR systems are also often sup-
porting Boolean operators, e.g., the InQuery system [Callan et al. 1992]. As said before,
the usage of Boolean operators bears the risk of erroneous query input resulting in too
many or too few results [Soergel 1985]. Another issue arises if Boolean operators are
automatically selected to connect the keywords, which has been shown to irritate non-
expert users [Muramatsu & Pratt 2001]. In the same study, comparable effects could be
observed with stop word removal and other techniques transforming the user’s query
into the representation used within the IR model.
Query by Example
Because of the query formulation problem (see Section 2.3.3) and the issues with the
exploitation of annotations in CBIR (see Section 2.3), query by example (QBE) has at-
tracted attention since the early days of multimedia retrieval research. For instance,
Flickner et al. [1995] present a system that uses sample images instead of a language-
based query, the query by image content (QBIC) system. Because of the ease of use of this
approach, the QBE has had and still has a tremendous impact on nowadays research
in CBIR and MIR. Prior to its usage in MIR, a similar approach has been suggested in
the DB field to support non-expert users during query formulation [Zloof 1975]. In DB,
users can formulate predicates, joins etc. using the visualization of a table skeleton.
Figure 3.1 illustrates the approach using the SQL query from above, whereas P. stands
for the print of all columns and the two used rows denote a disjunction on the both
predicates.
Table 3.1: Query by example as a DB query approach
irtable name settheoretic probabilistic algebraic
P. TRUE
P. TRUE
Although QBE in CBIR and MIR is often carried out with only one QBE document, it
is not limited to it. In principle, multiple QBE documents can serve as positive samples
[Assfalg et al. 2000b; Tahaghoghi et al. 2002] or users can provide positive and negative
28Structured Query Language, the de facto standard query language in relational DB systems.
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samples [Assfalg et al. 2000a]. The aforementioned approaches have in common that
they consider the whole provided QBE document as relevant (or irrelevant). In con-
trast, Awang Iskandar et al. [2007] suggest to use only user-definable subregions of the
document as the query.
If noQBE document is available, the approach can be extended to incorporate sketches
(query by sketch) [Eitz et al. 2009] or be based on user-definable colors that are expected
in the result documents as in subsequent versions of QBIC [Flickner et al. 1995].
Because of its simplicity, the query-by approach has also been transferred to other
domains, e.g., to music retrieval if form of query by humming [Ghias et al. 1995].
To conclude, there are also approaches that feature CBIR-based QBE queries in com-
bination with the visual formulation of DB queries, e.g., by Schmitt et al. [2005].
3.3.2 Exploratory Search
The directed search approaches discussed in the last section all require an initial query
to start the retrieval process. That is, they require the user to have a concept of their
current IN and means to formulate it in a way that can be interpreted by the IR system.
The fact that this is not always possible has been discussed in Sections 2.2.1 and 2.3.3
and observed by the studies leading to various IIR models presented in Section 3.1.
For instance, Kuhlthau [1991] discusses that users that are insecure about the formu-
lation of their IN in form of a query tend to explore collections in order to learn about
their contents and the current task.
Although there are numerous studies showing the utility of exploratory search, end-
user systems most often rely on directed search alone [White & Roth 2009, cf. p. 13].
An alternative way to discriminate exploratory from directed search is to focus on
their different goals for precision and recall (see Section 8.1.1). While a directed search
typically aims at achieving high precision (i.e., a low number of irrelevant documents
is amongst the retrieved documents), exploratory searches usually have higher recall
values (i.e., a maximum of relevant documents should be retrieved).
Exploratory search patterns try to tackle these challenges by offering an alternative
approach towards information seeking.
Definition 3.2 Exploratory search: Exploratory search patterns are not based on a (user-
provided) query but allow the exploration of a document collection, e.g., based on the similarity
between the contained documents. Exploratory search is often utilized if users are unsure about
their current IN and are therefore unable to specify a query which can then be answered by the
retrieval system. While exploring the document collection, users learn about its contents by
examining and comparing documents instead of relying on a system-generated result. ✸
In particular, exploratory approaches are linked to visualization and clustering tech-
niques because they provide the means for navigating through and for understanding
complex information spaces. In the following sections, we present two exploratory
search patterns – browsing and faceted navigation – that are often used in MIR.
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Browsing
Roughly speaking, browsing can be defined as a movement through an information
space along (not necessarily visible) connections between documents. A well-known
example is the World Wide Web, which implements browsing along hyperlinks be-
tween HTML29 documents. In MIR, browsing is often understood as the navigation
through a two or three dimensional space that is used to visualize a form of similarity
between documents by placing them adjacently. One way to establish a spatial connec-
tion between two documents is to calculate their distance regarding a given low-level
feature, e.g., a color histogram, in a high-dimensional space (see Section 2.3.2) and map
the results to a 2D visualization, e.g., by using a self-organizing map (SOM) [Kohonen
1995]. A SOM (or Kohonen map) is an unsupervised neural network that is commonly
used to map a high-dimensional input space to a two-dimensional output space (the
map). The utility of SOM has been shown in both CBIR [Laaksonen et al. 1999] and IR
[Kohonen et al. 2000].
Heesch [2008] provides an extensive survey on browsing techniques used in the field
of CBIR. In addition, Zhang [2008] approaches browsing in IR from a visualization
perspective taking a mathematical point of view. Finally, Hearst [2009] gives a holistic
overview over the field including other ISS.
One browsing model that gained a lot of attention in CBIR is the ostensive model (OM)
[Campbell 2000]. Basically, it is an implementation of the berry picking model by Bates
[1989]. Based on an initial document (the “starting point”, see Figure 3.3), documents
which might be relevant to the user’s IN are shown to the user. By clicking one docu-
ment, the user provides relevance feedback to the systemwhich reacts with a new set of
possibly relevant documents (the “candidates”). In consequence, the user moves along
a path through the information space.
PathStarting point
Current object
Candidate next steps
Figure 3.3: Browsing in the ostensive model [Campbell 2000]
Particularly interesting about the OM is that it models a dynamic IN by introducing
relevance profiles. These profiles decrease the impact of older documents along the
29The hyper-text markup language (HTML) is used to design webpages in the World Wide Web.
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path on the system’s representation of the current IN. In other words, the IN “ages” if
it is not strengthened by additional evidence during the browsing. While the original
OM is based on text-based features alone, Urban et al. [2006] extend the approach by
additionally utilizing content-based low-level features. A variant of the OM has also
been implemented by Google as the “image swirl” (see Figure 3.4) 30.
Figure 3.4: Browsing with the starting point “Eiffel tower” in Google’s image swirl31
Faceted Navigation
In contrast to browsing that offers a weakly structured exploration of the information
space, faceted navigation (FN) or faceted browsing relies on ordering criteria – the so-
called facets – to assist users during exploration. Facets are based on attributes or at-
tribute values that are shared by a subset of the retrieved documents or information
objects and can therefore be used to filter the contents of a collection with respect to
these facets. Normally, facets are orthogonal, i.e., each attribute describes an indepen-
dent aspect of the document, and often hierarchical, i.e., they describe one aspect at
different granularities [Hearst 2009, cf. p. 190ff.]. For instance, the facet “publica-
tion year” could be refined from “century” to “decade”32. Facets are typically created
manually to ensure that they are understandable by users [White & Roth 2009, cf. p.
45]. Nevertheless, an automatic construction with the help of clustering algorithms can
30http://image-swirl.googlelabs.com/; as downloaded at the 18th November 2009. The service has been
discontinued in 2011.
31http://googleresearch.blogspot.de/2009/11/explore-images-with-google-image-swirl.html; as down-
loaded at the 29th January 2013.
32In a way, facets resemble dimensions in data warehousing.
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also be feasible and can reveal structures within the retrieved documents that were not
known beforehand. In any case, the automatic construction of facets comprises the risk
that they are not comprehensible to the user33. Furthermore, the utility of FN is nega-
tively affected by facets that poorly match the user’s mental model, e.g., if they are too
specific or use a language that is likely to be misinterpreted by the user. In other words,
facets containing documents that are not expected to be part of a given facet by the user
lead to confusion. The same holds true for an incorrect assignment of documents to
facets, e.g., a facet “red cars” should only contain red cars and no purple ones in order
to be usable.
Another factor that might affect the usability of FN are too many facet hierarchies as
they might confuse users [Hearst 2009, cf. p. 195].
FN is often combined with keyword search. In this scenario, the keyword search
acts as a first filter on the retrieved documents that can then be explored with the help
of facets. One of the first uses of FN in MIR is the faceted metadata approach in the
Flamenco project [Yee et al. 2003], which also supports keyword search. In this sys-
tem, FN is used to “navigate along conceptual dimensions” [Yee et al. 2003, p. 401]
formed by metadata in a fine arts database. Figure 3.5 illustrates the user interface of
the system. Instead of using low-level features directly, the authors rely on metadata-
based facets because of the better comprehensibility of textual labels in comparison to
low-level feature-based criteria as shown by Rodden et al. [2001].
Figure 3.5: Faceted navigation in the Flamenco fine arts IR system; facets on the left
and results on the right [Yee et al. 2003, Fig. 2]
33All techniques based on clustering have this risk in common.
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As mentioned before, the main advantage of FN over browsing is that users learn
about ordering criteria of the information space. This knowledge can then later be used
to conduct a directed search (see Section 3.3.1) based on these criteria. With regard to
the principle of polyrepresentation (see Section 3.2), one can interpret each representa-
tion as a different facet, although not necessarily an orthogonal one. This interpretation
is similar to the viewpoint by Larsen [2004, cf. pp. 36f.]. Nevertheless, it is possible to
imagine mapping different representations directly on facets during user interaction as
described in Section 6.2.
Unlike browsing interfaces, FN has reached the industrial mainstream, e.g., in online
shops, as it allows consumers to learn about goods and to decide quickly between dif-
ferent attributes such as the size of a computer screen. Further reviews of systems that
support faceted navigation are, e.g., available by White & Roth [2009, Sec. 4.2], Hearst
[2009, Sec. 8.6], Morville & Callender [2010, Ch. 4], or Russell-Rose & Tate [2013, Ch. 7].
An in-depth presentation of faceted classification is available in Taylor [2006, Ch. 14].
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4 A Quantum Logic-based Model for
Multimedia Information Retrieval
In his seminal work, van Rijsbergen argues for a unified geometric view on IR using the
mathematical formalism of quantummechanics (QM), i.e., a way “to combine probabil-
ity, logic and vector spaces into one formalism” [van Rijsbergen 2004, p. 1]. Considering
his own contributions to the field and the logical uncertainty principle in particular [van
Rijsbergen 1986a, b], this work seems as the logical result of van Rijsbergen’s objective
to establish a sound mathematical foundation of IR.
In order to establish a well-grounded theory of IR, van Rijsbergen utilizes the core
concepts of QM to formalize the central aspects of IR. By interpreting documents as
normalized state vectors that are embedded into a Hilbert space, i.e., the information
space, and mapping queries to subspaces of this space, van Rijsbergen reveals a way to
interpret the calculation of the probability of relevance as a geometric operation: the
projection of a state vector to a subspace that represents a query.
Based on this idea, Schmitt [2008] developed a QM-based query language, the com-
muting quantum query language (CQQL), which is used as a query language for MIR in
this thesis.
How the core concepts of QM are defined and used by Schmitt [2008] to build a
retrieval model leading to CQQL is presented in Section 4.1. The subsequent Section
4.2 introduces CQQL and its evaluation on a formal level. Section 4.3 discusses how
queries in CQQL can be personalized using weights. The usage of CQQL in MIR is
illustrated with the help of an example in Section 4.4 that points out strengths and
weaknesses of the approach.
Section 4.5 relates CQQL to other IR models that have been introduced in Section
2.2.2. The following Section 4.6 reveals how the language can be interpreted as an
implementation of the principle of polyrepresentation (see Section 3.2).
The chapter concludes with Section 4.7 that contains a discussion of CQQL’s relation
to other polyrepresentative approaches.
4.1 Theoretical Concepts behind the Commuting Quantum
Query Language (CQQL)
The motivation for van Rijsbergen [2004] to exploit the mathematical formalisms of
QM lies in his observed lack of theory in IR. In contrast, Schmitt [2008] approaches QM
from the database standpoint in order to find a way to combine traditional Boolean DB
queries with concepts of similarity, proximity, or probability.
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At first sight, these motivations seem antagonistic because the research fields of DB
and IR are traditionally separated. In any case, the disciplines have more in common
than their focus on the retrieval of information. For instance, van Rijsbergen [1986b]
and Nottelmann & Fuhr [2003] interpret IR as a generalization of DB (see Section 2.2.2).
Because of the DB background of Schmitt’s work, he emphasizes other points than
van Rijsbergen, although both authors rely on the same mathematical foundation. For
instance, Schmitt focuses on a compensation of issues inherited from the usage of fuzzy
logic [Zadeh 1965, 1988] in the field of DB. This aspect is covered separately in Section
4.5.3. Furthermore, Schmitt postulates three requirements for a query language linking
DB and IR:
1. “database query support: The language must be relational complete.
2. information retrieval support: The language must enable us to formulate and
evaluate retrieval and proximity query terms.
3. unifying theoretical framework: There must exist just one underlying unifying
theoretical framework.”
[Schmitt 2008, p. 39]
Due to Schmitt’s focus on relational databases, he first requires a relational complete
query language [Codd 1970; Garcia-Molina et al. 2000]. That is, a language with the
same expressive power as the relational calculus or relational algebra [Codd 1970]34.
Broadly speaking, this requirement is crucial because it allows the execution of such
a language on the most widely used relational DBMS and thus an integration of such
systems into MIR.
The second point is surprising from an IR point of view but necessary in terms of a
relational DB. In the relational model, each condition (or proposition in a logical sense,
see Appendix A.1.4) is evaluated as one out of three truth values, i.e., true, false, or
unknown (see Section 2.2.2). In IR, one is confronted, e.g., with probabilities of relevance
(POR) of a document with respect to a query. This POR is typically in the interval
[0, 1]. Hence, the query language is required to deal with such values in addition to the
aforementioned.
The third requirement is closer to van Rijsbergen’s demand for a unifying theoretical
framework. Although one can argue that is possible to consider relational and IR parts
of a query separately and fuse their results later, it is necessary to establish a sound
unifying theory if one wants to reason consistently with conditions derived from DB
and IR at the same time. In the end, this characterizes an elegant approach towards
(M)IR.
To satisfy these requirements, Schmitt [2008] builds on the QM-based foundations
laid by van Rijsbergen [2004] and extends them to address DB-specific issues by ex-
ploiting mechanisms of quantum logic [Birkhoff & von Neumann 1936].
This research resulted in the commuting quantum query language (CQQL), which is pre-
sented in this chapter.
34To put it simply, variants of a Boolean first-order logic that have been shown to have the same expressive
power [Codd 1972].
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As said before, the works by Schmitt [2008] and van Rijsbergen [2004] rely on the
mathematical formalism of QM. This dissertation is not intended to give an introduc-
tion or discussion on QM. Thus, it can only provide a general and brief introduction of
the core concepts that are needed for an understanding of CQQL. For more informa-
tion about the definition and theoretical foundation of CQQL, refer to Schmitt [2008] or
Schmitt et al. [2008] for its application in the field of MIR. For a more detailed overview
of QM, please refer to the appendices of van Rijsbergen [2004], who also provides an
excellent, commented bibliography on the topic. A brief introduction also addressing
quantum logic (including the four postulates of QM) is available in Schmitt [2008].
In the following, some core concepts of QM are sketched. All definitions as well
as the remainder of this thesis use the Dirac (or bra-ket) notation, which is described
separately in Appendix A.1.6.
Definition 4.1 Hilbert space: A Hilbert space H is a vector space (in the mathematical
sense) with dimensions of finite or infinite number. Furthermore, a Hilbert space requires the
definition of the inner product of two vectors to measure length and angle between the two.
A Hilbert space must be complete. Roughly speaking, this means that the space must have
limits in order to allow the usage of calculus techniques (see van Rijsbergen [2004, p. 103] and
Appendix A.1.3). ✸
Definition 4.2 State vector: The state of a quantum system at a specific point in time is
fully characterized by a normalized state vector |ϕ〉 that is embedded into a separable, complex
Hilbert space H. ✸
Definition 4.3 Projector: A projector p = ∑i |i〉〈i| is a symmetric, idempotent linear opera-
tor that is defined over a set of orthonormal35 vectors |i〉. Each projector is bijectively associated
with a vector subspace ofH. Hence, the multiplication of p with |ϕ〉 means to project the vector
onto the subspace described by the projector. ✸
Definition 4.4 Quantum measurement: Given that each measurable, physical property
can be expressed by a projector p, the probability that p is measured with a system |ϕ〉 is:
〈ϕ|p|ϕ〉 = 〈ϕ|
(
∑
i
|i〉〈i|
)
|ϕ〉 = ∑
i
〈ϕ|i〉〈i|ϕ〉 (4.1)
More intuitively, the resulting probability value can been seen as “the squared length of the state
vector |ϕ〉 after its projection onto the subspace spanned by the vectors |i〉. Furthermore, due to
normalization (see Definition 4.2), the probability value, furthermore, equals geometrically the
squared cosine of the minimal angle between |ϕ〉 and the subspace represented by p” [Schmitt
et al. 2008, p. 3].
This probabilistic interpretation of quantum measurements discriminates QM from tradi-
tional mechanics in which each measurement yields a definite outcome. ✸
Definition 4.5 Tensor product: In order to combine different 2-dimensional quantum sys-
tems into one, the tensor product ⊗ is used. The tensor product of two state vectors is defined
35That is, the vectors are unit vectors and orthogonal to each other.
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as follows:
|x〉 ⊗ |y〉 ≡
(
x1
x2
)
⊗
(
y1
y2
)
≡


x1y1
x1y2
x2y1
x2y2

 (4.2)
✸
In accordance with van Rijsbergen [2004], the main idea to use CQQL in the context
of MIR is to interpret documents (or database tuples) as state vectors and queries as
projectors embedded into a Hilbert (vector) space36. In order to assess the POR of a
document with respect to a query, a quantum measurement is conducted. Table 4.1
relates the concepts of DB querying with their QM counterpart.
Table 4.1: Related concepts from database querying and quantum mechanics [Schmitt
2008, Tab. 2]
Database Querying Quantum Mechanics
Database tuple State vector
Query Projector
Query processing Quantum measurement
Truth values Probability values
Boolean logic Quantum logic
As CQQL is meant to be a logical query language, quantum logic (QL) has to be intro-
duced. Originally, QL has been presented by von Neumann [1932] and Birkhoff & von
Neumann [1936] and can be seen as a logic for reasoning about the formal structures of
the Hilbert space.
To start with, let P be a set of all projectors in a Hilbert space H with more than
two dimensions. As said in Definition 4.3, each p ∈ P is bijectively related to a closed
subspace vsp via: p ↔ vsp(H) = {p|ϕ〉 ||ϕ〉 ∈ H} [Schmitt 2008, cf. Sec. 3]. The
subset relation of the subspaces forms a partially ordered set (poset) (see Appendix
A.1.1) over P, in which p1 ≤ p2 ⇔ vsp1(H) ⊆ vsp2(H) holds.
Hence, we obtain a lattice, i.e., a structure in which absorption, associativity, and
commutativity is fulfilled, with two binary operations: meet (⊓) and join (⊔) (see Ap-
pendix A.1.3).
Definition 4.6 Meet (lattice operator):
p1 ⊓ p2  p↔ vsp(H) ≡ vsp1(H) ∩ vsp2(H) (4.3)
✸
Definition 4.7 Join (lattice operator):
p1 ⊔ p2  p↔ vsp(H) ≡ closure
(
vsp1(H) ∪ vsp2(H)
)
(4.4)
where closure() yields the set of all possible vector linear combinations. ✸
36For simplicity, Schmitt [2008] restricts the space to Rn.
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Finally, an unary orthocomplement (¬) is defined, which can be interpreted as the nega-
tion operator.
Definition 4.8 Orthocomplement (lattice operator):
¬p1  p↔ vsp(H) ≡ {|ϕ〉 ∈ H | ∀|φ〉 ∈ vsp1(H) : 〈φ|ϕ〉 = 0} (4.5)
That is, the orthocomplement in quantum logic is defined as ¬p1 ≡ I − p1 encompassing all
orthogonal projectors to p1. ✸
Unfortunately, quantum logic violates the law of distributivity. Hence, it does not
constitute a Boolean algebra (see Appendix A.1.5) as implied by the requirement for
CQQL to be relational complete (see above). For the proof, see Schmitt [2008].
Thus, it is necessary to define a sublattice of quantum logic that is compatible with
the laws of Boolean algebra. The identification of such sublattices becomes possible by
taking commuting projectors into account.
Definition 4.9 Commuting projectors: “Two projectors p1 and p2 ∈ H are called com-
muting projectors if and only if p1p2 = p2p1 holds.” [Schmitt 2008, Def. 2]. ✸
According to the laws of linear algebra, two projectors p1 = ∑i |i〉〈i| and p2 =
∑j |j〉〈j| commute if the vectors |i〉 and |j〉 are basis vectors of the same orthonormal
basis of the underlying vector space. Furthermore, “if two projectors commute then
their join corresponds to the union of the respective sets of underlying base vectors and
their meet to the intersection” [Schmitt et al. 2009, p. 424]. As shown in Schmitt [2008],
we know that the sublattice over every equivalence class comprising commuting pro-
jectors is compatible with the laws of Boolean algebra. In other words, all projectors
over a given orthonormal basis follow the laws of Boolean algebra because distribu-
tivity holds in this particular case. This conclusion is also known as the Foulis-Holland
theorem [Birkhoff 1993, cf. p. 53].
To conclude, QL can be regarded as a generalization of Boolean algebra violating the
law of distributivity. In order to be relational complete, a query language is required
to follow the laws of a first-order predicate logic, which is a Boolean algebra. As a
consequence, the expressive power of QL has to be restricted to only allow commuting
projectors – hence the name for Schmitt’s suggested query language: the commuting
quantum query language.
For the sake of brevity, this dissertation does not discuss the full derivation of CQQL
from QL nor how database or retrieval conditions are mapped to state vectors etc. in
detail. Instead, it concentrates on the relevant evaluation rules of CQQL to show how
the query language can be used inMIR. For a complete theoretical examination, refer to
Schmitt [2008], which is the central publication on CQQL and its origin in QL. For the
remainder of this thesis, it is only important to recognize the mappings recapitulated in
Table 4.1.
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4.2 Construction and Arithmetic Evaluation of CQQL Queries
This section of the dissertation sketches the construction and evaluation of CQQL based
on the discussion presented in Schmitt et al. [2008] and Schmitt [2008].
To follow the design of CQQL in detail, a certain understanding of basic database
concepts that have been presented by a number of authors mentioned before, e.g., by
Abiteboul et al. [1996] or Garcia-Molina et al. [2000], is recommended.
Definition 4.10 Basic CQQL elements: Let A = {aj} be a finite set of attributes and
AC = {aci(aj)} be a finite set of atomic attribute conditions with the following forms:
• ‘aj = value’ (Boolean or database condition), or
• ‘aj ≈ value’ (retrieval or proximity condition).
The condition set AC is called commutative if
∀aci1(aj1), aci2(aj2) ∈ AC |
(
type(aci1(aj1)) 6= d ∧ type(aci2(aj2)) 6= d
)
→ j1 = j2
holds and where type returns d for a database condition and p or r for a proximity or retrieval
condition, respectively. ✸
Commutativity on conditions means that no two proximity or retrieval conditions
‘aj ≈ value1’ and ‘aj ≈ value2’ with value1 6= value2 on the same attribute aj are allowed.
In our quantum encoding, we assign implicitly to every atomic condition aci(aj) a set
of orthonormal vectors: vs(aci(aj)) = {|ac1i 〉, . . . , |ac
k
i 〉}, from which a projector paci(aj)
is constructed.
Lemma 4.1: Let AC be a commutative set of atomic conditions over A = {aj}. The set
CVS(AC) =
⋃
aci(aj)∈AC
vs(aci(aj)) is a set of mutually orthonormal vectors.
The lemma is a direct consequence of how the mapping function vs is realized (for
more details and the necessary proofs, see Schmitt [2008]). It is essential because it
means that the projectors of all conditions over AC are mutually commuting and we
therefore obtain a projector lattice obeying the rules of Boolean algebra (see Section 4.1,
particularly Definition 4.9).
Definition 4.11 CQQL conditions: Let AC be a commutative set of atomic conditions on
A = {aj}. Then a CQQL condition ϕ is recursively defined by:
ϕ
de f
= aci(aj) ∈ AC, (4.6)
ϕ
de f
= (ϕ1 ∧ ϕ2), (4.7)
ϕ
de f
= (ϕ1 ∨ ϕ2), and (4.8)
ϕ
de f
= (¬ϕ1) (4.9)
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where ϕ1, ϕ2 are CQQL conditions with
vs(ϕ1 ∧ ϕ2) = vs(ϕ1) ∩ vs(ϕ2) ⊆ CVS(AC)
vs(ϕ1 ∨ ϕ2) = vs(ϕ1) ∪ vs(ϕ2) ⊆ CVS(AC)
vs(¬ϕ1) = CVS(AC) \ vs(ϕ1) ⊆ CVS(AC)
✸
Theorem 4.1 CQQL is a Boolean algebra: All CQQL conditions over a commutative
set of atomic conditions together with conjunction, disjunction, and negation form a Boolean
algebra.
Proof 4.1 CQQL is a Boolean algebra: The function vs maps every condition bijectively
to a subset ofCVS(AC). Conjunction, disjunction, and negation are mapped to the correspond-
ing set operations. A set combined with these standard set operations constitutes a Boolean
algebra. 
Arithmetic Evaluation of CQQL
A very interesting feature due to the CQQL’s theoretical foundation is also presented by
Schmitt [2008]: a CQQL condition (or query) in a specific syntactical form can be eval-
uated by means of simple, straightforward arithmetics. For the sake of simplicity, the
needed syntax transformation algorithm is omitted. A full description of the algorithm
is available by Schmitt [2008]. The transformations carried out by the algorithm be-
come possible because CQQL is compatible with the laws of a Boolean algebra. Hence,
it is possible to transform every possible CQQL condition into the required syntactical
form, on which the following rules can be applied using solely Boolean transformation
rules [Schmitt et al. 2008].
Definition 4.12 CQQL evaluation basics: Let ϕi be a CQQL condition and drj ∈ D
r as
defined in Definition 2.10. Given that q is a CQQL query (or condition) in the required syntac-
tical form and of the following structure ‘q = ϕ1 ⊙ ϕ2’, where ⊙ denotes a logical connector,
then eval() is recursively defined as follows. ✸
Definition 4.13 CQQL conjunction (evaluation):
eval(ϕ1 ∧ ϕ2, d
r
j ) eval(ϕ1, d
r
j ) · eval(ϕ2, d
r
j ) (4.10)
✸
Definition 4.14 CQQL disjunction (evaluation):
eval(ϕ1 ∨ ϕ2, d
r
j ) eval(ϕ1, d
r
j ) + eval(ϕ2, d
r
j )− eval(ϕ1, d
r
j ) · eval(ϕ2, d
r
j ) (4.11a)
eval(ϕ1 ∨ ϕ2, d
r
j ) eval(ϕ1, d
r
j ) + eval(ϕ2, d
r
j ) (4.11b)
Equation (4.11a) applies when ϕ1 and ϕ2 are not exclusive, while Equation (4.11b) applies
when ϕ1 and ϕ2 are exclusive. A disjunction is called exclusive if it has the following form:
(ϕ ∧ . . .) ∨ (¬ϕ ∧ . . .)
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. ✸
Definition 4.15 CQQL negation (evaluation): For the unary logical negation operator
eval() follows a similar pattern as shown above.
eval(¬ϕ, drj ) 1− eval(ϕ, d
r
j ) (4.12)
✸
Definition 4.16 CQQL atomic condition (evaluation): The atomic case evaluates to the
actual value of the atomic condition, i.e.,
• for a Boolean or database condition, where 0 means false and 1 refers to true:
eval(ϕ, drj )→ {0, 1} (4.13)
• for a retrieval or proximity condition, where 0 indicates maximum dissimilarity and 1
maximum similarity (or POR respectively):
eval(ϕ, drj )→ [0, 1] (4.14)
✸
As a result, the recursive application of eval() on a CQQL query leads to a score
value s ∈ [0, 1] for each drj with respect to the specified query q [Zellhöfer & Schmitt
2010b]. Similar to other IR models (see Section 2.2.2), this score can be used to establish
a total order (see Appendix A.1.2) of the documents in a collection to express a notion
of relevance.
The usage of CQQL as a query language in MIR will be illustrated with an example
in Section 4.4 after another feature of the language – the integration of weighted logical
connectors – has been introduced.
4.3 Integration and Evaluation of Weights in CQQL
CQQL offers means to incorporate weights into a logical query as presented in the orig-
inal work by Schmitt [2007]. Weights are one way to personalize the results of a query.
The motivation to personalize query results in order to achieve a high level of user sat-
isfaction is described in more detail and related to other personalization approaches
separately in Section 5.1. The weighting mechanism is crucial for an understanding
of the later sections of Chapter 5 that describe a relevance feedback approach that is
central to this thesis.
The core idea of weighted CQQL queries is surprisingly simple: all logical connectors
become equipped with weights in order to steer the influence of their operands on the
result of the query evaluation. The next step is to transform this weighted query into a
logical formula without weights. To achieve this, Schmitt [2007] suggests to transform
the weighting variables θi ∈ [0, 1] that are attached to the logical connectors into con-
stants as shown below, while θi = 0 means that the operand has no impact on the result
and θi = 1 means that the operand behaves as in the unweighted case.
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Definition 4.17 CQQL weighted conjunction:
∧θ1,θ2 (ϕ1, ϕ2) (ϕ1 ∨ ¬θ1) ∧ (ϕ2 ∨ ¬θ2) (4.15)
✸
Definition 4.18 CQQL weighted disjunction:
∨θ1,θ2 (ϕ1, ϕ2) (ϕ1 ∧ θ1) ∨ (ϕ2 ∧ θ2) (4.16)
✸
Table 4.2 gives the “truth” table for the weighted conjunction and disjunction when
different weight settings are given.
Table 4.2: Impact of Weights in CQQL
ϕ1 ϕ2 θ1 θ2 ϕ1 ∨ ¬θ1 ϕ2 ∨ ¬θ2 ϕ1 ∧θ1 ,θ2 ϕ2 ϕ1 ∧ θ1 ϕ2 ∧ θ2 ϕ1 ∨θ1 ,θ2 ϕ2
0.6 0.4 0.0 0.0 1.0 1.0 1.00 0.0 0.0 0.00
0.6 0.4 0.0 1.0 1.0 0.4 0.40 0.0 0.4 0.40
0.6 0.4 1.0 0.0 0.6 1.0 0.60 0.6 0.0 0.60
0.6 0.4 1.0 1.0 0.6 0.4 0.24 0.6 0.4 0.76
For an arbitrary n-ary logical connector, the idea is generalized. That is, the operands
become associated with the respective weight constants. Thus, a ternary conjunction
∧θ1,θ2,θ3(a, b, c) is transformed into:
∧θ1,θ2,θ3(a, b, c) (a ∨ ¬θ1) ∧ (b ∨ ¬θ2) ∧ (c ∨ ¬θ3) (4.17a)
∧θ1,θ2,θ3(a, b, c) (a+ ¬θ1 − a · ¬θ1) · (b+ ¬θ2 − b · ¬θ2) · (c+ ¬θ3 − c · ¬θ3) (4.17b)
The disjunction is treated analogously:
∨θ1,θ2,θ3 (a, b, c) (a ∧ θ1) ∨ (b ∧ θ2) ∨ (c ∧ θ3) (4.18)
Equation (4.18) hints at the potential complexity of the resulting evaluation using the
rules presented above. Because of the non-exclusive disjunction in the formula, its eval-
uation is bloated by the arithmetic sum (a+ b− a ∗ b), which raises the computational
cost of such an evaluation (see Equation (4.11a)).
Fortunately, the extension of CQQL with weights does not violate its Boolean alge-
bra property (see Schmitt [2007] for the proof). Thus, all Boolean transformation rules
hold and can be used to simplify complex, logical statements as the following example
illustrates:
∨θ1,θ2,θ3(a, b, c) (a ∧ θ1) ∨ (b ∧ θ2) ∨ (c ∧ θ3) (4.19a)
⇔ (a ∧ θ1) ∨ (b ∧ θ2) ∨ (c ∧ θ3) (4.19b)
⇔ (a ∧ θ1) ∧ (b ∧ θ2) ∧ (c ∧ θ3) (4.19c)
⇔ 1− ((1− (a · θ1)) · (1− (b · θ2)) · (1− (c · θ3))) (4.19d)
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The (neutral) double negation added in (4.19b) serves as a preparatory step to apply
De Morgan’s law in (4.19c). This allows a simplification of the arithmetic evaluation
presented in the last step.
Furthermore, a generalization of the principle that simplifies the handling of non-
exclusive disjunctions in CQQL is possible:
|ϕ|∨
i=1
ϕi  1−
|ϕ|
∏
i
(1− ϕi) (4.20)
The compatibility with the laws of Boolean algebra of weighted CQQL is a crucial
distinguishing feature from other weighting approaches such as the one by Fagin &
Wimmers [2000], which violates the law of associativity [Schulz & Schmitt 2003]. More-
over, Schmitt [2007] presents other critical points such as the so-called stability problem
of Fagin and Wimmers’ approach that is also investigated by Sung & Hu [2009]. For
more details about the theoretical properties of the CQQL and other weighting ap-
proaches, refer to Schmitt [2007]. For the sake of completeness, Zellhöfer & Schmitt
[2010b] examine further properties of the weighting in CQQL that are only of marginal
interest for this dissertation and therefore omitted.
To conclude, Schmitt et al. [2008] summarize themain characteristics of theweighting
approach of CQQL that are important in the context of this thesis:
1. “A zero-weighted operand [θi = 0] has no impact on the result.
2. A one-weighted operand [θi = 1] behaves like an unweighted operand.
3. The weighting is realized by conjunction, disjunction, and negation. Thus,
all boolean algebra laws remain valid. In contrast, most other weighting ap-
proaches are realized by arithmetic operations outside the logic violating laws.
4. The effect of weights to the evaluation result is linear37.”
[Schmitt et al. 2008, p. 5]
4.4 CQQL as a Multimodal Logical Query Language
In Section 2.1, multimedia documents have been introduced as composite documents
addressing different modalities. From a technical point of view these composite parts
can be stored in different types of retrieval systems. For instance, the visual parts of a
multimedia document can be stored in a MIR system, whereas its textual parts are held
in an IR system. Additionally, metadata about the document, e.g., copyright informa-
tion or the document’s file size, is stored in a RDBMS.
As a consequence, different data access or retrieval paradigms have to be incorpo-
rated into the retrieval process of multimedia documents. This problem is not new
and is also present in databases dealing with imprecise data [Weikum 2007]. Hence,
a number of authors, e.g., Fuhr & Rölleke [1994]; Fuhr [2001]; Chaudhuri et al. [2005],
37That is, the “evaluation of the [weighted] CQQL conjunction and disjunction is based on linear formu-
las.” [Schmitt 2007, p. 7]
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or Schmitt [2008] (see Section 4.1) have addressed this issue by suggesting appropriate
query languages combining the worlds of DB and IR.
As outlined before, CQQL provides means to combine different retrieval paradigms
and weights to express the (subjective) importance of different conditions. This sec-
tion describes how CQQL can be used in MIR with the help of an example. Later, the
strengths and weaknesses of the query language are discussed.
Imagine you are searching for photographs to illustrate a brochure about Renaissance paint-
ings similar to a specified photograph of a painting whose intellectual property rights have
expired, i.e., images that are in the public domain, or that are free from licensing costs.
To facilitate the understanding, we assume that the visual similarity of a photograph
can be sufficiently expressed by relying mainly on its colors and – to a lower degree –
the types of the present edges in it. The visual similarity is calculated by using tech-
niques from MIR (see Section 2.3) based on the automatically extracted low-level fea-
tures of a provided QBE document (see Section 3.3), whereas the copyright information
is stored in a RDBMS.
This sample information need can be expressed as a CQQL query qθ in extended38
tuple relational calculus [Codd 1970] as follows39:
{dr|collection(dr) ∧ (∃qr)(query(qr) ∧ dr.color ≈ qr.color ∧θ1,θ2 d
r.edges ≈ qr.edges∧
(dr.copyright = ‘public domain’∨ dr.copyright = ‘free’))},
with collection being a relation containing all document representations, dr a tuple vari-
able (the document representation), and query a relation containing the query represen-
tation qr describing the QBE document. In other words, we seek all dr ∈ collection that
fulfill the query consisting of a QBE and database part, i.e., all relevant documents
with respect to the given IN represented by qθ . To keep things simple, we assume the
weighting variables θi as arbitrary constant values.
In order to evaluate this query, the weighted conjunction has to be transformed using
the rules presented in Section 4.3:
{dr | collection(dr) ∧ (∃qr)(query(qr)∧
((dr.color ≈ qr.color ∨ ¬θ1) ∧ (d
r.edges ≈ qr.edges ∨ ¬θ2))∧
(dr.copyright = ‘public domain’∨ dr.copyright = ‘free’))}
Because the required syntactical normalization (see above) is unnecessary in the pre-
sented case, the arithmetic evaluation follows. To facilitate reading, the query will be
38CQQL extends the tuple relational calculus by a binary similarity operator ≈ on two attributes and
weighted logical connectors as the weighted conjunction ∧θ1,θ2s seen in the sample query.
39For clarity, the CQQL conditions that are subjects to the rules discussed in Section 4.2 and 4.3 are under-
lined.
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subdivided into parts that are evaluated separately.
{dr | collection(dr) ∧ (∃qr)(query(qr)∧
((dr.color ≈ qr.color︸ ︷︷ ︸
col
∨¬θ1)
︸ ︷︷ ︸
weighted_color
∧ (dr.edges ≈ qr.edges︸ ︷︷ ︸
edg
∨¬θ2)
︸ ︷︷ ︸
weighted_edges
)
︸ ︷︷ ︸
retrieval_part
∧
(dr.copyright = ‘public domain’︸ ︷︷ ︸
pd
∨ dr.copyright = ‘free’︸ ︷︷ ︸
f ree
)
︸ ︷︷ ︸
db_part
)}
weighted_color col + ¬θ1 − col · ¬θ1
weighted_edges edg+ ¬θ2 − edg · ¬θ2
retrieval_part weighted_color · weighted_edges
db_part pd+ f ree− pd · f ree
⇒
eval(qθ , d
r
j ) = retrieval_part · db_part
This example can be extended arbitrarily, e.g., by using logical implication, moreweighted
logical connectors etc.40.
To calculate the result of eval(qθ , drj ), all atomic conditions for d
r
j are evaluated. To
give an example, col is replaced with the value of the similarity calculation between
the QBE image qr and drj (see Section 2.3.2). This evaluation result is then used in the
arithmetic evaluation presented above. The other conditions are treated accordingly
with the difference that the condition on dr.copyright yields a Boolean truth value.
The result of eval(qθ , drj ) is a score value for each tuple, i.e., each document in the
collection, which is used to establish a total order amongst the retrieved documents (a
ranking) to express a notion of relevance (see Section 4.2).
It is likely that the similarity calculation returns 0 (maximum dissimilarity) only for
a very small amount of document representations because of the underlying structure
of the low-level features and similarity/distance calculations (see Section 2.3). As a
result, eval(qθ , drj ) only returns 0 for d
r
j with d
r
j .copyright /∈ {‘public domain’, ‘free’}.
Consequently, if no Boolean conditions are present in a CQQL query, it is likely that
most document representations in the collection obtain a score greater than 0 – even
if it is very close to it. These documents are returned as “relevant” to the user, al-
though it can be argued whether this is an appropriate description for such docu-
ments. One way to avoid this behavior is to utilize a threshold value τ only returning
40Additional and more complex examples are available in the source code of the prototypical implemen-
tation accompanying this dissertation. They can be found in namespace dbis.weightlearning.evalfunction
(see Appendix E).
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{drj ∈ collection | eval(qθ , d
r
j ) ≥ τ}. Unfortunately, τ is dependent on the structure of
qθ , e.g., on how the values for θi are set and which logical connectors are used. Hence,
a top-k size limitation of the result ranking is far more viable when using CQQL.
4.4.1 Advantages of Logic-based Multimodal Retrieval
Taking the participants of various ImageCLEF41 tasks [Müller et al. 2010], important
evaluation benchmarks inMIR (see Section 7.1), during the years 2010 and 2013 [Popescu
et al. 2010; Tsikrika et al. 2011; Thomee & Popescu 2012; Zellhöfer 2012e; Caputo et al.
2013] as a representative sample of state of the art techniques in MIR, one must infer
that the usage of logical query languages such as CQQL is rather uncommon. Typically,
techniques frommachine-based learning are used that try to find an optimal weighting
for the combination of different high- or low-level features (see Section 2.3.1) relying
on a linear matching function. Most of these approaches require some form of training
data. Similar techniques have been presented at other major conferences of the field,
such as the International Conference on Multimedia Retrieval (ICMR) [Ip & Rui 2012;
Jain & Prabhakaran 2013].
Most machine-based learning approaches (MBL) – or, particularly in MIR, learning
to rank approaches (see Section 5.2) – have three things in common:
1. structured queries are seldom used,
2. the choice of features and matching function is predefined, and
3. some kind of training data is needed.
Without doubt, these approaches have made a significant impact on the improvement
of retrieval effectiveness of MIR systems. However, this improvement is achieved at
the expense of flexibility. Because of the need for training data, MBL comprise the risk
of being over-optimized to a usage domain of MIR – in practice the Cranfield-based
test collections (see Section 7.1). Also, training data cannot be assumed to be available
in every MIR usage scenario, e.g., during the search in a personal media document
collection, which is unknown to the algorithm’s designer by nature.
Additionally, the type of query is frequently predetermined by the system. Hence,
users cannot directly modify the query, even though there might be another query that
reflects their IN in a better way42. Furthermore, although MBL are fully automatable
(which is can also be desired by users), they have been shown to not always produce
results that are comprehensible to users [Hearst 2009, Sec. 8.8ff.].
In contrast, logic has a long tradition of being used for reasoning going way back to
Aristotle (and even further). It is used for reasoning in both mathematics and philos-
ophy because it has been shown to be an effective means to deduce the validity of an
argument (see Appendix A.1.4). Normally, the deduced judgment is understandable
41The CLEF Cross Language Image Retrieval Track, http://www.imageclef.org/
42Please note that the query can be learnt by some MBL approaches, but typically will not be subject to
direct user modifications.
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Figure 4.1 illustrates the hypothesis for two disjoint IN A and B in a hypothetical in-
formation space. In this scenario, the documents in the circle around the given QBE
document A form the cluster of relevant documents for the IN represented by A. In
order to retrieve the documents surrounding B one has to provide B as the QBE docu-
ment. The documents outside the circles are irrelevant to both sample IN.
As described in Section 3.1.1, the user-oriented viewpoint on IR acknowledges that
the IN is dynamic. For instance, the berry picking model [Bates 1989] explains that users
explore the information space to retrieve different documents that eventually satisfy
their complex IN. Referring to Figure 4.1, this means that a user moves along a path
from A to B, which does need to be straight. With logic-based queries, it becomes
possible to use disjunctions to retrieve documents from the cluster A and B at the same
time44. This makes logic a good utility for modeling complex IN that cannot be satisfied
by one cluster (or concept) of the information space alone.
Moreover, negation enables users to state queries that retrieve dissimilar documents.
Following Belkin’s ASK hypothesis (see Definition 2.4), it is not hard to image that a
user recognizing an anomalous state of knowledge might have access to information
resources describing the complement of the information in need. That is, a user can
express what is known about the current problem domain but not what is searched. In
this example, the user can provide two negated QBE documents A and B and retrieve
their complement, i.e., the rest of the information space depicted by the documents
outside the circles in Figure 4.1 for further inspection.
These examples make clear that logic (and thus CQQL) provides powerful means
for users to express their IN. Furthermore, logic can also be used to build even more
complex formulas allowing implications, which can become helpful to address different
media types in one query. For instance, implications allow the use of distinct high- and
low-level features dependent on the media type of the document.
The utilization of logic also brings technical benefits. As shown in Section 4.3, Boolean
transformation rules can be applied to logical queries in order to translate them to a
form that allows a faster execution by the MIR system comparable to the optimizers
found in RDBMS. For instance, queries can be transformed in a way that the infor-
mation space becomes restricted to contain less documents on which costly distance
calculations have to be carried out (see Section 2.3.2).
To conclude, a MIR system supporting user-definable logical queries is (potentially)
far more versatile than systems that have a fixed set of matching functions such as the
“search by subject” feature available in Google’s search or its equivalent in Bing (see
Figure 4.2; highlighted regions). Please note that the predefined queries differ in both
search engines.
Finally, the deductive nature of a logical query renders the usage of training data ob-
solete as it does not require training data of any form45. In theory, given a sufficiently
well-defined query, all relevant documents are expected to be found as described by
44Please note that the clusters in Figure 4.1 are only circle-shaped to simplify the illustration. In fact,
disjunctions in CQQL are associated with subspaces of the information space (see Section 4.2).
45That is, if no relevance feedback is used. The relation of MBL and RF is discussed in Section 5.2.
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the uncertain inference [van Rijsbergen 1986b] (see Section 2.2.2).
Although the example at the beginning of this section does focus on visualMIR alone,
the utilization of logical query languages such as CQQL is not limited to this domain. In
fact, CQQL has also been used successfully in music retrieval to model musical genres
within the “GlobalMusic2one” research project46. In this research project, CQQL was
used to formulate and evaluate logical descriptions provided by musicologists charac-
terizing musical genres on the basis of automatically extracted features such as a song’s
instrumentation, rhythm, approximate length, or the geographic origin of the song etc.
[Schiela 2010; Zellhöfer & Schmitt 2011b].
Comparable conclusions can be drawn for other professional user groups such as
librarians that use Boolean queries in bibliographic systems or expert search options in
Web IR systems such as Google. For instance, the utility of CQQL has been shown in an
artwork auction platform47 used by auctioneers and other professional art researchers
[Buckow 2009].
4.4.2 Issues of Logic-based Multimodal Retrieval
The expressive power of logic comes at a price. The flexibility of logic is both its biggest
advantage over other approaches and its greatest weakness: its flexibility increases the
complexity of the query formulation. Although professional users can without doubt
be trained to utilize the full expressive power of logic, untrained or layperson users are
likely to become overstrained. For instance, there are numerous user studies describing
problems of untrained users [Hearst 2009, Sec. 4.4]. Such problems as the retrieval of
too many documents because of the wrong usage of logical connectors have already
been discussed in Section 2.2.2. Furthermore, the semantics of Boolean logic is per-
ceived counter-intuitive by many users. In natural language, “and” is used to widen a
query’s scope, e.g., a query for “databases and information retrieval” might be expected
to retrieve documents that contain one of each term. Instead, following the Boolean se-
mantics, it will only retrieve documents that address both topics at once. That is, the
query’s scope is narrowed. Similar examples can be easily constructed, e.g., “or” in
natural language is often used in a mutually exclusive sense and not in the sense of a
union of two choices [Hearst 2009, cf. Sec. 4.4]. If parentheses are allowed to group
logical expressions, users are not guaranteed to understand the priority of parentheses
(or logical connectors) in the correct, mathematical sense.
Another drawback of logic becomes particularly visible with MBL. Roughly speak-
ing, the machine-based learning techniques used in MIR try to find a parameter set for
a mostly linear function that describes the training data best. The evaluation of a logical
query is not necessarily linear, e.g., its logical structure leads to a non-linear evaluation
in case of CQQL (see Section 4.2). This restricts the set of feasible machine-based learn-
ing techniques. Furthermore, the logical structure can be interpreted as an additional
46http://www.globalmusic2one.net/en_summary.html
47http://www.artnet.com/
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constraint for the learning algorithm because it defines the number of features to be
used and how they are combined. From this point of view, a linear aggregation func-
tion such as the weighted arithmetic average of a number of features leaves much more
place to optimize the parameter set. Hence, it is not surprising that logic is seldom used
within the field of MBL.
Other common criticism of logic-based models (see Section 2.2.2) such as the missing
ranking functionality does not apply to CQQL as shown in Section 4.2.
How the problem of query formulation can be overcome is presented in Section 5.5 of
this thesis. In addition, Section 6.2 discusses how users can avoid a direct confrontation
with CQQL.
4.5 The Relation of the Quantum Logic-based Approach to
other IR Models
As mentioned in the beginning of this chapter, van Rijsbergen [2004] places the QM-
based approach towards IR in a stress field defined by three corner points: vector
spaces, probability theory, and logic. This section follows this structure in order to re-
late CQQL to these other IR models. The section concludes with a positioning of CQQL
in the aforementioned stress field.
4.5.1 Vector Space Model
The similarity to the vector spacemodel (VSM) lies at hand. Section 4.1 described exten-
sively how the theoretical base structures of CQQL are embedded into a vector space,
namely a Hilbert space H. Moreover, the VSM is using vectors to represent document
and compares them against vectors (being subspaces as well) representing a query.
To measure the similarity of a document and a query, similar techniques are used.
The VSM utilizes the inner product (i.e., the cosine of the angle between query and
document vector) whereas a quantum measurement is carried out by calculating the
squared cosine of the minimal angle between state vector (document) and subspace
(query).
Although both models are relatively close on an algebraic level, the quantum logic-
based approach is theoretically more sound because it also addresses logic and proba-
bility theory.
4.5.2 Probabilistic Models
A first relation of QM (and thus CQQL) to probability theory has been sketched via the
quantummeasurement (see Definition 4.4) whose “results can be regarded as probabil-
ity values” [Schmitt 2008, p. 54]. Van Rijsbergen’s argues comparably by pointing out
that “[...] the state-vector is a measure of the space, meaning that each subspace has a
probability associated with it induced by the state-vector” [van Rijsbergen 2004, p. 11].
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The relation between QM and probability theory is also established from a more
philosophical point of view. The Copenhagen interpretation of QM is one of the most
widely used interpretations of QM [Burkard et al. 1991]. Roughly speaking, the Copen-
hagen interpretation argues that QM is not dealing with the measurement of an objec-
tive reality. Instead, it replaces exact measurements that are common in “traditional”
mechanics with probabilities of measurements or relative frequencies of an observable.
The Copenhagen interpretation acknowledges the indeterminism of quantummechan-
ical phenomena and does not necessarily assume their real existence. In contrast, the
interpretation assumes the the objects of the mathematical formalism of QM are used to
predict the relative frequency or probability of outcomes of measurements (which are
assumed to be real)48.
On a more formal level, van Rijsbergen [2004] and Schmitt [2008] utilize Gleason’s
theorem to link QM and probability theory.
Definition 4.20 Gleason’s theorem: Following van Rijsbergen, Schmitt [2008] presents
Gleason’s theorem [Gleason 1957] as follows. Let L(H) be a set of all subspaces (each cor-
responding to a projector p) of a Hilbert space H with at least 3 dimensions. Then, every
countably additive probability measure (see Appendix A.2) on L(H) has the following form:
P(p) = 〈ϕ|p|ϕ〉 for a state vector |ϕ〉 ∈ H. ✸
In consequence, each query represented by a projector in CQQL yields a probability
value (the POR of a document) due to the quantummeasurement that is used for query
processing (see Table 4.1).
Various evidence for the close relationship between QM and probability theory has
been presented so far. From this perspective, it is not surprising that CQQL’s evaluation
rules resemble Kolmogorov’s axioms for independent events (see Appendix A.2). For
instance, the conjunction of events in probability theory P(X ∩ Y) = P(X) · P(Y) is
identical to CQQL’s evaluation rule (see Definition 4.13). The same applies to the other
logical operations [Zellhöfer & Schmitt 2011b].
4.5.3 Logic-based Models
Section 4.1 has shown that CQQL constitutes a Boolean algebra. Hence, its relation to
Boolean logic-based models does not need to be discussed further. Thus, we focus here
on CQQL’s relation to other logic-based approaches.
Fuzzy Logic
Considering the evaluation results of a CQQL query that are in the interval of 0 and 1,
the usage of fuzzy logic seems appropriate because this IR model can deal with such
values (see Section 2.2.2). In addition, fuzzy logic has been utilized successfully since
the early days of DB and IR [Kerre et al. 1986; Galindo et al. 2005].
48A conflicting view on QM is the many-worlds interpretation that must not be mistaken with the possible
world semantics that is common in probabilistic databases, e.g., see Fuhr & Rölleke [1994].
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On closer observation, the values derived from a CQQL evaluation do not consti-
tute membership values of sets (denoted as µ(x), see Definition 2.17) as required by
fuzzy set theory [Zadeh 1965] and fuzzy logic [Zadeh 1988]. Instead, Definition 4.4 and
Section 4.5.2 have shown that these values have to be interpreted as probability values.
Although Zadeh [2005] tries to establish fuzzy logic as a generalization of uncertainty
in his late work, there is still much debate on this issue (see Section 2.2.2).
Besides this theoretical hindrance that sets CQQL apart from fuzzy logic, there are
also more practical advantages of CQQL over fuzzy logic in the field of MIR, which are
extensively discussed by Schmitt et al. [2008]. The authors’ findings can be recapitu-
lated as follows.
First, fuzzy set theory is working on membership values alone. That is, the underly-
ing mathematical model does neither include the origin of such values (e.g., the evalu-
ation of a DB or IR condition as addressed in Section 4.1) nor their semantics. Hence,
the whole theory is operating on membership values alone, while CQQL addresses
conditions in a much broader sense by working with projectors.
Second, some fuzzy set operations are subject to the so-called dominance problem. In
the original publication of fuzzy set theory, Zadeh [1965] suggests the usage of the min
function for the intersection of two sets, themax function for the set union, and 1− µ(x)
for the complement. We illustrate here the dominance problem with the min function
and show that it does not meet user expectations [Lee et al. 1994]. The min function is
returning one out of two values49, namely the minimum of both. In other words, one
value becomes completely ignored during the function’s evaluation, namely the bigger
of the two. Additionally, the absolute difference between the two values is not taken
into account. For instance, min(0.1, 1.0) (case 1) returns 0.1 as well as min(0.1, 0.11)
(case 2). Intuitively, one would expect that the absolute difference of similarity in cases
1 and 2 would be expressed by the fuzzy intersection operator min. Instead, this infor-
mation, which might be of interest to the user, is completely lost. As a result, one value
dominates the other.
Third, not all fuzzy set operations follow the laws of Boolean algebra (see Appendix
A.1.5). Although min/max are idempotent, they violate the axiom of complements (see
Definition A.12), which can easily be shown:
x ∧ ¬x min(x, 1− x) = min(0.5, 0.5) = 0.5 6= 0 |x = 0.5
An alternative to min/max (amongst others50) is to express the intersection by the al-
gebraic product (a · b) and the union by the algebraic sum (a+ b− a · b). This function
set overcomes the dominance problem by involving both values in the evaluation. It
equals the formula used in CQQL (see Definition 4.13) but is not idempotent in case of
fuzzy logic [Schmitt et al. 2008] because the fuzzy model does not take the properties
49For instance, similarity scores of two documents with respect to a query in case of MIR.
50For an overview of functions commonly used in fuzzy set theory, see Kruse et al. [1993]. For param-
eterized functions that mainly address the dominance problem by offering a parameter that steers
their behavior between conjunction and disjunction, refer to Waller & Kraft [1979]; Yager [1988], or Lee
[1994].
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of the projector lattice into account (see Section 4.1):
x ∧ x x · x = x2 6= x
Probabilistic Relational Algebra and Probabilistic Datalog
The relation of CQQL to other logical IR models such as the probabilistic relational alge-
bra (PRA) [Fuhr & Rölleke 1994] and its implementation probabilistic datalog (PD) [Fuhr
1995, 2000] can be easily established over their common motivation.
Similarly to the ideas of Schmitt [2008] (see Section 4.1), PRA aims at combining
Boolean and vague predicates that incorporate a notion of uncertainty, e.g., the result
of “some kind of similarity operation” [Fuhr & Rölleke 1994, p. 53] in MIR.
PRA relies on the principle of uncertain inference [van Rijsbergen 1986b] and the
understanding that IR can be regarded as a generalization of DB. Consequently, PRA is
developed as a “generalization of standard relational algebra” [Fuhr & Rölleke 1994, p.
32].
The core idea of PRA is to associate every tuple in the DB with a probabilistic weight
expressing whether it belongs to a result relation (in PRA, each query results in a rela-
tion). In order to calculate the probabilistic weight pw of a tuple, the “probabilities of
the underlying basic events, i.e., tuples of the base relations” [Fuhr & Rölleke 1994, p.
36], are used. In case of a Boolean base relation pw ∈ {0, 1}, while for a probabilistic
relation pw ∈ [0, 1] holds. To put it simply, an atomic base relation can be understood as
a relation with one attribute consisting of tuples, which can be evaluated in a Boolean
fashion (an event that can only occur or not) or as a probability (an event with a like-
lihood of occurrence) with respect to a query. As a consequence, Boolean relations are
interpreted by Fuhr & Rölleke [1994] as a special case of probability relations. These
basic events are then combined using the operators of the probabilistic event algebra
(see Appendix A.2.2).
Understanding tuples of probabilistic relations as (composed) probabilistic events
means to take the dependence of the events on each other into account. That is, it
becomes important for the calculation of the pw for a tuple to consider if its base events
are disjoint, which simplifies the calculation of probabilities [Fuhr 2001]. In PRA, this
information is modeled by an integrity constraint of a relation: the disjointness key.
Moreover, Fuhr & Rölleke [1994] formulate a safety restriction in PRA, i.e., “a PRA
expression is called safe if, for all possible values of its arguments, no event expression
contains more than one event from a set of dependent events” [Fuhr & Rölleke 1994,
p. 55]. From a practical point of view, the effects of this restriction are comparable to
CQQL’s commutative condition restriction presented in Definition 4.10. In the opinion
of the author, CQQL’s restriction affects the syntactical level of the query language and
is therefore more user-friendly because it does not need a priori knowledge neither
about the dependency of events nor about their disjointness.
Comparably to CQQL, it has been suggested to use PRA in MIR in form of its imple-
mentation probabilistic Datalog (PD) [Fuhr 2001]. PD [Fuhr 1995, 2000] is based on Data-
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log51, a declarative logic programming language for deductive databases, that extends
the domain relational calculus with recursions and probabilities. A brief overview of
PD can be found in Fuhr [2001, Sec. 6]. In this paper, Fuhr describes how PD can be
used to combine DB and IR functionality in aMIR system. Fuhr’s argumentative layout
is similar to the one given in Section 4.4.
To recapitulate, Fuhr &Rölleke [1994] rely on classical probability theory, while CQQL
uses the mathematical formalisms of quantum mechanics to investigate how condi-
tions can be combined and how they can be evaluated as simple arithmetic expressions.
Eventually, this leads to a discrimination of similarity-based IR and Boolean DB condi-
tions on a syntactical level, which is not present in this form in PRA. Instead, to evaluate
a query, Fuhr & Rölleke [1994] have to define if conditions are mutually exclusive.
Besides their different mathematical origin, another major discrimination feature of
PRA from CQQL is PRA’s missing support for weighted logical connectors. To sum up,
both approaches are relational complete and extend the relational model by incorpo-
rating a concept of uncertainty. Although PRA’s introduction is based on the relational
algebra and CQQL’s presentation on domain relation calculus, the resulting query lan-
guages have almost the same expressive power because relational algebra and domain
relation calculus have been shown to be equal in terms of expressiveness [Codd 1972].
4.5.4 Quantum Mechanics-inspired Models
Section 4.1 gave an overview over the theoretical foundation of CQQL – namely quan-
tum mechanics and logic and CQQL’s motivation by van Rijsbergen’s seminal work
[van Rijsbergen 2004]. It is not surprising that van Rijsbergen’s work has motivated
other contributions to the stress field of IR and quantum mechanics. Because of the
novelty of the QM/QL motivated IR models, a closing discussion of the models is not
yet possible. Nevertheless, two exemplary approaches are presented briefly in this sec-
tion of the dissertation.
QIR – Quantum-based Information Retrieval
The quantum-based information retrieval (QIR) model has evolved from contributions of
van Rijsbergen’s work group at the University of Glasgow [van Rijsbergen 2004; Pi-
wowarski & Lalmas 2009; Piwowarski et al. 2010].
The QIR model is presented here in more detail than Melucci’s Quantum Retrieval
Model (see below) because it has also been used – like CQQL – to formalize the princi-
ple of polyrepresentation (see Section 4.7). Both CQQL and QIR are based on the same
mathematical formalism derived from quantum mechanics, but are complementary in
terms of the the mathematical interpretation of documents and queries (or INs) as Table
4.3 shows. An overview over the quantum mechanics-related terms has been given in
Section 4.1.
The core assumption of the QIR model [Piwowarski et al. 2010] is the existence of a
Hilbert space H – the so-called information need space. Additionally, each document
51For an introduction of Datalog, refer to Abiteboul et al. [1996].
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Table 4.3: Related concepts from QIR, CQQL, and quantum mechanics
QIR Quantum Mechanics CQQL
Query/IN State vector Document representation
Document representation Projector/subspace Query/IN
Matching Quantum measurement Matching
d can be represented as a subspace in H, while the user’s IN is represented as a state
vector ϕ.
Moreover, the QIR model assumes that each document can give a relevant answer
to various pure IN aspects [Piwowarski et al. 2010]. The authors give an an example of
the pure IN aspect “pop music” that is “represented by the terms ‘music’, ‘chart’ and
‘hit’ of the term space” [Piwowarski et al. 2010, p. 62]. Another important assumption
is that a document can be split into semantic fragments, of which each addresses an IN
aspect. Hence, a document can be seen as the sum of the pure IN aspects it is relevant
to.
IN:PopMusic
Term: Hit
Term:Chart
Term:Music
Figure 4.3: A pure IN in a IN/term space [Piwowarski et al. 2010, Fig. 1a]
On amore formal level, each document is modeled by a set of vectors Vd representing
the various semantic fragments. The determination of the components of each vector
in Vd is based on the t f ∗ id f formula (see Section 2.2.2) but is not limited to this ap-
proach. Figure 4.3 gives an example for the pure IN aspect “pop music” in relation to
its constituting terms. The full document is represented by a subspace of H, Sd, that is
spanned by the vectors Vd. One central property of Sd is that it constitutes the smallest
subspace in H that is a fully relevant answer to a pure IN aspect ϕ it contains. In other
words, the projection of ϕ onto the subspace Sd yields 1. Obviously, this corresponds
to the quantum measurement introduced in Definition 4.4, and the result can therefore
be interpreted as a probability value: the probability of relevance of a document to the
given IN aspect.
In order to combine multiple IN aspects ϕi that can be present in a user-stated multi-
term query, Piwowarski et al. [2010] discuss different approaches but recommend to
employ the tensor product (see Definition 4.5), which is also used in CQQL to compose
different attributes of a document representation. To recapitulate, a query is repre-
sented as the tensor product of the IN aspects it contains. Further examples for other
combination techniques are available in a Master’s thesis [Döcke 2012] that has been
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supervised by the author of this dissertation.
In contrast to CQQL, QIR does not support structured queries based on quantum
logic. In QIR, queries are not based on projectors and therefore cannot be composed
with the help of different lattice operators. Instead, queries or INs are represented with
state vectors that can be combined using the tensor product which does not take a user-
specified logical structure into account.
On the other hand, QIR regards the IN as the dynamic part in the search process, pro-
jected onto the fixed subspaces spanned by the documents in the IN space H. This in-
terpretation renders the QIR approach diametrically opposed to CQQL, although both
approaches are based on the same origin and make therefore use of the relationship
between probability theory and geometry elaborated throughout Section 4.5. Because
of their different interpretation of documents and queries, there is no standard way to
translate QIR into CQQL or vice versa [Zellhöfer et al. 2011].
From a conceptual point of view, the interpretation of the IN as the dynamic part in
the IN space is compelling because it aligns well with the observation of the dynamic
nature of the IN, which has also been put forward by Ingwersen & Järvelin [2005] or
other researchers in IIR (see Section 3).
A more thorough discussion on formal differences between CQQL and QIR is avail-
able in a joint publication by both workgroups [Zellhöfer et al. 2011].
Melucci’s Quantum Retrieval Model
Another quantum mechanics-based IR model has been proposed by Melucci [2008].
For the sake of brevity, we refer to this retrieval model as Melucci’s quantum retrieval
model (MQRM). Melucci’s approach is motivated by the need to include the context of a
searcher, e.g., the prior knowledge, the motivation, or the search environment, into the
vector space model (see Section 2.2.2).
In contrast to QIR, MQRM interchanges the role of the IN and the document. As a
consequence, the representation of documents and INs resemble the model proposed
by CQQL as shown in Table 4.4.
Table 4.4: Related concepts from MQRM, CQQL, and quantum mechanics
MQRM Quantum Mechanics CQQL
Document representation State vector Document representation
Query/IN Projector/subspace Query/IN
Matching Quantum measurement Matching
Roughly speaking, Melucci’s core idea is to represent queries and contexts as sub-
spaces in the Hilbert space H. These subspaces (or their corresponding projectors) can
be linearly combined to form arbitrarily complex queries. Documents, which are repre-
sented as state vectors, are projected onto a (composed) subspace in order to calculate
their probability of relevance to the given contextual query. As a consequence, a doc-
ument can give different PORs to the same query depending on the current context as
the original query subspace is altered with the help of the context subspaces.
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Similarly to CQQL, the POR of a document is expressed as the geometric proximity
to the subspace representing the (contextual) query (see Definition 4.4). What is most
interesting in MQRM is the fact that both POR and context are modeled in a unified
mathematical model – namely quantum mechanics [Melucci 2008, cf. p. 14:3].
Although an in-depth discussion of the formal properties of MQRM and its impact
on the concept of relevance in IR falls out of the scope of this dissertation, interested
readers may refer to Melucci [2008] and Melucci [2011] for further details.
4.5.5 Classification of CQQL
The relation of QM to the VSM, logics, and probability theory on a mathematical basis
has been shown sufficiently by van Rijsbergen [2004]. To extend the view on CQQL, the
last sections compared CQQL against typical IR models. In this section, we investigate
where in the stress field of these three points is CQQL located best.
Given the the advantages of using logical connectors in a query language forMIR (see
Section 4.4), it is not surprising that CQQL has a very strong background in Boolean
logic. For instance, this feature is required to be used with the relational model of DB.
Unlike the traditionally used relational domain calculus, CQQL supports more than
Boolean conditions in order to deal with probabilities or similarities. Hence, it extends
(or generalizes) the relational domain calculus.
Consequently, CQQL can be seen as a probabilistic logic [Nilsson 1986, 1994]. That
is, a Boolean algebra operating on probability values instead of Boolean truth values.
In other words, Boolean logical connectors can be used to connect probabilities. This
argumentation does not contradict with CQQL’s support of both Boolean or probability
conditions. In fact, a Boolean attribute condition is a specialization of a probability
condition that can only become 0 or 1 while a probability value is out of the interval
[0, 1]. CQQL shares this characteristic with PRA and PD.
Not surprisingly, CQQL’s relation to the uncertain inference principle [van Rijsbergen
1986b] (see Section 2.2.2) as suggested in Section 4.4 can easily be shown by relying on
the geometric interpretation of QM and quantum logic.
Table 4.1 on page 50 outlines the central relations between the concepts of DB and
QM, pointing out that a CQQL query has to be understood as a projector. From Def-
inition 4.3, we know that every projector p is bijectively associated with a vector sub-
space of the Hilbert space H. Furthermore, a quantum measurement (query process-
ing) resembles the projection of a state vector (a tuple or document representation)
onto the subspace associated with p (see Definition 4.4). To conclude, Section 4.5.2 pre-
sented various arguments for the interpretation of a quantum measurement’s outcome
as probability value.
From this point of view, the probability that one can infer from a document represen-
tation to a query representation P(dri → q
r) (the uncertain inference) is represented in
QM by the quantum measurement (see Definition 4.4), i.e., the probability that p (the
query) is measured with a system |ϕ〉 (the document).
Hence, we know that P(dri → q
r) = 1 when the state vector |ϕ〉 representing dri is
embedded in the subspace vs(qr) associated with the projector pq representing qr.
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As all state vectors |ϕi〉 are embedded in H, we know that we can construct a projec-
tor pd and thus a subspace in which the projection of one given |ϕ〉 yields 1. According
to van Rijsbergen [1986b], the uncertain inference is computed as follows:
P(dri → q
r) = P(qr|dri ) =
P(dri ∩ q
r)
P(dri )
Understanding the document as a “self-reflexive” query expressed by the projector pd
and the original query as the projector pq, the uncertain inference can be interpreted
geometrically as follows:
P(dri → q
r) 
〈ϕ|(pd ⊓ pq)|ϕ〉
〈ϕ|pq|ϕ〉
That is, the probability that the “physical property” pd ∧ pq is measured with |ϕ〉 (the
document). Given that the document representation equals the query representation,
pd ⊑ pq holds. Then, we can simplify the formula and employ the law of idempotency
of the meet operator (see Definition 4.6) that holds with CQQL (see Proof 4.1).
P(dri → q
r) 
〈ϕ|(pd ⊓ pq)|ϕ〉
〈ϕ|pq|ϕ〉
=
〈ϕ|pq|ϕ〉
〈ϕ|pq|ϕ〉
From Definition 4.3, it is known that:
pq ≡ |ϕ〉〈ϕ|.
Hence, the following holds because ϕ is a unit vector and if pd ⊑ pq:
P(dri → q
r) 
〈ϕ|(pd ⊓ pq)|ϕ〉
〈ϕ|pq|ϕ〉
=
〈ϕ|pq|ϕ〉
〈ϕ|pq|ϕ〉
=
〈ϕ|ϕ〉〈ϕ|ϕ〉
〈ϕ|ϕ〉〈ϕ|ϕ〉
=
1
1
= 1
This shows that CQQL follows the uncertain inference principle.
Although the argumentation for CQQL being a probabilistic logic following the prin-
ciple of uncertain inference is straightforward, its positioning as a quantum logic is not
that clear. This problematic situation arises from the fact that CQQL is operating on
commuting projectors only (see Definition 4.9). This restriction becomes necessary to
guarantee that CQQL follows the laws of Boolean algebra. In fact, quantum logic is
no Boolean algebra, because it violates the law of distributivity [Schmitt 2008]. Thus,
CQQL is only operating with a subset of quantum logic – namely the part in which dis-
tributivity holds. As a result, it seems more appropriate to classify CQQL as a quantum
logic-based query language because Schmitt [2008] relies on the mathematical founda-
tions of QM and quantum logic rather than calling CQQL a quantum logic. The relation
of quantum logic (i.e., a non-classical, non-distributive logic) to the uncertain inference
principle is extensively discussed in van Rijsbergen [2004, Ch. 5] and therefore will not
be covered here.
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To conclude, this does not mean that Schmitt’s excursion into QM is useless or purely
ornamental. Instead, it provides an interesting and theoretically sound view on the in-
tegration of DB and IR while not neglecting practical implementation opportunities. In
the end, the restriction of CQQL to follow the laws of Boolean algebra enables the lan-
guage to be used in common RDBMS, e.g., in the form of custom SQL dialects [Lehrack
& Schmitt 2010].
4.6 CQQL as an Implementation of the Principle of
Polyrepresentation
The discussion in Section 4.4 already showed that a multimedia document is charac-
terized by multiple representations within a MIR system and suggested that a query
language inMIR should deal with these different representations, stored and processed
by different retrieval systems. An example also showed the application of CQQL as a
query language in MIR.
The principle of polyrepresentation (PoP) [Ingwersen 1996] argues comparably to the
intuitive understanding that a multimedia document manifests in various representa-
tions of different cognitive or functional origin. Furthermore, the PoP assumes that the
more representations of different cognitive and functional origins are pointing to a set
of documents inside the so-called cognitive overlap (CO), the higher the probability of
relevance of these documents is (see Section 3.2).
Being a cognitively motivated principle, the PoP has lacked a formalization in (M)IR
for a long time. In fact, there are only a few studies supporting the principle in IR,
e.g., by Skov et al. [2004] or Larsen et al. [2009] (see Section 3.2.1 for more details). As
reported in Section 4.7, several formalizations of the PoP in IR were suggested around
2010.
Following Larsen’s proposed research direction for implementations of the PoP, i.e.,
“to identify flexible and effective matching methods that can generate high quality cog-
nitive overlaps from a variety of the most promising representations” [Larsen et al.
2006, p. 89f.], this section outlines how CQQL implements the PoP. Its evaluation in
terms of retrieval effectiveness is covered separately in Chapter 8.
The idea to utilize CQQL to implement the PoP in the information space of MIR was
first suggested by Zellhöfer & Schmitt [2010c, 2011b]. Subsequently, the approach is
extended in later works, shifting its focus towards a polyrepresentative user interaction
model [Zellhöfer & Schmitt 2011a; Zellhöfer 2012a].
To determine whether the representations’ specificities of a document are relevant
for the current CO modeled by a CQQL query, it is important to keep the cognitive
processes in mind that lead to the representation.
For instance, reconsider the example from Section 4.4:
{dr | collection(dr) ∧ (∃qr)(query(qr) ∧ dr.color ≈ qr.color ∧θ1,θ2 d
r.edges ≈ qr.edges∧
(dr.copyright = ‘public domain’∨ dr.copyright = ‘free’))}
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In this CO, we assume that the representation copyright is of Boolean nature, i.e., the
actor (e.g., the licensing manager of the document collection) that created this represen-
tation of a document decided to use a classification scheme. This classification scheme
is restricted to attribute values such as “public domain”, “free”, and others that we can-
not conclude from the example. Hence, it would not be appropriate to allow some sort
of similarity measure to determine how similar a document’s corresponding represen-
tation is to the concept “public domain” because this would distort the intention of the
representation’s creator as well as the user’s IN expressed by the CO.
Another cognitively different representation created by theMIR system is color. Here,
we allow a similarity measure to express the IN for similar documents to a given image
based on its visual content. According to the PoP, the MIR system that extracts this rep-
resentation from the images in the collection is also seen as an actor taking part in the
retrieval process. It can be argued whether the remaining representation, i.e., edges, is
cognitively or functional different from color. The decision depends mainly on whether
one is willing to see the MIR system as a black box providing different representations
with different functional objectives or if one wants to see every low-level feature as the
result of different cognitive processes of different actors, e.g., the programmers of the
feature extractors. However, it is not needed to pursue this argument for the remainder
of this thesis as long as it becomes clear that CQQL addresses theses different represen-
tations with respect to their retrieval paradigm or the cognitive concept behind them.
To recapitulate, each condition in CQQL corresponds to the probability of relevance of the
document’s respective representation with respect to a given query. Table 4.5 recapitulates the
presented findings.
Table 4.5: Related concepts from CQQL and the principle of polyrepresentation
CQQL PoP
Database attribute Representation
Query Cognitive overlap
Query/condition evaluation result Probability of relevance
Furthermore, Zellhöfer & Schmitt [2011a] postulate two requirements for an IRmodel
implementing the PoP:
1. “Structured queries to model the CO should be possible.
2. The probability of membership to a PCO [see below] of a document has to be
computable on basis of its representations.”
[Zellhöfer & Schmitt 2011a, p. 2]
These requirements are directly derived from study results of the PoP presented in Sec-
tion 3.2.1. The fact that CQQL meets both requirements has been extensively covered
in the previous sections of this chapter.
The original concept of the CO is Boolean, i.e., an intersection of different represen-
tations is formed [Larsen et al. 2006]. Obviously, this can only be reflected with CQQL
restricted to Boolean conditions alone because general CQQL constitutes a probabilis-
tic logic. In other words, the usage of CQQL does not mean an exact matching of a CO
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seeking strategies can be interpreted within the PCO model.
Another side effect of CQQL’s probabilistic evaluation is that it can only calculate the
POR of a document with respect to a given CO (modeled by a CQQL query). This is not
contrary to the PoP. In fact, Ingwersen & Järvelin [2005] refer indirectly to a probabilistic
interpretation by emphasizing the insecurity of the relevance judgments carried out by
the IR system [Zellhöfer & Schmitt 2011a]. Furthermore, Ingwersen links the principle
to the uncertain inference [van Rijsbergen 1986a, b] (see Section 2.2.2) and subsequent
work [van Rijsbergen & Lalmas 1996] that he regards as viable model to implement
polyrepresentation in the information space [Ingwersen 1996, cf. p. 35ff.].
Finally, CQQL can be positioned in the polyrepresentation continuum suggested by
Larsen et al. [2006] as shown in Figure 4.5. The illustration extends Figure 3.2 on page
38 with an axis for the query form. Being a best match fusion system, CQQL has to be
placed at the unstructured end of the “retrieval technique” axis suggested by Larsen.
This aligns CQQL with virtually all other retrieval models and systems in MIR. As
argued before, CQQL’s foundation in logic sets it apart from other approaches in MIR
that rely mostly on unstructured queries (see Section 3.2.1).
As said before, common MIR techniques also fuse different features and use some
form of weighting to combine these features. However, the used techniques are often
limited to a certain domain and lack a sound theoretical basis [Kokar et al. 2004; Fuhr
2012]. If one examines the ImageCLEF participants’ approaches used in MIR over the
last years [Popescu et al. 2010; Tsikrika et al. 2011; Thomee & Popescu 2012; Zellhöfer
2012e; Caputo et al. 2013], a main trend becomes obvious: structure in queries is seldom
(almost never) used and the utilization of weighted linear functions fusing features is
the current state of the art. In particular, weights are used to increase the impact of tex-
tual representations onto the matching process in order to raise its retrieval effective-
ness. This finding is not surprising given the system-centric perspective on IR taken by
ImageCLEF (see Chapter 7) that mainly encourages the usage of machine-based learn-
ing approaches. More user-centered or holistic approaches such as the PoP are usually
neglected by such initiatives. As a result, common MIR techniques are clearly posi-
tioned in the lower right quarter of the polyrepresentation continuum.
4.7 The Relation of the CQQL Approach to Other
Formalizations of Polyrepresentation
Around the 2010s, several suggestions were made to formalize the principle of polyre-
presentation and to link it with more “traditional” IR models.
An early workshop contribution by Frommholz & van Rijsbergen [2009] uses the
geometric QIR framework presented in Section 4.5.4 to implement the principle. The
framework is extended in a subsequent publication [Frommholz et al. 2010] focussing
mainly on the formal IR model and how it can be used to mirror polyrepresentation
with the help of the the described IN aspects andmultiple Hilbert spaces for each docu-
ment representation. In contrast, CQQL uses different state vectors in one Hilbert space
to model polyrepresentation. To determine the cognitive overlap of multiple represen-
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Taking a more interactive viewpoint, White et al. [2005] present a user interface for
an IR system based on the PoP. In addition, White [2006] shows that implicit relevance
feedback (see Section 5.1.2) based on polyrepresentation can improve the retrieval per-
formance of an IR system.
Based on the information seeking strategies investigated by Belkin [1993], Beckers
[2009] suggests a linkage between polyrepresentation and ISSs. The author adds “as-
pects” to the PoP that serve to group representations. Unfortunately, it remains unclear
whether this approach really differs from the original discrimination into functionally
and cognitively different representations [Zellhöfer 2012a]. The question on how a sys-
tem can be implemented based on the presented concept is left open by Beckers [2009].
Coming from the field of databases, in 2010, Zellhöfer & Schmitt [2011b] suggested
independently from van Rijsbergen’s Glasgow group to use CQQL (and hence to apply
the work of van Rijsbergen [2004] comparably to Frommholz et al. [2010]) in order to
formalize the principle of polyrepresentation in MIR. The subsequent development has
been covered extensively in Section 4.6.
Because of their common theoretical origin in van Rijsbergen’s discussion on quan-
tum mechanics in IR, it is not surprising that the PoP formalization in QIR is similar to
the one with the help of CQQL. Their major differences at the formal level have been
discussed in Section 4.5.4.
Themost prevalent differences between QIR and CQQL are the support of MIR in the
CQQL-based retrieval model and its holistic view on the interactive retrieval process
that is elaborated in Chapters 5 and 6. Furthermore, the QIR-based formalization only
focusses on the principle of polyrepresentation in the information space (see Section
3.2), whereas this dissertation also addresses the user’s cognitive space (see Section
6.2.1).
Concerning the support of highly structured queries, the polyrepresentative exten-
sion to QIR only supports the conjunction of multiple representations or total cognitive
overlaps, as they are called by Frommholz et al. [2010, cf. Sec. 5.1]. Admittedly, the QIR
model also supports weights to a certain extent. As weights in QIR are interpreted as
probabilities that a user is interested in a particular representation, they have to sum
up to 1 – a restriction that is not present in CQQL’s logic-embedded weights.
Regarding the emphasis on the logical properties of the retrievalmodel behind CQQL,
it resembles Lioma’s approach to a higher degree than QIR. Albeit this similarity is not
present at the level of their mathematical foundations, i.e., quantum logic versus subjec-
tive logic, both approaches share the same motivation – to understand IR as a problem
that can be best solved using probabilistic logic as suggested by the uncertain inference
(see Definition 2.19).
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Seit ich des Suchens müde ward, Erlernte ich das Finden.
Friedrich Nietzsche, Die fröhliche Wissenschaft; 1882
In this dissertation, personalization is generally understood as the tailoring of search re-
sults to an individual’s information need (IN). The necessity of personalization implies
that an initial query result may not adequately satisfy the user’s IN.
Personalization has a long tradition particularly in IR. There are many approaches to
personalize results ranging from relevance feedback (RF) to the usage of user profiles.
Often, these personalization techniques are separated into approaches that rely on the
users’ explicit provision of information about their current IN or ones that infer the
user’s current IN implicitly [Hearst 2009, cf. Ch. 9]. The most prominent representative
of explicit personalization is RF, while the usage of the user’s search history or the data
mining of query logs are typical implicit techniques.
Implicit techniques are often used in commercial Web IR engines that incorporate the
user’s current location and profile, or that re-rank results based on datamining of query
logs or click-through protocols. Their explicit counterpart would be recommendations,
e.g., often viewed documents or term suggestions that the user can choose from.
Personalization is also closely related to query reformulation, i.e., the loop of stating an
initial query, the examination of its results, and the adjustment of the query in order to
resubmit it. In IR, query reformulation can, for instance, be supported either by term
suggestions that expand an initial query or RF.
For the sake of clarity, we subsume personalization and RF under the term personal-
ization because RF in CQQL does not change the logical structure of a CQQL query as
discussed in Section 5.4. Consequently, the term query reformulation is only used if the
logical structure of a query is changed.
Similarly to Chapter 4, this chapter examines personalization techniques from dif-
ferent angles. First, Section 5.1 discusses personalization from an MIR point of view.
Section 5.2 links MIR to DB personalization research via learning to rank approaches.
Finally, Section 5.3 presents preference-based approaches for personalization, which are
used mainly in the field of DB, in more detail because of their strong relation to CQQL’s
preference approach.
Section 5.4 and the following section discuss an explicit preference-based personal-
ization approach relying on CQQL and machine-based learning that is inspired by the
aforementioned fields of research. The subsequent Section 5.5 sketches how the CQQL-
based personalization approach can be extended to learn new queries.
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Because of the explicit nature of the presented personalization approach, implicit
personalization techniques fall out of the focus of this thesis and are therefore only
presented briefly.
5.1 Personalization in Information Retrieval
As said before, the long tradition of personalization-related research in (M)IR does not
allow an in-depth discussion on all typical approaches. Instead, this section focuses
on techniques that have a direct impact on the personalization technique presented in
this dissertation. Overviews over the field are available in the aforementioned (M)IR
textbooks, e.g., by Baeza-Yates & Ribeiro-Neto [2011].
One personalization technique of special interest in the context of this work is rele-
vance feedback that has been briefly introduced in 2.2.1. Another means of personaliza-
tion is the explicit weighting of certain query parts, e.g., as supported by the extended
Boolean retrieval model discussed in Section 2.2.2.
5.1.1 Explicit Relevance Feedback
From a historical perspective, explicit relevance feedback is one of the oldest person-
alization techniques in IR. The first formalization of explicit, basic RF is commonly
attributed to Rocchio [1971] as a personalization technique in the vector space model
(VSM). The approach has been continuously extended, e.g., by Ide [1971], in order to
include negative RF. For the sake of brevity, the formalization of RF in the VSM is omit-
ted here and its principle is outlined instead. For the mathematical formulas, please
refer to the cited original publications or common IR textbooks (see Section 2.2).
Basic RF assumes that the cluster hypothesis (see Definition 4.19) holds. Moreover,
RF in general assumes that a user’s IN is fixed [Salton & Buckley 1990]. The idea behind
RF is straightforward: given a vector qr representing the query, the goal is to move qr
towards the vectors of relevant document representations dri and away from the irrel-
evant document representations d¬ri . Following the cluster hypothesis, this moves the
altered qrr f towards the cluster of relevant document representations improving its re-
trieval effectiveness. The selection of relevant documents (and the associated document
representations), i.e., the positive relevance feedback, is typically carried out by the user.
Using the RF approach by Ide [1971], users can also give negative relevance feedback by
selecting irrelevant documents.
RF has been shown many times to be an effective means of personalization that im-
proves the retrieval effectiveness of an IR system. For instance, Harman [1992] dis-
cusses its utility in IR, while Huiskes & Lew [2008a] shows the benefits of RF in CBIR.
Comparable results are reported in MIR [Feng et al. 2003]. The principle of RF can also
be transferred to the fusion problem of different representations, where it can be used
to select query term weights in IR [Ruthven et al. 2002].
Being an explicit personalization technique, the utility of RF heavily depends on the
users’ willingness to provide relevance (or irrelevance) feedback to the system. Hence,
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it is important that the RF mechanism offers a good usability. The importance of the
usability of the RF mechanism is also stressed by Ruthven & Lalmas [2003], who also
provide a very detailed and comprehensive survey on RF in the field of IR.
In conclusion, the general findings of the utility of RF in IR can be transferred to MIR.
In fact, RF is still a state of the art technique inMIR and CBIR. For instance, Assfalg et al.
[2000a] uses positive and negative RF in CBIR. Further successful utilizations of RF in
CBIR are presented by a number of authors [Kherfi et al. 2003; Deselaers et al. 2005;
Liu et al. 2009]. The personalization technique is also used successfully in major MIR
benchmarks such as ImageCLEF [Müller et al. 2010].
5.1.2 Implicit Relevance Feedback
Although implicit personalization is not examined in detail in this dissertation, im-
plicit RF shall be mentioned for the sake of completeness. The major shortcoming of
explicit RF is, if you will, its dependency on user input. In any case, RF can also be car-
ried out by altering the initial query with data inferred from user logs or other sources
[Croft et al. 2009, cf. Sec. 7.6.1]. Another source for implicit RF could be the time a
user spends examining different documents that are then considered relevant by the IR
system. Comprehensive overviews of implicit RF techniques are available by Kelly &
Teevan [2003] and White [2004b].
A particularly interesting implicit RF technique is called pseudo relevance feedback. The
core of the idea of pseudo RF is to interpret the first k retrieved documents as relevant
and to modify qr accordingly. This relieves users from explicitly stating RF and can
improve the retrieval effectiveness of the initial retrieval step, which can the be mod-
ified repeatedly during the following explicit RF iterations. Pseudo RF was originally
suggested in 1979 by Croft & Harper [1988]. The main problem of pseudo RF is query
drifting: a decline of retrieval effectiveness because the initial retrieval step includes
only few or no relevant documents in the top-k results. As a result, qr is moved into the
direction of irrelevant document representations.
5.1.3 Weighting of Query Parts
Another explicit personalization technique that has also been used from the early days
of IR is the weighting of query parts. As described in Section 2.2.2, the extended Boolean
model allows users to weight their query terms in order to express their importance at
query formulation time (QFT). This separates the approach from explicit RF, which is
carried out after the formulation of an initial query. Variants of query weighting can be
used to express the importance of the co-occurence of query terms in the text, e.g., to
search for compound terms such as “swimming pool”. Similar means for the formula-
tion are offered by most modern IR engines, e.g., by the Indri IR engine [Strohman et al.
2004] of the Lemur project53.
The weighting of query parts or representations at QFT is also important in MIR.
For instance, the ImageCLEFWikipedia benchmarks [Popescu et al. 2010; Tsikrika et al.
53http://www.lemurproject.org/
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2011] show that the retrieval effectiveness of textual query parts is much higher than
the one of CBIR-based parts. Hence, the different weighting of query parts has become
the de-facto standard inMIR because it has been shown to be a viable means to improve
the retrieval effectiveness of MIR systems [Müller et al. 2010].
In principle, the idea to weight query parts differently is also implicitly present in
early CBIR systems such as QBIC [Flickner et al. 1995] (see Section 2.3). Although
the most famous demonstration system of QBIC, the CBIR implementation for the
Hermitage museum (St. Petersburg, Russia)54, does not support the combination and
weighting of different representation such as color or texture, the commercial incar-
nation of QBIC – the so-called Image Extender for IBM’s DB2 RDBMS – allows the
combination of different low-level features by utilizing an SQL dialect.
5.2 Learning to Rank
Learning to rank (L2R) approaches – as typical MIR techniques taken from the field of
machine-based learning – have been briefly described in Section 4.4.1. L2R approaches
learn (or infer) a ranking model, i.e, a characteristic ranking function or parameter set for
a pre-defined function that describes a desired rank best, from given labeled training
data. In IR, these labels typically contain the relevance (or level of relevance) of docu-
ments with respect to a given IN. This ranking function can then be used to place new,
unknown objects at the correct position in the desired target rank. In IR, this rank is
usually a total or partial order of documents ordered by their relevance.
Most common L2R approaches fall into the large group of supervised learning ap-
proaches. L2R is still an active research area in IR. A comprehensive overview is avail-
able by Liu [2011]. For further information about machine-based learning techniques,
refer to Russell et al. [2007] or comparable text books as this text cannot a provide an
adequate discussion on this scientific field.
As stated before, L2R relies on training data in order to learn a ranking model. This
training data has to be obtained in large amounts from a credible source to infer a
widely usable ranking model. Nowadays, this source is formed by human assessors
who manually rate document-query pairs in order to provide the needed annotated
training data. Thus, it becomes increasingly expensive and difficult to obtain annota-
tions because of the growing amount of data. Moreover, training data is not available
for all usage scenarios in IR, e.g., in the retrieval of classified data or personal search
scenarios.
Another weakness of training data is that it cannot sufficiently address dynamic in-
formation seeking processes described in Chapter 3. Instead, the annotations are fixed
to a number of pre-defined document-query relevance pairs.
On the other hand, L2R approaches per se do not require user interactions after the
training phase to improve the retrieval effectiveness in contrast to explicit RF. Never-
theless, L2R techniques can also be used in scenarios relying on explicit user input of
54http://www.hermitagemuseum.org/fcgi-bin/db2www/qbicSearch.mac/qbic?selLang=English; as
tested on 27th November 2014.
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training data. These approaches link L2R to RF and preference approaches that are
discussed in Section 5.3.
At first glance, this emphasizes the similarity between L2R and the aforementioned
RF approaches. In any case, the conceptual difference between L2R and RF lies in the
modification of the query representation qr and the used matching function (see Defini-
tion 2.15). Whereas RF actually modifies qr and hence the IN stated by the user without
altering the matching function of the IR system, L2R typically leaves the stated IN in-
tact and infers a ranking model from it. This ranking model is eventually used as a
matching function. For instance, if a user provides two documents describing the ini-
tial IN, an explicit RF technique would alter the initial qr according to the additionally
specified relevant documents throughout the RF process. Using explicit L2R, the same
documents would be used to learn a ranking model that describes the current IN best.
From a user’s point of view, this difference is hardly discriminable. This is partic-
ularly true if implicit L2R has been used to find a weighting scheme for the impact
of different document representations, which is used for the initial query, e.g., as sug-
gested by Faria et al. [2010]. Subsequently, this initial query can be modified by means
of L2R (e.g., see Hu et al. [2008]) or RF using comparable user interactions.
In practice, implicit L2R techniques are heavily used in MIR (see Section 4.4.1). Al-
though their utilization is often justified with their superior retrieval effectiveness and
their abandonment of explicit user interaction, this is only partly true in the opinion
of the author of this dissertation. In fact, the burden of user interaction is shifted to-
wards the assessors’ side. Although the derived assessments can be re-used through the
means of machine-based learning, users are still needed to provide the labeled training
data. Furthermore, the Cranfield-based evaluation paradigm (see Section 7.1) leverages
L2R approaches because its required ground truth (or subsets of it) can be easily used
to train L2R systems. As a consequence, the success of L2R in MIR cannot be separated
from the predominance of system-centric Cranfield-based evaluation in the field. The
impact of this system-centric viewpoint on IIR evaluation and development is further
elaborated in Chapters 7 and 8.
Besides this criticism at the level of methodology, there are also potential problems
with L2R approaches during interactive information seeking. Although a direct com-
parison is complicated because many factors determine the runtime behavior of an im-
plementation (e.g., the efficiency of the implementation, the used computer resources,
the underlying IR model etc.), L2R approaches are often more computationally inten-
sive than RF or logic-based approaches. For instance, consider the two winning groups
of the ImageCLEF 2013 Personal Photo Retrieval subtask [Zellhöfer 2013, cf. Tab. 4].
The first three places are taken by L2R approaches by Mizuochi et al. [2013], while
places 4 to 6 are taken by a CQQL-based approach [Böttcher et al. 2013] that is very
similar to the one described in this dissertation.
Table 5.1 compares the best performing experimental runs of both groups, i.e., ISI_1
by Mizuochi et al. [2013] and DBIS_run3 by Böttcher et al. [2013]. In terms of retrieval
effectiveness (for a definition of the used metrics, see Definitions 8.4 and 8.8), the antag-
onists are relatively close to each other – the fourth placed DBIS_run3 reaches roughly
90% of the retrieval performance of the first placed run in terms of the nDCG metrics
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emphasizing the retrieval effectiveness of first placed documents (see Table 5.1, set in
italics). As elaborated in Section 8.1.2, the retrieval performance of an IR system at
early positions in the retrieved rank is particularly important because it relieves users
from inspecting long lists of potentially relevant documents. This improves the user’s
efficiency while interacting with the system and thus the user satisfaction (see Section
6.1.4).
Another important factor that affects the user satisfaction is the reactiveness of an in-
teractive system. Both discussed groups use prototypical systems without any support
of an index. Hence, a general improvement of the runtime per topic, i.e., the time a
system takes initially to retrieve all results for one query, can be expected. At any rate,
the winning group’s system has much higher hardware demands (e.g., 24 CPU cores
vs. 8 cores), uses less features (10 vs. 18), but still takes 10-15 times longer for the initial
retrieval of its results55. Although one can expect performance improvements for com-
parable L2R approaches due to the utilization of computational parallelization and the
usage GPGPU56 techniques in the near future, the runtime factor is currently limiting
the utility of such approaches in IIR scenarios.
Table 5.1: Comparison of runtime and retrieval effectiveness of the two winning groups
at the ImageCLEF 2013 Personal Photo Retrieval subtask
System Characteristic ISI_1 DBIS_run3
Type of MIR system L2R, RF-supported Logic-based, RF-supported
Number of features 10 (4 visual, 6 Exif) 18 (15 visual, 3 Exif)
CPU cores and model 24 cores, 4 x Intel Xeon X5675 3.07 GHz 8 cores, 2 x Intel Xeon E5520 2.26 GHz
CPU launch date Q1’2011 Q1’2009
Runtime per topic ca. 10-15 min. ca. 1 min.
Metric ISI_1 DBIS_run3
MAP, cut-off @ 100 0.5028 0.3954 (78,64%)
nDCG, cut-off @ 20 0.7425 0.6798 (91,56%)
nDCG, cut-off @ 30 0.7288 0.6546 (89,82%)
nDCG, cut-off @ 100 0.6878 0.6084 (88,46%)
Percentages are given with respect to the first placed ISI_1 run.
5.3 Preference Models for the Personalization of Queries
Preferences are an important concept in psychology and, in particular, microeconomics
[Lancaster 1991], amongst other scientific fields. In fact, the examination of consumer
preferences forms the utility theory [Fishburn 1968], one of the core areas of microeco-
55The actual runtime was reported to the author of this text by Mizuochi et al. [2013] in a personal e-mail
from October 19th 2013: “[...] for training, we took from 10 to 15 minutes for one topic. We used matlab
in 24 core ubuntu 12.04 server. CPU is "Intel(R) Xeon(R) X5675 3.07GHz”. The runtime of the second
group can be derived from Table 8.8 but is known to the author because of his contributions to Böttcher
et al. [2013].
56General purpose graphics processing unit, i.e., the usage of GPU to run massively parallel computation
tasks.
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nomics. Besides their importance in utility theory, preferences are also central in game
and decision theory [Fishburn 1970].
Although the term preference is intuitively comprehensible and somewhat ubiquitous
in most fields dealing with human decision processes [Becker 2008], this section intro-
duces some important core concepts. A brief but comprehensible discipline-embracing
overview of preferences is available by Hansson & Grüne-Yanoff [2012], on which the
following terminology and concepts are based.
Put simply, a preference is an actor’s choice between two alternative entities x1 and
x2 from a set X of alternatives. Formally, an actor’s preference between x1 and x2 is
expressed as x1 ≻ x2, i.e., x1 is better than x2. For now, the reasons why the actor prefers
A over B are neglected. Instead, we continue with the specification of preferences.
Definition 5.1 Strict preference: Given two entities x1 and x2, x1 ≻ x2 means that x1 is
better than x2 (or x2 is worse than x1) to an actor, e.g., because x1 has more value57 for the
actor. ✸
Definition 5.2 Indifferent preference: The concept of indifference is closely related to
preferences. Given two entities x1 and x2, x1 ∼ x2 indicates that both entities have the same
value to the actor, i.e., the actor has no preference for one of the choices. ✸
Definition 5.3 Weak preference: A weak preference expresses that entity x1 is better
than or equal in value to x2. A weak preference between two entities x1 and x2 is denoted by
x1  x2. ✸
Analogously, x1 ≺ x2 means that x2 is better than x1 etc.. Furthermore, preferences
have five central properties:
Definition 5.4 Anti-symmetry (Preference): x1 ≻ x2 ∧ x1 6= x2 → ¬(x1 ≺ x2) ✸
Definition 5.5 Symmetry of indifference (Preference): x1 ∼ x2 → x2 ∼ x1 ✸
Definition 5.6 Reflexivity of indifference (Preference): x1 ∼ x1 ✸
Definition 5.7 Incompatibility of preference & indifference:
x1 ≻ x2 → ¬(x1 ∼ x2)
✸
Following these definitions, a weak preference can be defined accordingly:
x1  x2 ⇔ x1 ≻ x2 ∨ x1 ∼ x2
Definition 5.8 Transitivity (Preference):
x1 ≻ x2 ∧ x2 ≻ x3 → x1 ≻ x3
x1  x2 ∧ x2  x3 → x1  x3
x1 ∼ x2 ∧ x2 ∼ x3 → x1 ∼ x3
57Value does not have to be equal to monetary value. It can also be the utility of an entity, e.g., a coat
might have a higher utility to a person trapped in a cold cave than an electric heating, although the
same person might prefer a heating over a coat while sitting in an apartment.
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Although we assume the transitivity of preferences for the remainder of this text, it is noteworthy
that it might not hold in every subjective case. Following transitivity, A > B∧ B > C → A >
C holds. In any case, when a user directly compares A and C might A ≯ C hold because in
this comparison the user’s preference is based on other criteria. This problem cannot be solved
at the formal level and is related to the problem of incommensurability addressed in Section
5.4.1. ✸
From Definition 5.4 follows that a strict preference is also irreflexive: ¬(x1 ≻ x1),
while a weak preference is reflexive: x1  x1.
Preferences as a means for query formulation in the field of DB appeared for the first
time in the late 1980s [Motro 1986; Lacroix & Lavency 1987] and gained more attention
in the last decade in general computer science, e.g., in order to determine the run order
of processes, to implement economic models, or in DB research [Conitzer 2010]. In the
context of this dissertation, we focus on preferences in DB that have been addressed
by a number of authors, e.g., by Agrawal & Wimmers [2000]; Börzsönyi et al. [2001];
Govindarajan et al. [2001]; Chomicki [2002]; Kießling [2002]; Kossmann et al. [2002],
and many more in the past decade.
Although the focus of this dissertation lies clearly in the research areas of DB and IR,
preferences in DB cannot be discussed without acknowledging the impact of artificial
intelligence (AI) on the field. Noteworthy overviews of preferences in AI are available
by Brafman & Domshlak [2009] or Fürnkranz & Hüllermeier [2010].
Over the years, preference approaches in DB have evolved into two separate research
branches: qualitative approaches (see Section 5.3.1) and quantitative ones (see Section
5.3.2). Because of the huge amount of publications from both schools of thought, this
dissertation can only discuss some representative contributions and relate them to their
microeconomic origins. Finally, qualitative and quantitative preference approaches are
compared to each other in Section 5.3.3.
Roughly speaking, the main motivation to use preferences in DB is the relatively
new finding (at least in this scientific field) that DB users might also be subject to query
formulation problems, e.g., because of insufficient knowledge of the database and re-
sulting incorrect or inappropriate queries. To be more precise, DB preferences allow the
modification of rigid DB queries in a sense of weakening “the initially required charac-
teristics if there is no object satisfying them, or to strengthen them if there are too many
answers” [Lacroix & Lavency 1987, p. 217]. Similar arguments are provided by authors
of both the qualitative and quantitative research field. For instance, Chomicki sees an
important usage area of preferences in “information filtering and extraction [in order]
to reduce the volume of data presented to the user” [Chomicki 2003, p. 427]. In order to
illustrate a sample usage scenario of preferences in DB, consider the following example.
Sample restaurant preference For instance, one might query for vegetarian restau-
rants initially but will also accept Indian restaurants because of their wide range of vege-
tarian dishes if no completely vegetarian option is available.
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From an IR point of view, the relatively late confrontation with query formulation
problems or subjective preferences of users might be surprising as this problem has
been in the research focus of IR since its early days. Nevertheless, DB research is driven
almost solely by the directed search paradigm (see Section 3.3) and the expectation that
a query always returns the correct answer defined by the relational model. Further-
more, DB researchers often assume that only expert users are interacting with their
systems, e.g., with the help of SQL (see Section 3.3.1). Hence, the dawn of preferences
in DB research has also led to an emphasis of user needs over the past decade in this
research area.
Consequently, the users’ needs and their interaction with the database management
system (DBMS) via preferences have also moved into the focus of DB researchers, e.g.,
Agrawal & Wimmers [2000] or Chomicki who understands “preference querying as a
dynamic, iterative process” [Chomicki 2007, p. 81]58. As a side effect, the continuous
interaction with a DBMS during information seeking (see Chapter 3) requires the con-
frontation with another aspect of utility theory: the aggregation of preferences of one
or more actors.
In economic theory [Becker 2008], multiple agents have different preferences. Given
a set of alternative entities, each actor might place them in a different rank according to
their subjective preferences. In order to reach a common goal, they decide to cooperate.
As some actors have different preferences which cannot simply be combined in the
sense of a union, they need a way to aggregate their preferences to reveal the most
preferred entities, i.e., a voting rule [Conitzer 2010, cf. pp. 85f.]. One way to pick the
winning entity would be the use of the plurality rule, i.e., to chose the entity that has
been placed first by most actors. Alternative voting roles are the anti-plurality rule, i.e.,
the winning alternative is the one that has been chosen last by the least actors. Other
voting rules might try to find a balance between the interests – or preferences – of the
actors (see [Conitzer 2010] for a presentation of different approaches).
During interactive information seeking, each search step (e.g, a RF iteration) can be
interpreted as an actor with different preferences that have to be aggregated. For in-
stance, preferences that might be valid at query formulation time are augmented, but
they might also become invalid because the IN has changed.
5.3.1 Qualitative Preferences
Fundamentally, qualitative preferences correspond to the intuitive understanding of
preferences (see the beginning of Section 5.3). These preferences express that a partic-
ular entity is preferred to another one but do not give information about the “degree”
of this preference. Review the query for vegetarian restaurants on page 86. The ac-
tor in this example prefers vegetarian restaurants over Indian restaurants and Indian
restaurants over all other types because of their choice of vegetarian dishes – a strict
preference that can be sketched as follows:
vegetarian restaurant ≻ Indian restaurant ≻ other restaurant
58The original accentuation has been maintained.
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This preference expresses a qualitative statement about the available restaurant alter-
native (i.e., “better than”) but does not state that the actor prefers vegetarian restaurants
2 times to Indian ones and Indian restaurants 1.25 times to other types of restaurants.
Preferences that are capable of expressing such statements are commonly called quanti-
tative (see Section 5.3.2).
Typically, qualitative preferences in the field of relational DB (see Section 2.2.2) are
stated at the database attribute level and not at the level of concrete tuples from a
database. This allows the formulation of preferences that can be used to deduce match-
ing tuples from a preference-augmented query. Reconsidering the given example, one
can image a sample relation for all available restaurants: Restaurant(Type,Name). The
relation consists of two attributes, Type and Name, on which a possible preference can
be defined. In the present case, the preference can be defined (informally) for the at-
tribute Type, i.e., Restaurant.Type = “vegetarian” ≻ Restaurant.Type = “Indian”.
Obviously, this approach does not require from the user to have an extensive database
content knowledge at the time of query formulation. Moreover, the definition of pref-
erences at attribute level is also supported by economic research showing that actors
desire entities because of their properties (or attributes) and not because of themselves
[Lancaster 1966].
In an early contribution to the utilization of qualitative preferences in DB, Lacroix &
Lavency [1987] suggest a preference mechanism extending the domain relational calcu-
lus and SQL. Although the authors focus on a certain domain (the retrieval of software
components), their general idea is to overcome “the difficulty of expressing in tradi-
tional query languages desirable characteristics of what has to be retrieved” [Lacroix
& Lavency 1987, p. 217]. In an example [Lacroix & Lavency 1987, cf. Query Q4], the
authors illustrate their approach and their SQL dialect by searching for coded versions
of the software component main that have been developed for 16 bit computers if such
components are available. Otherwise, main components that have been coded for other
computer architectures are accepted (see Listing 5.1).
Listing 5.1: Sample preference query in the Lacroix-Lavency SQL dialect
1 SELECT THE versions OF main
2 HAVING status = coded
3 FROM WHICH PREFER THOSE HAVING target=16
Regarding the evaluation of such a preference query, Lacroix & Lavency [1987] suggest
to first evaluate the query without the preference clause at line 3. Then, the preference
clause is applied to the result set of the query in the sense of a filter. As a consequence,
such a query might return an empty result set or – if there are tuples satisfying the
preference – a result set that contains less tuples than the one without the preference
clause [Lacroix & Lavency 1987, cf. pp. 219f.]. In addition, the approach supports
a basic prioritization of preferences on a syntactical level by allowing the nesting of
preference clauses. Hence, preferences can form hierarchies. Unfortunately, the paper
lacks a detailed formal definition of the preference approach; therefore, one can only
suppose that preferences in the work of Lacroix & Lavency [1987] are strict, i.e., they
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form a strict partial order (see Appendix A.1.1). Furthermore, it is reasonable to assume
that their preference model does not leave the relational model because the authors
present it as “an extension of a language of the Domain Relational Calculus family”
[Lacroix & Lavency 1987, p. 217].
To recapitulate, Lacroix and Lavency’s approach features four central characteristics
of qualitative preference models in DB:
1. The approach supports only strict preferences,
2. Preferences can be prioritized, i.e., they can be ordered by their relative importance,
3. Preferences are seen as a filter on a result set, and
4. The approach is compatible with the relational model, e.g., the set semantics of results
is maintained etc..
To continue the discussion on more recent qualitative approaches, it is necessary to
introduce some concepts from the field of economics.
Definition 5.9 Pareto optimality: Pareto optimality (or efficiency)59 is the state of a system
in which its resources are allocated most efficiently. Pareto optimality is reached when the re-
sources are distributed in a way that one party’s situation cannot be improved further without
deteriorating another party’s situation. The concept of Pareto optimality is central to economic
theories that deal with the efficiency of production or the fair distribution of resources.
In formal terms, the Pareto optimum is a n-tuple t1 = (x1, x2, ..., xn) out of a set T of n-
tuples which is at least as good in its attributes ni as all other elements in T and better in one
attribute np.
Let [i] be an accessor to an attribute of a n-tuple and i ∈ {1, 2, . . . ,n}. Then, there is no other
n-tuple t2 = (y1, y2, . . . , yn) ∈ T with t2[i] ≥ t1[i] and at least one i for which t2[i] > t1[i]
holds. ✸
Definition 5.10Ceteris paribus: In the field of qualitative preferences, the concept of Pareto
optimality often coincides with the Latin term ceteris paribus (CP). It translates as “with
other things the same” in the sense that all other attributes than the specified one remain equal
or constant during a statement, experiment, or observation. ✸
Motivated by the formal shortcomings of Lacroix & Lavency [1987] and a qualita-
tive preference implementation in Datalog [Govindarajan et al. 2001], Chomicki [2002]
suggests a qualitative preference mechanism that extends the relational algebra and is
formally sound. After a critical comparison of qualitative and quantitative preferences
(see Section 5.3.3), Chomicki presents a logical framework for the formulation of pref-
erences and their composition. The framework supports only strict preferences, which
are formulated in so-called preference formulas.
Definition 5.11 Preference formula: A preference formula C(t1, t2) is a first-order logi-
cal formula that defines a preference relation ≻C between two tuples t1 and t2:
t1 ≻C t2 iff C(t1, t2).
59Named after the economist Vilfredo Pareto who investigated economic efficiency.
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A preference formula that only uses built-in predicates such as= and 6= in the case of a compar-
ison to uninterpreted constants or arithmetic comparison operators such as >,≤,=, etc. when
comparing numerical values is called an intrinsic preference formula (IPF). An IPF that only
uses arithmetic comparisons is called arithmetical [Chomicki 2002, cf. pp. 36ff.]. ✸
The transformation of a preference into a preference formula can be easily shown
with the help of an example. Consider the sample relation instance in Table 5.2 and the
given preference “prefer cheaper restaurants of the same type”.
The preference (Type,Name, Avg.Price) ≻C (Type′,Name′, Avg.Price′) is equivalent
to the preference formula Type = Type′ ∧ Avg.Price < Avg.Price′.
More complex transformation examples can be found in [Chomicki 2002, 2003].
Table 5.2: Sample instance r1 of relation Restaurant(Type,Name, Avg.Price)
# Type Name Avg. Price
t1 Indian Shahi 9.20
t2 Indian Mandala 7.80
t3 Vegetarian Veggie Delite 12.10
t4 Vegetarian Happy Cow 11.30
t5 German Speckpalast 10.88
In order to evaluate a specified preference formula, Chomicki [2002] proposes the
winnow operator that, to put it simply, returns (or filters) a set of the preferred tuples from
a given relation instance. The winnow operator helps to embed preference formulas
into the relational algebra (and SQL) by passing them as a parameter to the operator
[Chomicki 2003, cf. p. 427].
Definition 5.12 Winnow operator: “If R is a relation schema and C a preference formula
defining a preference relation ≻C over R, then thewinnow operator is written as ωC(R), and
for every instance r of R: ωC(r) = {t ∈ r|¬∃t′ ∈ r.t′ ≻C t}.” [Chomicki 2003, Def. 2.3]. ✸
This definition points out the close relationship of the winnow operator to the Pareto
optimum. Furthermore, its dependence on a given preference formula that is defined
for certain attributes of a relation gives Chomicki’s preference approach ceteris paribus
semantics. That is, all attributes not associated with a preference formula are consid-
ered as of equal importance (or unimportance) during the application of the winnow
operator.
Besides his seminal formalization of preferences, Chomicki also addresses the com-
position of different preferences using logical connectors, by exploiting mathematical
properties such as the transitivity of strict preferences, and by prioritizing them similar
to the preference hierarchies described by Lacroix & Lavency [1987]. For a full descrip-
tion of the different composition strategies, refer to Chomicki [2002, Sec. 4].
In 2002, roughly at the same time as Chomicki published his preference approach,
Kießling [2002] proposed an independently developed preference framework [Chomicki
2003, cf. p. 430] that resembles Chomicki’s formal preference specification for the most
part. Hence, only Kießling’s main idea and differences to Chomicki’s work are outlined
here.
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Kießling’s preference approach supports strict preferences with ceteris paribus se-
mantics including preference hierarchies, is compatible with the relational model, uses
preferences as a “filter” on a result set, and can combine multiple preferences. In con-
trast to Chomicki [2002], Kießling [2002] explicitly includes “numerical preferences”
(i.e., quantitative preferences that resemble distance-based goal queries [Motro 1986]
very much) in his preference algebra (see Section 5.3.2). Regarding preference com-
position, Kießling [2002] additionally supports a method for combining preferences
Pareto-efficiently. A comparable composition is proposed by Chomicki as part of a
comprehensive examination of preference compositions with the means of mathemati-
cal order theory [Chomicki 2003].
The most obvious difference between Chomicki [2002] and Kießling [2002] is that
the latter does not rely on preference formulas or an arbitrary logical representation of
preferences. Instead, Kießling proposes nine base preferences in form of “functions”
for his preference algebra, e.g., NEG() to express dislikes or BETWEEN() to express a
preference for a desired range of an attribute’s value [Kießling 2002, cf. Sec. 3.2]. As a
consequence, Kießling [2002] presents his own preference evaluation model, the BMO
query model (best matches only), which eventually coincides with the semantics of the
winnow operator [Kießling 2002, cf. p. 321]. This similarity is also acknowledged by
Chomicki [2003], who also points out the equality of the winnow and the Best operator
[Torlone & Ciaccia 2002]. Considering the technical implication of the preference ap-
proaches, Kießling [2002] suggests to transform a BMO query (or Preference SQL) into
SQL92 code [Kießling & Köstler 2002], while Chomicki [2002] argues in favor of the
inclusion of a separate winnow operator.
The Skyline Operator
A special case of qualitative preferences is the so-called skyline operator [Börzsönyi et al.
2001; Kossmann et al. 2002]. The skyline operator can be seen as a restricted version of
Kießling’s Pareto preference composition that allows only LOWEST() or HIGHEST() as
its base preferences [Kießling 2002, Sec. 6.1.4]. In other words, preferences can only be
specified for the maximum or minimum of the existent attribute values and not, e.g.,
for ranges (see above). Chomicki [2002] takes up a similar position understanding the
skyline operator as “a special case of our winnow operator. It is restricted to use an
arithmetical ipf [intrinsic preference formula] which is a conjunction of pairwise com-
parisons of corresponding tuple components” [Chomicki 2002, p. 49]. Following Defi-
nition 5.11, an intrinsic preference is a preference that relies only on the values occurring
in the involved tuples taking part in the preference evaluation and the built-in predi-
cates. In contrast, extrinsic preferences may also incorporate information from other
relations or properties from the relations the tuples were selected from, e.g., aggregate
values or properties “like membership of tuples in database relations” [Chomicki 2003,
p. 429]. For more details, see [Chomicki 2002, Sec. 5.2].
The skyline operator has ceteris paribus semantics and relies heavily on the notion
of Pareto optimality (see Definition 5.9), or as stated by Chomicki: “Only tuples with
identical values of all DIFF attributes are comparable; among those, MAX attribute
91
5 Machine-based Learning of Personalized CQQL Queries
values are maximized and MIN values are minimized.” [Chomicki 2007, p. 80].
To give an example, review the sample preference “prefer cheaper restaurants of the
same type” from the beginning of this section (see Table 5.2). Following Chomicki’s
terminology, DIFF is Type and MIN is Avg.Price as inexpensive restaurants should be
preferred. Hence, tuples with the same Type are directly comparable (no matter how
the other attributes look like because of the ceteris paribus semantics) and picked de-
pending on their Avg.Price, i.e., the tuples that dominate others in theMIN attribute (see
Table 5.3). The concept of dominance makes the skyline operator an intuitively com-
prehensible filter for large data sets because the filter criterion is very simple. The filter
only removes tuples that are better or worse than other directly comparable ones in a
set of given attributes. Using the example of the aforementioned preference, the filter
semantics becomes very clear: if one can choose between two restaurants of the same
type, why should one choose the more expensive one?60 Figure 5.1 shows the dominant
tuples from Table 5.3 as black filled circles. The connecting line forms a “skyline” of the
resulting data set – hence the name of the operator.
The necessary search for dominant tuples links the skyline operator to the well-
known maximum vector problem61 [Godfrey et al. 2007].
Table 5.3: Dominant tuples of the sample instance r1 of relation
Restaurant(Type,Name, Avg.Price)
# Type Name Avg. Price Dominant
t1 Indian Shahi 9.20 ✗
t2 Indian Mandala 7.80 ✓
t3 Vegetarian Veggie Delite 12.10 ✗
t4 Vegetarian Happy Cow 11.30 ✓
t5 German Speckpalast 10.88 ✓
Because of the ceteris paribus semantics of the skyline operator, users are only re-
quired to state strict preferences on attributes they are interested in. In conjunction with
its simple filter semantics, the skyline operator is widely considered very user-friendly.
5.3.2 Quantitative Preferences
Goal queries [Motro 1986] are an early contribution to the field of quantitative prefer-
ences in DB. Motro’s contribution takes a comparable place for quantitative approaches
as the Lacroix & Lavency [1987] approach for qualitative preferences62. The core idea
of goal queries is to relax the rigid exact matching paradigm of relational DB in favor
of best matching. To discover the best matching tuples for a given query, Motro [1986]
suggests to calculate the distance between attribute values in order to assess the com-
pliance with a specified goal.
60This implies that all other attributes are equal because of the ceteris paribus semantics, e.g., the quality
of the food.
61“The maximal vector problem is to find the subset of the vectors such that each is not dominated by any
of the vectors from the set.” [Godfrey et al. 2007, p. 5]
62In fact, goal queries motivated the preference approach by Lacroix & Lavency [1987].
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In order to state a goal (or best matching predicate), Motro introduces the binary similar-
to comparator ≈. Let x and y be two attribute values, then the similar-to comparator is
defined as follows:
x ≈ y if distM(x, y) ·
1
s
≤ r,
where distM() is a distance function relying on the measureM that has to be defined for
the attribute. As a consequence, only attribute values that yield a distance not greater
than the neighborhood radius r are considered similar. If different goals are defined in
one query by applying multiple similar-to operators, each distance is calculated sepa-
rately and then aggregated with the help of the weighted sum using the relative weight
for each involved attribute [Motro 1986, cf. p. 139].
The central presumptions of the goal query approach are the existence of a distance
measure for each attribute and a valid aggregation mechanism, which allows the calcu-
lation of a tuple’s proximity to a query containing multiple goals.
This links the approach (and all other quantitative approaches) to a central concept
of microeconomics: the usage of utility functions to express preferences.
Definition 5.13 Utility function: Let X be the set of possible alternatives an actor can choose
from and x1, x2 ∈ X. The weak preference that x1 is better than or equal in value to x2 is
expressed as follows: P = x1  x2. Then, a utility function is defined as follows:
u : X → R.
A utility function u is representing a given preference P iff :
∀x1, x2 ∈ X | u(x1) ≥ u(x2)→ x1  x2
✸
Ultimately, the application of a utility function on a tuple yields a (utility) score that
can be used to produce a partial order (see Appendix A.1.1) of the examined tuples.
Thus, in the field of DB, utility functions are often called scoring functions. The appli-
ance of some sort of utility or scoring function is common to all quantitative preference
approaches.
The actual calculation of a tuple’s utility can be best described with the following
example. Reconsider the vegetarian restaurant preference from page 86. With regard
to the additional preference for low prices, we can develop exemplary utility functions
for the attributes of the sample relation Restaurant(Type,Name, Avg.Price) with the
following properties:
u(Type) =


2 if Type = “vegetarian′′
1 if Type = “Indian′′
0 otherwise
That is, vegetarian restaurants are liked twice as much as Indian restaurants, while
other restaurants are disliked.
u(Avg.Price) = Avg.Price/10 · −1
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In order to calculate the utility of a tuple, the sum of u(Type) and u(Avg.Price) is com-
puted. Table 5.4 contains the results for the sample instance of the relation Restaurant
ordered by the tuple’s utility. In order to personalize the query, one could also use a
Table 5.4: Sample instance r1 of relation Restaurant(Type,Name, Avg.Price) ordered by
their utility
# Type u(Type) Name Avg. Price u(Avg. Price) Utility
t4 Vegetarian 2 Happy Cow 11.30 -1.13 0.87
t3 Vegetarian 2 Veggie Delite 12.10 -1.21 0.79
t2 Indian 1 Mandala 7.80 -0.78 0.22
t1 Indian 1 Shahi 9.20 -0.92 0.08
t5 German 0 Speckpalast 10.88 -1,09 -1.09
weighted sum to steer the influence of each attribute’s utility on the tuple’s utility.
At any rate, it does not matter for the calculation of the utility function whether the
weights are part of an attribute’s metadata as in Motro’s goal queries or part of the
user-defined query – although the latter is more intuitive. In fact, every retrieval model
that supports the weighting of query terms, starting from the extended Boolean model
[Waller & Kraft 1979] (see Sections 2.2.2 and 5.1.3), can be regarded as a quantitative
preference model. This interpretation is also supported by Agrawal &Wimmers [2000].
Thus, this section omits a recapitulation of these retrieval models.
As said before, all quantitative preference approaches have in common that they rely
on a utility function. Nevertheless, the actual design of this utility function differs. For
instance, Fagin & Wimmers [1997] approach quantitative preferences in MIR by apply-
ing fuzzy logic [Zadeh 1988]. The authors acknowledge that typical attribute values
in multimedia databases are typically in the interval [0; 1] expressing a similarity to,
e.g., the color of an image. This similarity or relevance value is called a score by Fa-
gin & Wimmers [1997]. To process complex queries, these scores must be combined
using a scoring function, e.g., by using logical connectors based on fuzzy logic (see Sec-
tion 2.2.2) to build complex queries. In any case, the authors criticize that such kind of
score aggregation does not address individual user preferences between different sub-
formulas, e.g., a user might be more sensitive to the color of an image than to its edges.
Hence, Fagin & Wimmers [1997] propose a method that allows the weighting of these
sub-formulas.
Extending their first contribution, Fagin & Wimmers [2000] investigate the nature of
weighted scoring functions in more detail. They present an explicit formula for the
incorporation of weights that is based on the unweighted original scoring function.
Their approach is elegant because it uses the underlying scoring function directly when
all weights are set equal and ignores sub-formulas if weighted with zero. Moreover,
the resulting score for a tuple is a continuous function of the defined weights [Fagin
& Wimmers 2000]. In particular, Fagin and Wimmers’ scoring function has become
important because it marks a reference point for other quantitative approaches such as
the ones by Schulz & Schmitt [2003]; Schmitt [2007]; Sung & Hu [2009], or Zellhöfer &
Schmitt [2010b]. Weaknesses of the approach have been addressed in Section 4.3.
Another proposal for incorporating quantitative preferences into databases is made
95
5 Machine-based Learning of Personalized CQQL Queries
by Agrawal & Wimmers [2000]. The authors suggest to use the so-called preference
functions that allow a sophisticated definition of weak preferences on attributes with the
help of a weighting scheme in order to express the importance of a preference, a veto
functionality (i.e., a dislike), or an indifference judgment. Furthermore, a fair preference
composition method that at least preserves all stated vetos is discussed. The resulting
preference formula is then used to compute the utility of each tuple. In contrast to
Fagin &Wimmers [2000], Agrawal &Wimmers [2000] also address the implementation
of their preference approach in relational databases.
To conclude, weighted CQQL (see Section 4.3) also constitutes a quantitative prefer-
ence approach.
5.3.3 Comparison of Qualitative and Quantitative Approaches
Frequently, qualitative preferences are regarded as a generalization of quantitative ap-
proaches [Kießling 2002] providing a higher level of expressive power. As reported by
Chomicki [2003], the difference in expressive power is also well-known in utility theory
[Fishburn 1970].
To put it simply, qualitative approaches can model everything that can be imagined
with preferences in the relational model. On the other hand, the result set semantics
of qualitative preferences is less differentiating63 than quantitative approaches that rely
on the induction of a total order on a result set.
The difference between both approaches can be explained easily with the following
example. In his paper on qualitative preferences, Chomicki [2002] defines a relation
Book(ISBN,Vendor, Price) and a sample instance of Book shown in Table 5.5. In addi-
tion, he defines an illustrative sample preference:
“if two tuples have the same ISBN and different Price, prefer the one with the lower
Price.” [Chomicki 2002, p. 34]
Table 5.5: Sample instance r1 of relation Book [Chomicki 2002, cf. Ex. 1]
# ISBN Vendor Price
t1 0679726691 BooksForLess $ 14.75
t2 0679726691 LowestPrices $ 13.50
t3 0679726691 QualityBooks $ 18.80
t4 0062059041 BooksForLess $ 7.30
t5 0374164770 LowestPrices $ 21.88
The evaluation of the given preference on the instance of Book yields the following poset
(see Appendix A.1.1), which is also illustrated by the Hasse diagram (see Definition
A.7) in Figure 5.2:
{t2 ≻ t1 ≻ t3, t4, t5}
For clarity, the elements which are not part of the partial order because they are incom-
parable are depicted as well. The resulting skyline is emphasized. In order to find a
63In the sense that a discrimination between a “little better” and a “significantly better” element is not
possible for the elements of a result set.
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t2t4
t1
t5
t3
Figure 5.2: Extended Hasse diagram of a Chomicki’s preference example I [Chomicki
2002, cf. Ex. 1]; skyline elements are bold
quantitative preference with the same expressive power, one needs to develop a utility
function that returns the same poset [Chomicki 2002, cf. Ex. 2]. Furthermore, Chomicki
argues that because there is no preference between t4, t5, and the first three tuples, one
must assume that these tuples have the same utility as t1− t364. In a reverse conclusion,
this means that the utility of the first three tuples must be equal, which is obviously im-
possible since t2 ≻ t1 ≻ t3 holds. This leads to the conclusion that “utility functions
cannot represent all strict partial orders. For example, utility functions cannot capture
skylines[...]. Also, ordered relations go beyond the classical relational model of data.”
[Chomicki 2007, p. 80].
Although the latter argument is unquestionably true because utility functions induce
a total order on sets and hence violate the set semantics of the relational model, the
first conclusion needs further attention. From an order-theoretical point of view one
might argue whether quantitative approaches are only a specialization of qualitative
approaches because every total order also constitutes a partial order. Though, Zellhöfer
& Schmitt [2010b] point out that “every poset with the Dushnik-Miller dimension d can
be expressed by the intersection of d totally ordered sets” [Zellhöfer & Schmitt 2010b,
p. 32]. For a detailed discussion, see Dushnik & Miller [1941] or Trotter [1992].
Although the aforementioned examples are primarily meant to support Chomicki’s
pro-qualitative argument, they also show a major weak point of such approaches and
skylines in particular. Notwithstanding the fact that skyline operators are relatively
user-friendly during formulation (see Section 5.3.1), they can also cause side-effects
that can lower their utility.
As illustrated in Figure 5.2 and caused by their ceteris paribus semantics, skylines
typically contain tuples that are not directly comparable to each other. For instance, the
ISBN of every tuple in the skyline differs. Hence, the tuples contained in the result set
are considered as having the same utility to the user without acknowledging further
attributes that might affect their utility. As a result, this can lead to very large result
sets in case of many tuples with different values in at least one attribute (as ISBN in the
example above) because each of these tuples are contained in the skyline. In fact, it has
been shown that the size of the skyline result set can almost grow exponentially with
64Please note that it is arguable whether the absence of an explicit preference implies indifference between
the alternatives. If one does not accept this premise, the following conclusions become invalid.
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the number of attributes contained in the preference depending on the relative ordering
and distribution of the examined data [Bentley et al. 1978].
One way to circumvent this effect is the induction of some sort of ranking on the sky-
line. Typically, the ranking is based on additional preferences between attributes. For
instance, the Telescope algorithm [Lee et al. 2007] allows the formulation of strict pref-
erences between attributes which are then used to rank tuples in the skyline in order
to return the top-k results of the skyline. Comparable methods have been suggested
under the name of preference trade-offs, e.g., by Lofi et al. [2008]. These techniques have
in common that they leave the relational model by inducing an order on a set – a com-
mon point of criticism on quantitative preferences. In fact, these approaches have to be
considered a hybrid preference model because they first rely on a qualitative preference
formulation and evaluation, which is later extended by a quantitative preference in or-
der to limit the number of results. Taken to extremes, one could compare the relation of
trade-off skyline operators to skylines operators with the relation of the Boolean model
to the extended Boolean models (see Section 2.2.2).
Not surprisingly, quantitative preferences do not suffer from an extensive number
of results because their induced total order allows the establishment of a result limi-
tation at an arbitrary top-k position. Furthermore, the induced order can be directly
interpreted as the level of relevance (see Chapter 2). This ordering by relevance with
respect to a given preference (or query) allows a much finer differentiation of the result
in comparison to the qualitative approach that regards all elements of the result set as
equally important.
The result differentiation is gained at the cost of the need for an utility function (see
Section 5.3.2). One major criticism on quantitative approaches is that the formulation
of quantitative preference in form of a utility function, e.g., by using weighting, is a
complex task for users – especially if multiple attributes are involved. Generally speak-
ing, the usage of weights demands clarity from users about their preferences between
the available attributes in addition to the ability to quantify these preferences. In con-
trast, qualitative approaches rely on intuitively comprehensible preference statements
on interesting attributes only and infer the remaining information with the help of their
ceteris paribus semantics. In his early work, Motro [1986] puts it aptly: “However, se-
lecting the weights that combine different attributes of a description into a measure, is
much more difficult. Weights determine what is important in a description; and this
may not have a unique answer” [Motro 1986, p. 146]. Consequently, Motro underlines
the importance of a supportive user interface whenever quantitative preferences have
to be elicited.
Another potential issue with quantitative preference approaches and their utilized
scoring function has been presented in Section 4.3: not all scoring function are em-
bedded into a logic. That is, they can violate certain logical laws. An example is the
scoring function by Fagin & Wimmers [2000] that violates the law of associativity. In
contrast, qualitative preference approaches are fully compatible with the relative model
and its underlying logic [Chomicki 2002; Kießling 2002]. On the other hand, it has been
shown that CQQL’s quantitative weighting does not violate the laws of Boolean algebra
[Schmitt 2007].
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An additional aspect of preference approaches that becomes particularly important
in interactive scenarios is the computational complexity of the preference evaluation
and thus its resulting processing time. It is widely known that the computation of a sky-
line is very CPU-intensive [Börzsönyi et al. 2001; Chaudhuri et al. 2006] and depends
heavily on the structural and statistical properties of the data for which the skyline is
computed for [Chomicki et al. 2003]. For instance, Godfrey et al. [2007] show that the
average-case complexity of the skyline operator is O(kn), with k being the number of
attributes in the preference and n the number of tuples in the relation instance. The
reported worst-case complexity is O(n2) and normally occurs when the attribute di-
mensions are anti-correlated [Chomicki et al. 2003; Shang & Kitsuregawa 2013], i.e.,
one value in attribute dimension a1 decreases while another in dimension a2 increases.
Similar results are presented for the Best operator (see Section 5.3.1) with a worst-case
complexity of O(n2) [Torlone & Ciaccia 2002]. This finding can be transferred directly
to the winnow operator because of the equality of both operators (see Section 5.3.1).
Unfortunately, anti-correlated attribute dimensions are fairly common in real-world
scenarios. Imagine restaurants close to a touristic location. It is very likely that the
average price for a meal in a restaurant increases as its distance to the sightseeing lo-
cation decreases. In contrast, the calculation of the utility of n tuples has an average-
and worst-case complexity of O(n) [Chomicki et al. 2003]. This complexity is not de-
pendent on the underlying data because the utility has to be calculated for each tuple.
The complexity to store the tuples in a list ordered by their utility isO(log n) (assuming
binary search) [Sedgewick & Wayne 2012].
The comparison of qualitative and quantitative preference approaches can be best
concluded with a bon mot: there ain’t no such thing as a free lunch. Obviously, the utility
of qualitative and quantitative preferences depends on the usage scenario. The next
section reviews the advantages and disadvantages of the particular approaches from a
MIR point of view.
5.4 PrefCQQL –
Preferences within the CQQL-based Retrieval Model
Although early contributions to the idea to combining preferences with CQQL were
motivated by potential usage scenarios in the field of MIR [Zellhöfer & Lehrack 2008;
Zellhöfer & Schmitt 2010a], the PrefCQQL approach presented in this part of the thesis
is not limited to this domain. Instead, the central article on the combination of CQQL
with preferences [Zellhöfer & Schmitt 2010b] discusses how a widely applicable user-
friendly preference elicitation and evaluation method can be realized with the help of
CQQL and machine-based learning.
Because of the scope of this dissertation, we only investigate aspects of this approach
specific to the usage area ofMIR. For amore database-specific point of view, see Schmitt
& Zellhöfer [2009] or Zellhöfer & Schmitt [2010b].
Section 4.4 provides an in-depth discussion on how CQQL can serve as a logical
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query language in MIR. Furthermore, Section 5.3.2 has shown that weighted CQQL
constitutes a quantitative preference approach.
For the remainder of this text, it is necessary to discriminate between the preference
model used in the user’s cognitive space, i.e., the preference model the user is directly
confronted with, and the preference model in the MIR system’s information space65.
To justify this discrimination, it is essential to recapitulate the central challenges in
MIR that have been highlighted throughout this thesis with a special focus on users.
Consecutively, the applicability of qualitative and quantitative preference models in
MIR are assessed on the basis of the following MIR specifics:
1. MIR is multimodal (see Section 2.3), i.e., high- and low-level features of various
types are used to represent documents.
2. MIR is subject to the semantic gap and the related query formulation problem (see
Section 2.3.3). In particular, low-level features often cannot be used directly dur-
ing query formulation as they rely on technical terms and concepts that are hardly
comprehensible to typical users. To address the query formulation problem, MIR
systems often support QBE to state queries (see Section 3.3.1).
3. In order to assess the relevance of a document with respect to a query, MIR en-
gines typically use distance functions to calculate the distance between low- or
high-level features (see Section 2.3.2)66. The results of these distance calculations
or an aggregation of them are interpreted as the relevance of a document which
yields a total order of the documents in a collection (see Sections 2.2.2 and 2.3.2).
Qualitative preference models in the context of MIR
The general user friendliness of the qualitative preference model has been discussed in
Sections 5.3.1 and 5.3.3. Its user friendliness is primarily based on its intuitive compre-
hensibility of the preference formulation at the attribute level.
Without a doubt, the statement of a preference of one attribute value over another
implies that the attribute and its possible values are known to the user. For instance, it
is easy to express a preference for a restaurant depending on its type attribute as shown
with the Restaurant relation in Table 5.2.
In MIR, the attributes representing a document are not directly comprehensible; nei-
ther are their possible values known ormake sense to the typical user. This is in particu-
lar true for low-level features. To give an example, imagine a low-level feature counting
the number of different edges present in an image (see Table 2.1; edge histogram). It
is hard to believe that a user can express a preference for edges running in a 45◦ an-
gle over the amount of edges running horizontally. Moreover, there is no guarantee
that the user’s mental model matches the system’s interpretation of an edge. That is,
a user might interpret an edge as a contour line outlining distinct image regions in an
65For the sake of consistency, we follow Ingwersen’s terminology for polyrepresentation [Ingwersen 1996]
introduced in Section 3.2.
66The same statement holds for similarity functions.
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image, while the system is considering all gradients on the luminance channel of the
same image as edges. Figure 5.3 illustrates this effect by juxtaposing a possible user’s
interpretation of edges (center) with the system’s interpretation (right) of the original
image (left).
This claim is supported by the user study presented in Section 9.4, which clearly
shows that layperson users have problems to decipher the meaning behind the low-
level features’ names even if they are presented to them with the help of a GUI.
Figure 5.3: Different understanding of edges in an image; from left to right: original
image, interesting regions, edges based on gradient detection
In addition, qualitative approaches support only strict preferences. However, it can-
not be guaranteed that preferences can always be considered strict. For instance, Bates’
berry picking model and other user-oriented studies argue that a user’s IN might not
necessarily be satisfied by a document as a whole (see Section 3.1.1). Furthermore, the
polysemic nature of multimedia documents (see Section 2.3.3) suggests that more than
one document or one document’s features might be equally relevant to a given IN. To
give an example, imagine a document d1 that addresses one aspect of the IN, while d2
addresses another one. When compared directly, both documents are equally impor-
tant to the user because of their different content. Hence, the formulation of a strict
preference d1 > d2 is infeasible for the user.
The possibility to be embedded into the relational model is one feature of qualitative
preferences that is very import in the field of DB. However, this point is of less impor-
tance for MIR because modern IR models do not use this theoretical foundation. In fact,
the resulting set semantics of the relational model causes effects such as the incompa-
rability of the results of qualitative approaches (see Section 5.3.3) and potentially large
result sets. Furthermore, these approaches violate the probability ranking principle (see
Definition 2.18), which is central to the dominant (M)IR models [Fuhr 2008].
To conclude, qualitative preference models comprise the risk of a high computational
complexity that depends heavily on the distribution of the values of the document rep-
resentations.
Quantitative preference models in the context of MIR
Unlike qualitative approaches, quantitative preference models yield a total order of
result documents due to the used utility function (see Section 5.3.2). Thus, they are
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fully compliant with the probability ranking principle.
Regarding their complexity during preference formulation, they have to be consid-
ered more complicated than qualitative preferences. This is due to two main reasons.
First, they suffer from the same problems as their qualitative counter-parts in terms of
the comprehensibility of the low-level features in MIR. Second, quantitative preference
models require the user to quantify their preference between attributes, which is not as
intuitive as simply stating that one attribute is more important than another. Hence, a
supportive GUI is needed to assist users during the formulation of a preference [Motro
1986].
In contrast to qualitative approaches, quantitative preference models often support
the formulation of weak preferences (see Definition 5.3). As a consequence, users are in
principle enabled to express explicit indifferences between attributes (see Section 5.4.3).
Qualitative preferences support only implicit expressions of indifference via their ce-
teris paribus semantics of the attributes that are not participating in any preference
relation (see Definition 5.10).
Furthermore, the reliance of quantitative preference models on the calculation of the
utility for each document in the collection with the help of a utility function renders
their computational complexity independent from the actual data distribution (see Sec-
tion 5.3.3).
Summary
To sum up, qualitative preferences are typically easier to elicit than quantitative ones
although their practical feasibility depends in every case on the comprehensibility of the
used attributes or document representations. This distinguishes the preference elicita-
tion process in MIR from databases where each attribute of a relation bears a meaning
to the user.
Additionally, the set semantics put forward by qualitative approaches is not natural
to common retrieval models. In contrast, modern MIR relies on total orders of docu-
ments following the probability ranking principle. As pointed out before, this includes
the quantum logic-based retrieval model behind CQQL (see Chapter 4).
In other words, the natural preference model (i.e., qualitative preferences) in the
user’s cognitive space is different from the quantitative one used in the system’s in-
formation space. Consequently, a usable MIR system must strive for bridging the gap
between the user’s mental model and the system’s conceptual model. With reference
to the cognitive viewpoint in IR, this means that both the user and the system have to
step into a dialog (see Section 3.1.2).
5.4.1 Preference Reasoning: Deduction and Induction
In order to establish a dialog between the cognitive and information space, it is neces-
sary to examine the reasoning about preferences in addition to their type. In principle,
there are two ways of reasoning: deductive and inductive reasoning.
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Deductive reasoning is the process of inferring the truth of a statement from a gen-
eral rule. Both preference formulation approaches presented in Section 5.3 are deduc-
tive. That is, the preferences define a general, valid rule against which all objects are
evaluated. As a result, only objects satisfying this rule are considered “true” or rel-
evant. In other words, the reasoning is top-down: individual objects are chosen fol-
lowing a rule which is based on an axiomatic system such as classic logic (see Ap-
pendix A.1.4). To give an example, the deductive preference vegetarian restaurant ≻
Indian restaurant ≻ other restaurant can be evaluated against each imaginable instance
of the relation Restaurant(Type,Name) returning only the tuples that satisfy it, e.g., by
using the winnow operator (see Definition 5.12).
Inductive reasoning means to conclude a general rule from special cases or observed
instances. In contrast to deductive reasoning that always yields a certain conclusion,
the conclusion of inductive reasoning is only probable and can even be wrong. For
instance, one observes that X is a robin and X is a bird. Using inductive reasoning, one
concludes that all birds are robins. Obviously, the conclusion is wrong as there aremany
more bird species. This effect is known as the “problem of induction” and has been
extensively studied in philosophy, e.g., by David Hume or Karl Popper. Nevertheless,
the usage of inductive reasoning, i.e., to make a series of observations and to conclude
a (potentially) valid general rule, is inherently human [Hume 2009].
Induction in the context of interactive MIR In order to overcome the preference
formulation problem due to incomprehensible document representations and an un-
intuitive preference mechanism in MIR, Zellhöfer [2010a, b] suggests to use so-called
inductive preferences during user interaction, i.e., preferences that are based on inductive
reasoning. In order to elicit an inductive preference, users can define qualitative prefer-
ences between documents, which are then used to conclude a general, valid preference
by applying machine-based learning. This links the inductive preference approach to
learning to rank techniques (see Section 5.2) and other fields of AI such as inductive
learning or learning by example. Following this argumentation, traditional explicit RF
(see Section 5.1.1) can also be seen as an inductive preference approach. In fact, QBE
approaches in MIR are also following the inductive paradigm because they try to con-
clude the user’s current IN from given examples.
On a more formal level, inductive reasoning is also related to probability theory,
statistic inference, and decision theory [Holland et al. 1996] because of its inherent un-
certainty. Furthermore, Holland et al. [1996] argue that “induction is (a) directed by
problem-solving activity and (b) based on feedback regarding the success or failure of
predictions generated by the system” [Holland et al. 1996, p. 9]. This links inductive
reasoning to the understanding of the search process in IIR (see Chapter 3) and the need
for a constant dialog between the user and the system.
Besides their inherent uncertainty, inductive preferences are typically not complete.
Definition 5.14 Incompletene preferences: Preferences are called incomplete, if they are
not defined between all available alternatives (or documents in the scope of this dissertation). ✸
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Incomplete preferences are typical in the field of MIR because the formulation of
complete preferences would require users to inspect all documents in the collection.
Incompleteness can be caused by a lack of knowledge, reflection, or disinterest to elicit
further preferences. Hansson & Grüne-Yanoff [2012] subdivide incomplete preferences
by the way they can be resolved, i.e., how the preference relation can be extended to
include all alternatives, into three groups:
First, uniquely resolvable incomplete preferences can be resolved in one way. That
is, although the user states incomplete preferences, complete preferences can be con-
structed, e.g., by using observation or logical inference. For instance, quantitative pref-
erences are complete because they quantify the importance of each involved attribute
with the help of a utility function (see Section 5.3.2). At first sight, qualitative prefer-
ences allow the formulation of incomplete preferences because users are only required
to state preferences between attributes they are interested in. For all other attributes,
preferences are resolved with the help of the ceteris paribus semantics of qualitative
preference approaches (see Definition 5.10) which completes the preferences. Hence,
all deductive preference approaches are complete.
Second, incomplete preferences can bemultiply resolvable, i.e., there are multiple ways
to complete the preferences. For instance, a machine-based learning algorithm may
infer different complete preferences that are compatible with the specified incomplete
preferences (see Section 5.4.4).
Lastly, incomplete preferences can be irresolvable. Incomplete preferences are irre-
solvable if two alternatives are incommensurable, i.e., whenever it is not possible to
compare both alternatives with the same measurement (or unit, class of advantages
and disadvantages etc.). To illustrate the concept, Hansson & Grüne-Yanoff [2012] pro-
vide an example of a typical moral dilemma: a person might be unable to express her
preference between the death of two acquaintances and the death of a close friend. For
instance, the preference for the friend’s survival might be based on the shared memo-
ries and close relationship, while the survival of the acquaintances might be preferred
because both have to support their families. Hence, the “value” of the death of one of
the two parties is based on different measurements or assessment criteria.
This example can be extended to different chains of preferences which are per se valid
but incommensurable to each other. For instance, two valid sets of preferences P1 =
{a ≻ b ≻ c} and P2 = {c ≻ a ≻ b} cannot be combined, because the premise for the
stated preferences differs, i.e., the preferences are conflicting.
Another reason for such preference conflicts can be little reflection on the stated pref-
erences or erroneous user input. Because of their importance to the preference model
presented in this thesis, preference conflicts are covered separately in Section 5.4.7.
Although inductive reasoning with preferences has downsides regarding its general
reliability, the next section presents a user-centered preference model which uses in-
ductive reasoning to conclude quantitative preferences that can be used deductively.
Besides their disadvantages, inductive preferences offer an intuitive form of preference
formulation. To sum up, the reliance on inductive reasoning could not been proven to
be problematic in MIR as the success of QBE and RF approaches demonstrates.
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5.4.2 A User-centered Preference Model for MIR
The last section has shown that typical preference models are based on deductive rea-
soning. Likewise, the reasoning of most modern IR models is also deductive as shown
by van Rijsbergen’s interpretation of IR as uncertain inference [van Rijsbergen 1986b]
(see Section 2.2.2)67. Moreover, Nottelmann & Fuhr [2003] argue that the deduction car-
ried out by IR systems is in fact a generalization of the deduction used in databases that
differs in one aspect: the outcome of the deductive conclusion in IR, i.e., the relevance
decision for a document, is uncertain.
Unlike the field of DB, the query in IR, i.e., the general rule that will be used in the
deductive relevance decision process, can be based on inductive reasoning. In other
words, the general IN in form of a query representation is inferred from a sample, e.g.,
a relevant QBE document in MIR or relevant keywords in the case of textual IR. In
contrast, the IN in DB is typically specified in a deductive form, i.e., a logical sentence
(see Appendix A.1.4) that is used to infer whether a given tuple (or document) complies
with the assertions made in the sentence.
Furthermore, the last sections made clear that common MIR models can be regarded
as quantitative preference models as they support the weighting of query parts.
Linking Cognitive and Information Space
The recently presented examples point out a general problem of preferences in IR that
has already been mentioned briefly at the beginning of Section 5.4: the system’s rea-
soning is deductive, while most users’ intuitive way of reasoning is inductive. In other
words, the preference model in the user’s cognitive space differs from the model used
in the information space: users are familiar with stating qualitative preferences based on
examples, typical MIR models are quantitative as outlined before.
In order to address the challenge of linking these two spaces, it is essential to differ-
entiate for now between preference elicitation and reasoning in the cognitive and infor-
mation space. This dichotomy is illustrated in Figure 5.4. The illustration depicts the
two actors participating in the IIR process: the user and the system; each having their
own representation of the current IN and the corresponding preferences. Eventually,
the shown information flow between the different preference representations forms a
relevance feedback cycle. In other words, a continuous dialog between the cognitive and
information space as postulated by Holland et al. [1996] and extensively discussed in
Chapter 3 is established.
Before proceeding with the discussion on this cyclic and thus interactive information
seeking process, it is necessary to define the central personalization concepts and termi-
nology of the CQQL-based retrieval model – PrefCQQL – discussed in the remainder of
this thesis. Each of the concepts are explained in more detail in the following sections.
67In fact, this is true for most computer applications because they rely on axiomatic systems such as logics
– in particular for logic-based retrieval as elaborated in Section 4.4.1.
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As said before, inductive preferences are intuitively comprehensible for users be-
cause they are used to make preference judgments at the document level. Hence, “it
is not necessary that the user has a deeper understanding of the semantics of all fea-
tures [or representations] that are used for document description nor of the available
features or the underlying theoretical IR model. The user directly interacts with the
document collection in order to compare pairs of documents” [Zellhöfer 2010b, p. 93].
Without doubt, users are familiar with stating preferences this way because decisions
that neglect underlying or hidden features of the judged objects are made frequently in
daily life. For instance, if someone has to decide between two apples, one might prefer
the visually more pleasing apple, neglecting factors such as the amount of contained
vitamins or its potential exposition to toxic pollutants.
How such preferences can be elicited from andmodified by the user during the infor-
mation seeking process is separately discussed in Section 5.4.3. Section 6.2.2 deepens
this aspect further and shows how preferences integrate into a usable RF mechanism
for MIR.
The elicited preferences serve as the input for the machine-based learning algorithm
presented in Section 5.4.4. The learning step is needed to link the qualitative preferences
from the cognitive space to the IR system’s quantitative weighting model – weighted
CQQL – that is used to assess the documents’ relevance with respect to a given query
(see Chapter 4).
Section 5.4.8 brings full circle by showing how the learnt weights can be communi-
cated to the user in form of preferences (see Figure 5.4).
5.4.3 Interpreting Preferences as Partially Ordered Sets
The idea to interpret preferences as posets becomes obvious if one compares the math-
ematical properties of preferences as presented in Section 5.3 with those of posets (see
Appendix A.1.1). This idea is also advocated by other researchers, e.g., by Chomicki
[2002]. Table 5.6 juxtaposes the formal similarities.
Table 5.6: Comparison of the mathematical properties of preferences and posets
Property Weak Preferences Weak Posets Strict Preferences Strict Posets
Anti-symmetry ✓ ✓ ✓ ✓
Transitivity ✓ ✓ ✓ ✓
Reflexivity ✓ ✓ ✗ ✗
Irreflexivity ✗ ✗ ✓ ✓
Besides their apparent similarities at the mathematical level, one can exploit the fact
that posets directly correspond to graphs [Hollas 2007, cf. Sec. 1.4.7]. That is, a set
of preferences/a poset68 corresponds to a directed acyclic graph (DAG), i.e., a Hasse
diagram. Moreover, preferences can also be visualized in an intuitively comprehensible
manner by using graphs which renders this interpretation compelling from a user’s
perspective.
68For the sake of brevity, from now on a set of preferences is considered to be a poset.
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Section 5.3 showed earlier that qualitative preference approaches typically rely on
strict preferences and thus form strict posets, whereas quantitative approaches support
weak preferences.
Basic preference modification and elicitation
Preferences can be expressed as a directed graph G = (V, E), with V being the set of
nodes (or vertices), i.e., the documents di in collection D, and E being the set of edges
that state the preference relation between two nodes.
It is important to differentiate between actual documents represented by a node and
their utility to the user represented by an edge, e.g., their contribution to the satisfaction
of the current IN. Each preference is expressed as a directed edge between two nodes
pointing to the preferred node.
Extending [Zellhöfer & Schmitt 2010b] by including indifference, five user interac-
tions during the modification process become possible with a weak preference graph.
The modifications assume that preferences are united into one set of preferences, i.e.,
no voting rules or the like are utilized during the preference creation or modification
phase (see Section 5.3).
For the sake of simplicity, the interactions are illustrated with two nodes depicting
the documents and an edge showing the preference. Each figure shows a sample pref-
erence’s status before and after the respective user modification. Furthermore, we as-
sume the presence of a ranking of the documents di ∈ D that has been produced by a
matching function before the user interaction happens. The extension to more complex
samples is left open to the reader.
Definition 5.16 Creation: A preference can be created if it expresses the intended IN better
than the currently retrieved rank. That is, the original rank that places d1 before d2 (see Figure
5.5, left) is contradicting the user’s notion of relevance, in which d2 is preferred over d1 (see
Figure 5.5, right). ✸
d1 d2 d1 d2
Before After
Figure 5.5: Creation of a preference; arrows point to the greater element
Definition 5.17 Confirmation: If a preference is consistent with the user’s IN, it can be
confirmed69 (see Figure 5.6). ✸
Definition 5.18 Inversion: An existing preference can be inverted if it contradicts the current
IN (see Figure 5.7). ✸
69Although a confirmation does not require active input by the user, it is included in this list for the sake
of completeness.
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d1 d2 d1 d2
Before After
Figure 5.6: Confirmation of a preference; arrows point to the greater element
d1 d2 d1 d2
Before After
Figure 5.7: Inversion of a preference; arrows point to the greater element
Definition 5.19 Removal: A preference can be removed if it no longer models the user’s IN
(see Figure 5.8). ✸
d1 d2 d1 d2
Before After
Figure 5.8: Removal of a preference; arrows point to the greater element
Definition 5.20 Indifference: If two documents are of equal value to the user, symmetric
indifference (see Definition 5.5) can be expressed (see Figure 5.9). ✸
d1 d2 d1 d2
Before After
Figure 5.9: Indifferent preference; arrows point to the greater element, bi-directed
edges indicate indifference
Indifference takes on a special position because it is not a typical preference judg-
ment per se and has therefore been neglected by Zellhöfer & Schmitt [2010b]. In fact,
the statement of indifference judgements at UI level can be in many cases considered
syntactical sugar that are internally transformed into  (see Section 5.4.7).
Unfortunately, indifference statements increase the chance to formulate cycles within
the preference graph because of their symmetry. Nevertheless, indifference statements
complete the view on preferences as described in Section 5.3. As such, we assume
109
5 Machine-based Learning of Personalized CQQL Queries
that the explicit statement of indifference is more intuitive for the user than working
with  alone. Moreover, Section 5.4 already pointed out that the expression of a strict
preference between two documents might not always be possible.
To recapitulate, the aforementioned graph modifications at the user interface level
can be used to build a complex preference graph which does not necessarily need to
be acyclic. Figure 5.10 shows a Hasse diagram (i.e., two DAG, see Definition A.7 in
Appendix A.1.3) of exemplary acyclic preferences. After the user has finished the mod-
ification of the preference graph, the altered graph serves as input for the learning al-
gorithm presented in Section 5.4.4.
d1
d2
d4
d3
d5
d6
Figure 5.10: Hasse diagrams visualizing {d1 ≻ d2, d1 ≻ d3, d2 ≻ d4, d3 ≻ d4, d5 ≻ d6}
Preferences as a Generalization of Traditional Relevance Feedback
Furthermore, the interpretation of preferences as posets emphasizes that preferences
are a formal generalization of traditional relevance feedback described in Section 5.1.1.
This includes approaches that allow only positive feedback such as the ones by Rocchio
[1971] or Campbell [2000] and such that incorporate negative feedback, e.g., by Ide
[1971] or Assfalg et al. [2000a].
Regarding positive relevance feedback, the relevant documents d+i ∈ D form the
maximal elements of the poset70. Analogously, the minimal elements of the poset can
be defined by using the irrelevant documents d−j ∈ D. Figure 5.11 illustrates the pref-
erence graph for a collection D with m documents dx ∈ D′ = D \ ({d+i } ∪ {d
−
j }) (the
documents on which no relevance feedback has been given) and the positive and neg-
ative relevance feedback documents. Obviously, there is no need for users to construct
these preference graphs manually because the needed preferences can be inferred from
the definition of the maximal/minimal elements of a poset. Hence, the preference ap-
proach also supports binary71 relevance feedback.
To conclude, the utilization of preferences allows a combination of binary and grad-
ual relevance feedback. From a user’s point of view, this is desirable because it allows
the exploration of a document collection by stating simple RF in binary form while
70There is not necessarily a supremum because the poset is not total.
71That is, only positive and negative RF can be given.
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maintaining the opportunity to give more complex, gradual RF in form of finely grad-
uated preferences whenever the user obtains more clarity about the current IN. For
example, to introduce the concept of “highly” and “slightly” relevant into the graph
shown in Figure 5.11 one would simply insert a new layer of “slightly” relevant docu-
ments between the maximal elements and D′.
Maximal elements
D′
Minimal elements
d+1 d
+
2
d1 . . . dm
d−1 d
−
2
Figure 5.11: Preferences as a generalization of traditional relevance feedback
5.4.4 The Learning of Weights as a Non-Linear Optimization Problem
To keep things simple, it is assumed that the preferences used as input to the learn-
ing algorithm are conflict-free and compatible with a given weighted CQQL condition.
Preference conflicts and query incompatibilities are discussed in Section 5.4.7.
Following Section 5.4, the learning algorithm’s objective is to complete the incomplete
inductive preferences that have been defined by the user. To achieve this, the learning
algorithm infers weights (or quantitative preferences) for a weighted CQQL query (or
condition) from a set of inductive preferences. In other words, the algorithm searches
for a utility function (see Definition 5.13) that satisfies all preferences p ∈ P, with P be-
ing the set of all formulated preferences. This utility function is defined by a weighted
CQQL condition qθ and a weighting scheme ω.
Definition 5.21 Weighting scheme ω: A weighting scheme ω is a function that assigns
a weight value wθi∈ [0, 1] to each weighting variable θi that is used in qθ . ✸
Hence, the utility of a document can be calculated by applying a utility function
eval().
Definition 5.22 Evaluation function eval(): The utility function eval() evaluates a given,
weighted CQQL condition72 qθ using the weighting schemeω on a document d ∈ D. Following
Definitions 4.12ff., it is defined as follows:
eval(qθ ,ω, d)→ [0, 1]
72This condition can be user-defined or pre-defined by the system.
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✸
Definition 5.23 Preference fulfillment: In accordance with Definition 5.13, a weighting
scheme ω fulfills a preference p = d1  d2 if and only if:
eval(qθ ,ω, d1)− eval(qθ ,ω, d2) ≥ 0 (5.2)
holds. ✸
Furthermore, the utility of pwith respect to a given CQQL condition and a weighting
scheme is defined as follows.
Definition 5.24 Preference utility:
utilpω = eval(qθ ,ω, d1)− eval(qθ ,ω, d2)
✸
Figure 5.12 visualizes the results of the evaluation of the given CQQL condition qθ =
r1∧θ1,θ2 r2 with respect to different weight values for the weighting variables θi andwith
rj being the two attributes (and values respectively) of the relation Document(r1, r2)
representing the documents as d1(0.7, 0.3) and d2(0.6, 0.4).
For the sake of clarity, arrows emphasize some values of utilpω with p = d1  d2 for
various ω. Figure 5.12 clearly illustrates that the preference p cannot be fulfilled with
any combination of θ1 and θ2. Consequently, a preference can be seen as a restriction on
the weight values.
To deepen the understanding of a preference’s utility, it is helpful to imagine utilpω as
a hyperplane that is defined on a hyper-unit cube spanned by the weighting variables
θi being used in qθ . Figure 5.13 depicts the three possible preference utility categories
using two weighting variables. As before, utilpω depends on the actual weight values
and the result values of the evaluation function eval() [Zellhöfer & Schmitt 2010b, cf.
pp. 39f.].
Definition 5.25 Preference utility categories:
Inconsistent: A preference p is inconsistent if max
ω
(util
p
ω)< 0 holds (see Figure 5.13; left).
That is, the preference cannot be fulfilled by any weight values with a given qθ . Obviously,
this is the case if the maximum function value of utilpω is less than zero.
Useless: A preference p is useless for weight learning if min
ω
(util
p
ω)≥ 0 applies (see Figure
5.13; center). In this case, the preference does not restrict the weighting variables θi used
in qθ .
Useful: Otherwise, the preference is called useful (see Figure 5.13; right) because it intersects
the zero level. The intersection of the zero level indicates a preference that constitutes a
meaningful restriction of the weight values.
✸
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Figure 5.12: Preference utilities for qθ = r1 ∧θ1,θ2 r2 and p = d1  d2; sampling step size
for θi = 0.1
As seen before, Figure 5.12 displays a useful preference p = d1  d2 that forms a
meaningful restriction on the weight values for the given weighting variables. In this
case, we are interested in the red area of the plane with solid lines, i.e., where utilpω ≥ 0
holds.
An example for a useless preference p = d1  d2 can be easily shown by setting
d1(0.7, 0.7). In this case, the evaluation of qθ = r1 ∧θ1,θ2 r2 will always yield a bigger
score value for d1 than for d2 if θi > 0 (see Definition 4.17) because θi = 0 means that
the affected attribute will be effectively “disabled” (see Section 4.3).
Figure 5.13: Cases of utility of the preference d1  d2 with respect to the zero level
[Zellhöfer & Schmitt 2010b, Fig. 5]
Analogously, an inconsistent preference p = d1  d2 can be created with d1(0.7, 0.3)
and d2(0.9, 0.9). This preference cannot be expressed with the CQQL condition qθ =
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r1 ∧θ1,θ2 r2 because d2 will always get a higher score value than d1. Such query incompat-
ibilities are addressed in Section 5.4.7 and become important in Section 5.5.
How the category of a preference can be discovered in general is elaborated in Zell-
höfer & Schmitt [2010b, Sec. 4.1], which also presents a categorization algorithm. There-
fore, a separate discussion is omitted in this thesis. For the remainder of this section,
we assume that we deal only with useful preferences.
As said before, every preference in P constitutes a restriction of weight values. In
other words, a preference defines an area in the hyper-unit cube defined by the weight-
ing variables in which weight values are “valid”, i.e., where Equation 5.2 holds.
Typically, the user will provide multiple preferences that have to be fulfilled at the
same time. Given that the preferences are not in conflict, two preferences can basi-
cally overlap or imply the one or the other. Figure 5.14 illustrates these relations using
two preferences and two weighting variables. The horizontally and vertically striped
regions depict the restrictions on the weight values defined by the two preferences.
On the left, p1 implies p2, i.e., the restriction area of p2 (vertically striped) is fully
contained in the weight value restriction defined by p1. Thus, the removal of p2 from
P will not change the restriction of the weight values that is described by all other
preferences in P. As a consequence, p2 does not provide additional information to
the weight learning algorithm and can therefore be neglected. In case two preferences
overlap (see Figure 5.14; right), the only valid weight values lie in the intersection area.
Hence, the removal of any preference is not feasible.
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Figure 5.14: Implication (left) and overlap (right) of preferences [Zellhöfer & Schmitt
2010b, Fig. 10]
To conclude, the main objective is to determine the smallest, non-empty intersection
region in the weight hyper-unit cube using the minimal number of useful preferences.
This is due to two main reasons. First, the size of P has an impact on the execution
time of the learning algorithm as Section 5.4.6 presents. Second, a minimal number of
descriptive preferences means potentially less demanding interactions from the user.
Learning as an Optimization Problem
Acknowledging that every preference (p = di  dj) ∈ P corresponds to a restriction
on the weight values that remain assignable73 by ω to qθ and that all p ∈ P have to be
satisfied, a feasible aggregation into one restriction is needed.
73That is, the weight values for θi that fulfill the preference (see Definition 5.23).
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As suggested by Zellhöfer & Schmitt [2010b], the min function over all preferences
with the additional constraint to be greater or equal than 0 can be used because it guar-
antees that all formulated preferences are fulfilled, i.e.:
min
(didj)∈P
(
eval(qθ ,ω, di)− eval(qθ ,ω, dj)
)
≥ 0. (5.3)
As a result, the finding (or learning) of a weighting scheme ω for qθ can be regarded
as an optimization problem in which a certain weighting scheme ωopt that maximizes
the min function has to be found. The maximization of min improves the significance
of the rank produced by the combination of qθ and ωopt, i.e., the maximal outcome of
the difference between all documents referred to in P. In other words, the optimization
searches for a weighting scheme that clearly discriminates between the score values of
all matched documents. It is believed that this equals the intended semantics of the
preferences specified by the user.
On a closer examination of Section 4.3, it becomes clear that the optimization problem
is non-linear. Roughly speaking, this is caused by the fact that weighting variables can
occur within a product during the evaluation of a CQQL condition. Unfortunately, the
non-linearity yields a computational hard and complex problem [Bradley et al. 1992].
A commonly used algorithm for solving such problems is the heuristic downhill sim-
plex algorithm by Nelder & Mead [1965] that approximates the minimum of a target
function. The algorithm and its utilization in PrefCQQL is described in Section 5.4.5.
Being heuristic, the downhill simplex cannot guarantee that it will find the exact min-
imum of the target function. However, Zellhöfer & Schmitt [2010b] argue that it is not
necessary to find the exact maximum of the min function as long as all user-defined
preferences are respected.
To conclude, it is helpful to categorize the learning approach used in PrefCQQL.
As hinted in Section 5.4.1, the PrefCQQL learning algorithm is a representative of the
learning to rank methods (see Section 5.2) because it tries to find a weighting scheme
that produces a rank in conjunction with a CQQL condition which satisfies the user-
defined preferences. In contrast to typical L2R approaches, it learns only a special case,
namely the user’s current IN. It is not meant to draw generalizable conclusions for a
large number of documents or IN. Hence, it is appropriate to assume that the algorithm
is not dependent on a huge amount of training data. Instead, one can assume that it
will work sufficiently with a very small amount of training data, i.e., a supposedly small
number of user-specified preferences. The validity of this assumption is investigated in
Section 8.5.
5.4.5 Adoption of the Nelder-Mead Downhill Simplex Algorithm
The downhill simplex algorithm by Nelder & Mead [1965] is known to be a simple and
robust but not necessarily efficient method for finding the minimum of a non-linear
function. Because the discussion on alternative or more efficient algorithms falls out
of the scope of this dissertation, refer to Bradley et al. [1992] or Press et al. [2005] that
provide an exhaustive overview of the subject of linear and non-linear optimization.
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Although the original publication of the downhill simplex method already includes
a detailed description of the algorithm, there are many variants with minor modifica-
tions. The implication used in this dissertation is derived from a variant implemented
in C++ that has been presented in Press et al. [2005, Sec. 10.4]. For the sake of brevity,
this section only outlines the rough idea behind the downhill simplex algorithm. For
the actual implementation, see the source code74 attached to this text as a supplement
(see Appendix E). An overview of the basic system architecture is available in Section
6.3.1.
The Nelder-Mead Downhill Simplex Algorithm
The core idea of Nelder and Mead’s downhill simplex algorithm is based on Spend-
ley et al. [1962], who suggest to create a simplex in an n-dimensional parameter space
whose defining points are used to evaluate a linear function’s value. A simplex is the
geometrically simplest volume in a n-dimensional space with n+ 1 points, e.g., a trian-
gle in two dimensions. This simplex is continuously reformed by reflecting one point
of the simplex. Consecutively, the target function is evaluated again at each point and
the simplex is redefined until the optimum of the linear function is found. In contrast to
the contribution by Spendley et al. [1962], Nelder &Mead [1965] do not rely on various
parameters that have to be known a priori in order to control the simplex’ movement.
Instead, their algorithm incorporates an automatic adaption of the simplex’ movement
depending on the evaluation of the non-linear function’s value at each vertex of the
simplex.
The eponymous simplex of the Nelder-Mead algorithm is defined by n + 1 points
called Pi. Let yi be the function value at Pi and h (highest) the suffix of yi, where yh =
max(yi) and l (lowest) such that yl = min(yi). P is the centroid of the points with i 6= h.
Initially, the points Pi are determined by taking one randomized P0 ∈ P and deriving
the other points as follows: Pi = P0 + λi, with λi being specific offsets to define the
simplex’ other vertices.
In order to find the minimum of the target function, the downhill simplex algorithm
relies on three strategies illustrated in Figure 5.15 to move the simplex through the
parameter space. First, the algorithm reflects Ph through the opposite face of the simplex
(see Figure 5.15; left). If it detects a lower function value at the reflected point P∗,
the algorithm further expands the simplex into this direction (see Figure 5.15; center).
If the function’s value increases into this direction, the simplex contracts itself in the
transverse direction (see Figure 5.15; right) [Press et al. 2005, cf. p. 414]. The flow
diagram of the Nelder-Mead algorithm is available in Figure 5.16.
As shown in the flow diagram, the movement (or redefinition) of the simplex is re-
peated until the minimum of the target function is found. Typically, the discovery of
the minimum is considered to be achieved when the decrease of the target function’s
value underruns a given tolerance value [Nelder & Mead 1965, cf. p. 309]. Another
widely used termination criterion is the number of maximal evaluations of the target
74See namespace dbis::weightlearning, and dbis::weightlearning::CQQLWeightLearning in particular.
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address this issue, the simplex can be started sequentially multiple times with different
randomly chosen starting points. This method to increase the approximation quality of
the downhill simplex is also used in PrefCQQL [Zellhöfer & Schmitt 2010b]. Another
alternative is to restart the algorithm for a number of times whenever it claims to have
found a minimum [Press et al. 2005].
Modifications to the Nelder-Mead Downhill Simplex Algorithm
The original downhill simplex method assumes a target function without constraints
[Nelder & Mead 1965, cf. p. 308]. As said before, the preferences in PrefCQQL consti-
tute a constraint on the potential target function (see Equation 5.3), namely a restriction
on the valid weight values. Moreover, the downhill simplex algorithm is designed to
find the minimum of a function, while we are interested in a maximization of Equation
5.3.
In the case of PrefCQQL, the n-dimensional parameter space is defined by the num-
ber of weighting variables in qθ . The simplex is defined by its points Pi, each corre-
sponding to a weighting scheme ωi. In order to determine the function value yi at Pi,
we have to find a way of including the preference constraints in the function’s evalua-
tion. One way is to calculate the sum of all preferences’ utilities and to use this value
for yi. The corresponding function is shown in Listing 5.2 in pseudo-code75.
Listing 5.2: Preference utility calculation using the SumMin strategy
1 function applySumMin(ωi)
2 {
3 min = ∞;
4 sum = 0;
5 // Calculate sum of the preference utilities
6 for (i = 0; i < numberOfPreferences; i++) {
7 // each preference has the form:
8 // greaterElement  smallerElement
9 greater = eval(qθ,ωi,preferences[i].greaterElement());
10 smaller = eval(qθ,ωi,preferences[i].smallerElement());
11 preferenceUtility = greater - smaller;
12 if (preferenceUtility < min) {
13 min = preferenceUtility;
14 }
15 sum += preferenceUtility;
16 }
17 if (min <= 0) {
18 return min;
19 }
20 return sum;
21 }
75For the full implementation in C++, refer to dbis::weightlearning::CQQLWeightLearning::applySumMin().
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Because the Nelder-Mead algorithm tries to find a function’s minimum, the negated
return value of this function is used to calculate yi76. Further constraints such as Equa-
tion 5.3 being greater than or equal than zero are tested subsequently77. The same holds
true for the maximization.
An understanding of the code at lines 17 - 19 is not crucial for the comprehension
of the basic algorithm. The code ensures that the function also returns a value in case
preferences cannot be fulfilled, which has been proven practical in the pre-studies to the
development of the learning algorithm [Zellhöfer & Schmitt 2010b]. Roughly speaking,
it enables the learning algorithm to pick the weighting schemewhich still performs best
even if not all preferences could be satisfied. In other words, if one preference cannot
be fulfilled, the simplex will withdraw from the respective point, i.e., movements into
the direction of points that fulfill all preferences are reinforced.
5.4.6 Runtime of the Learning Algorithm
Section 5.3.3 already brought up the computational complexity of qualitative and quan-
titative preference approaches. Not surprisingly, the actual complexity of the Pref-
CQQL approach depends mainly on the downhill simplex algorithm. Unfortunately,
the complexity of the Nelder-Mead algorithm is typically not given in the literature be-
cause it is highly instance-dependent. Being a heuristic search method, it depends on
many parameters such as the function to be optimized, the number of variables etc..
Because of the importance of the runtime of the algorithm during interactive IR, Zell-
höfer & Schmitt [2010b] examine the typical execution time of the learning algorithm
used by PrefCQQLwith respect to the main parameters affecting the runtime: the num-
ber of preferences and the number of weights present in an imaginary function to be
optimized.
The experiments have been conducted on an Apple MacBook Pro notebook (version
4,1) from 2008 with one Dual-Core Intel Core 2 Duo with 2.5 GHz and 4 GB RAM
running Mac OS X 10.5.5 and Java 5 [Zellhöfer & Schmitt 2010b]. Figure 5.17 shows the
results of the runtime analysis.
Regarding the applicability of the Nelder-Mead algorithm in an interactive retrieval
scenario, it is noteworthy that the runtime for the algorithm for ca. 10 weights and
ca. 40 preferences stays below one second78. A further increase of both parameters
yields a reasonable runtime extension. In any case, it can be doubted whether users are
willing to provide a high amount of preferences because users tend to avoid massive
interactions [Shneiderman & Plaisant 2005].
Another factor that has a major impact on the runtime of the downhill simplex al-
gorithm is its implementation. The algorithm is well-suited for parallelization which
has not been used in the aforementioned experiment. The main application area of
parallelization is the simultaneous launch of the simplex with different starting points.
Using parallelization, the runtime of the learning algorithm becomes more and more
76See dbis::weightlearning::DownhillSimplex::maximize().
77See dbis::weightlearning::CQQLWeightLearning::findBestWeights().
78300 different simplex starts and kNMax = 1, 000, 000
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Figure 5.17: Runtime of the learning algorithm in seconds depending on the amount of
weights and preference pairs [Zellhöfer & Schmitt 2010b, cf. Fig. 15]
negligible because many more factors, including clustering and rendering, affect the
responsiveness of an interactive MIR system. To better illustrate the responsiveness
during learning, a real-time sample user interaction video of the prototypical Pythia
MIR system (see Chapter 6) is available in the supplement to this thesis (see Appendix
E).
5.4.7 Preference Conflicts and Query Incompatibilities
The earlier sections of this text assumed the set of preferences P as as conflict-free and
consistent, i.e., compatible with a given query. Furthermore, it has been shown that
valid preferences in PrefCQQL form weak posets that correspond to directed acyclic
graphs (DAG).
These assumptions are required by the weight learning algorithm presented earlier.
In order to provide only the minimal set of preferences as learning input, the preference
graph can be reduced by reflexivity and transitivity. A set of preferences P for qθ is
conflict-free “if its transitive and reflexive closure yields a partially ordered set (poset).
That is, cycles such as o1 ≥ o2 and o2 ≥ o1 with o1 6= o2 are not allowed”79 [Zellhöfer &
Schmitt 2010b, p. 38].
Preference Conflicts
Unfortunately, users can violate these constraints while interacting with the preference
graph, e.g., by adding new preferences. A simple conflict has already been outlined in
Section 5.4.1. Given a set of preferences P = {a ≻ b ≻ c; d ≻ c}, the user adds a
new preference p4 = c ≻ a because of either a change in the current state of knowledge
or an erroneous input. By adding p4 to P, the user creates a cycle in the preference
graph that prevents its usage in the weight learning algorithm because it constitutes
79The notation of the original article has been maintained so that oi can be considered synonymic with di.
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a contradicting preference. Figure 5.18 illustrates the modification of the preference
graph and the resulting “contradictory” cycle.
In order to resolve the conflict, the user has to be asked which of the preferences p2,
p3, or p4 is invalid and to remove this preference from the graph. If the user cannot
decide for the removal of a preference, it is most likely that alternatives are incommen-
surable as discussed in Section 5.4.1. As stated before, such conflicts are irresolvable as
per definition.
This example points out the necessity to find cycles in a graph to reveal conflicts. To
achieve this, a property of the topological sorting [Knuth 2013] algorithm can be ex-
ploited in a brute force (or very naive way): the algorithm aborts when it detects the
first cycle. In order to provide direct user feedback, this algorithm has to check the pref-
erence graph after each user interaction to inform the user directly about input conflicts.
For more complex graphs or if the topological sorting cannot be carried out in parallel
to every user interaction, a depth-first search algorithm can be used (which is by the
way far more elegant as it will detect all cycles in a graph and allows deeper insights
into a graph’s topology). The depth-first search algorithm’s worst-case complexity is
O(n), with n being the number of edges of the graph.
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b
p3
p1 p2
p4
Arrows point to the greater element, dashed lines indicate a cycle.
Figure 5.18: Preference conflict caused by the addition of the preference c ≻ a
When dealing with strict preferences alone, each cycle in the user-specified prefer-
ence graph indicates an automatically irresolvable conflict and each bi-directional edge
is forbidden because of the asymmetry requirement. In the case of a user interface
that discriminates between strict preferences and explicit indifference judgments as de-
scribed in Section 5.4.3, the situation becomes more complex.
Although the usage of weak preferences relieves users from the necessity to bring
their preferences into a strict order, the application of the  operator alone to state
preferences is not intuitive for all users, especially the mathematically inexperienced
ones. Furthermore, the  operator can hardly express all possible user preferences
that have been presented at the beginning of Section 5.3 semantically appropriate. For
instance, there might be a clear (i.e., strict) preference between two alternatives and a
clear indifference between two other. The application of the operator alone decreases
the system’s knowledge of the user’s explicit preferences and indifferences that can no
longer be exploited or respected by the learning algorithm.
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(a) User input preference graph
d1,2
d5 d3
d7
d4
d6
(b) Invalid Hasse diagram
Bi-directed edges indicate indifference, dashed lines indicate a cycle.
Figure 5.19: Conflicting preference poset; arrows point to the preferred element
Figure 5.19 displays a sample preference that has been input by a user via the user
interface expressing the user’s preferences between actual documents. By stating d1 ∼
d2 and d1 ∼ d3, the user formulates a cycle shown with a dashed line. The remaining
arrows indicate strict preferences. The reflexive and transitive reduction of the graph
yielding an invalid Hasse diagram underlines the cycle (see Figure 5.19 (b))80.
One way to resolve this conflict is to automatically map d1 ∼ d3 into d1  d3 as
depicted in Figure 5.20. In this case, the transitive reduction of the preference graph
results in a Hasse diagram.
d1 d2 d3 d4
d5 d6 d7
(a) Relaxed preference graph
d1,2
d5 d3
d4
d6
d7
(b) Hasse diagram
Figure 5.20: Resolved preference poset; arrows point to the preferred element, bi-
directed edges indicate indifference
Such a specific treatment of preferences is not provided by the original weight learn-
ing algorithm presented in Section 5.4.5 that interprets all preferences as . However,
this functionality can easily be added.
80Because of the equal value of d1 and d2 to the user, the documents are combined into one node.
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Consider the calculation of the preference utility in Listing 5.2 (line 11). Given that a
user has stated an indifference preference between two documents, eval(qθ ,ωi, d1) −
eval(qθ ,ωi, d2) is expected to be zero. For d1  d2 it has been shown before that
eval(qθ ,ωi, d1) − eval(qθ ,ωi, d2) ≥ 0 must hold. To express this difference, the algo-
rithm can be easily extended to consider a preference’s type, i.e.,≻ or∼, and to penalize
violations of a preference, e.g., by subtracting a penalty factor from the sum.
To copewith relaxation (see above), the algorithmmight only accept eval(qθ ,ωi, d1)−
eval(qθ ,ωi, d2) ∈ [ǫ, τ], with ǫ being a value slightly greater than zero. The other vari-
able τ is a specific threshold value until which the difference of the documents’ scores is
still considered insignificant by the user. The actual choice of τ depends on the query,
the documents, and the user’s sensitivity regarding differences. The interaction be-
tween these parameters needs further research, e.g., in form of user studies.
An alternative approach to respect the dynamics of the IN during information seek-
ing is to define a “time to live” (TTL) for the preferences. That is, a time span in which
a preference has to be fulfilled. After this time span is reached, the preference can be
removed. For instance, the ostensive model [Campbell 2000] and its derivatives use
an aging profile for RF judgments. In principle, this approach is also compatible with
PrefCQQL. For instance, the TTL of a preference can be decreased every time in takes
part in an interactive cycle (see Figure 5.4) or whenever it is not explicitly confirmed
(see Definition 5.17). However, the inclusion of preference aging requires an adaption
of the evaluation algorithm given in Listing 5.2 in order to reward the fulfillment of the
most recent stated preferences.
Query Incompatibilities
Even if a preference graph is free of conflicts, there is still the chance that it cannot be
expressed with a given CQQL query (see Definition 5.25). In order to deal with query
incompatibilities, one can either suggest to state a new query or to alter the preference
graph to remove inconsistent preferences.
Whenever a query incompatibility with a preference is detected, the system can sug-
gest to manually reformulate the query. Alternatively, machine-based learning can be
used to infer a valid query from a set of preferences (see Section 5.5).
5.4.8 Reduction of a Rank
In order to establish a continuous dialog between the cognitive and the information
space (see Figure 5.4), the system must be given the chance to communicate its internal
state of knowledge about the user’s IN to the user in a comprehensible way. To allow
this, Zellhöfer & Schmitt [2010b] suggest to reduce the rank rankqθ (ω) that has been
created on basis of the learned weighting scheme ω and a CQQL query qθ to a set of
characteristic preferences P′. The set of characteristic preferences P′ is a minimal set
of preferences that are needed to produce a k-equivalent rank to rankqθ (ω) using the
presented learning algorithm learnWeights(). If the top-k elements of two ranks are
equal and have the same order, these ranks are considered k-equivalent.
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That is, the subsequent requirements must apply for P′:
1. The originally created rank rankqθ (ω) and rankqθ (learnWeights(P
′)) are k-equi-
valent, i.e.,
rankqθ (ω) =k rankqθ (learnWeights(P
′)).
2. P′ is minimal, i.e., there are no preferences that can be removed from the set with-
out violating the k-equivalance:
¬∃p ∈ P′ : rankqθ (learnWeights(P
′ \ {p})) =k rank(ω).
To derive the preferences in P′, Zellhöfer & Schmitt [2010b] present a simple algorithm
with a complexity of O(n2) depending on k.
Reduction algorithm [Zellhöfer & Schmitt 2010b, cf. Fig. 12]
1. Based on the first k objects of the rank, pairwise preferences of neighboring objects
oi ≥ oi+1 for i = 1, ..,k− 1 are derived. The resulting preference set P′ is already
reduced by transitivity and reflexivity. Inconsistent preferences and empty intersec-
tions of preference regions cannot occur.
2. Removal of useless preferences (see Section 5.25).
3. Generation of a minimal k-equivalent preference set P′:
a) For every preference p in P′
i. Test if the removal of p from P′ violates the k-equivalence.
ii. Add the preference again in case of a violation.
b) Repeat step a) until no more preferences can be removed without violating the
k-equivalence.
Please note that the preferences in P′ are not necessarily the same as in the initial
preference set P that has been used to infer ω. However, these preferences correspond
to the system’s model of the user’s IN and are therefore a valuable information for the
user supporting the user’s understanding of the system’s reaction.
An essential parameter affecting the practical usability of the reduction algorithm
shown above is k. If k is set very high, P′ will also contain a large number of pref-
erences that have to be inspected by the user. On the other hand, the inspection and
modification of a high number of preferences can also lead to a faster adjustment of the
weights to the user needs, lowering the number of RF iterations.
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5.5 Learning CQQL Queries as a Special Case of Weight
Learning
Although PrefCQQL’s weight learning algorithm allows the RF-based personalization
of results, it is strictly bound to a given CQQL condition that can be provided by the
user or the system. However, as Section 5.4.7 has shown, there is a chance that the
user might state inconsistent preferences during the RF iterations. For instance, these
inconsistent preferences can be due to erroneous input or because the user’s IN has
changed drastically and cannot be modeled any longer with the help of the utilized
CQQL condition.
To address the latter issue, Schmitt & Zellhöfer [2012] propose a query learning al-
gorithm based on the recently discussed PrefCQQL approach. In accordance with the
beginning of Chapter 5, this algorithm can be considered as a query reformulation tech-
nique because it will search for a newly structured logical query expressing the user’s
preferences. Because the algorithm is of minor interest in this dissertation, only its main
idea is outlined here. For a detailed discussion and additional information such as its
runtime and complexity, see the original publication by Schmitt & Zellhöfer [2012].
In order to learn a new query, it is useful to consider the search for a query satisfying
the user’s preferences as an optimization problem with the following characteristics.
Let W be all solutions81 fulfilling the specified preferences. To find a new query,
we have to obtain the solution ω ∈ W which fulfills the input preferences P best (see
below).
From the laws of logic we know that every Boolean algebra condition (and thus every
CQQL condition ϕ) can be expressed in a full disjunctive normal form (DNF) with the
following form
∨
i(
∧
j(¬)ϕij). Thus, every condition is bi-directly associated to a subset
of 2n minterms82. In consequence, exactly 22
n
conditions exist.
The core idea behind the query learning approach is to assign every possible DNF
minterm mti a weighting variable θi:
∨
i θimti.
Hence, a solution of our learning problem is a weighting scheme ω that assigns every
weight variable θi a value out of [0, 1]. Due to the full disjunctive normal form, between
any two different minterms at least one predicate is negated in one and not negated in
the other minterm. Thus, the evaluation of the disjunction reduces to a simple weighted
sum because of the evaluation of a disjunction in CQQL (see Definition 4.14, Equation
4.11b or Schmitt [2008] for a more detailed discussion):
eval(ω, d) =
2n
∑
i=1
wθi ·mti(d), (5.4)
where wθi denotes the value of the weighting variable θi as assigned by ω and mti(d)
denotes the evaluation of i-th minterm against a document d. Further, every feasible
81That is, a CQQL condition to be learnt.
82A minterm has the form (
∧
j(¬)ϕij).
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solution must fulfill all user preferences in P. The best solution is the solution that
maximizes the sum of preference differences:
m
∑
i=1
(eval(ω, di1)− eval(ω, di2)) (5.5)
Another presentation of the target of the optimization problem is given by the multi-
plication of four matrices: S · P · A ·Θ =⇒ max where Θ = (θ1, . . . , θ2n)T contains the
weighting variables of a solution, and
A =

mt1(d1) · · · mt2
n(d1)
...
...
mt1(dk) · · · mt2n(dk)

 (5.6)
is a k× 2n matrix containing the minterm evaluation of the k objects involved in the m
preferences.
P decodes the preferences as differences. That is, a row corresponds to a preference
and a column to a minterm. 1 denotes the larger object and −1 the smaller object.
S = (1 . . . 1) sums up all m preference differences. Conditions to be respected are
P · A ·Θ ≥ 0 (m preference conditions) and 0 ≤ θi ≤ 1 (2n weight conditions).
Finding a Solution to a Linear Learning Problem
This presentation yields the following linear learning problem: consider an example
with two conditions c1, c2, three documents and two preferences (d1 ≥ d2, d1 ≥ d3) with
mt1(di) = c1(di)c2(di), . . . , mt4(di) = (1− c1(di))(1− c2(di)).
The target function to be maximized is given by:
(
1 1
)
·
(1 −1 0
1 0 −1
)
·

mt1(d1) mt2(d1) mt3(d1) mt4(d1)mt1(d2) mt2(d2) mt3(d2) mt4(d2)
mt1(d3) mt2(d3) mt3(d3) mt4(d3)

 ·


θ1
θ2
θ3
θ4

 (5.7)
From thematrix presentation we recognize a linear optimization problem, which can be
solved by a simplex algorithm. Linear programming algorithms solve the optimization
problem (average case) in weakly polynomial time.
Alternatively, we can require strictness: P · A · Θ > 0, or restrict weight values:
ω(θi) ∈ {0, 1} ⊆ R. The last modification leads to a binary integer problem as a special
case of a mixed integer problem that yields an unweighted solution (if it exists). One
issue with the optimization problem is the exponential number of weighting variables
for 2n minterms making the optimization hard. As said before, the result can contain
2n minterms.
To cope with this issue, Schmitt & Zellhöfer [2012] suggest to reduce the problem by
starting with k < n predicates {ci} ⊂ {cj}, with |{ci}| = k and |{cj}| = n. Using the
observation that a solution that is based on k predicates remains as solution after a new
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condition is added, we iterate from k = 1 to n and stop whenever we find at least one
solution in one k-level. However, for every k-level we have to test all
( n
k
)
k-subsets of
the original predicate set.
Thus, the total complexity on level k is: costs(m, n, k) =
( n
k
)
f (2k,m + 2k), where
f (x, y) is the cost of applying the simplex algorithm for x variables (minterms) and y
constraints (preferences and weight limits). Although the cost of f (x, y) of a simplex
optimization is instance-dependent, it can be roughly estimated by conducting experi-
ments. We make an optimistic assumption that a solution for a small k can be found. If
this is not the case, then the iteration would produce more costs than without iteration:
n
∑
k=1
costs(m, n, k) ≥ costs(m, n, n) (5.8)
If we examine costs(m, n, k) carefully, we see a superposition of exponential and bi-
nomial elements. It can happen that two k-values k1 < k2 with costs(m, n, k1) >
costs(m, n, k2) exist. In such case, the level k1 should be skipped from iteration.
A solution to the optimization problem is expressed as weight values for minterms in
full disjunctive normal form. In case of discrete weight values from {0, 1}, repeatedly
merging minterms, which differ in the negation of just one predicate, simplifies the
resulting condition.
Schmitt & Zellhöfer [2012] propose an implementation that stops the iteration k =
1, . . . , n after the first k-level contains a solution. The possible results would be:
1. the first found solution of that level,
2. the simplest solution after minterm merging, or
3. all solutions of that level.
Returning all solution helps to see how strict the preference conditions are.
As a result from the query learning algorithm, a new query in DNF that expresses
the specified preferences (and thus the new IN) is obtained. Unfortunately, queries
in DNF are hardly comprehensible – even for expert users. In consequence, it cannot
be recommended to directly modify queries in DNF from a usability point of view.
Although there is literature about possible simplifications of the DNF in mathematics
and theoretical computer science, e.g., by Andon [1966], these approaches have not
been studied further because the learning of CQQL queries falls out of the scope of this
thesis.
However, this does not affect the general utility of the query learning, which can be
embedded into the search process without confronting users with the learned query
directly. Analogously, the learned query can serve as a starting point for further explo-
ration.
To conclude, the utilization of this learning algorithm also enables users to start a
retrieval session without the formulation of an explicit query. Instead, users can define
their preferences between some QBE documents that will then be used as input for the
query learning algorithm.
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5.6 The Relation of the PrefCQQL Approach to Other
Personalization Techniques in Information Retrieval
Figure 5.4 shows that PrefCQQL can be considered as a preference-based relevance feedback
technique. Moreover, Section 5.4.3 outlined that traditional RF can be regarded as a spe-
cialization of the general preference approach. As such, PrefCQQL also integrates RF-
based techniques such as the ostensive model [Campbell 2000] by allowing only binary
RF. Like other RF approaches, PrefCQQL supports negative RF by placing irrelevant
documents as the minimal elements in the preference poset. In addition, PrefCQQL
can deal with negative feedback at query level. That is, QBE documents can be negated
within CQQL to express negative samples, e.g., as suggested by Assfalg et al. [2000a].
The reliance on inductive preferences of PrefCQQL classifies it as a learning to rank
technique (see Section 5.4.4) because the user is given a chance to define a rank for the
desired documents, which has to be satisfied by a weight setting and a given CQQL
query. Referring to Section 5.4.4, the learning step completes the inductive preferences.
When using solely binary RF, traditional RF is carried out without establishing awell-
defined rank of the result documents besides defining the most relevant and irrelevant
documents.
Regarding consistent user interactions, the usage of inductive preferences is to be
favored because it allows the statement of preferences at document level – a technique
that is commonly used in (M)IR, e.g., during query formulation time whenever QBE
documents are provided or in the case of traditional RF. In contrast to traditional RF that
relies on a query, PrefCQQL’s preferences can also be used at query formulation time to
learn a CQQL condition as Section 5.5 demonstrated. In other words, the general user
interaction with the MIR system can be based on preferences alone. This can take place
during the query formulation time when a query is learned or during the information
seeking process aimed at personalizing the results.
In comparison to quantitative preferences, inductive preferences also reduce the cog-
nitive workload of the user. Without doubt, the statement of preferences on actual
document samples is easier to carry out than quantifying one’s preferences in the form
of weights. Nevertheless, PrefCQQL allows the direct manipulation of weights in a
weighted CQQL query making it a hybrid preference approach.
The central idea behind PrefCQQL is the constant dialog between the cognitive and
the information space as Figure 5.4 illustrates. Hence, the user has continuous access
to the learned weights, the characteristic preferences, and the user-defined preferences.
While a typical layperson user might only state preferences and let the learning algo-
rithm infer weight values, an expert user is given full access to the weights. This differ-
entiates PrefCQQL from common IR models that typically do “not include the cognitive
aspects of the retrieval aspects, such as query negotiation or output evaluation” as van
Rijsbergen [2009] put it aptly in a keynote talk at the ESSIR. In PrefCQQL, the user can
gain insights into the system’s model of IN, which can positively affect the predictabil-
ity of the system’s reactions in return. Eventually, this can improve the overall usability
of the MIR system.
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To conclude, PrefCQQL is juxtaposed to Kießling’s list of desiderata for preferences
in databases83.
1. “An intuitive semantics: Preferences must become first class citizens in the
modeling process. This demands an intuitive understanding and declara-
tive specification of preferences. A universal preference model should cover
non-numerical as well as numerical ranking methods.
2. A concise mathematical foundation: This requirement goes without saying, but
of course the mathematical foundation must harmonize with the intuitive se-
mantics.
3. A constructive and extensible preference model: Complex preferences should be
built up inductively from simpler ones using an extensible repertoire of pref-
erence constructors.
4. Conflicts of preferences must not cause a system failure: Dynamic composition of
complex preferences must be supported even in the presence of conflicts. A
practical preferencemodel should be able to live with conflicts, not to prohibit
them or to fail if they occur.
5. Declarative preference query languages: Match-making in the real world means
bridging the gap between wishes and reality. This implies the need for a new
query model other than the exact match model of declarative database query
languages.” [Kießling 2002, p. 312]
First, as extensively described before, inductive preferences constitute an intuitively
comprehensible mechanism for preference elicitation. The usability and semantic clar-
ity of preferences can even be improved if explicit indifferences and strict preferences
are combined as presented before (see Section 5.4.7).
Second, PrefCQQL is mathematically well-founded. This includes the preference
mechanism that relies on weak preferences (see Section 5.3) and the quantum logic-
inspired query language CQQL (see Chapter 4).
To address the third desideratum, Section 5.4.3 describes in detail how preferences
can be combined in PrefCQQL. Unlike Kießling’s approach, PrefCQQL relies on a union
of preferences that supports in principle an aging of preferences (see Section 5.4.7) to
reflect the dynamics of the IN – a point that is not mentioned in the list.
In contrast to Kießling’s fourth point, PrefCQQL is not able to “live with conflicts”
in most cases. Although there are ways to resolve some conflicts (see Section 5.4.7),
conflicts and query incompatibilities are considered as valuable indicators for a change
of the current IN. As such, they can be exploited to trigger the learning of a new and
better fitting CQQL condition, as outlined in Section 5.5.
The last and fifth desideratum falls clearly out of the scope of this dissertation and is
due to Kießling’s focus on databases. In any case, the practical producibility of embed-
ding PrefCQQL’s mechanisms into a declarative query language (SQL in this case) has
been shown by Lehrack & Schmitt [2010].
83This list is included because the first four points are also reasonable in (M)IR.
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6 Design of the Pythia MIR System
Prototype
To further investigate the utility of CQQL as an implementation of the principle of poly-
representation (see Section 3.2) in the domain of multimedia information retrieval and
the effectiveness of the proposed preference approach PrefCQQL, this chapter focuses
on the design of a prototypical implementation of the aforementioned principles: the
Pythia84 MIR system prototype.
The development of a prototypical software system is a complex endeavor, which in-
corporates various tasks85 that fall out of the research scope of this thesis. For the sake
of brevity, this chapter mainly discusses the conceptual model (see Section 6.2) and the
agile, user-centered development process of the Pythia MIR system and its interactive
components (see Section 6.1). Chapter 9 reports on the usability of the developed pro-
totype.
The actual implementation of the Pythia MIR system prototype at programming or
system level, the feature extraction, and the matching (see Section 2.3) are discussed
only at a high level of abstraction in Section 6.3. Detailed information at a lower level,
e.g., the code documentation or class diagrams, is available as a supplement to this
work (see Appendix E).
In order to control the design complexity of the system, the Pythia MIR system is
limited to visual perceivable media such as images and (textual) metadata. In partic-
ular, the inclusion of the auditive modality, e.g., in form of music, would require the
design of additional human-computer interaction input/output channels and mecha-
nisms86. Furthermore, supporting this type of media would complicate the technical
implementation because more document representations that fall out of the research
focus of this dissertation would be needed. To make matters worse, these representa-
tions are not necessarily comparable to each other. For instance, it is hardly possible to
compare the tempo of a tune to the color of an image. Although one can envision the
retrieval of a speech recording on the basis of a textual query or the retrieval of concert
recordings of a particular composer based on the provision of their picture, these sce-
narios are hardly realizable with state of the art MIR systems. Because of these practical
reasons, the Pythia MIR system is limited to modalities that can help in a multimodal
84Named after Pythia, the priestess at the oracle of Delphi in ancient Greece.
85For instance, the planning, implementation, and testing of the discussed system and its preceding ex-
perimental prototypes took approximately 155 person months.
86We acknowledge that audio data can also be visualized, e.g., by plotting its wave form. However, this
visualization is not comprehensible for untrained users and is therefore neglected.
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CBIR scenario.
Although there are more visual representable media types, e.g., videos, animations,
or 3Dmodels, these media types are not addressed separately in this thesis. In any case,
the principles presented in this chapter are transferrable to these media to a great extent
because they can be visualized in an easily comprehensible manner.
6.1 The User-centered Design Principle
It is undeniable that users should be integrated from early on into the development
process of a usable computer system. The active integration of users helps to discover
underspecified requirements, reveals expectations about the system’s functionality and
principles of use, and helps to discover usability issues at an early stage of develop-
ment. In consequence, these issues can be addressed and solved early in order to pro-
duce a usable system.
Development processes that follow these principles in the fields of software engi-
neering and interaction design are commonly subsumed under the category of user-
centered design (UCD) processes. In contrast to other design techniques in computer
science, e.g., the entity-relationshipmodel, UCD approaches usually refer more to a rec-
ommendation of similar methods or principles than to a formal methodology [Gould
& Lewis 1987]. Roughly speaking, their common principles can be summarized as fol-
lows:
1. The establishment of a focus on users and their tasks from early development on,
2. The early reflection on user reactions and performance measurements, and
3. The use of an iterative design process to integrate the obtained findings.
These principles are comparable to the objectives of IIR described in Chapter 3. This
relation on a conceptual level has also been discovered by other authors, e.g., White
[2004a] or Karlgren et al. [2011].
In extension to the aforementioned works, Zellhöfer [2012f] argues for an integration
of UCD techniques into the IIR evaluation because of the similar objectives of user
simulations (see Section 8.5.1) and personas. Personas have been originally proposed
by Cooper [1999] to assist user interaction designers and software developers to model
and understand work tasks and goals of potential user groups. As such, they are still
a state of the art technique in interaction design and the related fields, e.g., usability
engineering [Dahm 2006; Cooper et al. 2007; Kühn et al. 2011]. Although they are a
well-known tool in the UCD process, it is important to note that personas “are not
real people, but they are based on the behaviors and motivations of real people we
have observed and represent them throughout the design process. They are composite
archetypes based on behavioral data gathered from many actual users encountered in
ethnographic interviews” [Cooper et al. 2007, pp. 75]. In other words, a persona is an
artifact that acts as a surrogate for real users from the early development on. This does
not mean that they are completely decoupled from real-world users. Instead, Cooper
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be extended with storyboards [Landay & Myers 1996]. They should be compre-
hensible to the stakeholders (i.e., the actual group of potential users) of the MIR
system in development in order to discuss them with the potential users.
3. Based on the scenarios, use cases that mainly focus on the user interactions with
the systems are derived [Jacobson et al. 1992]. Use cases are directly linked to a
persona in a way that they describe typical interaction patterns, e.g., the search
strategies used to solve a work task. In agile software development, a shorter,
more informal form – the user story – is used, which is rewrittenwhenever needed,
e.g., if a user is not satisfied with its implementation in the system.
4. In order to specify use cases or user stories, interaction cases are used [Schlegel &
Raschke 2010]. Unlike use cases or user stories, interaction cases are defined at a
fine level of granularity that allows a direct implementation.
6.1.1 Personas and Scenarios
The definition of personas in a research project is a challenging task. In contrast to the
development of commercial software, research projects are often preceded only with
limited market research in order to discover potential user groups on which personas
can be based. This is often due to three reasons:
1. the unknown outcome of the research project,87
2. the high amount of financial and temporal resources needed for such preparatory
studies, and
3. the limited number of available staff.
Nevertheless, potential users have to be kept in mind if a usable MIR system has to be
developed.
As no behavioral data for the creation of personas could be gathered in advance be-
cause of temporal and financial constraints, the personas used within the UCD process
are based on expert interviews and experience. Such “roughly” modeled personas are
known as provisional or ad hoc personas and have been shown to be very helpful dur-
ing the UCD process [Cooper et al. 2007, cf. pp. 86]. However, these personas should
be refined on the basis of additional qualitative data such as interviews, think-aloud
protocols, or user observations from real users in their typical context. Furthermore,
Cooper et al. [2007] recommended to consult the relevant literature in order include
user study results or the like into the persona creation process. This persona refine-
ment is especially important when the prototypical stage of the software development
is left.
87For instance, the research hypothesis could be falsified rendering thewhole research pointless or shifting
its application area. These dynamics increase the number of risks already present in a normal software
development project such as underspecified requirements or lacking funds due to a prolongated de-
velopment time.
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In order to receive a manifold feedback on which personas could be based, two half-
day workshops with domain experts – mainly from themanagement level of marketing
research, the media industry, and Academia – were organized. The first workshop was
held in February 2010 and was visited by 12 participants. In the second workshop in
March 2010, 13 participants took part. The minutes of the workshops are available in
the supplement to this thesis (see Appendix E). The realization of such workshops is
also recommend by others, e.g., Lew et al. [2006] note that “by having closer commu-
nication with private industry, we can potentially find out what parts of their systems
need additional improvements to increase user satisfaction” [Lew et al. 2006, p. 12].
Both workshops followed the same pattern. After a brief introduction of the theoret-
ical concepts behind multimedia retrieval and CQQL, an early prototype of the Pythia
MIR system was shown (see Figure 6.2). The core functionality of this prototype con-
sisted of a QBE image retrieval engine and the preference-based relevance feedback
approach PrefCQQL described in Chapter 5. The demonstration was followed by a
discussion in form of a stakeholder interview [Cooper et al. 2007, cf. pp. 53] in order
to reveal potential usage scenarios of the software, possible user groups (or personas),
and recommendable improvements to fit the user needs.
Because the funding of the workshops was made possible by a BMBF88 supported
project, further aspects such as unique selling points of the system or economic fea-
sibility studies were discussed as well. These aspects are not addressed in this work,
because they fall out of its research scope.
The open discussion form of the workshops made it hard to differentiate between
personas, scenarios, and user stories because the participants used a combination of all
three to describe prospective usage domains for the Pythia MIR system. To recapitu-
late the discussion, the participants of the workshops outlined two basic personas: a
layperson or hobbyist user and a media asset-handling professional user. To facilitate
reading, the next subsections present the scenarios separated by their corresponding
persona. Section 6.1.2 presents a brief summary of the central user stories.
Usage scenarios for the professional persona
The primary usage scenario of the professional user persona was consistently described
in both workshops. This persona works in the field of media or marketing research
and searches digital asset libraries on a daily basis. These libraries consist of business-
relevant documents such as textual, image, or audio documents. These documents
have to be retrieved whenever a specific document is needed, e.g., if a brochure has
to be designed. In both workshops, the domain experts emphasized the need for an
unsharp or best match retrieval functionality to avoid empty result sets. Furthermore,
they underlined that filters should also be non-Boolean because of the dynamics and
the vagueness of the information need.
From amarketing research perspective, the experts stressed the importance of search-
ing for the most dissimilar image documents. In this field, the search for similar doc-
88German Federal Ministry of Education and Research
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uploaded image and refined by using a self-organizing map or the like (see Section
3.3.2) incorporating visual features and metadata.
Usage scenarios for the researcher persona
Because of the research focus of this dissertation, a third persona with a research back-
ground has to be defined. Unlike the other personas, this persona has no typical end-
user related work task. Instead, it uses the aforementioned scenarios to obtain data for
the analysis of the retrieval subsystem. This analytical data can be used to fine-tune the
utilized algorithms in order to improve the user experience for the two other personas.
In consequence, this persona needs means to affect specific parameters of the retrieval
engine during a search. Obviously, more knowledge of the system’s architecture is re-
quired from this persona than the two other persona will need.
The necessity of such a persona was also noted casually in the two workshops and
motivated by the need to integrate the described MIR functionality into an existent IT
infrastructure consisting of various applications and databases.
Other requirements
In addition to the persona-related scenarios, the participants of the workshops specified
general functional and non-functional requirements for the Pythia MIR system based
on the demonstrations of the early prototypes.
Throughout both workshops, five participants explicitly underlined the importance
of the adaptivity of the matching functions, e.g., in form of preferences or weights. One
participant summarized the general need for an adaptive but controllable system as
follows: “Thus, it shall [...] not [be] an autonomous system, but a machine learning
from the interaction of the respective user that can be adapted by the user [...]”91. This
statement includes another user need, the demand for an explicit calibration of MIR
system’s search parameters depending on the current work task. Furthermore, the par-
ticipants saw a risk for the user acceptance if the initial search parameters were too
“standardized” and could not be adjusted quickly with respect to the user needs.
As mentioned before, three participants stressed the need for a dissimilarity search
functionality or at least a supportive visualization of dissimilar documents.
Interestingly, the experts did not expect perfect results from a MIR system. Instead,
they asked only for a relatively good result quality. Moreover, they would accept a
refinement of the results in the sense of relevance feedback if this interaction would
leave the user in control of the action.
With regard to the retrieval process, the participants stressed the importance to in-
clude all available representations of a document, metadata in particular. Metadata
such as the camera model is expected to reveal usage patterns which are relevant for
the current information need.
91Translation from the German original comment (workshop in February 2010): “Daher dürfe es sich [...]
nicht um ein autonomes System handeln, sondern um eine aus der Interaktion mit dem jeweiligen
Nutzer lernende Maschine, die sich durch den User anpassen lässt [...]”
139
6 Design of the Pythia MIR System Prototype
Additionally, the workshop participants asked for some kind of fuzzy filter function-
ality to alter the view on a retrieved result set. Two participants explicitly demanded
fuzzy filters because of the often unclear information need and the fear of empty result
sets when classical Boolean filters were used. Generally speaking, the domain experts
asked to avoid empty results at all costs.
Regarding the retrieved documents, two participants emphasized that the result should
contain a variety of documents. In other words, it should be avoided that the results be-
come very homogeneous, i.e., if images of almost the same motif would be displayed at
the first 30 ranks of the result list. Further, “resultless” queries92, i.e., queries which lead
to almost the same results in every relevance feedback iteration, should be minimized.
Not surprisingly, a usable GUI was postulated. Although the participants saw a po-
tential usage area for the MIR system in the professional field, they recommended to
adjust the GUI towards the layperson or standard user needs as “the control and the
training of the algorithms must function intuitively”93. From this perspective, the do-
main experts appreciated the presence of a drag and drop mechanism during prefer-
ence elicitation.
6.1.2 User Stories
Because of the agile software development process, all user stories underwent constant
change, e.g., caused by the iterative user feedback (see Section 6.1.3). For the sake of
simplicity, only the finalized94 central user stories are thematically grouped and listed
at this section. These user stories form the basis for the development of the conceptual
model of the Pythia MIR discussed separately in Section 6.2.
A separate discussion of the related interaction cases is omitted because of their close-
ness to the implementation aspects of the system. When adequate, they are discussed
along with the different functionalities of the MIR system in Section 6.2.
To improve the readability of the text, the user stories are grouped by their related
persona, whereas generally applicable user stories are presented separately. All user
stories are structured alike following the often used actor and action form [Cohn 2008,
Ch. 2]. They are written from the perspective of a persona and contain the desired
action, e.g.: “A bank customer can pay with a credit card”.
Further information about user stories and their creation is available, amongst others,
by Cohn [2008].
General User Stories
Search Strategy
User Story 1 Fast and intuitive adaptivity: A user can adapt the underlying matching
function intuitively and quickly.
92Translation from the German original comment (workshop in March 2010): “ergebnislose Suchen”
93Translation from the German original comment (workshop in March 2010): “ [...], dass die Bedienung
sowie das Training der Algorithmen intuitiv funktionieren müssen.”
94That is, their state at the time of the writing of this thesis.
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User Story 2 Controllable relevance feedback: A user can refine the results using con-
trollable relevance feedback.
User Story 3 Fuzzy filters: A user can apply a fuzzy filter on the results that is based on
image or metadata features.
Result Presentation
User Story 4 Get an overview: A user can get an overview of the contents of the document
collection.
User Story 5 Diversity of the results: A user can inspect the results in a way that a
variety of motifs is displayed.
Retrieval Model and Language
User Story 6 Avoid empty result sets: A user must be able to retrieve documents even if
no perfect matches are present in the document collection.
User Story 7 Exploit all representations: A user can use all available representations to
specify the current information need.
User Stories for the Layperson Persona
Search Strategy
User Story 8 Similarity search: A layperson user can find similar images to a given query
image.
User Story 9 Dynamic information needs: A layperson user can change his information
need during the current search.
User Story 10 Dynamic search strategies: A layperson user can change his search strat-
egy during the current search.
Result Presentation
User Story 11 Exploratory visualization: A layperson user can upload an image and
explore the results with the help of a self-organizing map that relies on visual and metadata
features.
User Story 12 Similarity grouping: A user can group results by similarity or dissimilarity.
Other
User Story 13 Sorting support: A layperson user can sort images according to their own
criteria.
User Story 14 Ease of use: A layperson user must find the software easy to use.
User Stories for the Professional Persona
Search Strategy
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User Story 15 Refindability of documents: A professional user can re-find documents
that have been retrieved once.
Result Presentation
User Story 16 Visualize the unusual: A professional user can display results in a way
that the most outstanding/dissimilar documents amongst the results become visible.
Retrieval Model and Language
User Story 17 Multimodal query specification: A professional user can search a library
of digital documents by using an image-based or textual query, i.e., using the visual and verbal
modality.
Other
User Story 18Weight representations: A professional user can actively affect the impact
of certain representations during the retrieval.
User Stories for the Researcher Persona
Other
User Story 19 Weight visualization: A research user can visualize the weight setting of
the CQQL query.
User Story 20 Direct weight manipulation: A research user can directly control the
weighting of certain representations.
6.1.3 Iterative User Feedback
Because of the limited availability of the domain experts, other kinds of user feedback
had to be used to refine the user stories and to test the GUI prototypes frequently.
Most of the user feedback about the prototypical designs has been obtained by subject
matter experts as commonly recommended by a number of authors, e.g., Shneiderman
& Plaisant [2005] or Cooper et al. [2007], during conferences and workshops.
A first version of the prototype has been shown at the PIKMworkshop at CIKM 2011
[Zellhöfer & Schmitt 2011a]. This demonstrationwas followed by a presentation during
a research stay at the IVA95 and the spring meeting of the “Fachbereich Datenbanken
und Informationssysteme” of the GI96. The audience of these demonstrations was pre-
dominantly academic. The demonstrations were shown in the form of a walkthrough,
i.e., the central functionalities of the Pythia MIR system were presented with the help
of a sample work task. This form of demonstration resembles cognitive walkthroughs
that illustrate a sample problem-solving process of a potential user [Preece et al. 2002,
cf. pp. 420]. However, the demonstration did not include a formal evaluation by the
95Royal School of Library and Information Science, Copenhagen
96The special interest group of databases and information systems of the German Informatics Society
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experts. Instead, the feedback on the prototypical design was given informally through
direct comments and discussion.
In addition to the mostly non-interactive walkthroughs, different prototypes were
presented during demonstration sessions at the ICMR 2012 [Zellhöfer et al. 2012], Im-
ageCLEF 2011, and ImageCLEF 2012. In addition, an advanced prototype was demon-
strated to small groups of researchers at the IIiX 2012. This version of the prototype is
separately described by Zellhöfer [2012a] and is similar to the one described in Section
6.3. During these demonstration sessions, researchers had the chance to work interac-
tively with the Pythia MIR system or to follow a walkthrough.
A comparable prototype to the one used at the IIiX was shown in a third half-day
workshop in June 2012 to an industrial audience comparable to the one described in
Section 6.1.1. For the minutes of this workshop, see Appendix E. The same prototype
was demonstrated to an academic audience at the BTW 2013 [Zellhöfer et al. 2013].
These interactive demonstrations and walkthroughs were accompanied by informal
user feedback cycles with academic staff, friends, and relatives in order to get frequent
and versatile feedback from diverse user groups.
Although one might argue that the approaches for feedback collection being pre-
sented in this section can be regarded as “quick and dirty” because they mainly lead to
qualitative and subjective judgements about the shown prototype, their feedback into
the UCD process is generally considered “an essential ingredient of successful design”
[Preece et al. 2002, p. 341]. Comparable accompanying qualitative research is also ad-
vocated by other authors such as Cooper et al. [2007].
6.1.4 General User Experience Objectives
Besides the usage of contemporary software engineering techniques, the development
of the Pythia MIR system is based on an extensive literature review. This literature re-
view is crucial for obtaining requirements that have not been explicitly stated by the
domain experts and users but that are indicated by user studies or other research re-
sults. Furthermore, the literature review complements the conclusions drawn from the
modeled personas and is strongly advised by Cooper et al. [2007].
User Story 14 shows clearly that the workshop participants strive to obtain an easily
usable MIR system. Guidelines on how to create a usable software system have been
extensively studied by researchers in the field of usability engineering, e.g., by Preece
et al. [2002]; Shneiderman & Plaisant [2005]; Cooper et al. [2007], or Nielsen [2009].
These guidelines consist of similar principles with little variation due to the research
focus of the respective author.
For instance, Preece et al. [2002] suggest six principles (see below) that need to be
addressed in order to build a usable system [Preece et al. 2002, cf. pp. 14], i.e.,
Definition 6.1 Usability principles:
1. effectiveness is determined by measuring how well the system performs in what it is
supposed to do,
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2. efficiency means how well the system supports the users in solving their work task,
3. safety subsumes the system’s precautions to protect users from getting into dangerous
conditions (e.g., losing their work progress) and the system’s support in case errors have
to be corrected,
4. utility means that the system provides the right functionality to solve a work task, while
5. learnability states whether the system’s functionalities are easy to learn or self-explanatory,
and
6. memorability expresses if a system can be re-used easily once it has been learnt, e.g.,
without consulting the manual.
✸
Because the system’s effectiveness is largely affected by its retrieval effectiveness in
the context of this dissertation, this aspect is examined separately in Chapter 8.
Another example is the probably best-known guideline by Ben Shneiderman: the
eight golden rules of interface design. These rules resemble the aforementioned ones
but are not as formalized. Instead, they form a set of best practices that are listed below
[Shneiderman & Plaisant 2005, cf. pp. 74]:
Definition 6.2 8 golden rules of interface design:
1. Consistency A usable system has to strive for consistency, i.e., the user interactions or
the used terminology have to follow the same reoccurring patterns.
2. Universal usability Different usage behaviors should be supported by the user interface,
e.g., an expert user should be allowed to use keyboard short-cuts while a layperson user
can rely on a simple mouse-based interface.
3. Informative feedback The system has to provide informative feedback about its current
state or the consequences of the current user actions.
4. Terminating actions Sequences of user actions should terminate clearly. For instance, a
dialog should confirm clearly that all information that is required to complete a task has
been input.
5. Error prevention The system should prevent users from getting into dangerous condi-
tions (see above).
6. Reversal of actions Actions should be reversible in case of an error or if the user is not
satisfied with the outcome of the action.
7. Controllability The user has to keep the system in control, i.e., the user has to be pro-
active instead of being reactive. In other words, a user should initiate an action which can
be supported by the system.
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8. Reduction of short-term memory load That is, the user should not have to rely on the
short-term memory to complete the current work task. For instance, crucial information
has to be maintained or made accessible during all actions that are needed to complete a
task.
✸
Obviously, these two guidelines are interchangeable to a certain extent. For instance,
a consistent and error preventing system is easy to learn, while a safe system has to
address error prevention mechanisms and a reversal of actions.
The main difference between the two guidelines is Shneiderman’s focus on the vary-
ing user needs of different user groups (or personas), i.e., the strive for universal us-
ability. This aspect is also important in the design of the Pythia MIR system as three
different personas with sometimes conflicting user stories have been discovered (see
Section 6.1.2). For instance, the demand for a system that is easy to use for a layperson
(see User Story 14) is hardly compatible with the need to control parameters of the re-
trieval engine (see User Story 20) – at least at first sight. Section 6.2.2 discusses how this
issue is addressed.
Based on these principles taken from (general) usability engineering, Hearst [2009]
builds a bridge to the domain of search user interface design by focusing on seven
central aspects (the brackets indicate the corresponding rule of Shneiderman’s eight
golden rules):
1. “Offer efficient and informative feedback, [3]
2. Balance user control with automated actions, [7]
3. Reduce short-term memory load, [8]
4. Provide shortcuts, [2]
5. Reduce errors, [5, 6]
6. Recognize the importance of small details, and
7. Recognize the importance of aesthetics.”
[Hearst 2009, p. 28]
The recognition of small details implies the consideration of factors such as the length of
text input fields that encourage longer queries or document visualizations that support
human perceptive capabilities [Hearst 2009, cf. Sec. 1.12]. As a result, these small de-
tails contribute to a positively perceived user experience, although their impact might
be hard to measure.
Surprisingly, Shneiderman neglects the impact of the aesthetics on the user experi-
ence, although the consistent usage of layout elements can be considered an aesthetic
factor. Obviously, an aesthetic interface, i.e., a visual compelling GUI, has a large impact
on the user experience. For instance, Ben-Bassat et al. [2006] show that a system’s sub-
jectively perceived usability is affected by the evaluation of its usability and aesthetics
(and vice versa). Additionally, aesthetics are subject to the user’s cultural background.
For instance, if the user associates a certain style of layout or color theme with an at-
tribute, e.g., professionalism, this attributemight transfer to other products with similar
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aesthetics97. Similar phenomena are reported by a number of authors, e.g., by Dahm
[2006] or Burmester et al. [2008]. Hence, the user expectations have to be met also in
this dimension.
Results from CBIR/MIR-specific User Studies
Besides these general points that help to refine the usability requirements of the sys-
tem as postulated in User Story 14, there are further studies that complement the IIR
research results presented in Chapter 3, i.e., the dynamic IN and the change of search
strategies as reflected by User Story 9 and 10.
The dynamic nature of search strategies is reported by a number of authors in the
field of CBIR and MIR. For instance, Urban et al. [2006] conclude from a user study
with 18 post-graduate design students that exploratory search motivated users to in-
teract with the examined CBIR system because they got the feeling that the searched
images would be in the used collection. Using directed search, the users started to
doubt whether a searched image is contained in the collection at all. From this per-
spective the results resemble the outcome of Kuhlthau’s IR user study [Kuhlthau 1991]
(see Section 3.1.1). In general, the users preferred the simple explorative UI over the
more complex directed search interface. One particularly interesting point of the study
is that it reveals that users “could not distinguish between images that have the same
color and images that are generally similar (in terms of semantic content, layout, color,
etc.)” [Urban et al. 2006, p. 26].
In another study with 20 subjects, McDonald & Tait [2003] investigate user search
strategies when using the CHROMA CBIR system [McDonald et al. 2001], which sup-
ports directed query-by-sketch/QBE, browsing, and RF. The study clearly shows a gen-
eral preference of the users for browsing. In contrast, whenever an already known im-
ages is searched, directed search is preferred. QBE is not examined separately in the
study.
Regarding the acceptance of RF, Urban & Jose [2006] report that users (12 participants
with academic and non-academic background) see RF as a useful technique for opti-
mizing their results. Furthermore, the authors emphasize that the grouping of images
which are then used as positive examples for RF is considered helpful by the partici-
pants of the user study.
Complementing these user studies, Cunningham & Masoodian [2006] analyze 64
image-related information needs that are extracted from a commercial search engine
log. They report that browsing is used most often and should be better supported by
search engines and interfaces.
Besides general CBIR, some authors explicitly investigate the specifics of personal
photo retrieval, i.e., the usage of CBIR in the personal domain by mostly layperson
users – a scenario that is also described by the participants of the conducted expert
workshops (see Section 6.1.1).
97This effect is used in advertising and product branding on a large scale.
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Cunningham&Masoodian [2007] also examine how users sort and re-find digital im-
ages in their personal photo collections. The authors report that “people are more likely
to provide descriptions for a set of photos than they are for individual photos” [Cun-
ningham&Masoodian 2007, p. 400]. These sets of photos (albums) are used for sharing
and play a central role during the retrieval of a known image (re-finding). Albums are
used for a first directed search because the examined users can typically remember a
certain attribute describing the album (e.g., where the image was taken). After deter-
mining the right album, browsing is used to locate the searched image. During brows-
ing, the users prefer a thumbnail visualization because it allows an efficient location of
the searched image. Interestingly, the authors also report that users sometimes browse
images only for recreational purposes, i.e., without a distinct information need.
Relying on a six months running user study with 13 participants, Rodden & Wood
[2003] make similar observations but also give details of the usage of albums. They note
that users organize only photos of good quality in albums. Bad photographs, i.e., ones
with bad quality or an uninteresting motif, remain unsorted. Regarding their IN, the
observed users mainly search for certain events or groups of photos that have some-
thing in common, e.g., the depiction of the same person. The importance of events
as a central IN while retrieving images from personal photo collection is also empha-
sized by Sinha et al. [2009]. This finding is supported by a study accompanying this
dissertation (see Section 8.3).
In order to facilitate the navigation through the collection, Rodden & Wood [2003]
recommend to sort photographs chronological and to display a large number of thumb-
nails. The importance of providing a supportive overview of the collection’s content
during browsing unfamiliar information spaces is also underlined by Cribbin & Chen
[2001]. Concluding a study with 21 student users, the authors argue for grouping im-
ages on a common criterion but note at the same time that the support of different
search strategies should be prioritized. The authors also advocate the provision of a
navigational history of the user’s search progress, e.g., a undo and redo functionality
that allows users to restore different stages of their search session. This suggestion links
their work to Liu et al. [2009], who studied the search behavior of 17 student users. In
their paper, the authors emphasize the importance of a navigation through prior search
steps that has to be augmented with a preview of the (old) results in order to reduce the
short-term memory load of the users. In addition, Liu et al. [2009] find evidence that
different user groups experience the same CBIR system rather differently, i.e., that “age
and search experience affect system satisfaction” [Liu et al. 2009, p. 11]. The authors
also underline the users’ demand to use drag and drop to give their relevance feedback
in an efficient manner.
Conclusion
Besides themore general user experience objectives such as Shneiderman’s eight golden
rules of interface design (see Definition 6.2), the user studies reveal additional points
that are important in order to build a usable MIR system. It is not surprising that these
points coincide with the results from IIR research presented in Chapter 3 to a great
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extent:
1. Multiple information seeking strategies (see Section 3.3), i.e., browsing and di-
rected search in particular, have to be supported by the system to increase its
utility.
2. Relevance feedback is an acceptable means for query refinement but has to be
efficient, e.g., multiple documents should be associated with a relevance level at
once or drag and drop should be available to give feedback.
3. The visualization of query results has an impact on the overall efficiency of the
system. That is, documents should be arranged by groups based on a common-
ality or be displayed in a way that a quick overview becomes possible, e.g., by
using thumbnails.
4. Different user groups (or personas) experience and use the same system in differ-
ent ways. This diversity has to be reflected in the UI (see Definition 6.2 [2]).
5. The support of queries that aim at the retrieval of events is crucial for the utility
of retrieval systems accessing personal photo collections.
6. As argued in Chapter 3, the user’s and system’s concept of similarity has to be
considered holistically. Otherwise, the gap between the user’s mental and the
system’s conceptual model widens, which results in unpredictable results and
user dissatisfaction as Urban et al. [2006] show.
The last point can be considered as the central challenge in usability engineering. With-
out bridging the interaction gap between the mental and the conceptual model, it be-
comes hard to build a usable system [Cooper et al. 2007]. Amongst others, this issue is
amplified in (M)IR because of the user’s insecurity about the current information need
and the challenge to express it appropriately. In combination with the semantic gap (see
Section 2.3.3), which affects both query and retrieved documents, it is likely that users
tend to develop a mental model differing from the conceptual model of the system they
are interacting with. As a consequence, the success of a search depends mainly on the
user’s ability to communicate the IN and the system’s ability to communicate its con-
ceptual model of similarity. This interplay is also stressed by the cognitive viewpoint
on IR described in Section 3.1.2.
In this thesis, similarity is determined by a number of representations, a weighting
of these representations, and a logical CQQL query serving as the matching function
in the MIR engine. Given a sufficiently complex weighted CQQL function, the actual
setting of the weighting variables, their interaction, and eventually their effect on the
retrieval result can be hardly foreseen by a user [Zellhöfer & Lehrack 2008] – even if
relevance feedback is used. Such unpredictable effects lead to an irritation of the user
and a degeneration of the mental model because actions do not cause the expected
reactions. Hence, it is important to enable both the user and the system to communicate
their current state to keep the interaction gap narrow as elaborated in Section 5.4.2.
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6.1.5 Summary
To recapitulate, Section 6.1 outlined the three main principles of the UCD approach that
have to be considered during software development: 1) the inclusion of the user, 2) the
reflection on user reactions and performance measurements, and 3) the utilization of an
iterative design process.
Section 6.1.1 addressed the first principle by describing the inclusion of users in the
creation of personas and scenarios that were used as basis for the development of the
Pythia MIR system. Section 6.1.2 presented how user reactions have been included
into the process to refine and to improve the central user stories. Complementing and
accompanying iterative user feedback cycles (see Section 6.1.3), the retrieval effective-
ness of the system was constantly examined and fine-tuned. This aspect is discussed
separately in Chapter 8.
Moreover, an agile software development process has been used. This process allows
the continuous integration of user feedback and an interactive refinement of the system
functions according to the user needs.
Besides the UCD process, the second pillar on which the development of the Pythia
MIR system is founded, is the literature review presented in several parts of this disser-
tation, e.g., in Chapter 3 or Section 6.1.4.
Additional usability engineering techniques, such as predictive modeling, e.g., in
form of Fitts’ law [Fitts 1954], have not been used during the development of the pro-
totype because of the constant integration of users into the development process. Fitts’
law as a predictor of the time a user takes to reach a target object, e.g., a GUI button of
a given size, using a mouse or other pointing devices does not deal with the complex
user interactions in a MIR system. Although it can be used to find the optimal loca-
tion (in other words, the quickest accessible location98) for various GUI elements and
how these elements should be related to each other, it will not reveal general usability
problems. In contrast, screen layout problems can also be revealed by incorporating
iterative user feedback.
All these considerations have been taken into account in developing a conceptual
model for the Pythia MIR system.
6.2 Conceptual Model
This section presents the conceptual model of the Pythia MIR system prototype, which
is based on the preference-based relevance feedback approach PrefCQQL (see Chapter
5) and the cognitively motivated principle of polyrepresentation (see Section 4.6).
This part of the dissertation is structured as follows. Section 6.2.1 presents the the-
oretical basis of the presented conceptual model of the Pythia MIR system. In Section
6.2.2, the general principles of the system’s interaction design are described which are
meant to deliver the conceptual model respecting the user needs presented in Section
98Roughly speaking, Fitts’ law states that bigger targets are quicker to reach than smaller ones.
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Linking the Cognitive and the Information Space
According to Figure 6.3, the information and cognitive space have to be connected via
an interface that has to fulfill two main tasks in order to establish a dialog between the
user and the system:
1. “to assess the proper nature of the [information] need and the underlying
cognitive state [... and]
2. to make adequate use of such small request contexts, in particular at the cru-
cial initial phase of IR interaction.”
[Ingwersen 1996, p. 21]
Thus, in order to interact with the IR system, the user has to communicate these cogni-
tive structures via an interface or, as it is called by Ingwersen [1996], a request model
builder (see Figure 6.3; center). In an ideal situation, three functionally different repre-
sentations of the user’s cognitive space can be extracted at a point in time:
1. “a ‘what’, i.e. a request version which includes what is currently known about
the unknown (the wish or desire for information);
2. the ‘why’, i.e. a problem statement as well as
3. a work task and domain description.”
[Ingwersen 1996, p. 18]99
Further, Ingwersen acknowledges that these representations may coincide, e.g., the
work task description (3) and the problem description (1). In any case, he assumes that
at least the request (“what”) and problem statement (“why”) should be extractable. In
accordance with the description of the dynamic nature of the user’s cognitive struc-
tures, he further describes the work task description as stable, whereas (1) and (2)
change over time.
In consequence, the quality of the extraction of the representations of the user’s cur-
rent cognitive space has a huge impact on the outcome of the IIR process. Based on
these representations (see Figure 6.3; q, p, and w), the IR system is assumed to discover
relevant representations (Ri) pointing to documents (omitted in the illustration) or “net-
work[s] of concepts” [Ingwersen 1996, p. 39]. These networks in the information space
can be explored along the so-called conceptual paths. In other words, for each repre-
sentation of the cognitive space there is a corresponding network of relevant concepts
(or representations in information space) retrieving different sets of documents. This
means that there are paths retrieving relevant documents which would not be utilized
by providing only one representation of the cognitive space. For instance, a request (q
path) of a user with an ill-defined and variable IN could be augmented by including
the current work task (w path), resulting in more potentially relevant documents.
Eventually, these different result sets can be fused or combined comparably to the
principle of polyrepresentation of the information space (see Section 3.2).
99The accentuation has been inserted by the author of this text.
152
6.2 Conceptual Model
Unfortunately, the actual extraction of the representation of the cognitive space re-
mains a serious challenge and requires further studies on the user’s cognitive pro-
cesses during the search and the inclusion of contextual knowledge. Regarding the
first point, little research that allows the design of a generally usable UI has been done
so far [Larsen 2004, cf. pp. 30]. The second point has gained much more attention over
the last years as an increasing number of IR systems incorporate contextual knowledge
about the user in form of user profiles or similar data sources, e.g., by including the
user’s location to optimize search results or by accessing the user’s search history.
A Polyrepresentative User Interaction Model based on CQQL and PrefCQQL
As a consequence, the development of a polyrepresentative user interaction model is
needed in order to develop a user interface based on the principle of polyrepresent-
ation. The CQQL- and PrefCQQL-based polyrepresentative user interaction model pre-
sented in this section has been originally published by Zellhöfer [2012a]. Some of its
core concepts have been discussed in Section 4.6.
Unsurprisingly, the cognitive overlap (CO)100 forms the central concept of the model.
Initially, the CO is formed by an arbitrarily structured CQQL query provided by the
user (or any other actor involved in the information seeking process) or a weighted
CQQL conjunction of all available representations [Zellhöfer 2012a, cf. Sec. 3.2] if no
distinct CQQL query is provided. The choice of a weighted CQQL conjunction as the
standard CO matching function is motivated by its retrieval effectiveness during rel-
evance feedback which is discussed in Section 8.5. Moreover, the conjunction is the
logical counterpart of the intersection in set theory and thus the “overlap” of different
sets in the originally Boolean PoP (see Section 3.2).
Directed Search in the Model For illustrative purposes, we will assume the CO to
be represented by a weighted CQQL conjunction in a QBE scenario. In other words, the
user starts with a directed search.
A B
C
A B
C
A B
CQuery
A
B
C
D
E
I. II. III. IV.
CO
d1
d2
Figure 6.5: Polyrepresentative user interaction model
100To be more precise, the model is based on a PCO because of CQQL’s best matching semantics (see
Section 4.6).
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Figure 6.5 (I.) displays the CO formed by three representations in a hypothetic infor-
mation space. The black point in the center of the CO indicates the best known answer
to the current IN, i.e., the specified QBE document. The figure must not be mistaken
with a Venn diagram because we are not dealing with crisp sets. Instead, each circle
labeled with a capitalized letter shows the region of the information space in which
documents that are relevant to the corresponding representation are contained101. To
reflect CQQL’s best matching semantics, the probability of relevance (POR) of the doc-
uments regarding, e.g., representation C, decreases with an increasing distance to the
CO’s center. For instance, document d1 has a higher POR than d2 regarding represen-
tation C. Additionally, the intensity of the gray shading indicates the impact or contri-
bution of each representation’s relevant documents on the CO. That is, how much the
underlying IR model rewards the POR of a document regarding a specific representa-
tion during the calculation of its overall POR. Internally, the impact of a representation
on the CO is implemented with the help of CQQL’s weighting variables. Figure 6.5 (I.)
illustrates the equi-weighted case (all θi = 1), in which all considered representations
contribute equally to the CO, i.e., there is no preference amongst the representations.
Addressing the User’s Cognitive Structures In this example, the request (see Fig-
ure 6.3) is obviously represented by the specified QBE document. To incorporate the
problem statement or the work task of the user, the model basically offers three options.
First, the CO can be modeled by a pre-defined CQQL query that might be formulated
by a domain expert. This CQQL query can have an arbitrary form.
Second, the initial CO can be augmented with additional representations. For in-
stance, a request that involves only representations A and B might be extended with
C if prior studies have revealed that C contains valuable information about the current
work task.
Third, the weighting of the underlying CQQL query can be altered in order to express
the importance of certain representations. The needed data to represent the user’s cog-
nitive structures can be derived from user observations, logs, domain experts, or other
sources. Figure 6.5 (II.) shows a re-weighted CO that increases the impact of documents
which are highly relevant regarding representation B. In this scenario, documents that
have a high POR regarding B will obtain a higher overall score in the evaluation of the
underlying CQQL matching function and therefore be ranked in early positions of the
result rank. As the initial CQQL query’s logical structure has not been changed, the CO
remains the same as before, but the gray shading becomes darkest at the B corner of the
initial CO to express the weighting difference.
Preferences and Relevance Feedback in the Model Alternatively, the re-weighting
can be caused by PrefCQQL’s RF mechanism (see Section 5.4). Here, the weight learn-
ing algorithm deduces an appropriate weighting scheme for the CO-modeling CQQL
query in order to satisfy the user’s preferences. To conclude, users can also modify
101Please note that the same limitations regarding the visualization of the information space and CQQL as
those mentioned in Section 4.4.1 apply here.
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the underlying weighting variables directly if they are able to quantify their (quantita-
tive) preferences between the available representations. To give an example, if a user is
only searching for paintings of a specific painter, she might only value documents that
belong to the same artist as the QBE document no matter how they look like.
Explorative Search in the Model If users do not have this amount of prior knowl-
edge, they can also explore the information space along one or more representations.
For instance, if PrefCQQL has shifted the weighting scheme slightly into the direction
of B, users might inspect more documents that have a high POR regarding this repre-
sentation. Internally, the model handles this exploration by a dynamic re-weighting of
A, C, and B. While the impact of the first two representations on the CO gets lowered,
the model increases the impact of B.
Eventually, the exploration along one or more representations results in a faceted
search (see Section 3.3.2) [Zellhöfer 2012a, cf. Sec. 3.3]. In this case, the initial CO is
“replaced” with all documents satisfying the current facet if B is Boolean or with all
documents that have only a high POR regarding B as illustrated in Figure 6.5 (III.).
Here, documents that are relevant regarding A and C are no longer of interest. It is
noteworthy that this effect is achieved by the utilization of CQQL’s weighting variables
only. Apart from the representations associated with the facet, all representations (or
CQQL conditions) are disabled using weighting variables, thus leaving the original
query (and thus CO) fully intact. Hence, the user can always return to the initial CO.
In other words, users can seamlessly switch between directed and explorative ISS. To
be more precise, “a facet can be regarded as a weighting scheme for a CQQL query that
can be used for filtering the current results or to retrieve new documents” [Zellhöfer
2012a, p. 67]. For instance, the presence of persons on a photograph can be used as an
intuitively comprehensible facet (see Section 9.1). Depending on the setup of the MIR
system, the facet can be used to filter the documents contained in the original CO or
used to retrieve all documents satisfying the facet as depicted in Figure 6.5 (III.).
An additional advantage of the integration of exploration and faceted navigation is
that users are enabled to learn about their IN which can be used to adjust the weight
setting during directed search in return. Moreover, if an important representation is
discovered, this information can be communicated to PrefCQQL’s learning algorithm as
an additional constraint, e.g., to make the corresponding weighting variable constant.
To conclude, browsing in the context of the polyrepresentative user interactionmodel
can be interpreted as follows. Figure 6.5 (IV.) shows the clusters of the most similar
documents regarding B with the help of dashed black lines. During browsing, the user
moves the region of interest (ROI, black point) through B inspecting only the docu-
ments surrounding the current ROI with the help of an appropriate visualization (see
Section 6.2.4). Finally, the user might end up at the rightmost point that describes the
new IN best. Consequently, the found document can serve as a new QBE document,
which is used to create a new CO of the already known representation B and the newly
discovered representations D and E. Please note that browsing does not require a pre-
defined CO. Instead, it also works with the full content of the collection. However, for
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the sake of consistency, browsing can also be based on a weighted CQQL query with all
weighting variables set to zero. The arithmetic evaluation of such a query results in the
same POR for all documents in the collection because weighted conjunctions always
yield 1 and weighted disjunctions always 0 (see Section 4.3).
Permeable Information Seeking Strategies These examples point out the continu-
ous opportunities to switch between different ISS without leaving the polyrepresentat-
ive user interaction model. As summarized in Figure 6.4, this change between different
ISS is necessary because of the different IN states a user experiences during informa-
tion seeking. For instance, users with a weak cognitive IN state are enabled to start
their search with browsing the collection’s contents, slowly moving towards a directed
search when first relevant QBE documents are discovered. The retrieved results can
then be further personalized with the help of PrefCQQL, which might give them more
clarity about certain aspects of their IN that can be subsequently explored. All ISS sup-
ported by the presented polyrepresentative user interaction model are based on CQQL
and interpreted by an modification of the underlying weighting scheme or the logical
structure of a CQQL query representing the current CO. As a side effect, each query or
browsing path can be saved and easily reconstructed in order to support the refindabil-
ity of documents during subsequent searches. This is not possible with pure browsing
approaches, such as the ostensive model [Campbell 2000], which would require the
storage of the original browsing path and the fixation of the collection’s content (see
Figure 3.3). With CQQL, the storage of the weighting scheme and the CQQL query is
sufficient to re-find relevant documents regarding an old CO. In case of a change in the
collection’s content, only the result rankmight differ from the original one if documents
were added or removed. If a document that is part of the browsing path of the osten-
sive model would be removed, the path would be irrecoverably destroyed and can no
longer be reconstructed.
Furthermore, as postulated by Ingwersen [1996], CQQL offers different means to in-
corporate the user’s cognitive space into the information seeking process. To facilitate
the comprehension of this rather theoretical explanation, an illustrated description of
a sample interaction with the Pythia MIR system (see Section 6.3) is included in Ap-
pendix D.
Dealing with Explicit Information Need Changes The ISS described in the earlier
parts of this section have in common that they are all reflecting a slowly evolving IN.
However, there might be scenarios in which the IN change is more drastic, e.g., in the
case of a spontaneous inspiration or the rediscovery of some hidden prior knowledge
that has an effect on the user’s request.
To react to such drastic IN changes, a specific PrefCQQL indicator based on prefer-
ence conflicts102 (see Section 5.4.7) can be used here. Given a set of preferences, the
assumed likelihood that a user is inputting conflicts is low as long as the IN changes
102Note that all of the following actions can also be started manually by the user.
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slowly. Furthermore, the risk of conflicts can be minimized if old preferences are re-
moved during the search process similar to the preference aging in the ostensive model
[Campbell 2000]. In case a conflict occurs, we have to check if the conflict has been
introduced between an old preference and a new one. In this case, we can remove the
old preference earlier than expected because we assume the old preference to be out-
dated, i.e., it does no longer reflect the current IN. The situation differs if preference
conflicts occur frequently between recently input preferences. Such conflicts indicate
that even recently added preferences are no longer consistent with the IN or that the
current query cannot fulfill these preferences. Hence, it is likely that there is another
CO that models the current IN in a better way.
To recapitulate, after a change of the IN has been detected or manually toggled, we
assume that the last input preferences describe the new IN best. That is, the user pro-
vides a set of preferences P = {p1, . . . , pm}, whereas each preference pi expresses a
pairwise preference judgement between two documents: di1 ≥ di2 . In order to learn a
more appropriate CO from these preferences, a new CQQL query that models the new
CO can be learned as described in Section 5.5.
To conclude, the presented model contains an additional indicator that might be uti-
lized to assist the user. As described above, by observing the ISS that are utilized by
the user we can draw conclusion about the user’s IN stability. For instance, if the user
is constantly switching between browsing and relevance feedback without altering the
impact of the representations on the CO very much, it is reasonable to assume that the
user got stuck. In such case, the MIR system can suggest to learn a CQQL query in or-
der to assist the user in getting new insights into the current IN. However, the usage of
such assistance functions is not free from risk because they can cause feelings of control
loss for users.
The next section discusses an implementation of the described theoretical model in
form of a user interaction model for the interactive Pythia MIR system prototype.
6.2.2 Conceptual Model of the Pythia MIR System’s User Interaction
“When providing new search functionality, system designers must decide how the
new functionality should be offered to users. One major choice is between offering
automatic features that require little human input but give little human control, or
interactive features, which allow human control over how the feature is used but
often give little guidance over how the feature should be best used.”
[White & Ruthven 2006, p. 993]
In this quote, White and Ruthven aptly describe the core problem of the provision of
new search functionalities. Their argument is also supported by the results of our con-
ducted user requirement workshops (see Section 6.1.1).
At the same time, they neglect an important factor: the inhomogeneity of the ad-
dressed user group. Frequently, the user group is seen an abstract entity: the user. In
reality, as Section 6.1.2 has already shown, a (M)IR system has to address the different
needs of personas. As a result, a usable (M)IR system not only has to find a compromise
between manual controllability and automatisms provided by the system; it also has to
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address different user needs and usage scenarios adequately.
Another point of criticism is the predefinition of many (M)IR system on one informa-
tion seeking strategy (ISS). Such systems often can be clearly discriminated in directed
or exploratory search systems. This implies that a seeker will only employ one ISS in
order to satisfy an IN. It has been shown in various parts of this dissertation that this
is not the case (see User Stories 9 and 10 or Section 3). This argument is revisited in
Section 6.4.
In conclusion, there is no reason to separate common ISS types in order to develop a
usable, interactive MIR system. Hence, this section outlines the general user experience
objectives derived from the requirements presented in Section 6.1 and explains how
different user needs can be addressed all together in one user interface.
General User Experience Objectives
User Story 14 postulates the ease of use of the Pythia MIR system’s GUI for layper-
son users. The satisfaction of this requirement is complicated by the fact that the other
personas, i.e., a professional user and a researcher, are most likely to perceive a good
usability differently. The objective to achieve a good usability for various user groups
is typically referred to as universal usability in usability engineering and interaction de-
sign.
Before we will concentrate on how universal usability is achieved in the Pythia MIR
system prototype, a closer examination of the user stories presented in Section 6.1.2 is
needed. Figure 6.6 groups all user stories thematically. The visualization makes clear
that the user stories are related to three main classes, i.e., the search strategy, the re-
sult presentation, and the retrieval model and language. Four additional user stories
cannot be easily classified as they are related to non-functional requirements or Pref-
CQQL specifics. The retrieval model and language behind the Pythia MIR system, i.e.,
CQQL and PrefCQQL, have already been discussed in detail in Chapter 4; therefore,
this section omits the related User Stories 6, 7 and 17.
The remaining groups contain user stories that deal with the demanded search strat-
egy support, e.g., a fast adapting RF mechanism, QBE, or the support of various search
strategies during the whole interaction time, as well as the result presentation. As de-
scribed before, the user stories differ with respect to the persona. For instance, the
layperson User Story 11 asks for a result visualization that supports the exploration
of a collection’s content, while the professional User Story 16 describes the need for a
visualization of unusual documents in the results. Similar observations can be made
with the ISS: while laypersons might be satisfied with a QBE-based similarity search
(see User Story 8), both the professional and the researcher persona wish to directly
modify the weighting variables of the underlying CQQL-based retrieval engine (see
User Stories 18 and 20).
Although these examples make clear that the expected functionality differs between
the personas, the participants of the expert workshops asked for a GUI that is intu-
itively controllable for a layperson (see Section 6.1.1). They even rendered their ar-
gument more precisely by explicitly demanding drag and drop support. While these
158

6 Design of the Pythia MIR System Prototype
Interaction Design based on the Direct Manipulation Paradigm
Unlike typical IR search user interfaces that rely on a textual query input and a result
list of documents or document abstracts, the Pythia MIR system prototype follows the
DMP, which is also used by most current operating systems and other software sys-
tems [Shneiderman & Plaisant 2005, cf. Ch. 6]. The DMP relies on metaphoric objects
in order to allow users to relate to the internal processes of the (MIR) system and to
manipulate these objects directly. It is typical for the DMP that all actions which can
be carried out with an object are directly visible and operable, e.g., a file can be moved
to the trash bin using drag and drop. The advantage of this approach is that users do
not have to confront themselves with technical issues such as freeing sectors on a hard
disk in order to remove sequences of bytes that are perceived as a file. Another char-
acteristic of the DMP is that actions can be easily corrected by reverting an action, e.g.,
by dragging a deleted file from the trash bin to restore it. Moreover, the termination of
an action becomes intuitively clear as the aforementioned example illustrates: after the
file is restored, it is obvious that no further operations are needed.
Although the advantages of the DMP are obvious and its utility has been shown in
countless instances, the approach is not free fromproblems. For instance, themetaphors
and icons have to be implemented consistently and understood by the user. In other
words, the user’s mental model (i.e., the assumption of the user of how the system is
working) has to overlap with the conceptual model of the system. Otherwise, the user
will not be able to draw the right conclusions from the UI and consequently will not
be able to interact predictably with the system. Hence, Shneiderman & Plaisant [2005]
suggest three principles that will be followed in the conceptual model of the Pythia
MIR system:
1. “Continuous representations of the objects and actions of interest with mean-
ingful visual metaphors.
2. Physical actions or presses of labeled buttons, instead of complex syntax.
3. Rapid, incremental, reversible actions whose effects on the objects of interest
are visible immediately.”
[Shneiderman & Plaisant 2005, p. 234]
If one follows these principles, novice users are expected to be able to quickly learn a
system as postulated by User Story 14; its operational concepts should be memorizable,
error messages are rarely needed, and the action’s consequences are visible and can be
reversed, e.g., by inverting the performed actions. Eventually, users get the feeling that
they are in control of the system (e.g., see User Story 2). Furthermore, the mental load is
reduced because users do not have to decompose their task into multiple UI commands
[Shneiderman & Plaisant 2005, cf. pp. 234].
Whether the design decisions that are made on the basis of these principles and that
are described in the following sections lead to a usable system is discussed separately
in Chapter 9.
Following the iterative UCD process used to develop the Pythia MIR system, the
system’s conceptual model has experienced various evolutionary steps. For the sake
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of brevity, a discussion on the different development stages are omitted in this thesis.
Instead, the most mature version of the Pythia MIR system’s conceptual model is pre-
sented. To great extent, this model corresponds to the one of the expert search system
outlined in Zellhöfer [2012a]. Previous versions of the conceptual model are discussed
in Zellhöfer & Schmitt [2011a] and Zellhöfer & Schmitt [2011b].
Overview of the Conceptual User Interface Model
Asmentioned before, the core of a conceptual UImodel based on theDMP is itsmetaphors.
Reconsider van Rijsbergen’s quotation given at the beginning of Chapter 2: “In princi-
ple, information storage and retrieval is simple. Suppose there is a store of documents
and a person (user of the store) formulates a question (request or query) towhich the an-
swer is a set of documents satisfying the information need expressed by his question.”
This quotation underlines the importance of documents during information retrieval.
Obviously, the retrieval of a set of relevant documents is the mainmotivation to interact
with an IR system.
As stated at the beginning of Chapter 6, the Pythia MIR system prototype deals with
visual perceivable media such as images andmetadata. Hence, a document in the scope
of this dissertation is typically an image or a photograph. In traditional analog photog-
raphy, back-lit devices called light tables were used to inspect negatives, diapositives,
or even photographs. Light tables were used to assess the quality of negatives, to crop
images, or for rotoscoping103. Nowadays, the light table metaphor can often be found in
(semi-)professional digital photograph software. For instance, Apple Aperture’s GUI
(see Figure 6.7) features further typical metaphors from analog photography: a magni-
fication lens (1), a pre-print of the currently processed photograph (2), and a light table
(3). In addition, the GUI provides an inspector for metadata that is read from the cur-
rently displayed image (4) and various floating dialogs that allow the modification of
various technical image processing or filter parameters.
Being clearly focussed on the needs of (semi-)professional digital photography, Aper-
ture’s GUI is rather technical and expects the user to have prior knowledge of typical
digital photographymetadata and the related technical terms. Although the GUI leaves
plenty of space for the preview of the digital photograph, it does not focus on the doc-
ument itself. Instead, it juxtaposes the document and its digital representation (the file
format, its color space, its metadata etc.). This is due to the software’s task of image
processing but might not be adequate for a document-centric MIR retrieval system.
Furthermore, the GUI is largely dialog- and menu-driven. Roughly speaking, the only
possible direct manipulations of the images are moving them between different folders
via drag and drop.
Although the Pythia MIR system prototype’s conceptual UI model is also based on
the light table metaphor, it is more document-centric in order to acknowledge the user
needs duringMIR. In principle, the conceptual model of the PythiaMIR system is based
on only two metaphors: the light table and the Polaroid-like photograph. The light table
103Light tables are still used in hospitals to inspect x-ray images.
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Figure 6.7: Apple Aperture’s central GUI elements; version 3.2.4
serves as the space on which result photographs are placed and sorted by various cri-
teria. As in real life, photographs can be freely moved on the light table and dragged
to other tools such as the search bar or used to state preferences between them. At the
same time, the light table serves as a container of the documents resulting from the
retrieval step, which are visualized with photographs regardless of the type of search
– directed or exploratory – applied. Basic tasks can be carried out by using drag and
drop only, i.e., the definition of QBE documents or the elicitation of preferences in order
to give relevance feedback to the system.
Figure 6.8 illustrates the conceptual UI model of the Pythia MIR system prototype.
The illustration is only meant to give an overview. The subsequent sections address
each component of the GUI in more detail. For the sake of clarity, each of the follow-
ing sections also references all directly related user stories. The numbers in Figure 6.8
indicate the interface layers which will be addressed later.
As said before, the main components of the GUI are the light table and the Polaroid-
like photograph. The photographs act as document surrogates and are the central ele-
ment of the user interaction. The photographs are used to display relevance informa-
tion, metadata, and a thumbnail of the image content. Both metaphors are described
in more detail in Section 6.2.3. Being central to the user interaction model, the photo-
graph can be freely moved by the user and dragged at different tools in order to execute
the associated actions. For instance, a photograph can be dragged onto the search bar,
which will be described in Section 6.2.4, to add this photograph to the query. Besides
QBE documents, the search bar also handles textual queries.
The search history (see Section 6.2.7) provides a linear redo and undo functionality
to the user. Each step in the time bar is associated with the state of the light table at
a given point in time. That is, the user has access to different virtual light tables that
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reflect the user’s progress during the information seeking process. As such, the search
history also offers a comfortable means to revert actions in case of errors.
Similarly to the search history, the visualization selector serves as a kind of shortcut
to “sort” or rearrange the photographs on the light table. Technically, the selection
list offers different visualization types for the results displayed on the light table (see
Section 6.2.3). To support the sorting metaphor of photographs, changes between the
different visualizations are animated to better communicate this change on the light
table to the user.
When feasible, the user interface uses animations to convey information; however,
animations are never used for decorative purposes in order to avoid detracting users
from interacting with the system. For instance, if an action causes a reordering of the
ranked result documents and thus the photographs on the light table, the affected pho-
tographs are smoothly moved to their new position on the table in order to ensure that
the user becomes aware of the new positioning of the photographs.
One way to trigger the retrieval of new documents is to use PrefCQQL’s preference-
based RF mechanism. In order to elicit preferences, users can drag photographs to
the concentric circles of the preference dialog described in Section 6.2.5. To remove
preferences, the corresponding photographs can be dragged away from the widget.
This mechanism is available for most widgets, e.g., QBE documents can be removed
from the query by dragging them away.
Section 6.2.6 completes the description of Pythia MIR system’s core user interface
by addressing faceted navigation. In extension to the core functionalities, there are
advanced search functions that will be described in Section 6.2.8 and visualizations
dealing with the principle of polyrepresentation (see Section 6.2.9) that aim at bridging
the gap between the user’s model of the IN and the system’s interpretation.
Universal usability within the Conceptual User Interface Model
Shneiderman and Plaisant define universal usability as follows: “Different usage behav-
iors should be supported by the user interface, e.g., an expert user should be allowed
to use keyboard short-cuts, while a layperson user can rely on a simple mouse-based
interface.” [Shneiderman & Plaisant 2005, cf. pp. 74]. Moreover, universal usability
must not be understood as the process of stripping away features of a professional soft-
ware system until it can be operated by untrained layperson users. Consequently, the
cited example must not be considered closing because universal usability also means
the support of different usage scenarios of personas as discussed in Section 6.1.1.
One way to achieve universal usability is the provision of a UI that adapts situation-
ally towards the current user needs and offers an appropriate feature set. However,
automatically initiated changes of the UI feature set have been shown to trouble users
[Shneiderman 2003, cf. p. 2]. Furthermore, such automatisms are seen critical by the
experts involved in the UCD process of the Pythia MIR system prototype as they limit
the controllability of the system (see Section 6.1.1).
Alternatively, universal usability can be realized with the help of so-calledmulti-layer
interface designs [Shneiderman 2003]. Roughly speaking, multi-layer interface design
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summarizes the idea to give users control over the number of features that they are able
to control and that are needed to solve their current work task. For instance, novice
users interact with a system at layer 1 and control only a small amount of features.
As the user’s expertise rises over time, they can progress to higher layers with more
complex feature sets. Regarding the design of the different layers, it is important that
the layers are self-contained and allow the execution of useful action sequences which
– in the optimal case – motivate users to explore the more advanced layers as well. An
ubiquitous example of a simple multi-layer interface design in IR are the standard and
advanced search functionalities in commercial Web search engines. Typically, lower
layers are not only used by layperson or novice users. Instead, more advanced users
also appreciate the usage of lower layers if they enable them to carry out frequently
used operations with fewer work steps [Shneiderman 2003, cf. p. 5].
Besides the definition of self-contained interface layers, the multi-layer interface de-
sign approach poses an additional challenge for the UI designer: the switch between
the layers. If the layer switch has to be triggered by the user, the resulting UI becomes
more complex and can – in the worst case – overwhelm the user [Shneiderman 2003, cf.
p. 3]. On the other hand, automatic layer switches are subject to the issues described
above.
Thus, the Pythia MIR system prototype abandons explicit layer switches. Instead,
all advanced functionality in the system is implemented as options. From a theoretical
point of view, the Pythia MIR system’s UI realizes an expanding multi-layer design
with its core functionality on layer one. The subsequent layers 2 and 3 further expand
the feature set but are not needed to initiate a simple retrieval. Figure 6.8 depicts the
different UI elements and assigns them to the different interface layers indicated by
numbers 1-3. Table 6.1 summarizes the findings and juxtaposes the primary targeted
personas per layer and the supported main functionalities.
Table 6.1: Multi-layer interface elements of the Pythia MIR system
Layer Targeted Personas Contained Elements Supported Functionality
1 Layperson
1. Search bar
2. Search history
3. Core metaphors
4. Preview
1. Directed and exploratory search
2. Redo and undo
3. Drag and drop input, DMP
4. Full-size document preview
2
Professional,
Layperson
1. Visualization selection
2. Preference elicitation
3. Faceted navigation
1. Different visualizations
2. PrefCQQL relevance feedback
3. Faceted navigation
3
Researcher,
Professional
1. Advanced search
2. Polyrepresentation
visualization
1. Direct CQQL input
2. Result explanation and
weighting variables visualization
Interestingly, Table 6.1 also illustrates the progression from elements of the user’s
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cognitive space at layer 1 to the system’s information space as discussed in Section
5.4.2. This transition becomes particularly obvious at layers 2 and 3. While layer 2
operates on preferences, layer 3 also supports the modification of CQQL’s weighting
variables that are clearly attributed to the information space as depicted in Figure 5.4.
Conclusion
In order to realize the theoretical model from Section 6.2.1, this section presented a
conceptual multi-layer user interface model that is based on the direct manipulation
paradigm. Central to the model are two core metaphors, the Polaroid-like photograph
and the light table, aroundwhich all possible user interactions are arranged. The reduc-
tion of the complete IIR process to twometaphors creates simplicity and consistency for
the user. In conjunction with the DMP, the consistency of the user interaction is further
increased because users can mainly operate the system with the help of drag and drop
no matter if they want to alter a query, give relevance feedback, or just manually re-
arrange photographs on the light table.
Keeping in mind Hearst’s suggestion to recognize the importance of small details
[Hearst 2009, cf. p. 28], the prototype uses animations to convey such information
as the change of the result rank to the user. Furthermore, the general aesthetics of the
PythiaMIR system prototype is inspired by common digital photography tools in order
to create a familiar user experience. In the opinion of the author, this approach is crucial
in order to overcome potential reservations from the user sidewhen they are confronted
with novel search functionalities. Although not explicitly mentioned before, the user
interface features common UI tropes that are meant to support the learnability of the
system [Russell-Rose & Tate 2013], such as inviting textual labels or balloon help for
most widgets.
Regarding the user needs of the different personas, the model with its three-layer in-
terface design provides universal usability. Unlike other multi-layer interface designs,
the Pythia MIR system does not rely on explicit layer switches. Instead, the different
advanced feature sets are made available as options to the system’s core functionality,
i.e., directed and exploratory search. Already at layer 1, layperson and expert users
can utilize directed and exploratory search functions. The following layers provide ad-
ditional functions such as RF in order to personalize the initial results. Similar design
decisions are also advocated by other authors because they encourage users to learn
and to confront themselves with more advanced search strategies [Russell-Rose & Tate
2013, cf. pp. 105].
6.2.3 Result Visualization and Organization
Addressed user stories: 4, 5, 11, 12, 13, 16
The original task of information visualization is perhaps best summarized by Shneider-
man’s ubiquitous visualization mantra “overview first, zoom and filter, then details on
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demand” [Shneiderman 1996]. In the scope of MIR, the information to be visualized
is primarily the document result rank consisting of the potentially relevant documents.
To be more precise, neither the internal document presentation of the MIR system nor
the original document is displayed. Instead, a document surrogate that illustrates the
most important features of the original document regarding the current multimodal
search is used. As mentioned before, all result documents (or the corresponding doc-
ument surrogates) of the Pythia MIR system are placed on the light table regardless of
their generative origin, i.e., whether they are, for example, the result of a retrieval step
or a filtering process. Hence, the light table forms one of the core direct manipulation
metaphors. The second metaphor used for the document surrogate, the Polaroid and
Post-it metaphor, is described below.
User Stories 4 and 11 explicitly ask for a tool that provides an overview over the col-
lection’s content and leverages exploration. To assist the user during the exploration
and the result inspection, the light table provides zoom and pan controls. For the sake
of consistency, panning can also be carried out by dragging the light table in order to
move the zoomed view on it.
The filtering of the results is supported at various levels as we will describe below.
Additionally, the faceted navigation functionality, discussed separately in Section 6.2.6,
can also be used to filter the results.
Common to all filter and ISS functionalities is that they affect the contents of the light
table directly. In other words, users can interact with the result document surrogates
as whole using a self-organizing or self-sorting light table: users can freely move their
visual focus on the table, regroup and rearrange the documents, or retrieve a whole
new set of result documents.
To address User Stories 5, 16 and 12, the light table can also be used to visualize re-
lations between the documents, e.g., their dissimilarity or similarity. Although these
visualizations do not have an impact on the underlying rank that is based on the prob-
ability of relevance (POR) of each document, they provide additional insights in the
retrieved result. Obviously, such “magic” light table is not available in real life. Nev-
ertheless, we believe that this advanced functionality does not break the light table
metaphor as all operations could also be carried out in real life, although with much
more effort by sorting the documents manually.
To further support the light table metaphor, all document surrogates on the table
can be moved manually as in real life in order to assist users during their search (see
User Story 13). For instance, users can rearrange document surrogates to reflect their
own sorting categories, label them, or associate a set of document surrogates with a
subjective grade of relevance.
To conclude, users can also inspect the documents’ details on demand by making use
of previews that will be addressed in the next part of this dissertation. Furthermore, the
Pythia MIR system also offers means to explain the origin of the results with the help
of various tools presented in Section 6.2.9.
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morph fashion as Figure 6.9 suggests. The skeuomorph design is for illustrative pur-
poses only.
One advantage of the Polaroid and Post-it note metaphor is that it can be used to
display different media types consistently. Although the current implementation of
the Pythia MIR system is focussing mainly on multimodal CBIR, it can be easily ex-
tended to include videos or textual documents. For instance, in the case of a video the
Polaroid’s frame easily accommodates the typical video control elements, while a plain
Post-it note can be used to display formatted text, including a navigational control wid-
get (see Figure 6.9). Although text can also be visualized with the help of a Polaroid, we
suggest to discriminate visually between pure visual and textual documents to provide
additional guidance to the user. Consistent with the usage of Post-it notes for texts,
the same metaphor reappears on the image document to visualize the tag “antelope”.
As the right-most Polaroid in Figure 6.9 illustrates, this metaphor can be taken further.
Here, we see the “back side” of the aforementioned Polaroid featuring its GPS coordi-
nate displayed by a map, some technical metadata (e.g., the focal length), and all tags
that have been added to the document. Please note the two additional tags that appear
only on the back of the Polaroid. This indicates that the initial query only contained a
QBE document and a textual part containing the key word “antelope” but not the other
tags. If the user would like to extend their initial query, e.g., with the key word “South
Africa”, they could simply drag it to the search bar (see Section 6.2.4).
The usage of the front and back side of the PPM points out an additional advantage
of the metaphor. While the front side contains only the most important information in
relation to the current IN, the back side features additional detail information. We be-
lieve that this is consistent with the real life handling of photograph prints, which often
contain additional information, such as the names of the depicted persons, on the back.
Thus, the UI supports the inspection of an image document during information seek-
ing in a two step process: 1) getting an overview using the front side, and 2) getting the
details on demand from the back side. Furthermore, a full-size preview of the original
image is available in addition to visualizations explaining the results (see Section 6.2.9).
Besides the conceptual clarity of the PPM, it is also advantageous when multiple
document surrogates are displayed on the light table at the same time and are there-
fore scaled down. Because of the relatively large content area of the PPM, thumbnails
remain recognizable for a long time. This also applies for textual documents. Although
their contentmight become unreadable, their layout impression remains visible. Hence,
the document surrogates can still be used for the provision of an overview of the light
table’s contents. If a document surrogate attracts the attention of the user, they can
zoom onto it to make additional information such as tags visible. From this perspective,
the PPM is a reasonable and usable complement to the light table metaphor discussed
in the next section.
Result Visualization – The Light Table Metaphor
The light table serves as the container for the document surrogates and therefore relies
on the PPM. Eventually, the light table displays the result of any action that has been
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initiated by the user, e.g., a RF iteration, a query resubmission, or the change of the
current visualization of the document surrogates. At the same time, the light table is
the central UI widget around which all other UI elements are arranged (see Figure 6.8).
Because of the light table’s primary purpose to visualize the results of any retrieval
process step, it addresses all of the user stories presented at the beginning of this sec-
tion. To bemore specific, its task is to project the linear result rank generated by theMIR
model onto its two dimensional light table surface. Although the Pythia MIR system
also supports a list-based visualization of the result rank, which can only be reached
with the help of a menu, the light table does not support this kind of linear visualiza-
tion as it would break its metaphor. Additionally, it can be doubted whether the display
of the retrieval results in a list really fits the user needs – particularly in MIR. Although
the list is the ubiquitous result visualization in IR, none of the presented user stories
express a demand for lists. Besides not being very space effective, lists do neither sup-
port the visual emphasis of specific properties of documents very well, e.g., distinct
discriminative factors in order to group documents as required by User Story 12, nor
do they support users in getting an overview over images documents (see User Story
4). Hence, we assume that the provision of more complex result visualization layouts
address typical user needs better than a simple result list. A similar viewpoint is taken
by Santini [2012]. Moreover, there is evidence that users are able to scan large amounts
of images quickly and select the most interesting ones [Hearst 2009, Sec. 12.2.2]. As a
consequence, it is reasonable to give users the opportunity to inspect a large amount
of image documents at the same time, i.e., to use the screen space efficiently. Please
note that this decision also has an impact on the retrieval effectiveness evaluation of
the system because typical effectiveness measures in IR assume the presence of a result
list. These issues are addressed in Section 8.1.3.
In accordance with the arguments presented before, the light table only supports dif-
ferent two dimensional layouts which are consistent with the real-world arrangement
of photographs on a two dimensional table surface. Although a computer UI could in
principle also work in three dimensions, e.g., as shown by Nakazato & Huang [2001],
we have decided to limit Pythia MIR system’s UI to two dimensions for the sake of the
consistency of the light table metaphor and to lower the UI’s complexity. In case of a
3D visualization, users would have to navigate through three dimensions, which is far
more complex than inspecting a 2D surface. At the same time, 3D visualizations are
subject to problems that do not occur in 2D, such as the occlusion of objects due to the
projection of the 3D visualization onto the 2D computer screen.
All visualization layouts are realized by applying the same metaphor: the sorting of
the document surrogates on the light table. The “sorting” is initiated by the user who
chooses one of the visualizations from the visualization selection drop-down list (see
Figure 6.8). To further support the sorting metaphor, the movement of the document
surrogates to new positions on the light table is animated105. Moreover, the animation
supports users in keeping track of document surrogates that have been inspected be-
fore, thus avoiding user irritation. For the sake of consistency, the light table’s control
105For an example, see the sample user interaction video from minute 00:50 on (see Appendix E).
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elements (zoom, pan, fit contents to screen, and the visualization selection) are available
for all available visualizations and placed beneath the light table for easy access. The
same applies to the aforementioned actions that can be carried out with the document
surrogates.
The most basic result visualization layout and thus the 2D counterpart of the classical
result list is the 2D matrix visualization that arranges all document surrogates according
to their decreasing POR in Western writing direction, i.e., from left to right and top to
bottom. This layout provides an overview of the document surrogates as suggested by
User Story 4, which is further supported by the aforementioned zoom and pan func-
tionality. Besides giving an overview, this layout does not support other requirements
expressed by User Stories 11, 5, 12, and 16, whereas the latter three describe similar user
needs (see Figure 6.6).
In order to address User Story 11 in particular, the light table supports a document
surrogate layout based on a self-organizing map (SOM) (see Section 3.3.2). The SOM-
based layout visualizes arranges the document surrogates in a 2D map with different
regions characterized by their relative similarity. Figure 6.10 depicts a SOM based on
the documents’ color layout representation106. The contour lines indicate regions that
are relatively homogeneous. As Figure 6.10 illustrates, the SOM-based layout supports
users in discovering the visual variance of the documents (see User Story 5). It also dis-
plays similarities and dissimilarities by placing similar documents in spatial proximity
(see User Stories 12 and 16).
Figure 6.10: Self-organizing map visualization
106The color layout has to be seen as a representative representation as the following statements apply to
all other representations as well. The color layout is the standard representation used by the cluster
algorithms of the Pythia MIR system prototype.
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Alternatively, users can utilize a k-medoid-based cluster visualization (see Section 6.3.2)
that groups documents by their similarity. Unlike in the SOM-based layout, all docu-
ment surrogates are placed next to the document that forms the center of one cluster.
The k-medoid cluster algorithm is a classical partitioning clustering technique which
clusters the data into a set of k clusters, where k has to be set to the desired value.
Consequently, the cluster visualization puts an emphasis on the similarity of the doc-
uments in a given cluster (see User Story 12), while the clusters are separated by their
dissimilarity (see User Stories 5). In particular, the cluster-based layout supports users
that search for unusual documents (see User Story 16) because such documents can be
easily discovered in cluster with one or only a few members.
The latter two layout techniques support the overview of the content of the light table
by grouping the documents on the basis of a common criterion. As mentioned in Sec-
tion 6.1.4, such approaches have been shown to support users in getting an overview
as well as in exploring an unfamiliar information space. In order to meet user expec-
tations and to provide a familiar UI that is also known from Bing or Google’s image
search, Pythia MIR’s UI also provides a classical 2D matrix display, which is also serves
as the preset visualization layout to avoid user irritation.
To conclude, the light table is not limited to the visualization layouts presented be-
fore. It can be extendedwith other visualizationswithout breaking the discussedmetaphors
as long as a reasonable interaction with the visualization layout is possible using typical
2D actions such as zooming and panning.
Manual Result Sorting
During longer search sessions or such that are meant to be readopted at a later point
in time, user studies [Malone 1983; Nardi 1993] show that users tend to arrange doc-
uments into “ ‘piles’ of information arranged by physical location as well as explicitly
titled and logically arranged ‘files’ ” [Malone 1983, p. 99]. These manual arrangements
of documents help users to structure their work tasks and support the refindability of
documents. User Story 13 describes a similar need.
To address this user need, the document surrogates can be freely moved on the light
table. Moreover, multiple document surrogates are selectable at once in order to ar-
range them automatically in a group (or “pile”). Sample arrangements consist of stacks
or circular arrangements around a center document surrogate. These groups can be
tagged by the user or associated with a relevance level to give relevance feedback (see
Section 6.2.5).
Furthermore, the UI contains a collection basket that is meant to gather documents
that are considered interesting by the user during the information seeking process (see
Figure 6.20; 13).
Additional sorting criteria, such as the creation time of a document or othermetadata,
have not been implemented but can be added to the matrix layout without problems
because the sorting on a criterion is a trivial programming task. For the other visualiza-
tion layouts, sorting is a more complex endeavor. In this case, the (sorting) criteria are
only useful in form of filters as the actual visual arrangement of the document surro-
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The switch on the left side of the search bar (see Figure 6.11; 1) sets the UI in either
the directed or the exploratory search mode (see below) and indicates the type of the
current ISS.
The second element allows access to the advanced search parameters, e.g., the setting
of weight variables or direct access to CQQL.
The text input field (3) accepts textual keyword queries that can be extended with
Indri commands. The multimedia query documents box (4) is the MIR counterpart of
the text input field. It accepts QBE documents that can be chosen from an OS-provided
file selection dialog or dragged from the file system. Furthermore, users can drag doc-
ument surrogates displayed on the light table onto the box to expand their initial query
or to submit a new one. The multimedia query documents box expands automatically
if all slots are occupied. To remove QBE documents, they can be simply dragged away
from the box to remove them from the query. Additionally, QBE documents can also
serve as negative examples with the help of CQQL’s negation.
The fifth element limits the number of retrieved results, while the last button (6) is
used to start the retrieval process.
The search bar follows the multi-layer interface design paradigm presented before by
hiding optional, advanced controls to the user. In principle, a simple directed search can
be initiated by dragging a QBE document (or typing in a keyword) onto the search bar
followed by pressing the start button. The results can then, e.g., be modified with the
help of RF (see Section 6.2.5); alternatively, the initial query can be altered by dragging
a result document onto the search bar to resubmit a new query.
Although the current UI accepts only the specification of queries in textual and QBE
form, it can easily be augmented with a query by sketch component (see Section 3.3.1).
For instance, the needed drawing tools can accessed via an icon or the contextual menu
of the multimedia query documents box. An implementation has been omitted because
of the additional complexity of this functionality and its missing relevance for the eval-
uation of the Pythia MIR system prototype’s UI107.
The advanced search icon (see Figure 6.11; 2) gives access to interface layer 3 that
allows the direct modification of the underlying CQQL query. This functionality en-
ables professional users to state their IN with the full expressive power of a relational
complete query language (see Section 4.1).
To conclude, User Story 15 and user studies, e.g., by McDonald & Tait [2003], reveal
the need to refind once retrieved documents using directed searches. Although basic
refindability during one search session is supported by the Pythia MIR system with
the help of a search history (see Section 6.2.7) and the collection basket (see Section
6.2.3), search-session spanning refindability has to be supported by other means. As
elaborated in Section 6.2.1, CQQL queries can be stored at every stage of the informa-
tion seeking process. When restored, the saved query and the corresponding metadata,
such as the search session (see Section 6.2.7), is used to set up the search bar accordingly
107Internally, sketched images or images provided as QBE documents are both treated the same as the
needed feature extraction is carried out on their bitmap-based representation. Hence, the inclusion of
a sketching facility would only measure the usability of this component but not give further insights
into the usability of the overall IIR process.
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to resume a past search. Hence, the loading of a past search is delivered with the same
UI mechanisms as a newly started search.
Exploratory Search
Basic exploratory search functionality in the UI is offered by the different result visu-
alization layouts such as the SOM or the cluster-based visualization of the light table’s
contents (see Section 6.2.3). However, these result visualizations are limited to the re-
sults of a retrieval step. Thus, their application requires a preceding directed search.
In order to support users with a variable IN (see Figure 6.4) that do not provide a
query to the system, the Pythia MIR system’s UI offers a distinct browsing component.
Analogously to the directed search, browsing is initiated with the help of the search bar.
By choosing to browse, users can retrieve all documents from the current collection at
once without the explicit need for a query – although, as described in Section 6.2.1,
it might be internally prepared to be used later (see below). In order to facilitate the
navigation in the potentially large collection and to give an overview of its contents,
the UI supports users by visualizing the collection’s content with the help of a k-medoid
cluster algorithm equal to the one described above.
To simplify the exploration of the collection, the light table is divided into two parts
during browsing. On its left, the cluster centers, i.e., the documents that are charac-
teristic for a cluster, are displayed. The larger part of the light table is synchronized
with the currently inspected cluster center and displays the documents contained in
the respective cluster. Figure 6.21 depicts the UI in browsing mode with the contents
of the highlighted cluster displayed at the light table in matrix layout. Since the result
visualization during browsing is also based on the light table metaphor, the same re-
sult layouts and mechanisms as before are available to the user to further explore the
content of a cluster. As described in the theoretical polyrepresentative user interaction
model (see Section 6.2.1), the user can also drag document surrogates from the light
table to the search bar in order to switch to a directed search if a document is found to
represent the current IN.
An alternative approach for the browsing in a collection’s content is based on an
exploitation of a particular characteristic of CQQL: the setting of all weighting variables
to 0 effectively disables the calculation of a rank of relevant documents. That is, all
documents in the collection obtain the same POR and are therefore retrieved unordered
(see Section 6.2.1). In contrast to the approach discussed before, which can be solely
based on a visualization technique, this approach maintains an existing CQQL query.
The unsorted results can then be explored with the help of the visualizations provided
by the light table. If the user decides later to use a directed search or faceted navigation
(see Section 6.2.6), this query can be directly used to form a CO. Alternatively, users can
further explore the information space along one ore more representations by using the
polyrepresentation visualization dialog (see Section 6.2.9) or by directly modifying the
weighting variables of the underlying CQQL query (see Section 6.2.8).
One further application area in which CQQL can be used to assist during the explo-
ration of a collection’s content is polythetic clustering. Here, the CQQL query that repre-
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sents the CO is used to calculate the difference between all documents in the collection.
This approach is essentially different from a directed search, in which each document’s
POR is calculated with respect to the CO. A polythetic clustered visualization enables
users to get new insights into a collection. For instance, highly relevant documents that
lie outside the current CO and are therefore not contained in the retrieved result rank
are placed in different clusters that are characterized by their inter-document similar-
ity. The inspection of these clusters might lead to a modification of the initial CO, e.g.,
by using a disjunction of some relevant CO that are represented by different polythetic
clusters to cover completely different parts of the information space with a new query.
Figure 6.12 shows a mockup of CQQL-based polythetic clustering where each enlarged
document surrogate depicts a cluster center surrounded by the cluster’s associated doc-
uments [Zellhöfer 2012a, cf. p. 66].
Figure 6.12: Mockup of CQQL-based polythetic clustering
To conclude, automated query learning functionalities and the related PrefCQQL-
based indicators that have been outlined in Section 6.2.1 are not supported in the cur-
rent UI because of the users’ specific demand for a fully controllable MIR system (see
Section 6.1.1).
6.2.5 PrefCQQL – Preference Elicitation and Relevance Feedback
Addressed user stories: 1, 2, 9
Section 5.4 presented the preference-based RF approach PrefCQQL. Relevance feedback
as a common personalization technique in IR that addresses the dynamics of the user’s
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IN (see User Story 9) has been covered in detail in Section 5.1.
User Story 2 explicitly demands a controllable RF mechanism to refine the retrieved
results. Furthermore, the users expect this mechanism to adapt fast and to work in-
tuitively (see User Story 1). The effectiveness of PrefCQQL’s adaption towards the
user’s IN is addressed in Section 8.5. This section focusses on the provision of a con-
trollable PrefCQQL-based RF mechanism that uses the DMP to remain consistent with
the metaphors presented in Section 6.2.3.
The main problem with RF is that users have to be motivated to give it at first place.
Hence, the RF mechanism has to be usable [Ruthven & Lalmas 2003], consistently em-
bedded into the other user interactions, comprehensible, controllable, and easily ex-
ecutable. Section 5.4.1 argued for the utilization of inductive preferences in order to
improve the comprehensibility of the RF mechanism.
Interpretation of the User Input
Section 5.4.3 showed howpreferences can be interpreted as graphs and how such graphs
can be built or modified on basis on a result rank of retrieved documents R. However,
from a usability perspective, it is also important to consider how documents that do
not participate in a user-defined preference relation but that are displayed on the light
table are interpreted. Basically, there are two ways to interpret the roles of the retrieved
documents within the preference graph [Zellhöfer & Schmitt 2010a].
First, the list semantics of the result rank is neglected in favor of the user input. That
is, the user choses a small group of documents on which preferences are defined. Doc-
uments that are not involved in any form of user interaction are ignored and are not
added to the preference graph. Because of the user’s disinterest in extensive interaction
with a system, it can be assumed that the latter group of documents will form the ma-
jority [Shneiderman & Plaisant 2005]. In other words, the user will only interact with
a few preferences, which form the exclusive source of information regarding the user’s
current preferences.
Second, the list semantics of the original rankR is maintained and serves as additional
information regarding the user’s preferences. Given a list of retrieved documents or-
dered by their POR, the user only defines preferences between the documents that do
not conformwith the expected rank, which would reflect the current IN. That is, a more
relevant document succeeding a less relevant document would be stated in form of a
preference expressing the inverted positioning. To give another example, the most rele-
vant document would be preferred over all other documents inR. The main difference
from the first approach is that documents which have not been touched by the user
keep their position in the result rank and are accordingly included in the preference
relation graph. That is, documents that have not been interacted with are interpreted
as preferences in conjunction with the explicitly stated ones.
To better illustrate the difference between the two approaches, consider the following
retrieved rank: R = {d2, d3, d1, d5, d4}. The optimal rank would be ordered by the
document indices. To give RF, the user states one preference P = {d1  d2}.
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In the first approach, only the preference P is passed to PrefCQQL’S learning algo-
rithm that learns a weighting scheme resulting in R′ = {d1, d2, d3, d4, d5} because the
weighting scheme also causes a reordering of the last two documents.
The second approach maintains the list semantics of R and extends the preferences
accordingly: P′ = {d1  d2  d3  d5  d4}. As a result, the weight learning algorithm
yieldsR′ = {d1, d2, d3, d5, d4}.
Although this example results in a bad outcome for the second approach as it also
satisfies one unwanted preference d5  d4, it can also be argued that it can in some
cases provide additional valuable information to the learning algorithm, e.g., d2  d3.
Nevertheless, we propose the first alternative, which takes into account only those doc-
uments that have been part of the user interaction. Moreover, it can be assumed that
users, who try to avoid superfluous interactions, will not state preferences amongst
documents they are not interested in. An automatic augmentation of the user-defined
preferences would add potentially unwanted preferences between documents the user
is not interested in. Furthermore, users would be forced to manually remove such pref-
erences in the second approach in order to avoid unwanted preferences such as d5  d4.
This additional work might easily overstrain users if large sets of preferences have to
be inspected at every RF iteration. Roughly speaking, the second alternative would
reward highly placed results using a mechanism similar to pseudo relevance feedback.
We believe that this automatism is likely to irritate users as they can only gain full con-
trol over their preference input if they define preferences over the complete retrieved
rank. In addition, depending on the size of the result rank, the second approach might
create a huge amount of preferences and therefore restricts the parameter space of the
learning algorithm too much. As a result, no or only a few new documents would
appear in the new rank R′ after one learning step because the learning algorithm is
bound to satisfy the preferences that almost perfectly describe the initial rank R. This
concern is strengthened by the experimental results of a supervised thesis, which re-
ports none or little change in the top-k results during RF when the second approach
is used [Käppler 2009]. In contrast, the first approach leaves enough freedom for the
learning algorithm to effectively change the result rank during the RF iteration as Sec-
tion 8.5 will elaborate.
In conclusion, the first approach is to be preferred due to two main reasons. First, it
is intuitively comprehensible because only user-defined preferences serve as input to
the learning algorithm. Documents that have not been involved in any user interac-
tion do not participate in any preference relation and therefore obtain an “unknown”
level of relevance. Additionally, the first approach is more transparent than the second
particularly if the user works with result visualizations that do not map directly to the
linear result rank, e.g., the SOM-based visualization (see Section 6.2.3). In this case, the
deduction of the additional preferences in the second approach is hardly predictable
for the user as they cannot conclude the automatically generated preferences from the
result visualization.
Second, the first approach leaves enough “space” for the learning algorithm to find a
weighting scheme that supposingly affects the new result rank R′ more notable than
when the second one would be used. As a result, it becomes more likely that new
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documents are presented to the user which are more relevant than the ones contained
in the initial rankR.
Preference Elicitation and Conflict Handling
Section 5.4.7 described two main problems of the PrefCQQL approach during prefer-
ence processing: preference conflicts and query incompatibilities. The mentioned sec-
tion outlined that the preference elicitation process is potentially error-prone because
preference conflicts can be easily input – in particular if complex preference graphs are
constructed during the interaction with the system. This situation is problematic from
a usability perspective as the chance of providing erroneous input should be generally
minimized because error-tolerant or error-avoiding interfaces improve the user satis-
faction and the ease of use of a system (see User Story 14).
Obviously, the error-proneness is due to the complexity of the modification of the
preference graph. Thus, the complexity has to be lowered to enable users to elicit pref-
erences easily (see User Story 1) – at least at the lower interface layers. Another factor
that affects the complexity of the preference elicitation is the actual amount of actions
that have to be carried out by the user to define a preference. For the sake of consis-
tency, we suggest to base the preference elicitation on the document surrogates and
the corresponding drag and drop functionality. That is, users can state preferences by
directly interacting with the document surrogates respecting the DMP.
To limit the complexity of the preference elicitation, the UI makes uses of the con-
centric circles metaphor (CCM). As the name suggests, the CCM consists of a number of
concentric circles placed around a center. The innermost circle contains all stated QBE
documents (if the query contains such documents) to illustrate that these documents
form the currently best known answer to the IN (see Section 6.2.1). The innermost circle
is surrounded by three concentric circles (or rings) that visualize the decreasing levels
of relevance, which can be expressed with the help of preferences108. In order to state
a minimal preference, at least two documents have to be placed on two different rings.
For instance, a document d1 that is placed on the first ring is preferred to a document
d2 on the second ring etc. Figure 6.13 illustrates the principle.
The elicitation of preferences using concentric circles is simple: users can drag docu-
ment surrogates from the light table to the ring reflecting the desired level of relevance.
After the document is dropped, a mirrored copy of the document surrogate is placed
on the ring and the original document surrogate remains on the light table to avoid
confusion. In order to remove a document from a preference, it can be dragged away.
To modify preferences, document surrogates can be freely moved between the rings.
To avoid ambiguous input, each document surrogate can only be dragged once to the
concentric circles. If it is dragged again, it will replace the document surrogate that has
been placed before at one ring. This prevents users from stating preferences such as
d1  d1 or d1  d2  d1. While the first preference is obviously pointless, the latter one
108The limitation to three circles has been chosen deliberately as a compromise between complexity and
expressive power. In principle, any number of concentric circles is possible.
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to PrefCQQL’s learning algorithm, each document di in the set of irrelevant documents
Dirrelevant is given less relevance than each document dl ∈ Dlow, i.e.,
∀dl ∈ Dlow, di ∈ Dirrelevant | dl  di.
These preferences can be automatically constructed if Dirrelevant is known, e.g., if these
documents are indicated by the user. To support the simple elicitation of irrelevant
documents, the UI makes use of the trash bin metaphor. In analogy to most modern op-
erating systems, document surrogates can be dragged to the trash bin to mark them
as irrelevant. To remove them, they can also be dragged out of the trash bin. As de-
scribed above, documents in the trash bin are interpreted automatically and passed to
PrefCQQL’s learning algorithm along with the other explicitly stated preferences. Al-
though this mechanism involves some automatism, we believe that it will not irritate
users as it expresses a notion of irrelevance.
To improve visual clarity, the fact whether a document is participating in a preference
relation is indicated by an icon at the frame of each document surrogate’s frame. By
default, irrelevant documents are hidden from the light table to make more room for
potentially relevant documents. In order to inspect the irrelevant documents, the trash
bin features a distinct light table in a separate dialog, with which the user can interact
in the same way as with the main light table.
To conclude, the CCM avoids the input of different conflicting or erroneous prefer-
ences, while it provides a comprehensible visualization of stated preferences. However,
it cannot prevent query incompatibilities as they are caused by a combination of the
used matching function and the stated preferences (see Section 5.4.4). Thus, errors due
to query incompatibilities still have to be communicated to the user for further deci-
sions, e.g., whether a new matching function should be used or a preference has to be
removed.
To recapitulate, the CCM in conjunction with the trash bin offers a simple, control-
lable and consistently usable means for preference elicitation as demanded by User
Story 2. Its controllability is further increased by a search history functionality that
allows to undo and redo recent actions (see Section 6.2.7).
Because preferences form an additional information about the user’s IN and there-
fore are not directly part of the retrieval result, the UI separates the concentric circles UI
component from the light table. Due to their relation to the personalization of retrieval
results, the CCM component is placed in a separate personalization dialog, which also
contains the trash bin, the collection basket (see Section 6.2.3), and the faceted naviga-
tion (see Section 6.2.6). Figure 6.14 depicts the personalization dialog and illustrates
how document surrogates can be dragged from the light table to the concentric circles
in order to elicit preferences.
As outlined in Section 5.5, preferences can also be used to start a new directed search.
This functionality could be offered at the same interface level as the preference elicita-
tion because it is equally complex.
Advanced preference handling that allows the utilization of PrefCQQL’s expressive
power can be realized using Hasse diagrams and the corresponding interactions on
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during the evaluation of the user experience (see Section 9.1.5). Alternative facets that
are implemented consist of documents taken at the same event with or without persons,
temporal or spatial proximity, or documents that depict persons. Although facets could
be created automatically, the Pythia MIR system’s UI only supports manually created
facets, of which many are directly related to the used matching function. This limits the
flexibility of the retrieval engine but ensures that the facets are comprehensible to the
user [White & Roth 2009] making them an intuitively comprehensible means to adapt
the MIR system to the user’s IN (see User Story 1).
Whenever a user choses a facet, the newly retrieved results appear on the light table
in consistence with the sorting/filter semantics presented before. Alternatively, FN can
be used in the sense of a filter on the already retrieved documents (see User Story 3). In
this scenario, which is currently not supported by the prototype, the facets act as fuzzy
filters as demanded in Section 6.1.1. Here, the weighting scheme corresponding to the
given facet is re-evaluated on the retrieved documents, yielding a new rank that can be
presented to the user. Because of CQQL’s best matching semantics, this filter operation
is least likely to return an empty result set, which, as postulated in User Story 6, has to
be avoided.
For the sake of simplicity, all facets in the Pythia MIR system prototype are mutually
exclusive. This limitation is not due to technical restrictions. Instead, it is meant to
lower the complexity of the UI and to make the results more predictable for the user.
6.2.7 Search History
Addressed user stories: 2, 4, 15
The search history’s primary purpose is to simplify the reversibility of user actions
and to improve the controllability of the system. The need for these features has been
expressed, amongst others, by User Story 2. It provides the central undo and redo func-
tionality and allows users to navigate between different stages of their current search
session in order to correct mistakes or to re-find documents (see User Story 15). Fur-
thermore, the search history visualizes the current state of the search session. The need
for undo and redo functionalities has been shown by different user studies, e.g., by
Cribbin & Chen [2001] or Liu et al. [2009].
The search history of the Pythia MIR system updates itself after every ISS change or
RF iteration automatically. Internally, the state of the search session is saved in form
of the CQQL query and the corresponding weighting scheme. Additionally, the type
of the current ISS is saved and displayed in the search history widget in order to com-
municate the “navigational state” [Russell-Rose & Tate 2013, p. 197] of the search ses-
sion. This approach is user-friendlier than simply saving the search history in form of
enumerated search steps because it lowers the chance to confuse users as the changes
between the ISS are clearly indicated and can therefore be recognized easier. This is in
particular true if users skip several prior search session steps in order to resume their
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6.2.8 Manual Weight Setting – Advanced Search
Addressed user stories: 1, 9, 18, 20
The manual weight setting is clearly an expert functionality as it directly operates on
the weighting variables of the CQQL-basedmatching function. It is expected to be used
only by the professional and the researcher persona (see User Stories 18 and 20) and is
not mentioned by any of the layperson’s user stories. Consequently, it is placed at the
third interface layer and can also be operated by laypersons if enough time is spent
on training. The manual weight setting is inseparably linked to the result explanation
functionality presented in Section 6.2.9.
The manual weight setting as part of the advanced search enables users to directly
modify the weighting variables’ values using a graphical dialog (see Figure 6.20; 15110).
Because of the direct effects of these modifications on the retrieval system as required
in Section 6.1.1, this functionality also addresses User Stories 1 and 9.
6.2.9 Result Explanation – Advanced Search
Addressed user stories: 19, 20
The result explanation components are inseparably linked to the manual weight setting
described in Section 6.2.8. Eventually, the result explanation components are a means
to bridge the gap between the user’s cognitive and the system’s informative space as
requested by the global model of polyrepresentation (see Section 6.2.1). In other words,
the explanation components are meant to allow an adjustment of the user’s mental
model with the system’s conceptual model of the current IN. Being expert functions,
the result explanation components, which consist of the polyrepresentation visualization
and the weight inspector, are placed on the third interface layer (see Figure 6.8). The
weight inspector is part of the advanced search functionality of the UI.
Polyrepresentation Visualization The polyrepresentation visualization’smain purpose
is to illustrate the similarity of an inspected document regarding its representations
with respect to the current query, e.g., a QBE document. This component is motivated
by studies revealing frequent user misconceptions about how the IR system determines
the relevance or similarity of a document with respect to a query. For instance, Urban
et al. show that users typically “could not distinguish between images that have the
same color and images that are generally similar (in terms of semantic content, lay-
out, color, etc.)” [Urban et al. 2006, p. 26]. Furthermore, the component supports
110Please note that the dialog displays only weighting variables at the same structural level, e.g., as present
in the weighted conjunction (see Matching Function 2). Higher structured queries require more com-
plex interfaces such a tree-based visualizations of the weighting variables as shown by Schmitt [2007].
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ences based on the rank reduction algorithm. Because of the presented arguments, this
type of widget has to be placed on interface layer 3 to avoid user irritation and to not
disturb the normal preference elicitation process. For instance, this functionality could
be combined with the advanced preference graph modification tools.
6.3 Prototypical Implementation
The prototypical implementation of the Pythia MIR system is based on prior work that
has been developed in Java at the Chair of Database and Information Systems of the
Brandenburg University of Technology, which has been supervised by the author of
this text.
The CBIR feature extraction and similarity calculation core GOLEM111 [Zech 2008]
was originally based on LIRe112 [Lux & Chatzichristofis 2008] and has been continu-
ously extended by the author of this dissertation, e.g., to support CQQL evaluation and
the weight learning algorithm of PrefCQQL (see Section 5.4.5). In addition, the basic
GUI functionality including the described preference elicitation mechanism [Böckel-
mann 2009] and a SOM-based result visualization [Uhlig 2010] was developed.
The independent parts of the system have been ported to C++, consolidated, and
largely redesigned to become transformed into a functional MIR system within a re-
search project funded by the BMBF113. In particular, the general system architecture
has been revised in order to exploit parallelization features of multi-core CPUs, the
feature extraction has been widely re-implemented, the weight learning algorithm has
been upgraded to support parallelization, Indri-based textual IR [Strohman et al. 2004]
has been added in order to support PDF documents, and an evaluation toolkit has been
programed to name some improvements over the basic Java implementation. The full
implementation in C++ is provided as a supplement to this thesis (see Appendix E).
The contributors of source code are stated in every code file.
Because of the complexity of the implementation (see Table 6.2), the next sections
only outline the architecture of the central components of the Pythia MIR systems. For
a more detailed information about the implementation, see the supplement that in-
cludes a fully searchable documentation, including complete caller graphs, inheritance
diagrams, and the used coding guidelines.
Table 6.2: Lines of code of the Pythia MIR system, revision 1813
Language No. of Files Comment Lines Code Lines
C++ 577 23,651 107,855
C/C++ Header 508 30,799 36,826
Sum 54,450 144,681
Calculated by CLOC version 1.60; http://cloc.sourceforge.net
111Gadget Obfuscating LIRe’s Employment on Metadata
112Lucene Image REtrieval
113German Federal Ministry of Education and Research
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components that link the GUI to the retrieval system (see Section 5.4) are shown sepa-
rately.
The figure also lists the corresponding namespaces used in the implementation. For
the sake of completeness, the most important namespaces and their content are listed
in Table 6.3.
Table 6.3: Central namespaces of the Pythia MIR system, revision 1813
Namespace Content
dbis::core Core classes and data structures
dbis::engine The retrieval main engine that combines all retrieval-relevant subsys-
tems
dbis::extraction Feature extraction (low-level and metadata)
dbis::gui Main GUI client for preference elicitation
dbis::network Network communication
dbis::retrieval Retrieval services including index functionality and data access
dbis::textsearch Namespace of the Indri format extension
dbis::weightlearning Nelder/Mead based weight learning implementation and services,
matching functions
Graphical user interface The GUI constitutes the main user interface of the retrieval
system. Because of its importance it is separately discussed in Section 6.3.2. For in-
stance, the GUI gives users access to the relevance feedback cycle that controls the re-
trieval system’s operation. Moreover, it allows the configuration of the retrieval system
or the creation of document collection. Because such functionalities have only admin-
istrative character, a further discussion is omitted in this thesis.
The GUI is indirectly connected to the retrieval system via the retrieval accessor.
Retrieval accessor The retrieval accessor decouples the GUI from the actual retrieval
system. In the current implementation, a local pseudo-network connection to the re-
trieval system is used for the sake of simplicity. However, the GUI can also be con-
nected via a network using the dbis::gui:NetworkAccessor that provides a socket-based
communication path.
The decoupling of the GUI and the retrieval system enables future implementations
to substitute the current GUI, e.g., with a Web-based interface. In addition, it allows a
headless operation of the retrieval system to automate long-running experiments.
Retrieval system The retrieval system is the main facade of the retrieval engine, i.e.,
the feature extraction and matching, the storage management, the system’s configura-
tion management, and index functionality, to give some examples. It serves as a hub
providing all necessary functionality to retrieve documents from a collection and to
personalize the results.
Collection manager The retrieval system uses the collection manager to access doc-
uments and document representations. It also controls the extraction of high- and low-
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level features with the help of extractors. In the case of PDF documents, it passes vi-
sual parts to the CBIR subsystems and textual parts to the Indri-based IR component
[Strohman et al. 2004]. Furthermore, it offers caching functionalities to improve the
access performance to query results. To recapitulate, it abstracts the storage manage-
ment for the retrieval system in order to simplify later changes in the storage or feature
extraction functionality.
Matching Thematching part of the retrieval system uses the strategy pattern [Gamma
et al. 1995, cf. pp. 315ff.] that defines a general matching algorithm whose actual
implementation varies depending on the evaluation function (i.e., a matching function
as listed in Appendix B.1) and whether RF is used. The matching creates a ranking of
documents, which is presented to the user and on which preferences can be defined.
Document Ranking Internally, each document is represented as a tuple of the simi-
larity scores for a given query. The similarity scores are determined by the retrieval sys-
tem. The representation in tuple form is handy because it also supports solely DB-based
queries and is natural to CQQL. If the user decides to state preferences, the preferences
serve in conjunction to the affected tuples as input to the CQQL learning service. The
CQQL learning service acts as a facade to the weight learning algorithm that has been
presented in Section 5.4.5.
For the sake of flexibility, the Pythia MIR system supports dynamic loadable plug-ins
for the extractors and evaluation functions. For instance, this allows the addition of
evaluation functions without the need to recompile the program.
The GUI supports statically-linked plug-ins that implement various search strategies
and visualizations. This simplifies the control of the provided functionality of the GUI,
which is crucial for the conducted usability study (see Chapter 9) that relies on the same
code base for each GUI variant. In principle, GUI plug-ins can be made dynamically
loadable, although the current implementation forgoes this functionality in order to
lower the programming complexity.
6.3.2 Overview of the User Interface and Implemented Functions
The conceptual model behind the PrefCQQL-based interaction design has been ex-
plained in Section 6.2. This section presents the central user interface parts imple-
mented in the prototypical Pythia MIR system. In principle, the core functionality is
described by Zellhöfer [2012a]. Though, the implementation accompanying this dis-
sertation further contains access to PDF and other textual documents with the help of
Indri [Strohman et al. 2004] and advanced support for explorative search strategies.
Although the GUI is in principle capable of handling the direct input and modi-
fication of CQQL (see Section 6.2.4), this functionality is not implemented because a
fully capable CQQL interpreter was not available at the time of the development of the
Pythia MIR system prototype. That is, the current UI can only deal with a number of
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pre-defined matching functions listed in Appendix B.1. As a consequence, the proto-
type also does not support negations unless they are part of a pre-defined matching
function. Moreover, CQQL-based polythetic clustering is not available at the current
stage of development.
One further limitation affects the handling of PDF documents. Although they can be
used as QBE documents, their textual contents are ignored by the prototype in favor
of the contained images. The current implementation extracts all images that surpass
a certain size threshold in order to discard small icons or decoration with minimal se-
mantic contribution (e.g., stylized bullet points). The extracted images are then used as
QBE documents. We acknowledge that this interpretation, which eventually attributes
all images in a PDF with the same importance for the IN, is not usable in real-world;
instead, it is meant as amere technical proof of concept for an extraction process of com-
posite multimedia documents with Indri. How such multimedia documents should be
treated in a QBE scenario remains an area for future research.
Acknowledging the fact that an interactive MIR system can only be inadequately de-
scribed in textual form, the supplement of this thesis contains multiple videos demon-
strating its usage in real life (see Appendix E).
Figure 6.20 displays the main GUI elements of the Pythia MIR system in directed
search mode. Arrows indicate paths between the different dialogs. A legend to this
figure is available in Table 6.4, which also contains references to the related conceptual
design.
Figure 6.21 shows the GUI in exploratory search mode with the cluster representing
documents on the left. As in the directed search mode, the result visualization panel is
placed on the right. In order to support the exploration, a k-medoid clustering approach
is used to summarize the collection’s contents. The clustering is based on the distances
between the color structure representations of the documents. Color structure has been
chosen because of its retrieval effectiveness that is discussed in Section 8.4.2, Table 8.9.
Table 6.4: Main GUI elements of the Pythia MIR system (Legend)
Number Title See Section...
1 Search strategy indicator 6.2.4
2 Textual query box 6.2.4
3 Multimedia query documents box 6.2.4
4 Search result limiter 6.2.4
5 Search submission 6.2.4
6 Breadcrumb search history navigation 6.2.7
7 Result visualization panel 6.2.3
8 Result visualization selector 6.2.3
9 Result visualization zoom 6.2.3
10 Result personalization window (Structural element)
11 Preference rings 6.2.5
12 Faceted navigation panel 6.2.6
13 Collection basket and trash bin 6.2.5
14 New search submission 6.2.4, 6.2.5
15 Manual weight setting dialog 6.2.8
16 Polyrepresentation visualization 6.2.9
17 Weight inspector 6.2.9
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Figure 6.21: Screenshot of the browsing functionality in the Pythia MIR system
6.4 The Relation of Pythia MIR to other Interactive MIR
Systems
Since the days of the early QBIC system [Flickner et al. 1995], a multitude of CBIR and
MIR systems has been developed. Because of the large amount of proposed systems,
this dissertation cannot provide a comprehensive discussion on their functions and in-
teraction mechanisms. Instead, this section focusses on characteristic representatives of
modern CBIR and MIR systems. Further overviews of such systems, besides the ones
given in Section 3.3.2, are available by Rodden &Wood [2003], who concentrate on dig-
ital photo management software, or by Hearst [2009], who also presents video retrieval
systems. Some textual IR system have been discussed briefly in Section 3.1.1.
As mentioned in Section 3.3, the probably first end-user CBIR system QBIC [Flickner
et al. 1995] supports only directed searching based on the QBE approach. QBIC already
combines different features to determine the relevance of image documents. Its GUI is
awkward and does not meet current UI design standards, which is not surprising con-
sidering the age of the system. Further systems that evolved from QBIC are presented
in Section 3.3.1. Their main contribution is to include negative QBE documents.
Acknowledging the user need of supporting different ISS, Santini & Jain [2000] sug-
gest a combination of both directed and exploratory search (in form of browsing) for
the image database system El Niño. In addition, the system tries to integrate visual and
textual queries using a unifying query algebra. The CHROMA system [McDonald et al.
2001] offers QBE, query by sketch, browsing, and supports RF. However, the system can
only exploit a dominant color-based representation to calculate the relevance of the re-
trieved documents. Both aforementioned systems have in common that the supported
ISS are offered separately, i.e., a seamless transition between them is not possible.
Another example for systems combining various ISS is the Flamenco project [Yee et al.
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2003], which supports directed keyword search and faceted navigation. In this system,
faceted navigation is used to “navigate along conceptual dimensions” [Yee et al. 2003, p.
401] formed by metadata in a fine arts database. The retrieval engine of the Flamenco
project relies on the aforementioned metadata. The UI is optimized on the basis of
usability studies and seamlessly integrates exploratory search with directed search.
In contrast to the presented multi-ISS systems, Urban et al. [2006] propose a MIR
system that only supports explorative information seeking. Their system extends the
ostensive model [Campbell 2000] by utilizing content-based low-level features in addi-
tion to text-based features of the original model. The relevance feedback given in the
system “ages” in order to express the dynamics of the user’s IN (see Section 3.3.2). In
other words, older relevance judgments receive a lower impact on the RF algorithm
than recently stated ones. The development of the systems was accompanied by user
studies showing that users perceive the ostensive RF as a useful means to interact with
a CBIR system. However, the ostensive model, by definition, does not support the
explicit provision of negative feedback.
The reliance on a theoreticmodel links the systems implementing the ostensivemodel
to the CBIR system variants proposed by Liu et al. [2009, 2010], which are based on in-
formation foraging [Pirolli & Card 1995; Pirolli 2007] (see Section 3.1.1). Liu et al. [2010]
attempt to formalize the information seeking interactions by bringing information for-
aging theory to CBIR. By enhancing their prior work [Liu et al. 2009], the authors sug-
gest a RF-driven CBIR system called uInteract, which is based on QBE. The system also
incorporates a temporal component in its RF mechanism, i.e., relevance judgments age
similarly to the ostensive model.
Concerning the UI, both the ostensive model-based systems and Liu et al. [2010]’s
prototype introduce new concepts. While the former offers a relatively cluttered graph-
based explorative navigation through a document collection (see Figures 3.3 and 3.4),
Liu et al. follow a more conservative layout and user interaction approach. As Fig-
ure 6.22 clearly shows, the design results in a crowded UI without clear boundaries
between active and passive parts that breaks with usability best practices, e.g., by not
providing informative and concise feedback (see Definition 6.2).
Similar problems can also be observed with other systems, e.g., the agileviews system
by Marchionini et al. [2000], which relies on different views on the information space
aiming at assisting users during exploratory information seeking. The views range
from a search history, result presentation to document previews and are visible simul-
taneously. As a result, the UI becomes very crowded [Zellhöfer 2012a, cf. p. 68]. We
attribute these issues to the fact that these systems were not developed following the
user-centered design principle (see Section 6.1).
Conclusion
The most obvious difference of the Pythia MIR system from the aforementioned sys-
tems is its support of inductive preferences relying on PrefCQQL. From an (M)IR point
of view, the graded PrefCQQL RF approach can be regarded as an extension of the RF
approach of uInteract [Liu et al. 2010] as well as of other RF approaches (see Section
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Figure 6.22: The uInteract interface [Liu et al. 2010, Fig. 1]
5.4.3). In Liu et al.’s approach that overcomes binary relevance feedback, which is lim-
ited to decisions of relevance or irrelevance, users can provide RF as a total order of
relevant and irrelevant documents. Unfortunately, this implies that users actually can
decide whether a document is more relevant than another or not. As indicated before,
we believe that this decision is not possible in every scenario. Be it that a user con-
siders two or more documents equally relevant or the user does not care about their
relevance. This thought can also be found in the FIRE CBIR system [Deselaers et al.
2005], which allows neutral RF in addition to the traditional binary RF input. In con-
trast, PrefCQQL relies on weak posets allowing users to input graded RF judgments
including the equality between documents. Other poset-based approaches could not
be found in the literature, although, as mentioned before, Blanken et al. [2007, cf. p.
305] roughly sketch a somewhat similar “weighed relevance feedback” approach with-
out clearly stating its semantics or implementation.
Another main feature of the Pythia MIR system is its utilization of CQQL, which
can combine conditions based on different data access paradigms and extends the rela-
tional algebra (see Section 4.1). A similar functionality is offered by the El Niño system
[Santini & Jain 2000] that combines visual and textual features. However, the El Niño
system does not take the different data access paradigms of the features or represen-
tations into account. Furthermore, it only supports directed searches and browsing in
contrast to the various ISS supported by the Pythia MIR system (see Section 6.2).
The reliance of the Pythia MIR system on CQQL enables it to exploit the full expres-
sive power of logic. Amongst others, this allows the formulation of queries incorpo-
rating positive and negative QBE sample documents (see Section 4.4). Thus, negative
feedback can also be given at query formulation time and not only during RF as it is the
case with other interactive systems such as the ones suggested by Kherfi et al. [2003];
Deselaers et al. [2005], or Liu et al. [2009]. As a consequence, users can retrieve relevant
documents potentially faster and more precise.
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Moreover, the fact that the Pythia MIR system is based on the PoP and CQQL gives
it both a mathematically and cognitively theoretical sound foundation. This holistic
theoretic point of view on the information seeking process makes the system unique in
MIR. Although the uInteract system Liu et al. [2010] is also based on a theory, namely
information foraging, its theoretic background only focusses on the user interactions. In
contrast, the theory behind the Pythia MIR system spans both the user interactions and
the retrieval model. Comparably, the ostensive model [Campbell 2000] primarily fo-
cusses on the retrieval model, or in particular, the idea of aging relevance judgements.
Its UI is only designed to give access to the retrieval model. Although aging prefer-
ences are not available in the current prototype of the Pythia MIR system, Section 5.4.7
roughly sketches how such an aging could be implemented with PrefCQQL.
Regarding the supported ISS, many CBIR/MIR system consider directed and ex-
ploratory search utilities as concurrent functionalities between users are not expected
to change frequently. As elaborated in Section 6.2.1, this assumption is arguable. We be-
lieve that the seamless transition between different ISS is crucial for user-centered inter-
active MIR system. From this point of view, only the Flamenco project [Yee et al. 2003]
is comparable to the Pythia MIR system because it combines multiple search strategies
and allows a seamless transition between them in order to support the search process.
On the other hand, Flamenco lacks support of QBE input and a flexible query language
such as CQQL.
Furthermore, the support of multiple ISS in conjunction to the direct access to a query
language is necessary to meet the different needs of layperson and expert users. As
pointed out in Section 2.3.3, expert users might want to directly access retrieval param-
eters, such as the weighting variables within CQQL queries or the choice of represen-
tations used for the relevance assessments of the retrieved documents. Although this
example might be valid for comprehensible representations like textual descriptions,
colors, or shapes, it is obvious that even expert users will reach their limit of compre-
hension (sooner or later) during the interaction with a MIR system (see Section 5.4).
As presented in Section 5.4.2, the Pythia MIR system tries to tackle this problem by
bridging the (semantic and query formulation) gap between the user’s cognitive and
the system’s information space. By establishing a dialog between the user and the sys-
tem, the user is enabled to learn about the system’s notion of relevance and vice versa.
From a user’s point of view, this dialog is supported by various visualizations and
preference input mechanisms (both qualitative and quantitative) described before in
Section 6.2. Eventually, this bridging is also important to limit the uncertainty of in-
ductive reasoning (see Section 5.4.1) by continuously providing interactive means to
negotiate the dynamic IN, e.g., in form of the PrefCQQL RF approach, between the
user and the system.
To come to an end, the Pythia MIR system is the only interactive MIR system that
is based explicitly on the PoP. As said before, other CBIR/MIR systems mostly apply
feature fusion on an ad-hoc basis. To the knowledge of the author, the only other inter-
active system that relies on the PoP is the implicit RF approach by White [2006], which
only supports the polyrepresentation of textual documents.
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7 General Considerations
When one brings a human actor (‘the user’) into the information
retrieval setting, all standardization of evaluation disappears. There is
no single experimental design to follow.” 115
Kalervo Järvelin; 2011
Chapters 2 and 3 presented two somewhat complementary approaches towards IR.
While the system-centric viewpoint focusses on the IR system, its retrieval model, and
algorithms in order to improve its effectiveness, the user-oriented viewpoint moves the
user into its focal point. This subdivision is also present in this dissertation. Chapters
4 and 5 primarily discuss the query language CQQL and the accompanying machine-
based learning algorithm, while Chapter 6 describes how this query language can be
used to implement an interactive MIR system based on the principle of polyrepresent-
ation.
These perspectives on IR are also reflected by the split evaluation in the following two
chapters. First, the retrieval effectiveness of the CQQL approach is examined. Second,
the usability of the presented prototype is investigated. This presence of characteristics
of the two major perspectives on IR is common in IIR evaluation [Kelly 2009, cf. p. 17].
In combination, both evaluation approaches give insights into the overall utility of the
presented interactive MIR system.
One central problem with the evaluation of IIR or adaptive IR systems is the high
number of uncontrolled or hidden variables116 [Borlund 2003; Voorhees 2008] in con-
trast to the Cranfield-based approach discussed in Section 7.1. For instance, the famil-
iarity with a given topic (see Section 7.1) of some participants in a study will affect their
interaction with the system. On the other side, a weakly performing IR system will
affect the perceived usability of a GUI and its overall user experience.
In order to provide both control and realism, IIR evaluations are often based on sim-
ulated work task situations. Borlund defines a simulated work task situation as a “short
‘cover story’ that describes a situation that leads to an individual requiring to use an
IR system. The ‘cover story’ is, semantically, a rather open description of the con-
text/scenario of a given work task situation.” [Borlund 2003, p. 5]. This task-driven
evaluation is also common in usability engineering, where test persons judge the us-
ability of a system based on a defined task (i.e., usually a task the system was designed
for [Preece et al. 2002; Nielsen 2009]). Consequently, Borlund also links this approach
to the notion of task in human-computer interaction (HCI) that refers to the required
actions to achieve a goal using a specific tool [Borlund 2003, cf. p. 7]. It is not sur-
115Järvelin [2011, p. 124]
116In the sense of experimentation and statistics.
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prising that task-based evaluations have been carried out in multimedia retrieval too,
e.g., by Urban et al. [2006], or Liu et al. [2009, 2010]. Nevertheless, a standard design
for the evaluation of IIR systems comparable to the Cranfield paradigm could not be
established yet [Järvelin 2011].
Although simulated work tasks are a viable means of IIR evaluation, they cannot
make clear assertions about the contribution of the IR system’s effectiveness and the
user interface design on the solution of the task. Furthermore, it is obvious that re-
trieval effectiveness and the actual user interaction design do both have a huge influ-
ence on the user experience. Hence, it becomes complicated to isolate statements about
a system’s usability and its retrieval effectiveness.
To address this issue, the evaluation presented in this work is subdivided into two
parts.
1. A Cranfield-inspired evaluation that is extended to better fit the requirements of
the evaluation of an adaptive IR system is presented in Chapter 8.
2. Based on the retrieval effectiveness evaluation, three alternative prototypes are
evaluated by means of usability engineering in Chapter 9 using the same simu-
lated work task, query, and retrieval model.
According to Kelly’s interpretation [Kelly 2009, cf. p. 15], this separation moves the
evaluation described in this thesis into the system-centric direction because it tries to
establish more control over the experimental variables. Nevertheless, this does not
mean that the evaluation is only relying on quantitative methods. Instead, it is comple-
mented by qualitative studies of the user experience (see Chapter 9).
In order to relate this evaluation design to the state of the art, the following sections
discuss the current evaluation practices with a focus on adaptive multimedia retrieval.
7.1 The Traditional Cranfield Approach
Unlike the evaluation in the DB domain, which is mainly focussing on performance, e.g.,
query execution time or transactions per second117, and supported functionality (SQL
standard compatibility, maintenance utilities, programming interfaces etc.), the main
objective of IR evaluation is the measurement of effectiveness. Although IR systems can
differ in their functionality, e.g., by supported document types or the power of their
query language, the field traditionally compares systems to each other by assessing
how well they perform in satisfying a user’s IN. In other words, the result quality of
the IR systems is evaluated.
In order to establish an experimental setup that guarantees control over the exper-
imental variables and repeatability, Cleverdon [1962] proposed three basic principles
for the evaluation of IR systems that are nowadays known as the Cranfield paradigm.
According to the Cranfield paradigm, an experimental setup consists of the following
mandatory parts:
117These measurements can be obtained by running standardized benchmarks, e.g., provided by the Trans-
action Processing Performance Council (http://tpc.org/).
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called the ground truth of the collection. The appeal of this experimental design lies in
its clarity and simplicity. Once a collection and a ground truth are defined, alternative
IR system designs can be tested and compared to each other. Given that one has access
to all tested IR systems in addition to the collection and the ground truth, the results of
an experiment are reproducible.
The Cranfield paradigm has been shown crucial in advancing the field of IR [Ingw-
ersen & Järvelin 2005; Voorhees 2008]. In principle, today’s major evaluation initiatives
such as TREC (Text REtrieval Conference) [Voorhees & Harman 2005] or CLEF118 (orig-
inally Cross-Language Evaluation Forum, now Conference and Labs of the Evaluation
Forum) are all based on the Cranfield paradigm that has been successfully used in IR
for decades.
Being a more recent field of research, MIR cannot look back on an evaluation tra-
dition originating in the 1960s. Nevertheless, prominent evaluation initiatives such as
ImageCLEF [Müller et al. 2010] are also based on the Cranfield paradigm. Although
some researchers, e.g., Wang et al. [2001], published their document collections and
ground truths from early on, the establishment of an evaluation initiative was for a
long time out of the focus of mainstream MIR research [Müller et al. 2010]. Starting in
2003, the retrieval of video data was introduced as the TRECVid [Smeaton et al. 2006]
subtask to TREC. Nowadays, ImageCLEF can be considered as one of the most promi-
nent evaluation initiatives with a focus on MIR. This is in particular true for the sub-
tasks relying on the MIRFLICKR collection [Huiskes & Lew 2008b; Huiskes et al. 2010]
that have remained relatively stable over the past years. The MIRFLICKR collection
contains 200,000 documents from Flickr119. Its ground truth ranges from topics dealing
with an image’s quality such as its blur to visual concepts such as beaches. Alternative
ImageCLEF subtasks used images and texts fromWikipedia120 or x-ray images.
Other recently established initiatives leave the traditional topic-based context of eval-
uation and focus on the retrieval of specific events (e.g., concerts or sport events). One
example is the MediaEval benchmark121, which is based on VideoCLEF [Larson et al.
2008]. For instance, MediaEval’s social event detection taskmirrors the current discussion
that photos mainly illustrate events, e.g., observed by Amarnath & Jain [2011]. The task
itself is based on 70,000 photos from Flickr that include metadata such as date and local
information. The accompanying ground truth is binary.
7.2 Evaluation of Adaptive Retrieval Systems
Voorhees defines adaptive information retrieval as “a search process process that adapts
toward the user’s needs and context” [Voorhees 2008, p. 1]. This definition can be
regarded synonymous with the interpretation of interactive information retrieval (see
Section 3.1) used in this thesis. As described in the last section, this adaption toward
118http://www.clef-initiative.eu/
119http://www.flickr.com
120http://www.wikipedia.org/
121http://www.multimediaeval.org/
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the user’s needs falls out of the scope of the Cranfield paradigm. In consequence, the
Cranfield approach provides little support for research focussing on adaptive IR. This
point of view is also shared by advocates of the Cranfield tradition such as Voorhees
[2008].
The main criticism of the Cranfield paradigm is that it highly abstracts the actual
users’ information needs and their context in order to keep the experimental variables
controllable. In fact, the interaction forms and cognitive processes described in Chapter
3 are completely neglected [Borlund 2003; Ingwersen & Järvelin 2005].
Borlund [2003] further punctuates her criticism by pointing out three revolutions
originally presented by Robertson & Hancock-Beaulieu [1992] that are not addressed
by the Cranfield paradigm, i.e.:
1. The cognitive revolution
2. The relevance revolution
3. The interactive revolution
The first two revolutions require more realism regarding the utilized topics represent-
ing INs and the nature of the relevance assessments. In accordance with Section 3.1,
the dynamic nature of INs and relevance assessments have to be taken into account.
That is, topics and relevance should be judged against the user’s current situation. This
subjectivity of the perceived relevance is also discussed by Voorhees [2008], who simi-
larly to Borlund [2003] criticizes the binary relevance scale in the Cranfield paradigm.
Acknowledging the importance of the user interaction, Borlund [2003] includes an ob-
servation of the user’s searching processes into her proposal of an IIR evaluation model
consisting of the following three components:
• “Part 1. A set of components which aims at ensuring a functional, valid, and
realistic setting for the evaluation of IIR systems;
• Part 2. Empirically based recommendations for the application of the concept
of a simulated work task situation [1]; and
• Part 3. Alternative performance measures capable of managing non-binary
relevance assessments.”122
[Borlund 2003, p. 4]
Roughly speaking, the core idea behind the first two parts is to include potential users
in the evaluation and to collect data. In order to maintain control over the experimen-
tal variables, Borlund [2003] advocates the usage of simulated work tasks – a concept
proposed, e.g., in Ingwersen [1992, 1996] and extended in Ingwersen & Järvelin [2005].
Work tasks allow the inclusion of situational factors and the user’s context into the
evaluation, improving the realism of the experiment – especially if potential users are
involved. On the other hand, simulated work task situations define a controlled setting,
in which the interaction with the IR system can be examined.
122The footnote [1] refers to “With respect to the traditionally employed performance measures of recall
and precision.” [Borlund 2003].
205
7 General Considerations
The third part of the model deals with the actual analysis of the collected data. It
requires alternative IR performance metrics that support non-binary relevance assess-
ments, e.g., as presented in Borlund [2003]. One of those measures used in this disser-
tation is presented in Section 8.1.2.
Although simulated work tasks offer a certain degree of experimental controllability,
the inclusion of real users reduces the repeatability of such experiments. Furthermore,
users are affected by tiring and learning effects. One potential evaluation technique that
addresses these issues is the usage of user simulations. The focus of such simulations is
on the simulation of user interactions with an IR system [Azzopardi et al. 2011]. Al-
though user simulations do not necessarily represent a full simulated work task, they
provide a subset of controllable experimental variables (a factor that is endorsed by
some authors, e.g., by Voorhees [2008, cf. p. 1884]) and introduce reproducibility to the
experimental setup. Additionally, they can reduce the overall cost of the experiment
and scale well without violating financial and temporal constraints – the main factors
limiting the practical feasibility of tests involving users [Voorhees 2008]. After a a SIGIR
workshop on the simulation of interaction in 2010 [Azzopardi et al. 2011], publications
at ECIR 2011 [Baskaya et al. 2011], SIGIR 2012 [Baskaya et al. 2012], and a broad usage
at IIiX 2012 [Kamps et al. 2012], user simulations are currently gaining acceptance in
the context of IIR evaluation [Zellhöfer 2012f].
To recapitulate, the focus of classicalMIR evaluation remains system-centric, although
some benchmarks suggest the inclusion of users into the experiments, e.g., at Image-
CLEF [Müller et al. 2010; Zellhöfer 2013]. Nevertheless, these interactive evaluation
initiatives have not yet created a persistent momentum for IIR experiments in MIR.
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[...] the time may not be very remote when it will be understood that for
complete initiation as an efficient citizen of one of the new great
complex world-wide States that are now developing, it is as necessary
to be able to compute, to think in averages and in maxima and minima,
as it is now to be able to read and write.
H. G. Wells, Mankind in the Making; 1903
Although the entry quote is often (and wrongly123) summarized as “Statistical thinking
will one day be as necessary for efficient citizenship as the ability to read and write.”,
the next chapters follow its core idea and expect a certain understanding of basic statis-
tics. That is – for the sake of brevity – basic notations of statistics such as scale types will
not be introduced as there are plenty of good introductions available, e.g., by Menden-
hall et al. [1999] or Miller & Miller [1999].
8.1 Comparing the Effectiveness of IR Systems
Since the early days of IR and its systematic evaluation in the 1960s and 1970s rep-
resented by works of Cleverdon [1962] and Lesk & Salton [1968], numerous evalua-
tion metrics have been suggested and used for measuring the retrieval performance
of IR systems. At present, the de-facto standard tool for retrieval metric calculation,
trec_eval124 lists over 30 different metrics that became relevant during two decades of
TREC [Voorhees & Harman 2005, Ch. 3]. Clearly, not all available metrics can be pre-
sented in this work. Thus, we focus here on some representatives of system-centric (see
Section 8.1.1) and user-centric measures (see Section 8.1.2) that are directly related to
this thesis.
Detailed overviews of the commonly used metrics in both IR and MIR are available
in the basic textbooks, e.g., van Rijsbergen [1979]; Croft et al. [2009]; Manning et al.
[2009], or Baeza-Yates & Ribeiro-Neto [2011]. Their usage and utility in the scope of
TREC is discussed by Voorhees & Harman [2005], while Müller et al. [2010] take a sim-
ilar perspective on ImageCLEF. More user-centered aspects of the evaluation of IR are
covered by Kelly [2009, Ch. 10] or Järvelin [2011].
123An interesting investigation on how the quote has been changed throughout various citation cycles to
finally fit the need of statisticians is available by Tankard [1979].
124Version 9.0 with “-m all_trec” parameter as obtained from http://trec.nist.gov/trec_eval/ at October
6th, 2012 and compiled with GCC 4.2.1 (build 5658) under Mac OS X 10.6.8.
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8.1.1 System-Centric Retrieval Metrics
System-centric retrieval metrics are tightly coupled to the IR mapping presented in Sec-
tion 2.2 and Cranfield tradition (see Section 7.1). The following metrics are often called
system-centric because theymainly focus on the general quality of a result ranking, e.g.,
howmany relevant documents are retrieved. Other factors affecting the performance of
an IR system such as the user interface, the query context, or particular user preferences
are not considered by these measures [Baeza-Yates & Ribeiro-Neto 2011]. Nonetheless,
these measures have been shown to be useful during the last decades. They associate
a certain number (or a set of numbers) with a given result that can easily be used to
compare the retrieval performance of multiple IR systems.
Although the following two metrics – precision and recall – are not directly used in
this thesis, they are essential for an understanding of IR evaluation.
Definition 8.1 Precision:
Precision =
|R+q ∩ R|
|R|
, (8.1)
where R+q are the relevant documents with respect to a query q and |R
+
q ∩ R| denotes the
number of retrieved relevant documents regarding a query q divided by the number of retrieved
documents R. ✸
Definition 8.2 Recall:
Recall =
|R+q ∩ R|
|R+|
(8.2)
In contrast, recall divides the retrieved relevant documents by the total amount of relevant doc-
uments R+q regarding query q in the document collection. ✸
Usually, precision is plotted against recall an standard levels, i.e., the interval [0, 1] in
increments of 0.1, to illustrate the effectiveness of an IR system. In order to obtain the
precision values at the standard recall levels, precision values are interpolated [Croft
et al. 2009].
Precision and recall have in common that they are set-based. That is, an examined
result is considered unordered. In contrast, Section 2.2.2 pointed out that modern IR
systems are based on totally ordered rankings, e.g., sorted by the probability of rele-
vance of the result documents.
To cope with this development, other measures have been proposed, e.g., precision
at n (see Section 8.1.2) or mean average precision that has become the metric “most often
used in IR research to represent the overall effectiveness performance of a system.”
[Voorhees & Harman 2005, p. 59].
Definition 8.3 Average precision: The average precision (APi) for a query qi is defined
as
APi =
1
|R+qi |
|R+qi |
∑
n=1
Precision(R[n]), (8.3)
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where |R+qi | is the number of total relevant documents for the query qi. Let R[n] be the reference
to the n-th document in the examined ranking. Thus, Precision(R[n]) is the precision of the n
best documents after a relevant document is retrieved. If the document at R[n] is not relevant,
Precision(R[n]) is taken as zero. ✸
Definition 8.4 Mean average precision: Then, themean average precision (MAP) over
a set of queries Q with qi ∈ Q is defined as
MAP =
1
|Q|
|Q|
∑
i=1
APi. (8.4)
That is, the arithmetic mean over all APi for each query qi ∈ Q [Voorhees & Harman 2005].
✸
Averaging Methods
When retrieval metrics are averaged over multiple queries, one can basically decide
between the utilization of macro- or micro-averaging. MAP is a typical representative of
macro-averaging. Generally speaking, macro-averaging is used most in IR evaluations
[Croft et al. 2009, p. 319].
In macro-averaging, the measurement to be averaged is computed for each query;
thereafter, these per query measurements are averaged. In literature, this approach is
often called “user-oriented” in contrast to the “system-oriented”micro-averaging, which
first combines the results of all queries and then calculates the average on these values.
In other words, macro-averaging weights all queries equally (no matter how many re-
sults are contained), while micro-averaging weights all results equally. Thus, queries
with a large number of results gain a higher impact on the computed averaged mea-
surement when micro-averaging is used.
8.1.2 User-Centric Retrieval Metrics
In contrast to the system-centric metrics discussed in the last section, user-centric mea-
sures try to incorporate subjective notions of relevance or the direct utility of a system
for a user into the evaluation. For instance, the utility can be assessed by the amount of
relevant documents retrieved at early positions of the ranking, or by the novelty of the
results. That is, how many unseen documents are retrieved by the system, e.g., after a
relevance feedback iteration. While the first can be measured by using precision at n, the
latter might be examined utilizing rank correlation coefficients.
Besides the fact that system-centric measures are based on the idea that the set of rel-
evant documents is the same for all users, they are also highly affected by outliers, i.e.,
relevant documents retrieved at a late position in the ranking [Baeza-Yates & Ribeiro-
Neto 2011]. For instance, the precision of a system that contains 10 relevant documents
at the first 10 positions of the ranking containing 100 documents in total gets the same
precision as a system ranking the same relevant documents at position 91-100. Without
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doubt, the user would prefer the first system. This finding is reflected by the following
metric.
Definition 8.5 Precision at n: Precision at n (P@n) calculates the precision assuming the
result set contains only the first n elements of the ranking whereas n is also called the cutoff.
That is, R = {R[1], . . . ,R[i]}; with i ≤ n. Given r+ documents are relevant in R, then
Precision @ n =
r+
n
. (8.5)
For comparison purposes, cutoffs are typically set to standard levels as 5, 10, 20 etc. ✸
Because different IR systems might return rankings of different sizes for a query, cut-
offs are also used for other measures such as MAP. Please note that the expressiveness
of P@n is limited for large cutoff values. In this case, the same limitations as discussed
above apply.
With reference to the argument to incorporate non-binary relevance assessments in
IIR evaluations (see Section 7.2), the aforementioned measures become of limited util-
ity because all of them assume a binary relevance scale. One of the metrics support-
ing non-binary relevance is the discounted cumulated gain (DCG) [Järvelin & Kekäläinen
2002] presented below. Alternative measures can be found, e.g., in Borlund [2003] or
Carterette [2011]. The decision to use DCG in this thesis is based on three main reasons.
First, it supports non-binary relevance assessments. Second, DCG has gained accep-
tance in the IR community. For instance, a recent performance evaluation of different
IR effectiveness measures presented by Carterette [2011] at SIGIR 2011 shows the utility
of DCG as a user-centered measure in terms of its realism regarding the actual user in-
teraction and its robustness. Third, the metric is based on an intuitively comprehensible
model of user demands presented below.
Definition 8.6 Discounted Cumulated Gain: The discounted cumulated gain (DCG)
vector [Järvelin & Kekäläinen 2002] accumulates the non-binary relevance score of each re-
trieved documents in the order of their position in the ranked result list. Additionally, it applies
a discount factor to each document’s relevance score based on its position in the list. This dis-
count factor is meant to devaluate relevant documents that are retrieved late and are therefore
unlikely to be seen by a user reading down the result list. This discount factor is complemented
by the assumption that the user is most interested in highly relevant documents at an early
position. In order to calculate the DCG vector, the cumulated gain (CG) vector [Järvelin &
Kekäläinen 2002, Eq. 1] has to be introduced first.
CG[i] =
{
G[1], if i = 1
CG[i− 1] + G[i], otherwise.
(8.6)
G[i] denotes the relevance score of the document at the retrieved rank position i as well as the
CG vector’s component.
To devaluate lately retrieved but relevant documents,DCG uses a rank-based discount factor
that effectively limits their contribution to the cumulated gain [Järvelin & Kekäläinen 2002, Eq.
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2].
DCG[i] =
{
CG[i], if i < b
DCG[i− 1] + G[i]logb i
, if i ≥ b.
(8.7)
In this equation, b denotes the base of the logarithm. The logarithm is used to allow a progressive
reduction of the relevance score in favor to a steep reduction, e.g., as the division by i. The
discount factor is not applied for positions lower than the logarithm’s base to avoid boosting of
the relevance score, which would distort the results. Furthermore, it is not used for the first rank
position to avoid a division by 0 (logb 1 = 0).
The increase of the logarithm’s base smooths the effect of the discount factor in order to model a
patient user that is willing to scan through a (potentially) large number of result documents. ✸
Although Järvelin & Kekäläinen [2002] suggest to use four relevance levels encoded
by 0 to 3, where 0 denotes irrelevance and 3 full relevance, DCG is not limited to this
scale. For instance, Spink et al. [1998] rely on a scale with relevant, partially relevant,
and irrelevant documents that could also usedwith DCG. Binary relevance assessments
can also be used with the metric, although it will then not express the aforementioned
assumptions about the user preferences.
In order to compare multiple IR systems to each other, one has to normalize the DCG
vector using an ideal gain vector (iGV).
Definition 8.7 Ideal Gain Vector: The ideal gain vector (iGV) [Järvelin & Kekäläinen
2002] is the theoretically best possible order of relevance scores. That is, a list of all document
relevances ordered descending by their magnitude. In the case of a relevance scale ranging from
1 to 3, where k denotes the number of documents at level 1, l the documents at level 2, and m
the number of fully relevant documents, it can be constructed as follows [Järvelin & Kekäläinen
2002, Eq. 4]:
iGV[i] =


3, if i ≤ m,
2, if m < i ≤ m+ l,
1, if m+ l < i ≤ m+ l + k,
0, otherwise.
(8.8)
✸
This iGV is then used to normalize the actual DCG vector to allow the comparison of
multiple IR systems.
Definition 8.8 Normalized Discounted Cumulated Gain: The normalized discounted
cumulated gain (nDCG) vector is the result of the division of each component i of the DCG
vector by the related iGV component, i.e.:
nDCG[i] =
DCG[i]
iGV[i]
. (8.9)
✸
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8.1.3 A Brief Critique of the Rank-based Measures
Although DCG incorporates a user model, it is still inherently rank-based. Rank-based
result visualizations (lists) are still the predominant presentation form in end-user IR
systems but have deficits in MIR as outlined in Chapter 6 or by Santini [2012].
In the field of MIR, supportive user interfaces provide different visualizations, leav-
ing the list-based paradigm in favor to (at least) 2D matrix visualizations (e.g., Camp-
bell [2000]; Urban et al. [2006]; Liu et al. [2009]) or even 3D visualizations [Nakazato &
Huang 2001]. Hence, the assumption of the DCG measure that there is a 1:1 mapping
between the order of the result rank and the presented form in the UI is violated in the
scope of this thesis. In other words, a document with the second highest probability of
relevance is not necessarily placed in spatial neighborhood of the first placed one, e.g.,
if a cluster-based visualization is used. As a result, a high DCG value obtained by the
MIR system might not correspond to a subjectively perceived good retrieval effective-
ness.
These arguments are also true for other rank-based effectiveness measures or rank
correlations metrics (see Baeza-Yates & Ribeiro-Neto [2011, Ch. 4]). Furthermore, rank
correlation coefficients are much harder to interpret because they often fall into the
interval [−1; 1] and have no clear boundaries that allow statements how well an IR sys-
tem performs with respect to another system. This problem is formulated accurately by
Krippendorf: “Except for perfect agreement, there are no magical numbers, however.
The ones suggested here should be verified by suitable experiments.” [Krippendorff
2004, p. 422]. This puts an additional burden onto the researcher and explains why
rank correlation coefficients are seldom used for the evaluation of IR systems.
Although DCG and nDCG have the aforementioned shortcomings, the latter will be
used for the evaluation of CQQL and PrefCQQL’s retrieval effectiveness. This approach
is state of the art in the evaluation of IR systems but should not be mistaken with the
subjectively perceived user satisfaction, which is also affected by a system’s usability
as elaborated in Chapter 9.
8.1.4 Testing Statistical Significance
In the last sections, exemplary retrieval metrics for the comparison of multiple IR sys-
tems were presented. These metrics generate numbers that can be used for such com-
parisons, but they do not show whether the difference between two IR algorithms is
meaningful in a statistical sense. That is, whether the observed effect is not due to
chance. Thus, significance tests are needed.
Significance tests are based on a null hypothesis. The null hypothesis in the scope
of this dissertation states that there is no difference between the retrieval metrics of a
baseline system A and a tested system B. However, we are interested whether the test
system performs better than the baseline, i.e., the alternative hypothesis. Roughly speak-
ing, significance tests are a means to indicate if the null hypothesis can be rejected in
favor of the alternative hypothesis. If so, one can tell that there is a statistical significant
difference between the retrieval effectiveness of both systems.
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Awidely used significance test in IR is the Student’s t-test [Croft et al. 2009]. Although
the t-test makes certain assumptions about the test statistic (the examined sample), e.g.,
that it is approximately normally distributed, it is known to be robust against violations
of this assumption [Mendenhall et al. 1999, cf. p. 386]. This observation is supported
by experimental results in IR reported by Smucker et al. [2007]. A more thorough dis-
cussion of significance testing in the field of IR is available in Blanken et al. [2007, Ch.
13] or Croft et al. [2009, Ch. 8].
Which significance test is appropriate for the experiments described in this thesis is
discussed in Section 8.4.3.
8.2 Overview of Cranfield-based Test Collections
Comparably to IR, Cranfield-based test collections are the predominant benchmark of
retrieval quality in MIR. Starting with hundreds of images, the collections have been
constantly enlarged and now contain thousands to millions of images associated with
a diversity of topics. Because of the amount of available collections with differing ob-
jectives, this dissertation cannot discuss all of them in detail. While Section 7.1 gave
an overview of their development, this section focusses on the collections that are used
to evaluate the retrieval effectiveness of the CQQL approach (see Section 8.4). This ap-
proach is strongly advocated by Voorhees who postulates that “a candidate retrieval
technique [should] be consistently better than the alternatives on a variety of test col-
lections before concluding the effect is real.” [Voorhees 2008, p. 1884].
In accordance with this requirement, the presented collections have been chosen to
represent different usage scenarios in order to draw conclusions about the general per-
formance of CQQL as an implementation of the principle of polyrepresentation. Addi-
tional collections are presented in Blanken et al. [2007, Ch. 13] and Müller et al. [2010].
8.2.1 Caltech 101 and 256
The Caltech 101 test collection [Fei-Fei et al. 2004] consists of 9,197 bitmap images in
color and grayscale. The name of the collection is due to total amount of 101 available
topics. The choice of topics is diverse and includes topics such as faces, dinosaurs, air-
planes, gramophones, yin-yang symbols, and various animals. It is arguable whether
all topics really mirror daily-life retrieval tasks, e.g., the infamous prehistoric subset
consisting of images depicting stegosaurus, brontosaurus, and trilobites. Figure 8.1
illustrates typical image types found in the collection ranging from illustrations, pho-
tographs, drawings, paintings, and scans. Often, the documents themselves are rotated,
scaled, or modified in a way that their background has been replaced by an artificial
one (see Figure 8.1, first two images in the first row). Obviously, these modifications
are due to the collection’s origin in object recognition as they can be used to measure
the sensitivity of feature extraction algorithms regarding invariances etc.
Based on this collection, Griffin et al. [2007] propose a successor – the Caltech 256
collection, which features 30,607 documents subdivided into 256 topics sharing roughly
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Figure 8.1: Samples from Caltech 101’s “stegosaurus” topic
the same characteristics with Caltech 101.
The Caltech collections have be chosen deliberately to be used in this dissertation in
order to include collections without a typical CBIR background. The main motivation
to include also objection recognition collections is to investigate whether the predictions
made by the principle of polyrepresentation can be generalized as described above.
Generation of the Ground Truth The collections are distributedwith a binary ground
truth that is used for the experiments described below.
8.2.2 MSRA-MM
The MSRA-MM collection [Wang et al. 2009] contains 65,443 thumbnail images taken
from Microsoft Live Search (now replaced with Microsoft Bing). The accompanying
sample queries are based on Microsoft’s search logs. Unlike the collections discussed
before, the collection features relevance assessments with 3 relevance degrees, i.e., very
relevant, relevant, and irrelevant. As argued in Zellhöfer [2012c], this would enable
MSRA-MM to be used with the DCG metric. Because of copyright issues, the original
images are omitted in the collection. To compensate this problem, seven global low-
level features accompany the thumbnails. Nevertheless, new features cannot be ex-
tracted from the original images limiting the collection’s general utility if one assumes
an effect due to the scaling of images on the feature extraction.
For each topic, there are 1,000 QBE documents, of which 100 were randomly chosen
to be used in this thesis due to computability considerations (see Section 8.4).
Comparable with Caltech 101 and 256, there is also a revision of the dataset125 con-
taining ca. 1 million images and 1,165 queries. The revision of MSRA-MM is not exam-
ined in this thesis because of memory space and computability constraints (see Section
8.4).
125http://research.microsoft.com/en-us/projects/msrammdata/
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Generation of the Ground Truth The collection is distributed with a graded rele-
vance ground truth that is used for the experiments described below.
8.2.3 UCID v2
The UCID v2 [Schaefer & Stich 2004] collection has replaced a predecessor of the same
name that will not be used in this thesis. The UCID collection consists of 1,338 uncom-
pressed TIFF images, of which only 904 could be read properly due to compatibility
issues (see Table 8.1). The objective of this collection is to provide a benchmark of per-
sonal photographs. All images are taken with the same camera model and automatic
settings, i.e., special effects such as Sepia coloring or the like are not present. The topics
range from persons or natural scenes to man-made objects such as houses. The images
are shot indoors and outdoors.
Generation of the Ground Truth The collection is distributed with a binary ground
truth that is used for the experiments described below.
8.2.4 Wang
The Wang collection is a subset of the Corel stock photography collection126 first used
by Wang et al. [2001]. It contains 1,000 images from professional photographers. The
images are both taken indoors and outdoors and belong to 10 topics. Sample topics
are “sports and public events”, “beach”, or “dinosaurs”. One interesting point about
this collections is that the topics consist of events and motifs unlike the aforementioned
collections that are focussing on motifs alone, e.g., a photo of an elephant.
Generation of the Ground Truth Although the original publication [Wang et al. 2001]
contains a comparison of different features, the ground truth has not been made fully
available. Instead, a table [Wang et al. 2001, Tab. 1] listing 10 topics is given without
an association between topics and images. Hence, the ground truth had to be recon-
structed manually on the basis of this table. To obtain the ground truth, the relevance
of all images to the given topics was judged by one assessor using a binary scale.
8.2.5 Summary
To conclude, Table 8.1 summarizes the characteristics of the presented collections. Re-
garding the content of the collections, MSRA-MM, UCID, and Wang can be considered
as more realistic in terms of their real-world content than both Caltech collections. Nev-
ertheless, MSRA-MM and Wang are extracts from images found on the Web or from a
professional collection, i.e., a set of images composed by a user possibly after image
126The full collection cannot be purchased any longer.
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processing and after some images have been discarded. The decision to discard an im-
age can be based on different reasons: poor quality of the image, i.e., a blurred or backlit
image, a duplicate motif, bad composition, or personal reasons [Zellhöfer 2012c].
Findings from a conducted survey show that such collections do not necessarily mir-
ror the contents of a personal photo collection (see Section 8.3 and Zellhöfer [2012c]).
Regarding this argument, UCID provides the most realistic data in comparison to the
other collections. Nonetheless, the choice of collections reflects the current fields of pri-
mary research in CBIR and MIR, i.e., object recognition, large scale image retrieval, and
image retrieval from personal photograph collections.
In total, 107,151 documents that are associated with 697 topics127 are available for
the evaluation discussed in Section 8.4. Depending on the collection, the topics can be
disjoint or not. That is, the topics are considered disjoint if a document can only be re-
garded as relevant with respect to one topic. For each topic, its relevant documents are
chosen as QBE documents for the same topic. All resulting QBE documents (Table 8.1,
number of QBE Docs.) are then tested against the full collection. With this approach, a
high number of queries is used that is most likely to vary in terms of query difficulty.
Section 8.4.1 describes the experimental setup in more detail. As a consequence, 45,165
distinct queries against 107,151 documents are available for the evaluation.
Table 8.1: Characteristics of the Cranfield-based test collections
Collection &
Collection Size
No. of
QBE
Docs.
Mean QBE
Docs. per
Topic
Standard
Deviation
QBE Docs.
per Topic
No. of
Topics
Disjoint
Topics
Collection
Type
Caltech 101 9,197 9,197 90.17 125.35 101 ✓ Object
recognition
Caltech 256 30,607 30,607 119.14 85.89 256 ✓ Object
recognition
MSRA-MM 65,443 3,400 100 0 68 ✓ Web Image
Sample
UCID 904 904 2.45 2.48 262 ✓ Personal photos
Wang 1,000 1,057 105.70 16.75 10 ✗ Stock
photography
Total: 107,151 45,165 697
8.3 Design of a Test Collection for Adaptive Retrieval
Systems
Section 7.2 outlined somemajor issues of experiments based on the Cranfield paradigm
when used in an adaptive IR scenario. Although, as suggested by Voorhees [2008], the
discussed collections cover different usage scenarios, they do not support non-binary
127Please note that there might be overlaps between the documents contained in the collections. The same
holds for the topics. Potential duplicates could not be removed automatically because a fully function-
ing duplicate detection algorithm was not available to the author. In consequence, all collections are
evaluated separately in order to avoid any distortion of the results.
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ground truths if one neglects the MSRA-MM collections. Unfortunately, the utility of
the MSRA-MM collections is limited because of the missing original documents.
Besides the obvious subjectivity of relevance judgements, the support of a gradual
relevance scale by the collection and the effectiveness metrics is particularly interesting
in conjunction with the poset-based learning algorithm that is used in this dissertation.
As described in Chapter 5, the learning algorithm tries to find a weighting scheme for a
given CQQL query based on a user-defined preference poset. This poset organizes mul-
tiple documents at different relevance levels and has to be fulfilled by the new query.
As a result, the new rank might contain a re-ordering of already relevant documents in
a form that highly relevant document precede less relevant ones as well as new docu-
ments. Such a re-ordering is most likely appreciated by the user [Järvelin & Kekäläinen
2002]; however, it cannot be measured by metrics such as precision @ n or MAP be-
cause they are only sensitive to the change of the amount of relevant documents in the
examined rank.
The suggestion by Borlund [2003] to include users in the evaluation is desirable but is
also subject to some practical restrictions. The inclusion of users in the actual evaluation
is costly from both a monetary and temporal perspective. Furthermore, it limits the
repeatability of an experiment and the amount of maximum user interactions with the
system, e.g., how many relevance feedback iterations can be carried out by a person
(see Section 7.2). To overcome these limitations, a test collection should support user
simulations based on gradual relevance assessments.
In order to address these issues, Zellhöfer [2012c] proposes a test collection for the
evaluation of adaptive, visual MIR systems: the Pythia collection. The following sections
describe the core characteristics of the collection and its supplementary material. The
subset of the collection used as a pilot task in ImageCLEF 2012 [Zellhöfer 2012e] is not
discussed in this dissertation128.
8.3.1 Creation and Origin of the Pythia Collection
In Section 8.2, the lack of realism of the presented collection was criticized in compar-
ison to the contents of a personal photo collection. In contrast to the other collections,
the Pythia collection is directly sampled from end-users. In other words, it contains
images of poor quality, e.g., blurred or backlit ones; or duplicate motifs and bad com-
positions that are usually not part of other collections because most photographers are
not likely to publish works in low (technical) quality.
The collection consists of 5,555 images that have been sampled from the hard disks
of 19 photographers. In addition to taking random samples from the their personal
collections, each contributor had to complete a survey, which aimed to examine their
photograph taking behavior, demographics, and computer usage (see Appendix C.1).
Figure 8.2 lists the contribution of each photographer to the collection. In order to pro-
vide a variety in photographic motifs and style, the photographers have been chosen
based on their different demographic background. The full demographic information
128The collection is also part at ImageCLEF 2013; see http://www.imageclef.org/2013/photo.
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with a low quality ormotif duplicates (see Table 8.2). Amotif duplicate (MD) is defined as
“a photograph that has been taken twice ormore subsequently with the photographer’s
intention to depict the same motif. These MD are characterized by the fact that the
photographer mostly did not move but took the same motif again by correcting the
rotation, translation, shutter speed, or the like of the camera because the composition
did not look well.” [Zellhöfer 2012c, p. 4].
Table 8.2: Motif duplicates and their type [Zellhöfer 2012c, cf. Tab. 3]
Type No. of Docs. %
1. Motif Duplicates (total) 379 6.82
Unmodified 15 8.38
Translated 71 39.66
Format Switch 21 11.73
Zoomed 75 41.90
Rotated 26 14.53
Sharpened 18 10.06
Altered (Lighting or Effect) 12 6.70
Although the collection is relatively small in comparison to other MIR test collections
(see Table 8.1), it is well understood that a comparison in terms of size alone is inappro-
priate when setting system-centric and test collections for adaptive MIR systems side
by side. This is mainly due to the fact that collections which support the evaluation
of adaptive MIR systems have to control more experimental variables [Borlund 2003;
Voorhees 2008] and require much more expenses – in particular during the obtainment
of the ground truth as shown in the next section.
To recapitulate, the last section has shown that the photographers contributing to the
collection seldom upload their photos to the Internet. Thus, “one can expect to find
different photos than on Flickr or the like – the common origin of most other avail-
able collections – in the presented data set” [Zellhöfer 2012c, p. 3]. Hence, the Pythia
collection complements the other collections in terms of content and usage scenario.
8.3.3 Obtainment of the Ground Truth for the Pythia Collection
The ground truth of the collection consists of two parts: a typical set of topics describing
visual concepts and an event-based description of the images’ contents .
Ground truth for visual concepts To obtain the visual concept-based ground truth,
42 assessors were asked to judge each image’s relevance with respect to a topic (see Ta-
ble 8.3) using a scale of 0 to 3, where 0 denotes irrelevance and 3 full relevance. A visual
concept refers to the content of a photo depicting an object or a distinct scenery, e.g., a
close-up of a flower or a market place. The choice of the topics is based on an analysis
of the collection’s content [Zellhöfer 2012c]. In order to acquire relevance assessments
from different user groups, each image’s relevance with respect to a topic was assessed
by multiple assessors, i.e., each image’s relevance is judged by 2.69 assessors in aver-
age (standard deviation: 1.60). To maintain the origin of a relevance assessment with
respect to a demographic or user group, each assessor completed the same survey as
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Table 8.3: Topics (visual concepts) of the
Pythia collection
Name Name
1. Beach and Seaside 17. Still Life
2. Street Scene 18. Church (Christian)
3. Statue and Figurine 19. Art Object
4. Asian Temple & Palace 20. Cars
5. Landscape 21. Ship / Maritime Vessel
6. Hotel Room 22. Airplane
7. People 23. Temple (Ancient)
8. Architecture (profane) 24. Squirrels
9. Animals 25. Sign
10. Asian Temple Interior 26. Mountains
11. Flower / Botanic Details 27. Monkeys
12. Market Scene 28. Birds
13. Submarine Scene 29. Trees
14. Ceremony and Party 30. Abstract Content
15. Theater / Performing Arts 31. City Panorama
16. Clouds 32. (Christ.) Church Interior
[Zellhöfer 2012e, cf. Tab. 7]
Table 8.4: Event distribution in the
Pythia collection
WordNet Event %
A. Conference 0.65
B. Event 0.36
C. Excursion 7.23
D. Flight 1.78
E. Holiday 77.86
F. Jubilation 0.49
G. Party 1.33
H. Rock Concert 8.70
I. Scuba Diving 1.03
J. Soccer 0.04
K. Visit 0.54
[Zellhöfer 2012e, Tab. 5]
Table 8.4 lists themain event classes (using terms from theWordNet130 lexical database
to avoid ambiguities) and their frequency of occurrence in the collection. The discrimi-
nation of events ranges from event class instances, e.g., a U2 concert at a given time, to
general classes such as a rock concert. The associated events are not necessarily chrono-
logically connected andmight reoccur, e.g., a holiday trip to London can be foundmore
than once. It is noteworthy that the bias towards holiday trips illustrated by Table 8.4 is
not freely chosen but determined by the contents of the randomly picked images from
the personal photo collections [Zellhöfer 2012c].
8.3.4 Support for User Simulations
Section 7.2 outlined the utility of user simulations for the test of IIR systems but left
their actual implementation open. This dissertation cannot describe all arguments and
application techniques for user simulations. Instead, it sketches the design of a user
simulation based on the data provided by the Pythia collection (see Section 8.5.1). A
more thorough discussion of user simulations can be found in Azzopardi et al. [2011]
and the aforementioned literature.
Although the inclusion of real users into the evaluation of IIR systems is – without
doubt – desirable, the actual execution is often impractical [Mulwa et al. 2011]. As
argued in Section 7.2, this is due to the high consumption of monetary and temporal
resources, hardly controllable variables such as tiring and learning effects affecting the
test subjects, and their limited repeatability. To compensate these issues, the Pythia
collection offers persona-based ground truths that can be used to construct different
user simulations.
130http://wordnet.princeton.edu/
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such as alternating information seeking strategies (see Section 3.3). In fact, each persona
in the context of this dissertation is reduced to a relevance judging entity in the simplest
case131. However, the definition of a model addressing these aspects is not trivial and
has not be accomplished yet [Cole 2011]. Thus, we believe that the discussed user simu-
lation approach can be justified because it allows the evaluation of an IIR system using
simple personas (i.e., multiple user groups) and their subjective relevance assessments
that are, e.g., described by Borlund [2003] or Voorhees [2008].
8.3.5 The Collection in Relation to Adaptive IR Evaluation
Section 7.2 presented three major criticisms of the Cranfield tradition leading to three
postulated revolutions, i.e., the cognitive, the relevance, and the interactive revolution
[Robertson & Hancock-Beaulieu 1992]. Regarding the first revolution, more realistic
topics are demanded. To address this issue, the Pythia collection contains topics for
visual concepts and events that are, as the surveys show, often the motivation to take
a photograph. However, it does not provide dynamic topics to reflect the dynamic
nature of an IN. Providing such dynamic INs would ultimately mean to model the
user’s current situation and cognitive processes, which is not trivial [Cole 2011]. Hence,
the combination of realistic topics (at least in the scope of a personal photo collection)
and persona-based relevance assessments addresses realism and the subjectivity of rel-
evance. The provision of different relevance assessments per persona and document
address the second revolution. Furthermore, it extends the realism of the relevance
judgements by using a gradual relevance scale. While multiple ground truths model
the variation of relevance between user groups, non-binary relevance assessments can
express different levels of relevance within a group.
The last revolution that deals with the importance of the user interaction throughout
the IR process is addressed by the provision of means to construct user simulations (see
above). Although user simulations are not part of the collection, they can be designed
on the basis of the demographic data complementing the images, the persona-based
ground truths, and an observation of the typical interactions per persona132, e.g., an
exploratory followed by a directed search. Nevertheless, these user simulations cannot
replace a simulated work task situation as advised by Borlund’s IIR evaluation frame-
work [Borlund 2003]. Though, the utilization of user simulations allows more control
over the experiment and guarantees repeatability. Additionally, user simulations are
not affected by usability issues, which might affect the user experience and therefore
the evaluation outcome when a simulated work task is used.
With regard to the evaluation of adaptive IR systems, the Pythia collection can be
considered as a hybrid between the Cranfield paradigm, Borlund’s framework for IIR
evaluation [Borlund 2003], and the recommendations of Voorhees [2008]. The collection
offers static topics such as a Cranfield-based collections but aims at providing a more
131To simplify matters, more advanced interaction strategies of the user simulation used in this thesis are
not covered at this stage. This aspect will be discussed in Section 8.5.1 alongwith the evaluation results.
132An actual study of MIR usage behavior and the construction of user simulations based on these obser-
vations falls out of the scope of this dissertation.
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realistic scope and a gradual relevance scale. In order to evaluate the adaptivity in terms
of relevance feedback of an IIR system, user simulations can be constructed on the basis
of the collection’s ground truth. In principle, user simulations can also provide different
interactions with the system such as the change of search strategy. As a result, the
collection addresses part 1 and 3 of Borlund’s IIR evaluation components (see Section
7.2) while staying feasible for the automated evaluation of an IIR system. This point
becomes clear if one inspects the number of possible queries and the resulting number
of RF iterations that are listed in Table 8.5. The number is caused by the experimental
design sketched in Section 8.2.5, which uses each relevant document per topic as a QBE
document in order to make an assertion about an IIR system’s effectiveness based on
different query documents.
In contrast to Borlund’s suggestion, the collection does not offer pre-defined sim-
ulated work task situations, although it hints at the construction of such. Borlund’s
second component argues for the utilization of such work tasks. Given the scope of
the Pythia collection, i.e., a personal photo collection, and the conducted survey, it be-
comes possible to define typical work tasks, e.g., the retrieval of photos illustrating a
certain event. As argued in Chapter 7, a sample work task is used for the performance
comparison of different GUIs (see Chapter 9), whereas the next sections discuss the
effectiveness of CQQL in a user simulation-driven Cranfield-inspired setting.
Table 8.5: Characteristics of the Pythia test sets
Collection &
Collection Size
No. of
QBE
Docs.
Mean QBE
Docs. per
Topic
Standard
Deviation
QBE Docs.
per Topic
No. of
Topics
Disjoint
Topics133
Collection
Type
Visual concept 5,555 13,602 425.38 493.76 32 ✗ Personal
photos
Event 5,555 43 2.87 0.35 15 ✗ Personal event
photos
Total: 5,555 13,645 47
8.4 Retrieval Effectiveness of the CQQL Approach
In this part of the dissertation, the retrieval effectiveness (see Section 7.1) of CQQL as
an implementation of the principle of polyrepresentation (PoP) is investigated.
As described in Section 3.2, the principle’s core hypothesis is that a document is de-
fined by different representations such as low-level features, textual annotations, user
ratings, etc. These representations can be combined to form a cognitive overlap (CO),
in which highly relevant documents are likely to be contained. This introduces an “in-
tentional redundancy” [Ingwersen 1996] amongst the representations that is often tried
to be avoided in CBIR systems [Eidenberger 2003; Deselaers et al. 2008].
Themain idea behind the avoidance of redundancy is to only use representations that
differ significantly during retrieval in order to pick the most appropriate and minimal
133Disjoint topics states if documents are only associated with one topic.
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set describing a certain information need. This implies the assumption that only the us-
age of dissimilar representations can improve the retrieval performance. Thus, studies
have been conducted that examine the correlation between such representations [Ei-
denberger 2003; Deselaers et al. 2008]. The latter focusses explicitly on the avoidance
of redundancy, while the former incorporates an investigation of the retrieval perfor-
mance of a set of representations or, in other words, low-level features.
The principle of polyrepresentation is contrary to this point of view. Interestingly,
studies strengthen the hypothesis of the PoP in the field of IR [Skov et al. 2004; Larsen
et al. 2006, 2009]. Additionally, the utility of the redundancy avoidance is also doubted
by Oviatt in the domain of multimodal interaction who refers to linguistic research
stating that there is no true redundancy between different modalities. Instead, they
“contribute different and complementary semantic information” [Oviatt 1999, p. 79].
In consequence, the retrieval effectiveness of CQQL and the PoP has to be compared
in detail to other techniques used in MIR to reveal whether the results presented in IR
can be transferred toMIR. First results have been presented briefly by Zellhöfer [2012b].
Section 8.4.1 extends the aforementioned work by defining a relevance feedback-sup-
portive experimental setup and retrieval metrics of the conducted experiments.
In order to establish a baseline, the retrieval effectiveness of single representations is
discussed in Section 8.4.2.
To begin with the main experiments, Section 8.4.3 compares polyrepresentative ap-
proaches against other techniques fusing multiple representations to retrieve relevant
documents. Section 8.5 extends the experiment’s scope to a relevance feedback-assisted
retrieval scenario based on PrefCQQL. To complete the experimental description, Sec-
tion 8.5.1 focusses on the reproducibility of the results because of the dependence of the
utilized weight learning algorithm (see Section 5.4.5) on random numbers.
8.4.1 Experimental Setup for Retrieval Effectiveness Evaluation
In order to assess the effectiveness of a retrieval technique realistically, Voorhees argues
that “a candidate retrieval technique [should] be consistently better than the alterna-
tives on a variety of test collections before concluding the effect is real.” [Voorhees
2008, p. 1884]. Thus, all conducted experiments described below are carried out with 6
different collections which are listed in Table 8.6134. All collections have been described
in Section 8.2 and 8.3. The general objective of the experiments reflecting a typical
query-by-example (QBE) scenario can be roughly sketched as follows:
How effectively will the retrieval system return relevant documents R+qi from a given docu-
ment collectionDi using a pre-defined matching function eval and a set of QBE documents
Qi in average?
134Please note that this list does not include the event-based ground truth available for the Pythia collection
(see Section 8.3.3). In accordance to Voorhees’ argument, we have not included this collection because
none of the others feature a similar ground truth that would allow the deduction of valid conclusions.
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To be more precise, each collection Di listed in Table 8.6 defines an total number of
QBE documents |Qi| that are associated with a number of topics |Ti|. The QBE doc-
uments are directly taken from the ground truth for each topic. In other words, each
document that has been judged relevant for a given topic is used as a QBE document
for this topic in order to evaluate a matching function’s effectiveness for this topic with
varying QBE documents. Table 8.6 also shows the average number of QBE documents
available for each topic and their standard deviation.
For instance, there are 9,197 documents in the Caltech 101 collection (|Di|), where
each one is relevant to only one of the (disjoint) 101 topics (|Ti|). Consequently, there
are also 9,197 QBE documents (|Qi|) that are used for querying the collection.
In total, the examination of a matching function requires |Di| ∗ |Qi| matching opera-
tions, e.g., a CQQL-based matching between each QBE document qn and all documents
dj ∈ Di. The computational costs of the experiments are described in more detail below.
The retrieval effectiveness of a given matching function for a QBE document and
a topic can then be calculated. As with most IR evaluations [Croft et al. 2009, cf. p.
319], macro-averaging is used to calculate the average effectiveness over all QBE-topic
combinations using the nDCG metric (see Definition 8.8) at various cut-off levels. The
nDCG metric is used because of its support of gradual relevance assessments that are
supported by the MSRA-MM and Pythia collections. Furthermore, the PrefCQQL ap-
proach is expected to produce re-orderings of already relevant documents in order to
present highly relevant documents before less relevant ones based on its poset-based
relevance feedback. Such a re-ordering cannot be measured by other metrics, although
this behavior is desirable from a user’s perspective [Järvelin & Kekäläinen 2002]. The
usage of cut-off levels is motivated by the evaluation approach of CQQL, which cal-
culates a similarity score for each document in a given collection (see Section 4.2) and
returns all documents in the resulting total order.
Table 8.6: Overview over the examined test collections
Collection &
Collection Size (|Di |)
No. of
QBE
Docs.
(|Qi |)
Mean QBE
Docs. per
Topic
Standard
Deviation
QBE Docs.
per Topic
No. of
Topics
(|Ti |)
Disjoint
Topics135
Collection
Type
Caltech 101 9,197 9,197 90.17 125.35 101 ✓ Object
recognition
Caltech 256 30,607 30,607 119.14 85.89 256 ✓ Object
recognition
MSRA-MM 65,443 3,400 100 0 68 ✓ Web Image
Sample
UCID 904 904 2.45 2.48 262 ✓ Personal photos
Wang 1,000 1,057 105.70 16.75 10 ✗ Stock
photography
Pythia 5,555 13,602 425.38 493.76 32 ✗ Personal photos
Total: 112,706 58,767 744
Table 8.7 shows an excerpt of the examined matching functions, including their ori-
gin. Generally speaking, the matching functions using more than one representation
135Disjoint topics states if documents are only associated with one topic (see Section 8.2.5).
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can be subdivided into three groups:
1. standard aggregation functions, such as the arithmetic average or the maximum;
2. polyrepresentation-motivated ones that form a cognitive overlap of various rep-
resentations; and
3. matching functions that are based on recommendations from the literature.
All examined matching functions can be found in an overview, which also describes
the used notation, in Appendix B.1.
In total, 17 matching functions relying on multiple representations are evaluated in
terms of their retrieval effectiveness in Section 8.4.3 (main experiment I). In order to
establish a baseline, 15 separate representations are examined on their own in Section
8.4.2. The weighted variants of these matching functions and their performance during
PrefCQQL-based relevance feedback are discussed in Section 8.5 (main experiment II).
The needed tools to reproduce the presented results are available as a supplement to
this text (see Appendix E).
To facilitate reading, all of the following sections have the same structure, starting
with a presentation of the experimental results, which is followed by a short discussion
of the results. Section 10.1 relates the findings to the results obtained from the user
study described in Chapter 9.
Table 8.7: Examined matching functions (excerpt from Appendix B.1)
Matching Function Arithmetic/Logical Structure Origin
Arithmetic mean 1n ∑
n
i=1 Ri ; n = 15 Standard aggregation function
Geometric mean n
√
∏
n
i=1 Ri ; n = 15 Standard aggregation function
Minimum min(R1, . . . ,Rn) ; n = 15 Conjunction variant in fuzzy logic,
standard aggregation
Maximum max(R1, . . . ,Rn) ; n = 15 Disjunction variant in fuzzy logic,
standard aggregation
Conjunction
∧n
i=1,θi
Ri ; n = 15 Principle of polyrepresentation,
cognitive overlap in CQQL
Disjunction
∨n
i=1,θi
Ri ; n = 15 Complementary operator to the
cognitive overlap in CQQL
Semantic Group
∧
θi
〈(
∨
θj
(R3,R9)),
(
∨
θl
(R2,R3,R10,R12,R6,R1,R5,R4,R7)),
(
∨
θk
(R8,R11,R15),
∨
θl
(R13,R14)〉
Deselaers et al. [2008]
Eidenberger conjunction, var. 1
∧
θi
(R5,R7,R8,R11) Eidenberger [2003]
Eidenberger disjunction, var. 1
∨
θi
(R5,R7,R8,R11) Eidenberger [2003]
Ri denotes a representation as referenced in Table 2.1, |R| is the total number of representations. The variable θ
indicates a weight. Initially, all representations are equally weighted.
Computational Costs of the Experiments
Table 8.8 shows the total processing duration for all matching functions including 5
relevance feedback iterations (in average) measured on an Apple MacPro (version 4,1)
with 2 Quad-Core Intel Xeon CPUs with 2.26 GHz and 8 GB RAM running Mac OS X
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10.6.8 on the internal hard disk. The long runtime is mainly due to the missing indexing
functionality in the used prototypical Pythia MIR system and the evaluation strategy
of CQQL, which relies on the calculation of a similarity score for each document d ∈ Di
with respect to a QBE document q ∈ Qi. That is, a total of 1,321,312,784 matching
operations (MOPstotal) have to be carried out to assess the effectiveness of onematching
function over all collections as shown in the following calculation (refer to Table 8.8 for
the variable values):
MOPsi = |Di| ∗ |Qi| (8.10a)
MOPstotal = ∑(MOPsi) (8.10b)
In the worst case, each matching operation results in 19 similarity calculations (one for
each representation, see Table 2.1) between each QBE document’s representations and
each document’s representations in the collection. For instance, if the cognitive overlap
of all available representations |R| is used asmatching function, a total of 25,104,942,896
similarity calculations (simCalctotal) occur:
simCalctotal = MOPstotal ∗ |R| (8.11a)
simCalctotal = 1, 321, 312, 784 ∗ 19 = 25, 104, 942, 896. (8.11b)
The proportion between processing duration and MOPS differs for each collection be-
cause of the varying content, the resulting XML output, its parsing costs, and swapping
operations due to the memory usage of the computations.
As described in Section 2.3.2, these similarity calculations are very expensive in terms
of computational costs. After each document’s similarity to the query has been cal-
culated, the results have to be sorted. Afterwards, an optional relevance feedback
step triggers the weight learning, causing a re-evaluation of all documents (see Sec-
tion 5.4.5). Instead of costly similarity calculations, this re-evaluation only requires a
sorting of the results.
Table 8.8: Processing duration of the analyzed collections
Collection No. of
Docs.
(|Di |)
No. of
QBE Docs.
(|Qi |)
MOPS
(|Di | ∗ |Qi |)
No. of
Topics
Processing Duration
(approximately)
Caltech 101 9,197 9,197 84,584,809 101 1 week, 20 hours
Caltech 256 30,607 30,607 936,788,449 256 1.9 months
MSRA-MM 65,443 3,400 222,506,200 68 24 days
Pythia 5,555 13,602 75,559,110 47 9 days, 21 hours
UCID v2 904 904 817,216 262 5 hours, 40 minutes
Wang 1,000 1,057 1,057,000 10 13 hours
Total: 112,706 58,767 1,321,312,784 744 3.4 months
Although the Pythia MIR system prototype uses various optimizations in form of
a read cache, i.e., serialized document representations are kept in memory once they
are read from the hard disk, multi-threaded processing of the weight learning, mem-
ory sharing whenever possible, and compiler optimizations, there is certainly room for
improvements that will be discussed in Section 10.3.
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8.4.2 Evaluation of Single Representations
The PoP is characterized by its core hypothesis, which states that the effectiveness of an
IR system can be increased when multiple representations of a document are combined
(see Section 3.2). In order to examine whether this hypothesis holds true in the field of
MIR, it is first compared to the results obtained by using the available representations
on their own.
Consequently, this section serves only to establish a baseline for the experiments in-
volving multiple representations described in Section 8.4.3. Furthermore, it compares
the relative performance of the representations shown in Table 2.1 using the nDCG
measure at the cut-off levels 10, 20, 30, and 100. A full discussion on the performance
of different single representations and possible improvements at feature extraction or
matching level falls out of the scope of this dissertation.
Experimental Results
Figures 8.5-8.7 visualize the results of the QBE experiments described before in form
of stacked bar charts for each collection listed in Table 8.8. The figures contain the
retrieval metrics for all extractable representations136, whose number varies over the
collections, because Exif and IPTC-based representations could only be extracted if they
were present in the image documents. The representations are described in more detail
in Table 2.1. To avoid a distortion of the results due to the higher level Exif/IPTC-based
representations available only in some collections, these representations are neglected
in the following sections, if not stated otherwise.
Hence, the experiments examine global low-level features only. As said in Section
2.3.1, local low-level features are expected to often provide a better retrieval effective-
ness than global ones but are computationally more complex. In any case, to verify the
PoP hypothesis, the types of the used features are only marginally important because
the PoP does not make assertions about a representation’s nature besides its functional
or cognitive difference with respect to other representations (see Section 3.2).
The x-axis of the plots shows the matching function’s ID, which is properly labeled
in the accompanying legend. The “It. 0” in the legend indicates the 0th RF iteration, i.e.,
no relevance feedback has been given. The y-axis shows the metrics’ respective values
on an automatically fitted linear scale to visualize the relation of the metrics amongst
their cut-off levels and between the different representations. All retrieval metrics have
been calculated with trec_eval137. The complete results in numerical form are available
on the attached storage medium (see Appendix E).
136The region-based color histogram [Balko & Schmitt 2012] appears twice in each plot because of its imple-
mentation that calculates separate similarities for the center and border region of an image document,
resulting in different retrieval effectiveness scores for each region.
137Version 9.0 as obtained from http://trec.nist.gov/trec_eval/ at October 6th, 2012 and compiled with
GCC 4.2.1 (build 5658) under Mac OS X 10.6.8.
229
8 Evaluation of the Retrieval Effectiveness
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Caltech 101
Matching function
M
et
ric
 v
a
lu
e
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
ndcg_cut_10
ndcg_cut_20
ndcg_cut_30
ndcg_cut_100
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Caltech 256
Matching function
M
et
ric
 v
a
lu
e
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
ndcg_cut_10
ndcg_cut_20
ndcg_cut_30
ndcg_cut_100
1)  Auto Color Correlogram; It. 0
2)  BIC; It. 0
3)  CEDD; It. 0
4)  Color Histogram, Border Region; It. 0
5)  Color Histogram, Center Region; It. 0
6)  Color Histogram; It. 0
7)  Color Layout; It. 0
8)  Color Structure; It. 0
9)  Contour−based Shape; It. 0
10) Dominant Color; It. 0
11) Edge Histogram; It. 0
12) FCTH; It. 0
13) Gabor; It. 0
14) Region−based Shape; It. 0
15) Scalable Color; It. 0
16) Tamura; It. 0
Figure 8.5: Performance comparison of single representations, part 1
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Figure 8.6: Performance comparison of single representations, part 2
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* indicates Exif-based high-level features.
Figure 8.7: Performance comparison of single representations, part 3
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Discussion
The performance of the color histogram (RGB, 512 bins; see Figures 8.5-8.7 [7]) is par-
ticularly interesting because it is generally regarded as a “reasonably good baseline for
general color photographs” [Deselaers et al. 2008, p. 15] in the CBIR/MIR literature.
Hence, it is also used in this dissertation as the general baseline, against which the
performance of other representations is measured.
Although the color histogram can be considered the “the most traditional way of de-
scribing low-level colour properties of images” [Del Bimbo 1999, p. 24] and is generally
regarded as a good baseline, its effectiveness as a representation of the visual content
of an image is only mediocre in the case of the examined collections (see Table 8.9). The
color histogram clearly belongs to the best 50% of the tested representations, with a
slight trend towards the best 25%. For instance, as Figure 8.6 shows, it gets under the
best 19% representations with the Wang collection. Alas, the nDCG values for this col-
lection are all relatively high in comparison to the other collections. This indicates that
retrieval tasks can be solved easily for this collection even if only one representation is
available.
Table 8.9: Best performing representations and rank of color histogram
Collection Best 2nd best 3rd best 4th best Rank of Color
Histogram
Caltech 101 Edge Histogram Color Layout Tamura CEDD 8 of 16
Caltech 256 Edge Histogram Color Layout BIC Color Structure 9 of 16
MSRA-MM Color Structure BIC FCTH Auto Color
Correlogram
7 of 20
Pythia GPS coordinate Date of creation Time of creation Color Structure 9 of 20
UCID v2 Color Structure Auto Color
Correlogram
BIC FCTH 5 of 16
Wang BIC Color Structure Color
Histogram
FCTH 3 of 16
The total number of ranks is determined by the available representations.
Regarding their general effectiveness, there is no clear winner amongst the represen-
tations. Table 8.9 shows the four best performing representations in conjunction with
the rank of the color histogram baseline for orientation. In case of MSRA-MM, UCID
v2, and Wang, it can be observed that the best representations all rely on color (see Ta-
ble 2.1 for the types of the representations). A overall excellent performance of the edge
histogram as reported by Eidenberger [2003] could not be reproduced.
Instead, the edge histogram performs worse than the baseline if one ignores both
Caltech collections. The relatively weak performance of the color-based representations
with these collections is most likely due to the artifacts present in the images described
in Section 8.2. For instance, space that occurs during the translation or scaling of image
contents is commonly filled monochromatic (see Figure 8.1; first two images at the top).
These large regions in solid color, which do not contribute to the visually interesting
part of an image, i.e., the actual image’s content, can irritate color-based representations
such as the color histogram. In consequence, the edge histogram clearly outperforms
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the other representations when used with the Caltech collections as it is robust against
such artifacts, which are not present in the other collections.
Comparably, the collections used by Eidenberger [2003] are most likely biased to-
wards the edge histogram. For instance, the author uses a collection of coats-of-arms
images with 426 documents. Typically, coats-of-arms are characterized by sharp edges
and contours. Additionally, Eidenberger uses an unspecified subset of the Corel col-
lection with 260 documents and a data set called “Brodatz” with 112 documents. Un-
fortunately, the data sets are no longer available and therefore could not be included
in this dissertation. Whether the subset of the Corel collection overlaps with the Wang
collection [Wang et al. 2001], which has taken from the same collection, cannot be as-
certained.
The Pythia collection takes a special place because three high-level representations
are ranked best. This is mainly due to the contents of the collection (see Section 8.3) and
their origin. These findings indicate that the contributing photographers indeed took
photographs at certain events, which can be best described by spatial and temporal
proximity.
Table 8.10: Worst performing representations
Collection Worst 2nd worst 3rd worst 4th worst
Caltech 101 Gabor Contour-based
Shape
Scalable Color Region-based
Shape
Caltech 256 Gabor Scalable Color Contour-based
Shape
Region-based
Shape
MSRA-MM Gabor Contour-based
Shape
Region-based
Shape
Scalable Color
Pythia Contour-based
Shape
Gabor Region-based
Shape
Tamura
UCID v2 Contour-based
Shape
Gabor Region-based
Shape
Tamura
Wang Contour-based
Shape
Region-based
Shape
Gabor Tamura
In contrast to the most effective representations, the situation at the lower end of
the effectiveness ranking of the representations is much clearer as Table 8.10 shows.
The weak performance of the contour- and region-based shape representation is not
surprising because they both rely on an automatic segmentation of general images,
which is still an unsolved problem [Deselaers et al. 2008]. Interestingly, this conflicts
with Eidenberger’s findings, who claims that region-based shape “is a good descriptor
in any situation that can be applied to any type of media content” [Eidenberger 2003,
p. 486], which is most likely due to the test collections that have been examined by the
author (see above).
The Gabor representation is also performing poorly over all collections. This finding
is surprising because Gabor features are widely used as an effective descriptor of tex-
ture features in both CBIR and pattern recognition, as well as the neighboring research
fields. Unfortunately, the actual implementation of low-level features lies outside the
scope of this dissertation. Thus, this effect is not investigated further here and remains
an issue for further research. For the remainder of this thesis, this observation is ac-
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cepted as a phenomenon occurring with the examined collections and the used Pythia
MIR system implementation.
As observed before, the artifacts in the Caltech collections seem to negatively affect
the performance of the scalable color representation. For these collections, it even un-
dercuts the weak performance of the region-based shape representation.
In order to assess the retrieval effectiveness of a combination of multiple representa-
tions, it is reasonable to compare the results against more than the traditionally used
color histogram. As the conducted experiments show, the color structure representa-
tion provides a complementary viable baseline because it is placed amongst the first
four performing representations in five out of six collections (see Table 8.9). In fact,
this representation would obtain a good average effectiveness rank of 2.5 over all col-
lections when Pythia’s high-level representations are ignored. As said before, these
representation distort the results and complicate a direct comparison of the collections.
To complete the picture, the varying best performing representation for each collection
is used.
8.4.3 Evaluation of Combined Representations – Main Experiment I
After the last section has examined the performance of single representations, it is time
for the evaluation of the retrieval effectiveness of combinations (or fusions) of multiple
representations as the exploitation of different representations to improve the retrieval
effectiveness forms the core of the principle of polyrepresentation’s hypothesis (see Sec-
tion 3.2).
In order to draw valid conclusions from the statistics and retrieval metrics presented
further in this text, some basic prerequisites need further attention. After these prereq-
uisites and auxiliary conditions have been clarified, the retrieval effectiveness of differ-
ent representation fusion methods is examined to establish a common baseline for the
main experiments.
In the main experiments, matching functions that follow the PoP are compared to
other representation fusion techniques to examine the validity of the PoP hypothesis,
when implemented with CQQL.
As before, all experiments follow the design presented in Section 8.4.1. The nDCG
values at various cut-off levels have been calculated with trec_eval138.
Prerequisites – Treatment of Unavailable Representations
Whenever multiple representations have to be fused with the help of a matching func-
tion, the treatment of unavailable representations deserves special attention.
For instance, consider a matching function similar to Matching Function 13 that cal-
culates the arithmetic mean of the similarities between a document in the collection
and a QBE document using the color histogram, the texture, and the edge histogram
138Version 9.0 using standard settings as obtained from http://trec.nist.gov/trec_eval/ at October 6th,
2012 and compiled with GCC 4.2.1 (build 5658) under Mac OS X 10.6.8.
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to estimate the probability of relevance (POR) of a document. Given that the collec-
tion contains 80 % colored and 20 % grayscale images, one might be confronted with
the situation where color histograms might not be extractable for the latter because of
the implementation of the feature extractor. As a result, the similarity regarding the
color histogram representation is unavailable for 20 % of the documents, i.e., one can-
not ascertain whether a document is similar or dissimilar to a given query regarding
this representation. In other words, the document’s similarity is unknown139.
As described in Section 2.2.2, the relational model in databases deals with such situ-
ations by introducing a 3-valued logic that extends traditional true or false judgments
with “unknown” (or NULL in SQL).
Although CQQL has a strong DB background, it does not address the handling of
such NULL values. As presented in Section 4.4, the evaluation of an atomic condi-
tion in CQQL is expected to yield a value out of [0, 1] and not NULL. However, not
only CQQL is affected by this assumption. In fact, every approach that relies on an
arithmetic evaluation to determine the POR is affected because NULL values cannot
be processed directly during an arithmetic evaluation relying on values out of [0, 1].
Comparable problems are known during data fusion in data warehousing [Bleiholder
& Naumann 2009; Bleiholder et al. 2011].
As a result, one has to develop a strategy to deal with NULL values. First, it might be
appropriate to ignore NULL values. Alternatively, it it might be feasible to set NULL
values to 0. In any case, these different strategies affect the ranking of the result docu-
ments. Reconsider the example given above.
Table 8.11: Sample rank, sorted by arithmetic average
Document R1 R2 R3 Sum Arithmetic Average Arithmetic Average, NULL ignored
d1 0.25 0.60 0.25 1.10 0.37 0.37
d2 0.25 0.60 NULL 0.85 0.28 0.43
Table 8.11 shows the ranking of two documents d1 and d2 with the three represen-
tations Ri, interpreting NULL values as 0. The documents are ordered by the value of
their arithmetic average140, i.e.,
1
n
n
∑
i=1
Ri ; n = 3. (8.12)
If NULL values are ignored, the ranking changes as Table 8.12 illustrates. This is due
to the lower value of n = 2 for d2.
This example shows the effects of two basic NULL value handling strategies, i.e.,
NULL ignorance and the pessimistic mapping. The latter is called pessimistic because the
mapping strategy assumes maximal dissimilarity, expressed by setting the similarity
139This example can be easily extended to the MIR domain, e.g., a query might contain the abstract of a
text; however, only textual documents in the multimedia collection contain abstracts, while images do
only contain a description.
140The formula uses the notation presented in Appendix B.1.
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Table 8.12: Sample rank, sorted by arithmetic average with NULL ignorance
Document R1 R2 R3 Sum Arithmetic Average Arithmetic Average, NULL ignored
d2 0.25 0.60 NULL 0.85 0.28 0.43
d1 0.25 0.60 0.25 1.10 0.37 0.37
score to 0 when an unknown value is observed. Its logical counter-part is the optimistic
mapping that sets unknown values to 1, declaring full similarity to the query. There are
many more strategies to choose from, e.g., one might choose a compromise by mapping
NULL values to 0.5, or one can map unknown values to the average similarity of the
documents in the collection to the query.
Using weighted CQQL, it also becomes possible to exclude unknown atomic condi-
tion by appropriately setting the associated weighting variable (see Section 4.3). Alter-
natively, one can map the NULL value to the arithmetic neutral element depending on
the evaluation of the used CQQL condition. For instance, 1 in the case of a CQQL con-
junction (see Definition 4.13). Figures 8.8 and 8.9 show how this approach affects the
retrieval effectiveness of CQQL. In the figures, NULL values are replaced with 0 and 1
respectively if stated explicitly. For the sake of completeness, Table 8.13 lists the amount
of missing representations in the examined collections. As before, Exif- and IPTC-based
are neglected because they are available only in some documents and collections.
To conclude, all following experiments use the pessimistic mapping strategy although
it corresponds to the worst-case performance of the CQQL-based matching functions.
Nevertheless, the pessimistic strategy allows a consistent mapping of unknown values
to a similarity score no matter which matching function is used.
Table 8.13: Missing representations per collection
Collection Contour-based Shape Region-based Shape
Caltech 101 4,102 (44.60%) 1 (< 0.01%)
Caltech 256 14,850 (48.52%) 14 (< 0.01%)
MSRA-MM 44,169 (67.49%) 69 (≈ 0.1%)
Pythia 1,398 (25.17%) 7 (≈ 0.01%)
UCID v2 292 (32.30%) 0 (0.00%)
Wang 345 (34,50%) 1 (0.01%)
Prerequisites – Distribution of the Obtained Retrieval Metric Values
The necessity of significance tests has been justified in Section 8.1.4. In IR, a typically
used significance test is the Student’s t-test that assumes normal distribution of the
compared samples and has been shown to be very robust [Smucker et al. 2007; Croft
et al. 2009]. However, the distribution of the nDCG metric’s value is not normally dis-
tributed for every matching function examined in this dissertation. For instance, Table
8.14 clearly shows that the null hypothesis (i.e., the sample has a normal distribution)
can be rejected regardless of the normality test used considering the nDCG results of the
arithmetic mean (best features; see Matching Function 14) on the Caltech 101 collection.
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The geometric mean is omitted because it creates the same total order as the conjunction (see Matching Funct. 16).
* indicates standard aggregations.
Figure 8.8: Performance comparison of representation combinations using different
NULL value policies, part 1
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The geometric mean is omitted because it creates the same total order as the conjunction (see Matching Funct. 16).
* indicates standard aggregations.
Figure 8.9: Performance comparison of representation combinations using different
NULL value policies, part 2
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Figure 8.10: Sample distribution analysis of nDCG@20 values over all runs (arithmetic
mean, best features; Caltech 101)
Table 8.14: Results of test for normality (arithmetic mean, best features; Caltech 101)
Test Statistic p-value
Shapiro-Wilk 0,642092 <0.0001
Kolmogorov-Smirnov 0,242963 <0.0100
Cramér-von Mises 2,193467 <0.0050
Anderson-Darling 12,03686 <0.0050
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
Not surprisingly, the quantile-quantile plot141 against the normal distribution’s quan-
tiles (see Figure 8.10; right) and the corresponding histogram shows the same results.
Hence, the usage of the Student’s t-test for significance testing in this thesis is not
appropriate. As a consequence, all significance testing in the remainder of this text is
carried out by the Wilcoxon signed rank test [Wilcoxon 1945], which does not require
normally distributed samples.
Establishment of a Baseline
Section 8.4.2 concluded that the color histogram and color structure are viable baseline
representations against which representation fusions can be compared. The objective
of this subsection is to find a matching function that fuses different representations to
estimate the POR of a document in order to serve as a fusion baseline to complete the
set of single representation baselines. Hence, this subsection only focusses on the de-
tection of the most effective fusing matching function. The interpretation of the results
141The line depicts the expected quantiles for a normal distribution, while the dots indicate the actual
distribution of the examined matching function.
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of all fusing matching functions and their semantics are discussed in the following sub-
sections.
Figure 8.11 shows a box plot142 of the ranks obtained by various fusing matching
functions at the aforementioned collections (see Section 8.4.1). The horizontal barwithin
the boxes indicates the median. In other words, 50 % of the data lies above this line.
The region limited by the upper respectively the lower boundaries of the boxes and
the whiskers show the upper and lower quartile, i.e., 25 % of the observed values are
higher (and lower respectively) than the boundaries of the boxes. The horizontal lines
that confine the whiskers denote the maximum (top) and minimum (bottom). Outliers
are depicted as circles. In addition, the arithmetic mean is shown by a filled black circle.
The box plot includes typical aggregation functions, e.g., the arithmetic mean of the
calculated similarities per representation (see Matching Function 13) or the minimum
(see Matching Function 20). For the sake of clarity, the sum is omitted because it creates
the same total order as the arithmetic mean (see Matching Function 13) using the pes-
simistic NULL value mapping strategy (see above). Appendix B.1.2 lists the arithmetic
expressions of the different aggregation functions.
In order to facilitate the comparison with the single-representation matching func-
tions, the ranks of the baselines (color histogram, color structure) and the respective
best performing single representation are depicted as well.
Each standard aggregation function is contained as a normal and a best features vari-
ant. The best features variant uses all available representations but the three worst
performing ones (see Table 8.10), i.e., Gabor, contour-based, and region-based shape.
This naming convention applies to all discussed matching functions in the remainder
of this text. The removal of hardly effective representations is due to Larsen [2004], who
recommends to remove representations that yield only ranks with little or no relevant
documents [Larsen 2004, cf. pp. 36f.]. As a consequence, the best features variants
contain only the most promising representations as advised by Larsen et al. [2006] (see
Section 3.2.1). The best features variant outperform their normal counter-part in every
tested collection.
For better visibility, the best three matching functions are shaded in Figure 8.11. The
best features variant of the arithmetic mean (4) is clearly ranked first. It is followed by
the respective best performing single representation (3) and the geometric mean (best
features, 6) at the same place. Please note that the latter has a lower variance regarding
the obtained rank. That is, it can be considered as providing a more stable retrieval
effectiveness than number 3.
Figures 8.12 and 8.13 illustrate the retrieval effectiveness of the examined matching
functions as before in form of stacked bar charts. Obviously, the nDCG values obtained
by 4 and 6 are very close to each other in every collection. Thus, it is necessary to ex-
amine whether the effectiveness difference is significant between both matching func-
tions with the help of the Wilcoxon signed-rank test. Table 8.15 clearly shows that the
geometric mean’s (best features) nDCG@20 values differ significantly from 4 for all col-
lections but Wang. The effect with the Wang collection is not very surprising as Section
142The box plot uses the standard settings of the R [R Core Team 2012] based on Tukey [1977].
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Table 8.15: Results of the Wilcoxon signed-rank test for baseline matching functions for
nDCG@20; insignificant differences are shaded
p-value of “Arithm. mean,
best features” (#4) vs.
Caltech 101 Caltech 256 MSRA-MM Pythia UCID Wang
Best performing single
representation (#3)
< 0.0001 0.8420 < 0.0001 0.2017 0.2564 0.0371
Geometric mean,
best features (#6)
< 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 0.0039
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
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The sum is omitted because it creates the same total order as the arithmetic mean (see Matching Function 13).
* indicates standard aggregations.
Caltech 101/256, #3: Edge Histogram; MSRA-MM, #3: Color Structure
Figure 8.12: Performance comparison of basic combinations of representations, part 1
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Pythia, #3: Color Structure; UCID v2, #3: Color Structure; Wang, #3: BIC
Figure 8.13: Performance comparison of basic combinations of representations, part 2
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Experimental Results – Main Experiment I
Figures 8.14 and 8.15 visualize the resulting nDCG metrics of the QBE experiments,
which rely on multiple representations at once in form of stacked bar charts separated
by the tested collection. The plots’ interpretation follows the same pattern as discussed
in Section 8.4.2. A detailed description of the examined matching functions is available
in Appendix B.1, while the full results in numerical form can be found on the attached
storage medium (see Appendix E). Because most of the presented matching functions
include weighting variables, it is important to point out that all weight values are set to
1, i.e., each representation is evaluated as in the unweighted case (see Section 4.3).
To facilitate the comparison with the baseline single representations, the results for
the color histogram, the color structure, and the best performing representation for
each collection (see Table 8.9) are displayed as the first three bars (from left to right).
The fourth and fifth bar show the effectiveness of the arithmetic mean variants as a
baseline for the fusion of multiple representations.
As stated in Section 8.4.1, the other investigated matching functions can be subdi-
vided into three groups: standard aggregations, polyrepresentation-motivated CQQL-
based, and other literature-motivated matching functions.
Standard aggregationmatching functions The standard aggregationmatching func-
tions consist of numbers 4, 5, 14, 15, 16, and 17143.
The maximum and the minimum (14-17) take on a special position because they also
represent the disjunction (max) and conjunction (min), respectively, in the original pub-
lication of fuzzy logic [Zadeh 1988].
The geometric mean variants are no longer included because they produce the same
rank as the conjunction variants (see Matching Function 16).
Polyrepresentation-motivated CQQL-based matching functions The central hy-
pothesis of the PoP of the information space (or documents) is that a document is
defined by different representations that can be combined to form a cognitive overlap
(CO), in which highly relevant documents are most likely to be contained (see Section
3.2). From a logical point of view, an overlap equals the conjunction of different rep-
resentations. Hence, a weighted CQQL conjunction (6/7) is juxtaposed with its logical
counter-part, a weighted CQQL disjunction (8/9) of all available representations.
Other matching functions motivated by the literature To complete the picture, the
aforementioned matching functions are compared against functions that are motivated
by other publications. For instance, Matching functions 10-13 are motivated by Eiden-
berger [2003], who suggests to combine only color layout, dominant color, and a texture
representation. This choice is based on results of a retrieval effectiveness study relying
only on MPEG-7 features that revealed that the other available representations only
contribute redundant information and can therefore be ignored [Eidenberger 2003]. As
143The given numbers refer to the indices used in Figures 8.14 and 8.15.
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Eidenberger [2003] does not give information about the combination of these represen-
tations, two conjunctive and disjunctive variants are examined.
Matching functions 18-20 group representations into so-called “semantic groups”,
which either fuse combined texture and color properties, solely color-related ones, or
such that model edge and texture properties. Following the terminology of the PoP,
functionally similar representations are grouped. The representations in each group
are connected with a disjunction, modeling the assumption that they correlate, which
is stated in other studies [Eidenberger 2003; Deselaers et al. 2008], and thus model the
same aspects of an image. Hence, it would be enough, if one of the examined represen-
tations shares a high degree of similarity with the query in order to assess a document
as highly relevant. These groups are then embedded into a conjunction forming a CO
in order to reward documents that are good in all of the representation groups, while
assuming redundancy of the representation sub-groups.
The 18th matching function Q10 is suggested by Zellhöfer & Schmitt [2011a], who re-
port of a pre-study that revealed the generally good retrieval effectiveness of the CEDD
[Chatzichristofis & Boutalis 2008a], FCTH [Chatzichristofis & Boutalis 2008b], color lay-
out [Cieplinski et al. 2001], and Tamura [Tamura et al. 1978] representations, using the
implementations provided by LIRe144 [Lux & Chatzichristofis 2008]. Moreover, Q10
reflects the finding from Deselaers et al. [2008] that a combination of texture and edge
detectors can improve the retrieval quality [Zellhöfer & Schmitt 2011a].
144Lucene Image REtrieval
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Caltech 101/256, #3: Edge Histogram; MSRA-MM, #3: Color Structure
Figure 8.14: Performance comparison of representation combinations and standard ag-
gregations, part 1
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Pythia, #3: Color Structure; UCID v2, #3: Color Structure; Wang, #3: BIC
Figure 8.15: Performance comparison of representation combinations and standard ag-
gregations, part 2
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Discussion – Main Experiment I
Table 8.16 shows all matching functions, including their obtained mean effectiveness
rank145, in comparison to the other matching functions and its standard deviation when
observed over all collections. Single representations are not considered because they
have been discussed before. Additionally, the table points out whether conjunctive or
disjunctive characteristics dominate in a given logic-based matching function.
Table 8.16: Matching functions and their characteristics, ordered by mean rank
ID Matching Function Mean Rank Std. Deviation Conjunctive Disjunctive
2 Arithmetic mean, best features 1.67 1.03
4 Conjunction, best features 2.67 1.03 ✓
7 Eidenberger conjunction, variant 1 3.83 2.56 ✓
9 Eidenberger conjunction, variant 2 4.83 2.56 ✓
17 Semantic group conjunction, best features 5.17 2.04 ✓
15 Q10 5.50 2.17
1 Arithmetic mean 5.67 1.21
14 Min, best features 7.83 1.60 ✓
3 Conjunction 8.33 1.97 ✓
13 Min 9.50 0.55 ✓
6 Disjunction, best features 11.83 1.17 ✓
5 Disjunction 13.00 1.41 ✓
8 Eidenberger disjunction, variant 1 13.00 0.89 ✓
12 Max, best features 13.33 2.25 ✓
10 Eidenberger disjunction, variant 2 14.00 0.89 ✓
16 Semantic group conjunction 16.00 0.63 ✓
11 Max 16.83 0.41 ✓
Unstable matching functions with a greater standard deviation than the mean of 1.43 are shaded.
Mean ranks ≤ 5 are bold.
The box plot of the same data in Figure 8.16 clearly shows a differing variance of the
ranks obtained by the examined matching functions. While some matching functions
are relatively stable regarding their mean rank (e.g., #6), others show a higher level of
variance (e.g., # 7).
Definition 8.9 Effectiveness stability: A matching function is effectiveness-stable as
long as it has a smaller standard deviation of the obtained mean rank than the average standard
deviation of all matching functions it is compared to. ✸
Matching functions that are not effectiveness-stable are shaded in Table 8.16 and Fig-
ure 8.16. From the examined matching functions, ca. 58% are stable. Effectiveness
stability can be interpreted as a performance figure indicating whether the rough per-
formance of a matching function can be predicted. Although further experiments are
necessary to draw generally valid statistical conclusions, effectiveness stability is used
as a quality feature of a matching function from now on.
The examination of the total order of the matching functions can only give insights
into their comparative performance. In order to assess the effectiveness, it is also nec-
essary to consider the results of the nDCG measure.
145That is, a matching function with a low rank on average performs better than one with a high rank.
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First of all, it is important to examine whether the effectiveness difference between
the two first placed matching functions, the arithmetic mean and the conjunction in
their best features variants, is significant. Figures 8.14 and 8.15 illustrate that these
matching functions perform relatively equal formost collections. Nevertheless, as Table
8.17 shows, their effectiveness differs significantly for all collections but Wang. This
is not surprising as the conjunction produces the same rank as the geometric mean
discussed before with the same results during the establishment of the baseline.
Table 8.17: Results of the Wilcoxon signed-rank test between arithmetic mean and con-
junction (best features variants) for nDCG@20
Caltech 101 Caltech 256 MSRA-MM Pythia UCID Wang
p-value < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 0.0039
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
Generally speaking, the best features variants outperform their normal counterpart.
The only exception is the disjunction in the Caltech 256 collection (see Figure 8.14; 8/9),
although the difference is relatively small. The relative effectiveness difference between
a best features and a normal variant differs from collection to collection with the seman-
tic group conjunction variants showing the most significant difference.
Matching function Q10 (see Figures 8.14 and 8.15; 18) is particularly interesting be-
cause of its high effectiveness and its “economic” usage of representations. Q10 (see
Matching Function 9) relies only on five representation, whereas the two first placed
matching functions rely on twelve representations. Furthermore, Q10 combines con-
junctions and disjunction, rendering it a representative of structurally more complex
matching functions. Unfortunately, Q10 is not effectiveness-stable. Whether this is due
to the structure of the matching function or the choice of representations remains a
question for further research.
The Eidenberger variants use a comparably low number of representations (i.e., three
to four, see Matching Functions 5-8). The effectiveness difference between the Eiden-
berger variants 1 and 2 is only marginal. In general, the Eidenberger conjunctions per-
form worse than the arithmetic mean and the conjunction, and are placed third and
fourth (see Table 8.16). Their major drawback is that they are unstable as Q10. This is
due to their effectiveness with Caltech 101 and 256, where the Eidenberger conjunctions
clearly outperform the arithmetic mean and the conjunction. We assume that these ef-
fects are mainly due to the color artifacts in these collections (see Section 8.4.2).
In addition, the Eidenberger variants illustrate a general phenomenon present in all
matching functions. The conjunctive variant of a matching function always performs
better than its disjunctive counterpart. For instance, consider the minimum (see Figures
8.14 and 8.15; 16/17) often used as the conjunction in fuzzy logic [Zadeh 1988] and
the maximum (14/15) used as the disjunction. The figures clearly show that the best
features minimum outperforms the best features maximum. The same holds true for
the normal variants of the minimum and maximum.
To conclude, the conjunctive variants are in general more effective than disjunctive
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matching functions (see Figures 8.14 and 8.15; 6/7 vs. 8/9; 10/12 vs. 11/13; 16/17 vs.
14/15) but not necessary effectiveness-stable as Table 8.16 shows.
Unfortunately, the fusion of multiple representation is no guarantee to improve the
retrieval effectiveness – in particular if poorly performing single representations are
part of the matching function. Figures 8.14 and 8.15 clearly show that there are match-
ing functions, which rely on various representations performing worse than the color
structure (2) or the collection-dependent best performing single representation (3). This
effect comes in particular visible with the minimum and maximum. Although the min-
imum and maximum are in principle fusing matching functions, they suffer from the
dominance problem (see Section 4.5.3) that makes them behave more like a single repre-
sentation.
To sum up, although the best features variants of the arithmetic mean and the con-
junction are not necessarily outperforming the best performing single representation
in every collection, it is reasonable to assume that the utilization of multiple repre-
sentations will become handy during relevance feedback as it allows more degrees of
freedom for the learning algorithm used by PrefCQQL. Whether this assumption holds
is investigated in Section 8.5. Furthermore, these matching functions are effectiveness-
stable, which makes them a viable baseline for the following experiments.
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8.5 Retrieval Effectiveness of PrefCQQL – The Impact of
Preference Elicitation and Adaption on Ranks
Table 8.16 shows the stable retrieval effectiveness of the best features variants of the
arithmetic mean and conjunction matching functions in the unweighted case.
The objective of this section is to examine the effectiveness of these and other match-
ing functions during relevance feedback using the PrefCQQL approach (see Section
5.4). To achieve this, the following experiments extend the method presented in Section
8.4.1 by including relevance feedback, which is input into the weight learning algo-
rithm of PrefCQQL (see Section 5.4.4). In other words, this section investigates the
effectiveness of the principle of polyrepresentation’s hypothesis in interactive MIR.
8.5.1 Experimental Setup for User Simulation and Relevance Feedback
Obviously, manual relevance feedback is no longer possible for the vast number of
QBE submissions used in the experiments described before (see Table 8.8). Thus, all
RF-based experiments in this thesis rely on user simulations. In order to recapitulate
various arguments for user simulations presented in Sections 7.2 and 8.3.4, they are
generally regarded as a cost-effective experimental method that does not suffer from
user learning effects and at the same time guarantees reproducibility [Baskaya et al.
2011, 2012]. Another advantage of user simulations in the context of this research is the
fact that they are not affected by potential usability issues of the GUI, which is evaluated
separately in Chapter 9.
As illustrated in Figure 8.4, user simulations are meant to represent the user’s feed-
back in interactive IR experiments. To provide RF to the system, a “lazy” simulated
user (simuser) that interacts with the system following a simple strategy is designed.
Interaction strategy of the “lazy” simulated user
1. The simuser submits a query consisting of one relevant QBE document to the system,
which uses one of the pre-defined matching functions over the full interaction time.
2. After the presentation of the results, the simuser inspects the 20 top-most documents.
For each of the 20 documents:
a) Relying on the the ground truth provided with the collection, the simuser
checks if an irrelevant document dirrelevant directly precedes a relevant docu-
ment drelevant, i.e., drelevant < dirrelevant.
b) If so, the simuser inverts the preference into drelevant > dirrelevant.
3. The simuser resubmits the new preferences to the system.
4. In case of a query incompatibility, the simuser cancels the interaction, and the last
valid weights are used. Otherwise, the simuser continues with 2. until the maximum
number of RF iterations is reached.
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Without doubt, there are more sophisticated interaction strategies. Nevertheless, the
motivation behind this simuser is to model an impatient and potentially lazy user in
order to assess the effectiveness of PrefCQQL in a sub-optimal146 setting. The value of
20 documents has been chosen accordingly because 20 reasonably-sized image thumb-
nails can be displayed simultaneously at common screen resolutions and remain recog-
nizable without additional scrolling at the same time. For an example, see Figure 9.5.
Section 8.5.5 discusses how many preferences are set in a typical usage scenario.
Although the PrefCQQL RF approach (see Section 5.4) allows finer grades of rele-
vance input, other strategies have not been tested. This is mainly due to the binary
ground truth of the collections Caltech 101/256, UCID, and Wang, which serve as the
basis of the simuser’s relevance decisions. Finer graded relevance feedback would only
be possible for the MSRA-MM and Pythia collections.
Furthermore, the feedback given by the simuser is not necessarily realistic because
the simuser is mostly providing perfect input, i.e., little or no erroneous input is given,
although such input would be observed in a real user study. This drawback could only
be compensated to a certain extent by using the ground truth of the Pythia collection
(see Section 8.3.4), which also contains potential erroneous user input regarding the
relevance assessments.
In principle, the experiments could be extended to feature different personas as pro-
vided with the Pythia collection (see Section 8.3.4). For the sake of comparability, the
experiments only use the Pythia average persona, i.e., a ground truth that represents
the average relevance judgements of all Pythia assessors, because all other collections
do not feature multiple ground truths.
For a discussion on the impact of different personas on the retrieval effectiveness, see
a reports on the results from the ImageCLEF campaign 2013 [Zellhöfer 2013].
Preference conflicts (see Section 5.4.7) cannot occur with this interaction strategy, be-
cause it is not possible to state cyclic preference graphs. Query incompatibilities remain
possible and are handled as described in Section 6.2.5.
To conclude, all other side conditions stated in Section 8.4.3 apply for the user simulation-
driven experiments.
A Short Note on the Reproducibility of the Results
In principle, the Nelder-Mead algorithm (see Section Section 5.4.5) limits the repro-
ducibility of the experiments described in this thesis. This is due to the reliance of the
algorithm on random numbers in order to solve the given optimization problem. As
a consequence, each run of the algorithm might find different solutions resulting in
different weights and thus result ranks.
All experiments are reproducible using the code provided with this dissertation (see
Appendix E) because fixed random seeds were used in conjunction to the random num-
ber generator qrand provided by Qt 4.7. The random number generator produces a
146That is, a potentially sub-optimal setting for the learning algorithm, which is nevertheless realistic be-
cause users typically avoid extensive input [Shneiderman & Plaisant 2005].
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roughly uniform distribution of random values as shown in Figure B.96 in Appendix
B.5.1.
The main termination parameters for the learning algorithm are kNMax = 10, 000,
a fault tolerance of 0.01, and 100 simplex starts (see Section 5.4.5). The simplex runs
are parallelized. The choice of the parameters was determined in pre-studies on the
basis of their generally good performance. As described in Section 5.4.5 and Listing
5.2 in particular, the learning algorithm uses the SumMin strategy. For further details
on the implementation used during the experiments, refer to the source code147 in the
supplement.
With regard to the user simulation, all user interactions and relevance decisions are
reproducible if the code accompanying this dissertation is used (see Appendix E).
8.5.2 Typical Relevance Feedback Performance – Main Experiment II
To start with, this section presents the retrieval effectiveness development during Pref-
CQQL-based relevance feedback iterations of various matching functions. All experi-
ments are based on the aforementioned “lazy” simulated user, who interacts only with
the top-20 documents and aborts the interaction with the system after a maximum of
five RF iterations.
The subsequent sections discuss special cases of relevance feedback. Section 8.5.3
presents the results of a simuser inspecting only the top-20 documents, but who is will-
ing to provide relevance feedback for up to 15 iterations using two exemplary matching
functions. Section 8.5.4 discusses the internal weight development of the weights learnt
by PrefCQQL’s weight learning algorithm in order to explore correlations between the
change of weights and other figures such as the retrieval effectiveness.
Experimental Results – Main Experiment II
The plots shown in this section follow the same pattern as used before; however, they
have been extended to feature multiple relevance feedback iterations. The experiment
uses the same matching functions as Section 8.4.3. Hence, the same categorization ap-
plies. The minimum and maximum matching function variants are omitted in this
experiment because they do not support weights as required by PrefCQQL.
The RF iterations are denoted as follows. For instance, “It. 0” indicates the 0th RF
iteration (no relevance feedback has been given), i.e., the incrementing index after “It.”
shows the RF iteration. To give another example, “It. 2” means that the simuser has
initially retrieved a rank of documents and has provided relevance feedback twice. In
other words, the simuser has both modified the preference graph and submitted it to
the learning algorithm twice.
Initially (at RF iteration 0), all θi = 1 (the unweighted case, see Section 4.3). Later, the
learning algorithm alters the values of the weighting variables θi. As said before, the
impact of the learning algorithm on the weight values is discussed separately in Section
8.5.4.
147See namespace dbis::weightlearning, and dbis::weightlearning::CQQLWeightLearning in particular.
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Because of the high number of RF iterations andmatching functions, this section only
describes some characteristic results. Further results are available in Appendix B.2 and,
also in numerical form, in the supplement to this thesis (see Appendix E).
To give a rough idea, Figures 8.17 and 8.18 illustrate the retrieval effectiveness de-
velopment during the first two RF iterations for some typical matching functions. The
weighted arithmeticmean148 as theweighted counter-part of the arithmeticmean, which
has been shown to be a feasible fusion function (see Table 8.16), serves as a baseline to
assess the effectiveness of the other matching functions.
To illustrate one possible outcome of five RF iterations, Figures 8.19 and 8.20 compare
the conjunction (best features variant) with the Eidenberger conjunction (variant 1). For
the sake of comparability, the figures also include the baselines.
Appendix B.2 contains stacked bar charts for the other matching functions of which
some will be addressed in the subsequent discussion of the experimental results.
148Please note that RF iteration 0 of the weighted arithmetic mean corresponds to the unweighted arith-
metic mean because all θi are set equal.
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Figure 8.17: RF performance comparison of characteristic matching functions, part 1
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Figure 8.18: RF performance comparison of characteristic matching functions, part 2
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Figure 8.19: Performance comparison of RF-enabled representation combinations and
standard aggregations, part 1
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Figure 8.20: Performance comparison of RF-enabled representation combinations and
standard aggregations, part 2
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Discussion – Main Experiment II
The graphs clearly show that the retrieval effectiveness of the baseline matching func-
tion, the weighted arithmetic mean, gradually increases during the relevance feedback
iterations (see Figures 8.17 and 8.18; 1-3). The second best matching function from Sec-
tion 8.4.3, the conjunction (best features variant), behaves similarly, although it reaches
a higher effectiveness than the weighted arithmetic mean (see Figures 8.17 and 8.18;
4-6) from RF iteration 1 onward.
Albeit the Eidenberger conjunction (7-9) also features conjunctive characteristics, its
effectiveness does not increase during the RF iterations as the effectiveness of the con-
junction. Instead, its performance falls during the RF iterations for all examined col-
lections but Caltech 101. Here, the effectiveness climbs at the first RF iteration and
decreases immediately afterwards.
The disjunctive matching functions, i.e., the Eidenberger disjunction (10-12) and the
best features disjunction (13-15), follow a similar pattern. At the first RF iteration, the
effectiveness significantly raises and falls directly thereafter.
The two last matching functions, i.e., Q10 (16-18) and the semantic group conjunction
(19-21), act rather unpredictably over all collections. Both matching functions feature
conjunctions and disjunctions, while Q10 also relies on a small amount of representa-
tions (five in total). Although the use of Q10 might lead to a relatively small increase of
the retrieval effectiveness during RF, e.g., for the Caltech collections, there is a trend of
decreasing effectiveness. As the results from the UCID collection illustrate (see Figure
8.18; 16-18), this trend can become very significant. Roughly speaking, the semantic
group conjunction shows an RF performance pattern, which is similar to Q10 and man-
ifests in increases as well as decreases of the performance during RF.
These discussed trends are characteristic for all matching functions over all collec-
tions as Figure 8.21 summarizes. To facilitate the direct comparison of the characteristic
performance development patterns of the different matching functions, each point in-
dicating the effectiveness of one matching function at a given RF iteration is connected
with a line.
Figure 8.21 in particular illustrates that the weighted arithmetic mean and the con-
junction have the same performance development pattern over all collections. That is,
the performance plot follows an ascending slope, which is steeper in the case of the
conjunction (see Figure 8.21; 4-6). This means that the conjunction adjusts faster to the
user’s IN during RF in comparison to the weighted arithmetic mean, which surpasses
the conjunction in terms of effectiveness when no RF is used. This fast reaction on
RF was postulated in Section 5.4.4 and demanded in User Story 1; it can obviously be
guaranteed with PrefCQQL.
Figures 8.19 and 8.20 show that the aforementioned trends are also present when five
RF iterations with two exemplary matching functions, the conjunction (best features)
and the Eidenberger conjunction (variant 1), are examined. For the sake of comparabil-
ity, the graphs also contain the baselines.
Further plots compare the performance development during RF for up to five RF it-
erations of various matching functions against the best performing matching function
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for RF: the conjunction (best features) (see Appendix B.2). For instance, Figures B.2 and
B.3 show that the decrease of retrieval effectiveness of the disjunction further continues
after RF iteration 2. Moreover, the figures juxtapose the effectiveness of the conjunc-
tion/disjunction during RF and the standard aggregations introduced in Section 8.4.3.
In a similar manner, Figures B.6 and B.7 compare the retrieval effectiveness decrease
during RF of the Q10 matching function and the disjunction variants.
Figures B.8 and B.9 show similar results to the ones displayed in Figure 8.21 for the
remaining Eidenberger matching functions. Comparable effects can be observed for the
semantic group conjunction variants in Figures B.10 and B.11.
Table 8.18: Matching functions characteristics during relevance feedback
Matching Function
Number of
Representations
Effectiveness
stability RF It. 0
Conjunctive Disjunctive
Consistent
RF Perform.
Arithmetic mean ➚ ✓ ✓
Arithmetic mean, best
features
➚ ✓ ✓
Q10 ➘
Conjunction ➚ ✓ ✓
Conjunction, best ft. ➚ ✓ ✓ ✓
Eidenberger conjunc-
tion, var. 1
➘ ✓
Eidenberger conjunc-
tion, var. 2
➘ ✓ ✓
Semantic group con-
junction
➚ ✓ ✓
Semantic group con-
junction, best ft.
➚ ✓
Disjunction ➚ ✓ ✓
Disjunction, best ft. ➚ ✓ ✓ ✓
Eidenberger disjunc-
tion, var. 1
➘ ✓ ✓
Eidenberger disjunc-
tion, var. 2
➘ ✓ ✓
➚: large number of representations; ➘: small number of representations
Consistency of the Relevance Feedback Performance Figure 8.21 and the discus-
sion above showed that a matching function’s performance during RF is not necessarily
consistent over all collections. In other words, in the extreme case the same matching
function might increase its effectiveness during RF with one collection and decrease
it when used with another collection. To give an example, Q10 improves the result
quality during RF when used with the Caltech 101 collection, but dramatically loses
effectiveness when used with UCID (see Figure 8.21; 16-18). In any case, a consistent
performance of a matching function during RF is desirable because it affects the sys-
tem’s conformity with user expectations during the interaction with a MIR system (see
Section 9.3), required by User Story 2.
This part of the discussion of main experiment II examines some variables that might
have an impact on the consistency of the RF performance: the number of representations
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used in a matching function, the dominant logic characteristics of a matching function
in accordance with Table 8.16, and the effectiveness stability (see Definition 8.9) of a
matching function. Table 8.18 lists these characteristics for the investigated matching
functions and states whether a matching function can be considered consistent in terms
of its RF performance over all collections. Please note that RF performance consistency
does not mean an actual increase of retrieval effectiveness during RF. Instead, it is a
measure of the predictability of a matching function’s effectiveness development dur-
ing RF. In the best case, this development is positive, i.e., the effectiveness gradually
increases. For instance, the conjunction (see Figure 8.21; 4-6) is an example for a gener-
ally positive development.
Table 8.18 reveals a correlation between the effectiveness stability and the RF per-
formance consistency. However, this correlation must not be mistaken with causality
as a closer examination relying on conditional probability theory (see Appendix A.2.2)
shows:
P(‘consistent RF performance′|‘stability′) = 0.5
That is, the probability of obtaining a consistent RF performance, given that the function
is effectiveness-stable, is 50% based on the observations made in main experiment II.
A higher correlation can be observed between a high number of representations (➚)
and the consistency of the RF performance. Moreover, there is evidence for a slight
causal relation between the number of representations in a matching function and its
RF consistency:
P(‘consistent RF performance′|‘➚′) = 0.63
As before, this only means that the performance of the matching function is predictable;
it does not indicate whether it is also effective.
The hypothesis that the dominant logical characteristic (i.e., whether it is conjunctive
or disjunctive) has an impact on the RF performance consistency suggests itself.
P(‘consistent RF performance′|‘conjunctive′) = 0.5 (8.13a)
P(‘consistent RF performance′|‘disjunctive′) = 0.25 (8.13b)
P(‘consistent RF performance′|‘other′) = 0.66 (8.13c)
Unfortunately, this hypothesis cannot be justified for the logical characteristics of a
matching function. Although there is evidence that the dominance of disjunctive char-
acteristics in a matching function most likely will not lead to a consistent RF perfor-
mance, the probability of achieving RF consistency with a conjunctive matching func-
tion is also only 50%. If no clear predominance is present in the matching function
(“other”), there is evidence that such matching functions might cause a consistent RF
performance. However, the data suggests that the logical characteristics of a matching
function has an impact on its retrieval effectiveness (see below).
If one examines the conditional probabilities of obtaining a consistent RF perfor-
mance considering a high number of representations and the logical characteristics of
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the matching function at once, the results become clearer.
P(‘consistent RF performance′|➚∩ ‘conjunctive′) = 0.5 (8.14a)
P(‘consistent RF performance′|➚∩ ‘disjunctive′) = 0.5 (8.14b)
P(‘consistent RF performance′|➚∩ ‘other′) = 1.00 (8.14c)
These results suggest that no dominant logical characteristic will cause a consistent
RF performance. Alas, the experiments are strongly biased towards these matching
functions. There are only three matching functions of this class, i.e., the two weighted
arithmetic mean variants and Q10, of which the weighted arithmetic mean variants
both feature a high number of representations and have been shown to be effective
over all collections. Hence, these results and the previous ones in Equation (8.13) are of
limited explanatory power.
This restriction has to be made for all of the aforementioned assertions. Because of
the limited size of the observations, the conclusions drawn from the data cannot be
considered statistically significant in a strict sense. However, they give evidence for
first trends that have to be validated in future research.
Retrieval Effectiveness of the Best Performing Matching Functions Figure 8.21
illustrates that the weighted arithmetic mean and the conjunction (both in their best
features variant) surpass all other matching functions in terms of retrieval effective-
ness during RF. As discussed before, the conjunction becomes more effective than the
weighted arithmetic mean from the first RF iteration onward.
In analogy to the significance tests between the arithmetic mean’s and the conjunc-
tion’s nDCG values described in Section 8.4.3, this part of the dissertation examines
whether the effectiveness differences between the RF iterations of various matching
function differ significantly. In addition, it discusses if the retrieval effectiveness be-
tween the two best matching functions differs at each RF iteration.
Table 8.19 lists the results of the Wilcoxon signed-rank test for the nDCG@20 met-
ric between two RF iterations for three exemplary matching functions per collection.
The objective of this analysis is to reveal whether the retrieval effectiveness changes
significantly between two RF iterations. Again, this does not imply an increase of the
effectiveness. The table shows clearly that the examined matching functions yield a
change in the retrieval effectiveness when RF is given for the first time (RF It. 0→ It. 1)
for all collections but Wang. A similar observation was made in Section 8.4.3 and is also
most likely due to the good effectiveness values obtained with the Wang collection al-
ready without RF or fusion-based matching functions (see Section 8.4.2). Furthermore,
in combination with the effectiveness measures presented above in Figure 8.21, these
figures show that the matching functions adapt fast to the user’s input preferences,
which was requested by User Story 1.
The situation changes between the first and the second RF iteration when the same
RF strategy is continuously pursued by the user simulation. In this case, the differences
become insignificant for the disjunction with the Pythia and for all matching functions
with the UCID collection. The same effect occurs at the transition between the second
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Table 8.19: Wilcoxon signed-rank test p-values of differences between RF iterations’
nDCG@20 of various matching functions
Collection Matching Function RF It. 0→ It. 1 RF It. 1→ It. 2 RF It. 2→ It. 3
Caltech 101
Conjunction, best features < 0.0001 < 0.0001 < 0.0001
Arithmetic mean, best features < 0.0001 < 0.0001 < 0.0001
Disjunction, best features < 0.0001 < 0.0001 0.0003
Caltech 256
Conjunction, best features < 0.0001 < 0.0001 < 0.0001
Arithmetic mean, best features < 0.0001 < 0.0001 < 0.0001
Disjunction, best features < 0.0001 < 0.0001 < 0.0001
MSRA-MM
Conjunction, best features < 0.0001 < 0.0001 < 0.0001
Arithmetic mean, best features < 0.0001 0.0001 < 0.0001
Disjunction, best features < 0.0001 < 0.0001 0.0041
Pythia
Conjunction, best features < 0.0001 < 0.0001 < 0.0001
Arithmetic mean, best features < 0.0001 < 0.0001 < 0.0001
Disjunction, best features < 0.0001 0.0965 < 0.0001
UCID
Conjunction, best features < 0.0001 0.0450 0.0020
Arithmetic mean, best features < 0.0001 0.0637 0.1003
Disjunction, best features < 0.0001 0.0338 0.3615
Wang
Conjunction, best features 0.0020 0.0078 0.0039
Arithmetic mean, best features 0.0098 0.0039 0.0039
Disjunction, best features 0.0195 0.5566 0.3594
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
Insignificant differences are shaded.
and third RF iteration. The significant difference between the effectiveness of RF itera-
tion 2 and 3 of the disjunction with the Pythia collection is also visible as a decrease in
Figure B.5 (7-8). For MSRA-MM, the disjunction’s effectiveness stagnates between the
second and third RF iteration.
The results provide sufficient evidence that the PrefCQQL approach is effective when
used with the described user simulation. However, its utility can be lowered during
proceeding RF iterations. This effect is most likely due to the tactic used by the user
simulation that only inspects the first 20 documents and inverts preferences when ap-
propriate (see Section 8.5.1). In case a fair amount of relevant document is already
present in the top-20 documents retrieved in RF iteration 1, the user simulation adds
only few or no preferences that alter the weights of the matching function insufficiently
in order to retrieve a rank with a significantly different nDCG@20 value. Interestingly,
this effects seems to occur more likely with matching functions that are little effective
such as the disjunction.
Table 8.20 compares the retrieval effectiveness values expressed by the nDCG@20
metric of the conjunction and the weighted arithmetic mean between the same RF it-
eration. The objective of this analysis is to unveil if the retrieval effectiveness differs
significantly between these two matching functions at a given RF iteration. That is,
whether it matters which of the two best matching functions is used during RF.
The table clearly shows that the differences are significant, with the exception of the
first RF iteration for the Caltech 101 collection. Again, the differences with Wang are
insignificant, which is not surprising given the arguments presented before. Despite
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Table 8.20: Wilcoxon signed-rank test p-values of the differences between the RF itera-
tions’ nDCG@20 values for the weighted arithmetic mean and the conjunc-
tion (best features variants)
Arithmetic
mean; It. 0
Arithmetic
mean; It. 1
Arithmetic
mean; It. 2
Arithmetic
mean; It. 3
Caltech 101
Conjunction; It. 0 < 0.0001
Conjunction; It. 1 0.0003
Conjunction; It. 2 < 0.0001
Conjunction; It. 3 < 0.0001
Caltech 256
Conjunction; It. 0 < 0.0001
Conjunction; It. 1 < 0.0001
Conjunction; It. 2 < 0.0001
Conjunction; It. 3 < 0.0001
MSRA-MM
Conjunction; It. 0 < 0.0001
Conjunction; It. 1 < 0.0001
Conjunction; It. 2 < 0.0001
Conjunction; It. 3 < 0.0001
Pythia
Conjunction; It. 0 < 0.0001
Conjunction; It. 1 < 0.0001
Conjunction; It. 2 < 0.0001
Conjunction; It. 3 < 0.0001
UCID
Conjunction; It. 0 < 0.0001
Conjunction; It. 1 < 0.0001
Conjunction; It. 2 < 0.0001
Conjunction; It. 3 < 0.0001
Wang
Conjunction; It. 0 0.0039
Conjunction; It. 1 0.0039
Conjunction; It. 2 0.0039
Conjunction; It. 3 0.0078
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
Insignificant differences are shaded.
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the exception with Caltech 101, Table 8.20 (in conjunction with the analyses presented
before, e.g., in Figure 8.21) provides evidence that the conjunction is superior to the
weighted arithmetic mean in terms of retrieval effectiveness during RF and that the
conjunction yields different results from the arithmetic mean.
Conclusion As said before, the conjunction (best features variant) has been shown to
be the most effective of the examined matching functions. This includes its consistent
RF performance over all collections. It is followed by the weighted arithmetic mean
(best features variant), which is the most effective matching function of those listed in
Section 8.4.3 and shows a similar RF effectiveness pattern, although at a lower level.
The outcome of the experiments suggests that the consistency of the RF performance
does not depend on the number of representations or the prevalent logical character-
istic of the matching function. However, there is evidence showing that the retrieval
effectiveness during RF depends on the logical structure of the matching function and
the number of used representations to model the user’s IN. This is in accordance with
the hypothesis of the principle of polyrepresentation (see Section 3.2), which suggests
that the most relevant documents will be located in the cognitive overlap – the inter-
section of different result sets formed by different representations. This intersection
corresponds to the conjunction of all conditions which model the probability of rele-
vance of each representation in CQQL.
In contrast, disjunctions degrade the retrieval effectiveness during RF. In general,
disjunctive matching functions improve their effectiveness in the first RF iteration but
fall off in quality directly thereafter. Notwithstanding, these matching functions never
reach the same level of effectiveness as their conjunctive counter-parts at RF iteration 1.
This phenomenon is clearly shown in Figures B.6, B.7, B.8 or B.9. This observation was
also made in Section 8.4.3 in the absence of RF. Hence, the conclusion of Section 8.4.3
that conjunctive matching functions are in general more effective than their disjunctive
counterpart can be reinforced.
The discussion on disjunctive matching function makes clear that PrefCQQL-based
RF does not guarantee an increase of effectiveness. Similar effects become visible with
the Q10 and semantic group conjunction matching functions, which both feature dis-
junctive characteristics. This provides further evidence that the presence of disjunctions
in a matching function forms an obstacle for a positive effectiveness development dur-
ing RF – a phenomenon also observable in the absence of RF (see Table 8.16).
However, conjunctive matching functions are also not free from problems. Figures
8.19 and 8.20 juxtapose the conjunction (best features variant) and the Eidenberger con-
junction (variant 1). The figures clearly show a decrease of retrieval effectiveness for
the Eidenberger conjunction, which features only four representations in comparison
to the conjunction with twelve representations. This development is surprising be-
cause the Eidenberger conjunction has been proven to be relatively effective before (see
Table 8.16) and is expressed with the help of conjunctions (see Matching Function 5).
Nevertheless, its retrieval effectiveness degrades during RF. This phenomenon is an in-
dication of an underfitting of the IN in conjunction with the learning algorithm used by
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PrefCQQL. Given that only four weights are available to satisfy the simuser-specified
preferences, the learning algorithm has not enough parameters to capture the trend or
“idea” of the existent IN and can only return a rough or oversimplified weight model
resulting in an actual effectiveness decrease. Underfitting is also a reasonable expla-
nation for Q10 suffering from the same issues, although it offers one more adjustable
weighting variable (see Matching Function 9).
Interestingly, the Eidenberger disjunction variants do not suffer from comparable un-
derfitting issues in the same way the Eidenberger conjunctions do.
Furthermore, the data suggests that disjunctions are relatively robust regarding un-
derfitting although they show the typical “disjunctive effect” – a decrease of retrieval
effectiveness after the first RF iteration. This effect is also characteristic to other dis-
junctions that feature more representations (see Figure 8.21; 10-12 vs. 13-15). In fact,
the disjunctions perform almost similarly, although there is a slight indication that a
high number of representations also leads to a higher effectiveness at RF iteration 1.
Given that the disjunctive effect is also present in the Eidenberger disjunctions, which
feature only up to four representations (see Matching Functions 7 and 8), and that the
effect occurs relatively consistent over all collections, there is no clear evidence that the
effect can be explained as being caused by overfitting in case of the disjunction based on
twelve representations. Instead, there is evidence that the behavior and effectiveness
development are due to the disjunctive characteristics of matching functions.
This claim is supported by the examination of the semantic group conjunctions (see
Matching Functions 10f.), which feature both a high number of weighting variables and
representations as well as conjunctions and disjunctions. Figures B.10 and B.11 show a
relatively unstable RF effectiveness development consisting of increases and decreases.
As an exception, the performance of the semantic group conjunction (best features vari-
ant) constantly decreases until it starts to increase at the fifth RF iteration. We attribute
this unsteady effectiveness to gradually emerging overfitting effects, which lower the
robustness of the matching function. In other words, the learning algorithm is adapt-
ing towards “noise”, which is not needed to model the current IN, and therefore cannot
provide a good prediction of the gradually developing IN and adjust the weighting
variables’ values accordingly. Comparable effects cannot be observed with the disjunc-
tive matching functions that suffer from the disjunctive effect but are relatively robust.
To sum up, the conjunction (best features variant) and the weighted arithmetic mean
(best features variant) do not tend to overfit, i.e., they can be considered robust – at
least for five RF iterations. As Figures 8.19 and 8.20 illustrate, the retrieval effective-
ness of the conjunction gradually increases for the first five RF iterations. Whether this
trend continues, the effectiveness stagnates, or overfitting effects occur after an intense
training, i.e., a high number of RF iterations, is discussed in Section 8.5.3.
8.5.3 Long-Enduring Relevance Feedback Performance
Although there is no evidence in the literature that users are willing to give extensive
relevance feedback, the closer examination of such – theoretically possible – extreme
cases is compelling. The observation of the RF performance development over long-
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enduring RF cycles allows insight into the sensitivity of PrefCQQL’s learning algorithm
to overfitting. This investigation is particularly interesting because bothmatching func-
tions examined in this section, the conjunction and disjunction (best features variants),
have been shown to be consistent in terms of their RF performance. To conclude their
effectiveness discussion, this section examines if the aforementioned matching func-
tions are subject to overfitting in case of 15 RF iterations when used with the exemplary
Pythia collection.
Experimental Results
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Figure 8.22: Effects of long-enduring relevance feedback
Discussion
Figure 8.22 clearly shows that the characteristic RF effectiveness development patterns
that have been discussed before start to fade from the fifth RF iteration onward. At this
stage, the retrieval effectiveness of both matching functions stabilizes, i.e., it neither
improves nor decreases significantly.
This assertion is confirmed – at least for the conjunction – by Table 8.21, which lists
the results of the Wilcoxon signed-rank test of the obtained nDCG@20 values between
the subsequent RF iterations of both matching functions. From the fifth RF iteration
onward, the effectiveness of the conjunction does not change significantly when the RF
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tactic of the described user simulation is used (see Section 8.5.1). This effect is consistent
with the explanation given in the discussion part of Section 8.5.2.
Although the retrieval effectiveness of the disjunction also tends to stabilize, Table
8.21 shows that it subject to statistically significant change. From the ninth RF iteration
onward, no significant change of the nDCG@20 values can be observed. This phe-
nomenon gives further evidence that the decrease of the retrieval effectiveness might
not be due to overfitting. Instead, it is most likely due to the disjunction itself which
supports the claim made in the last section.
Since the effectiveness of the conjunction does not decrease, even at extreme cases
such as 15 RF iterations, there is also no evidence for overfitting problems with this
matching function. As a consequence, PrefCQQL can be considered robust with regard
to the examined user simulation and matching functions. On the other hand, the learn-
ing algorithm of PrefCQQL tends to stabilize when no more informative preferences
are input.
Table 8.21: Wilcoxon signed-rank test p-value results between long-enduring RF itera-
tions based on their nDCG@20 values
RF Iteration Conjunction Disjunction
It. 0→ It. 1 < 0.0001 < 0.0001
It. 1→ It. 2 < 0.0001 0.0965
It. 2→ It. 3 < 0.0001 < 0.0001
It. 3→ It. 4 < 0.0001 0.0375
It. 4→ It. 5 0.0339 0.0023
It. 5→ It. 6 0.7700 < 0.0001
It. 6→ It. 7 0.8983 0.0010
It. 7→ It. 8 0.6084 < 0.0001
It. 8→ It. 9 0.0291 0.0007
It. 9→ It. 10 0.6876 0.0090
It. 10→ It. 11 0.1089 0.0010
It. 11→ It. 12 0.4083 0.0883
It. 12→ It. 13 0.0965 0.1185
It. 13→ It. 14 0.8646 0.0131
It. 14→ It. 15 0.9470 0.3972
Computed by SAS 9.3 (PROC UNIVARIATE) [SAS Publishing 2011]
Insignificant differences are shaded.
8.5.4 Development of the Weighting Variables
The last sections addressed the retrieval effectiveness of the PrefCQQL approach in
a typical QBE setting. This section focusses on a particular detail of PrefCQQL: the
development of the weight values during RF, i.e., how the change of the weight values
caused by PrefCQQL’s learning algorithm correlates with the change of the retrieval
effectiveness. The objective of this section is to reveal whether statistics of the weight
values can be used to draw conclusions about the system’s or user’s current state in
order to assist during the IIR process as suggested by Ingwersen [1996].
As said before, each matching function contains a number of weighting variables
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towards the values converge. For an example, see Figure B.18 (right).
Interestingly, as Figure 8.24 illustrates, the statistical dispersion of the averagedweight
values varies differently per matching function. Unfortunately, this effect can neither
be attributed to the logical structure of the matching function nor its number of used
representations on the basis of the available data.
To conclude, the inequality of the weight values within ωr is investigated in order
to find out if all weighting variables (and therefore representations) contribute equally
to the calculation of a document’s probability of relevance. One common coefficient
to measure the inequality of values in a distribution is the Gini coefficient [Gini 1997]. It
was originally proposed to measure the income inequality in different countries but can
also be used to determine the inequality of the weight value (the “income”) distribution
amongst the weighting variables. The Gini coefficient yields 0 if the “income” is equally
distributed and 1 if only one entity (or weighting variable in our case) perceives all the
“income” available in the system, i.e., maximum inequality. Table 8.22 illustrates that
the weight values are relatively equally distributed amongst the weighting variables.
That is, many weighting variables obtain a weight value of similar magnitude.
Weighting Scheme Distances and Inequality of the Learned Weight Values
In order to evaluate the effectiveness of PrefCQQL’s learning algorithm, this part of the
dissertation discusses the distance between two weighting scheme vectors ωr and ωr′ ,
which are derived from a set of user preferences during two subsequent RF iterations r
and r′. This evaluation is motivated by the hypothesis that the learning algorithm has
an enduring strong impact on the weighting scheme, i.e., each learning step changes
the weight values significantly.
At first sight, one way to calculate the difference between two weighting schemes is
the Kullback-Leibler divergence [Kullback & Leibler 1951] that determines the differ-
ence between two probability distributions. Unfortunately, ωr itself is not a probability
distribution and cannot be interpreted as such because the weight values in CQQL do
not necessarily sum up to 1 (see Section 4.3). Furthermore, the Kullback-Leibler diver-
gence would require all weight values to be greater than 0149, which cannot be guaran-
teed in general, although this requirement is satisfied by the presented experiments.
As a consequence, the class of Minkowski distances (see Section 2.3.2) is a viable
means to calculate the difference between two weighting scheme vectors. The Man-
hattan distance (see Definition 2.24, p = 1) is particularly feasible because we are only
interested in the “way” between ωr and ωr′ . That is, “situations where for example a
difference of 1 in the first variable, and of 3 in the second variable is the same as a dif-
ference of 2 in the first variable and of 2 in the second” [Kaufman & Rousseeuw 2009,
p. 12].
As mentioned above, another interesting research question regarding PrefCQQL is
to reveal whether there is a relation between the distance of the weighting schemes be-
tween two subsequent RF iterations, their Gini coefficient and the resulting retrieval
149Otherwise a division by zero would occur.
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tance values. This is due to the aforementioned hypothesis, which assumes that the
weighting scheme distance between two RF iterations correlates with effectiveness.
Furthermore, Figure 8.25 displays the Gini coefficient of ωr at RF iteration r that sta-
bilizes throughout the RF iterations. This effect is based on the assumption that the
inequality of the weight values correlates with the weighting scheme distance. Hence,
the Gini coefficient is supposed to stabilize (expressing that an optimal distribution is
approached), while the distance changes in smaller steps.
The complete plots for all examined matching functions and collections are available
in Appendix B.3.2. Unfortunately, these plots do not justify the presented hypothesis.
For instance, while Figure B.18 is in full accordance with the made assumptions, Figure
B.33 falsifies the hypothesis because of the varying weighting scheme distances that
have no significant effect on the Gini coefficient.
For the sake of brevity, we have omitted here a discussion of all 142 plots presented
in Appendix B.3.2. Instead, the next section focusses on an analysis of the correlation
between the Gini coefficient, the weight distance, and the retrieval effectiveness exem-
plarily represented by the nDCG@10 metric.
Correlation of Weighting Scheme Distances and Retrieval Effectiveness
Figure 8.26 shows three scatter plots that display the correlation of different statistics
aggregated over all examined collections. Separate scatter plots per collection are avail-
able in Appendix B.3.3. The upper left plot shows the correlation of the Gini coefficient
and nDCG@10, while the upper right contrasts the Gini coefficient with the weighting
scheme distance (denoted as Manhattan weight distance). The bottom plot illustrates
the correlation of the weighting scheme distance and the retrieval effectiveness, which
is expressed using nDCG@10. In addition, all plots contain the corresponding fitted
linear model of the data that is drawn with a dashed line151.
Furthermore, the bottom line of each plot displays the value of the Pearson product-
moment correlation coefficient [Mendenhall et al. 1999, Sec. 12.8]152. The Pearson product-
moment correlation coefficient lies in the interval [−1; 1] and is a common measure
of the linear correlation between the two variables given at the x- and y-axis of each
respective plot. A value of 1 indicates total positive correlation of the two variables, -1
shows total negative correlation, and 0 means that there is no correlation.
In the following, the scatter plots are discussed in clockwise order starting from the
upper left plot. The first scatter plot displays a tiny negative correlation between the
Gini coefficient and nDCG@10. Given the small value of the Pearson product-moment
correlation coefficient of - 0.0667, it is not appropriate to acknowledge a resilient corre-
lation between these variables. That is, it is not reasonable to assume that a change of
the weight value distribution amongst the weighting variables will result in a change
of the retrieval effectiveness during RF. Interestingly, the correlation coefficient’s value
is mainly due to the observed correlation with the Pythia and Wang collections as the
151The linear fitted model is calculated with R 2.15 standard settings [R Core Team 2012].
152The correlation coefficient is computed by the implementation provided by R 2.15 [R Core Team 2012].
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other collections indicate a correlation ranging from slightly to considerably positive
(see Figures B.90 and B.91).
A similar statement to the one regarding the first scatter plot can be made for the
second that indicates an comparably small but positive correlation between the Gini
coefficient and the weighting scheme distance. Unlike the correlation between the Gini
coefficient and nDCG@10, the separated examination of the correlation between the
Gini coefficient and the weighting scheme distance per collection does not yield further
insights as Figures B.92 and B.93 illustrate.
Although the last scatter plot does not show a correlation between the weighting
scheme distance and the retrieval effectiveness, it is interesting because it brings out
four more or less distinct clusters that are present in the experimental data. It is note-
worthy that cluster I. is sparsely populated, i.e., there a few matching functions that
feature both a large distance between the weighting schemes between two RF iterations
and a high effectiveness. The second cluster contains the observations with a relatively
strong change of the weight values but with a relatively low effectiveness. Cluster III.
contains all observations with a small change of the weighting schemes and are rel-
atively weak retrieval performance. This cluster is densely populated indicating that
many RF iterations result into a small change of the weight values learnt by PrefCQQL’s
weight learning algorithm on the basis of the preferences input by the simulated user.
The fourth cluster, which is slightly more populated than the second, contains all ob-
servations that are relatively effective regarding the retrieval of relevant documents but
that also show a small change in the learned weight values.
The finding that there are a lot of observations with a low effectiveness is not sur-
prising as a high number of matching functions with low effectiveness has been pre-
sented in Section 8.5.2. Really interesting is the fact that most observations have a small
weighting scheme distance and a varying degree of effectiveness as Figure 8.26 (bot-
tom) clearly illustrates. In other words, the utilized user simulation’s preference input
(or RF) yields small changes of the weight values that might result in an increase of
the retrieval effectiveness. The discussion in Section 8.5.2 showed that the retrieval
effectiveness of a matching function mainly depends on its logical structure and the
number of used representations. This disproves the hypothesis made in the last part of
this section, which states that PrefCQQL’s learning algorithm will have a strong impact
on the weighting scheme’s values (see Page 275). Instead, the data shows that even
slight modifications of the weight values have an impact on the change of the retrieval
effectiveness during RF. Moreover, the data clearly illustrates that the most dramatic
adaption of the weighting scheme towards the user’s needs happens between RF iter-
ation 0 and 1 (see Appendix B.3.2). Unfortunately, the question whether statistics of
the weight values might be used to conclude the state of the retrieval process, posed at
the beginning of Section 8.5.4, has to be answered negatively. From a statistical point
of view, there is no evidence of a resilient correlation between the Gini coefficient, the
weighting scheme distance, or the retrieval effectiveness.
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weights (see Section 8.5.1) whenever a query incompatibility is detected, the explana-
tion for the stagnation of the retrieval effectiveness during long-enduring RF has to be
extended. Apparently, the high percentage of query incompatibilities has an impact on
the observed retrieval effectiveness as well.
Moreover, there is evidence suggesting that matching functions with few weighting
variables are subject to a quick increase of the query incompatibility percentage as the
Eidenberger variants or Q10 clearly illustrate. As before, this effect can be attributed
to an underfitting problem because the small amount of weighting variables offer in-
sufficient means for PrefCQQL’s learning algorithm to find a utility function for the
specified preferences.
Consequently, this argument also explains the relatively small percentage of query
incompatibilities for the semantic group variants. These matching functions feature the
highest amount of weighting variables and therefore provide enough freedom for the
learning algorithm to satisfy the given set of preferences.
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Chapter 7 motivated the division of the evaluation presented in this dissertation into
the examination of retrieval effectiveness and usability. Following a thorough discus-
sion on the retrieval effectiveness of the CQQL approach in MIR, this chapter focusses
on the usability of the Pythia MIR system and its user experience.
Because of the complexity and cost of a full-featured user study, only a cutout of all
possible usability issues of a limited group of users and work tasks are investigated.
Furthermore, not all possible GUI variants or interaction designs could be tested. Thus,
the results presented in this chapter must be seen as an initial user study. However,
this does not mean that the outcome of the study is meaningless. On the contrary, the
results show quantitatively and qualitatively founded trends regarding the usability
of the Pythia MIR system and provide resilient insights into its user experience. The
validity and resilience of the user study is covered separately in Section 9.3.1.
From a conceptual point of view, the studies discussed in this chapter complement
the feedback obtained from the user workshops presented in Section 6.1 as part of the
user-centered design process of the Pythia MIR system. In addition to the more or less
formal reviews conducted throughout its development phase, Section 9.3 presents a
formal, quantitative examination of the system’s usability based on the ISO 9241/110
norms.
In order to gain subjective and qualitative insights into the user experience and pref-
erences between the MIR system’s tools and mechanisms presented in Chapter 6, an
additional questionnaire is used, which is discussed in Section 9.4. The utilization of
qualitative methods is highly advocated by experts in the field of usability as well as
in social sciences. For instance, Cooper et al. [2007] highlight two main advantages of
qualitative over quantitative research: the sensitivity towards nuances of user behavior
and the high complexity of (hidden) variables that hinder the utilization of quantitative
methods in order to examine human behavior.
To supplement the results obtained from the qualitative study, Section 9.5 examines
screen recordings of five randomly chosen subjects to learn about specific usability
problems.
The assessment of the user experience of the Pythia MIR system is based on the judg-
ments of a group of 59 test persons whose demographics and basic behavioral variables
are presented in Section 9.2. This groupwas confrontedwith a common simulatedwork
task that had to be solved with three GUI variants based on the same MIR system. This
work task forms the basis for both the quantitative and the qualitative parts of the user
study. The complete experimental setup is described in the next section.
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9.1 Experimental Setup
All described experiments were conducted on Apple MacPro workstations (version
4,1) with 2 Quad-Core Intel Xeon CPUs with 2.26 GHz and 8 GB RAM running Mac
OS X 10.6.8 (German localized version) on the internal hard disk. Each computer was
equipped with the same mouse and keyboard model, the desktop design was identical,
and all subjects had access to the same file system hierarchy and contents. The com-
puters shared the same screen setup, i.e., a 30" Apple Cinema HD display running a
resolution of 2560×1600 pixels. Each test person had access to a separated computer
located in a university laboratory.
Before the actual test was started, all subjects were given a short written and illus-
trated tutorial (see Appendix E) that motivated the study and gave a quick overview
about the central GUI components as well as Mac OS X specific specialities (such as
the position of window resizement handles etc.). The introduction was available to the
participants throughout the whole study.
In order to assess the usability of the system, the test persons had to solve the fol-
lowing simulated work task with three GUI variants, which are presented in the next
subsections. The full instructions given to the subjects can be found in Appendix C.3.2.
Figure 9.1: Initial QBE document of the usability test
Simulated work task Imagine you have been searching similar images to the one shown
above [Figure 9.1]. You did expect to retrieve more images that resemble the sample images
given below [Figure 9.2]. To start with, the first query image has been pre-defined.
• Your objective is to get as many photographs of Alpine mountain landscapes amongst
the first 20-30 results as possible.
• Photographs depicting persons should be avoided.
• The desired images focus on the landscape. Potentially visible buildings should only
be a part of the motif but are not its central point.
• Mountain or landscape photographs that are not taken in Europe or the Alps are not
relevant.
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Figure 9.2: Sample target images of the usability test
To limit the impact of tiring and learning effects on the evaluation, the order of the
confrontation with the GUI variants was permutated per subject. In total, the partic-
ipants were given a maximum of 15 minutes to interact with each variant. After 15
minutes or anytime the users decided to abort working with a GUI variant because
they were satisfied with the obtained results, the study participants were taken to a
Web-based questionnaire with 35 usability related questions (see Appendix B.4) meant
to assess the GUI variant’s usability.
The usability questionnaire is based on the ISO 9241/10 and ISO 9241/110 norms on
software ergonomics. After all GUI variants were tested, the participants of the study
had to fill in an additional questionnaire with nine questions about their demograph-
ics and computer usage, and eight qualitative questions asking about their personal
preference between the tested GUI variants (see Appendix C.3.1).
In total, each participant of the study had to answer 122 usability-related questions
and could give an optional textual comment in form of an open question.
9.1.1 Restrictions of the Retrieval Engine
As explained in Chapter 7, it is hard to isolate statements about a MIR system’s usabil-
ity from statements about its retrieval effectiveness because both aspects of a system
interact with each other and affect the overall user experience. Thus, the matching
function and the collection used in the experiments was fixed to establish a common
retrieval effectiveness baseline for all test persons. In other words, the subjects could
adapt the utilized CQQL query’s weights but could not change its logical structure. As
a consequence, the fixation of the retrieval variables allows a comparison of the func-
tionally different GUI variants that will be mainly based on the variables affecting their
usability and user experience.
Throughout the experiment, the participants of the study could only access images
from the Pythia collection (see Section 8.3) and had to use the Bielefeld conjunction153.
This conjunctive matching function combines various visual representations, GPS data,
the time and date a picture was taken, the used camera model, and a face detection-
based person presence indicator, i.e., whether one or more persons is depicted in the
image. Additionally, it combines different retrieval paradigms. For instance, the person
presence indicator is a Boolean predicate, while the GPS data uses spatial proximity
153This CQQL-based conjunction is named after the user workshops that took place in the city of Bielefeld
and where the matching function was used for the first time.
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calculations and the visual representations rely on typical MIR retrieval techniques as
outlined in Section 2.3.2. The form of a conjunction has been chosen to implement
a cognitive overlap that is advocated by the principle of polyrepresentation and the
compelling results shown with this class of matching functions during the retrieval
effectiveness evaluation (see Section 8.5). For a detailed description of this matching
function, see Appendix B.1.1 (Matching Function 12).
To complete the description of the experimental setup, the GUI variants used during
the usability study are presented in the following sections.
9.1.2 Introductory Phase
After the participants of the study had read the tutorial (see Section 9.1), they had a
maximum of 30 minutes to familiarize themselves with the Pythia MIR system and
the GUI mechanisms of Mac OS X. During the introductory phase, the subjects were
allowed to interact with the MIR system’s GUI without restrictions. That is, the par-
ticipants of the study had access to all GUI components presented in Section 6.3.2. A
distinct task was not defined. Instead, each test person had full access to the Pythia col-
lection (see Section 8.3) and could use the included images as queries. An exemplary
user interaction during the introductory phase is available as a video supplement to
this thesis (see Appendix E).
Although all participants could ask for help in case of problems with the Mac OS X
interface154, e.g., if a window was minimized by accident or if they needed help with
the file manager, there was no pro-active support from staff supervising the study. As-
sistance regarding the Pythia MIR system was only available in form of the aforemen-
tioned tutorial, which could be accessed whenever needed.
After 30 minutes or whenever a subject decided to end the introductory phase, she
or he was taken to one of the GUI variants, which are described in the following sub-
sections.
9.1.3 GUI Variant T2
Figure 9.3 depicts the available widgets for GUI variant T2. From a functional point
of view, this GUI resembles the similarity search feature of Google’s image search (see
Figure 9.4; red arrow). The main differences to Google are that a similarity search in
T2 is started via a drag and drop mechanism instead of a click in a menu, the support
of multiple QBE documents, and the (optional) expert search functionality in form of a
representation weight setup dialog.
In accordance with Bing’s or Google’s image search, the result images are visualized
in a matrix that is sorted from the upper left side to the lower right by descending
probability of relevance. In addition, the current influence of the representations on the
query can be visualized using the weight inspector.
154This assistance was necessary because it could not be assumed that all participants were familiar with
Mac OS X. In fact, only one third of the test persons had worked with this operating system before (see
Section 9.2).
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Figure 9.3: Available widgets in GUI variant T2
The browsing and textual query functionality was disabled during the test.
Figure 9.4: Similarity search feature in Google’s image search
Because of the functional similarity between T2 and Google, one could argue to test
Google directly as a baseline system. As said before, the user experience of a MIR
system is affected by its retrieval effectiveness. Hence, the direction comparison with
Google would distort the results of the study because Google’s retrieval engine obvi-
ously could not be aligned with the one of Pythia MIR.
Furthermore, such a comparison would also be heavily influenced by the aesthetics
of the respective GUI [Hearst 2009, Sec. 1.11]. For instance, van der Heijden [2003]
has shown that the aesthetic of a website has an impact on its usability. Therefore,
an internally developed GUI is used to keep the impact of this variable on the results
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of the usability test low. In any case, it is possible to interpret T2 as the functional
baseline, although it it has been extended by the the manual weighting dialog. From
this perspective, the study design can also be seen as part of a “competitive usability
testing” [Shneiderman & Plaisant 2005, p. 148] with GUI design counterbalancing.
9.1.4 GUI Variant T3
Figure 9.5 shows the functionalities provided by GUI variant T3. In contrast to T2, only
a qualitative preference dialog is available instead of the manual weight setting dialog.
The result list is displayed inmatrix form. T3’s main purpose is to evaluate the usability
of the preference approach proposed in Chapter 5.
As in T2, the browsing and textual query functionality was disabled during the test.
Figure 9.5: Available widgets in GUI variant T3
9.1.5 GUI Variant T4
T4 is the most powerful GUI variant of the three examined ones. Figure 9.6 depicts
all widgets and the results in SOM visualization mode. In addition, the results can be
visualized either using a matrix or a k-medoid clustering mechanism.
The GUI features the same functionalities as T2 and T3. Furthermore, it supports
a number of pre-defined facets, e.g., to search for images that display persons or that
share the same location as the query image(s). This GUI variant equals the Pythia MIR
system presented in Chapter 6.
As before, browsing and textual queries were not available to the subjects.
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Figure 9.6: Available widgets in GUI variant T4
9.1.6 Summary
Generally speaking, all GUI variants share the same look and feel. That is, all central
GUI elements are placed at the same positions and support the same interactive mech-
anisms such as drag and drop or double clicks. Because of the introductory tutorial
and the initial confrontation phase of the users with the MIR system, one can assume a
comparable level of familiarity with the software amongst all participants.
Additionally, the study participants had no means to alter the structure of the un-
derlying CQQL query. All subjects worked with the same document collection and the
same initial query image. Hence, one major factor that can affect the user experience –
the effectiveness of the MIR system – was more or less controlled during the usability
study.
Although effects of hidden variables, such as a changing emotional approach to-
wards the study and tiring or learning effects, cannot be fully eliminated in a usability
study, the study design aims at limiting the effect of such variables by following the
aforementioned principles. In consequence, the major variables that have an impact
on the perceived, subjective usability of each GUI variant are most likely related to the
actual (interaction) design of the GUI and its functionality.
To recapitulate, Table 9.1 compares the functionality of each GUI variant to their
counterparts. It lists the supported information seeking strategies (see Section 3.3) and
preference approaches (see Section 5.3) in addition to the supporting search input wid-
gets. The table also displays the available result visualizations in each GUI variant. For
the sake of completeness, assistance tools such as the breadcrumb history that allows a
chronological navigation through the user’s search session are also registered.
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Table 9.1: Functional comparison of the GUI variants
GUI
Variant
Information Seeking
Strategies &
Preference Approach
Search Input Result Visualization Assistance Tools
T2 Query by Example
Quant. Preferences
Query by Example
Manual Weights
Matrix
Inspector
Breadcrumb History
Result Limiter
T3 Query by Example
Qualit. Preferences
Query by Example
Preferences
Matrix
Inspector
Breadcrumb History
Result Limiter
Trash Bin
T4 Query by Example
Quant. Preferences
Qualit. Preferences
Faceted Navigation
Query by Example
Manual Weights
Preferences
Facets
Matrix
SOM
Cluster
Inspector
Breadcrumb History
Result Limiter
Trash Bin
9.2 Demographics and Computer Usage of the Test Persons
In total, 59 subjects were recruited to take part in the main study, 30 of which were fe-
male. As suggested by Preece et al. [2002], 6 additional subjects took part in a pre-study
that aimed at revealing ambiguous formulations in the instructions and problems in
the workflow of the usability test. The data of these subjects has been removed from
the data discussed in this dissertation. However, for the sake of completeness, it is con-
tained as a supplement (see Appendix E). All test persons completed a questionnaire
with 17 questions asking about their demographics, computer usage, and preferences
regarding the examined systems. The first two aspects are summarized in this section,
while Section 9.4 discusses the other aspects. The complete questionnaire can be found
in Appendix C.3.1, while the full results are available in the supplement (see Appendix
E).
Although not all users, i.e., 30.5% of the subjects, are familiar withMac OS X, they can
be considered computer-savvy with respect to their daily computer usage (see Figure
9.7; left).
As shown in Figure 9.7 (right), the majority of the study participants are students.
This is also reflected by the distribution of the years of birth (see Figure 9.8; left). Only
seven students took a class in IR, and only four visitedMMIR. Approximately one third
(33.90%) of the participants has a background related to computer science (see Table
9.2). Nevertheless, some subjects (23.73%) stated that they have little knowledge of
CBIR (see Figure 9.8). Most test persons (71.19%) have no knowledge of the principles
of CBIR. As Figure 9.9 illustrates, this fact does not prevent the participants from using
CBIR systems, predominantly Google’s image search. Only two subjects have been
confronted with the examined system before. One person had only used the system
once prior to the user study, while the other subject had used it approximately five
times.
To conclude, the test persons are mostly computer-savvy laypersons regarding the
scientific fields related to this thesis. Regarding their studies or field of work, only
one third can be directly related to computer science. The largest homogeneous group
forming one quarter (27.12%) has a background in the humanities. This group is closely
followed by information and media technologists (18.64%).
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9.3 Results of the Quantitative Usability Study
In total, the 59 participants of the user study had to answer 35 questions addressing
five different general usability goals. These usability goals – or dialogue principles –
are defined in the ISO 9241/110 norms as general ergonomic principles that should
apply to a usable human-computer interface. For each principle, the subjects had to
answer five questions in form of 7-level Likert items. The layout and question order
of the used questionnaire is based on a paper-based design by Jochen Prümper and
Michael Anft and was transferred to an electronic form by the author of this text155. For
a complete overview of the questions, see Appendix B.4.
The five main usability goals addressed in the questionnaire are:
1. suitability for the task, i.e., whether the examined tool is usable for solving a user’s
work task;
2. self-descriptiveness, i.e., whether the application’s functionality and terminology
can be understood without extensive extrinsic assistance;
3. controllability, i.e., whether the software is easy to control;
4. conformity with user expectations, i.e., whether the application’s reactions on the
user’s actions are predictable;
5. error tolerance, i.e., the grade to which erroneous user input is tolerated and can be
corrected without losing the current working progress;
6. suitability for individualization, i.e., how well the application can be adapted to-
wards the user’s individual way of solving a task; and
7. suitability for learning, i.e., how much time it takes to learn to use the software and
how much memory load is caused by the learning.
Generally speaking, these principles coincidewith the general usability goals suggested
by Preece et al. [2002, p. 14], Shneiderman & Plaisant [2005, Ch. 2], or other specialized
usability literature such as Nielsen [2009] (see Section 6.1.4). The primary objective of
a user study in the described form is to obtain quantitative data of a system’s usability.
In particular, this study design aims at revealing specific usability issues. In accordance
with other authors, Cooper et al. suggest to conduct such studies after the develop-
ment of an interaction mechanism or different design variants in order to validate their
effectiveness [Cooper et al. 2007, cf. p. 71]. Comparable survey designs are presented,
e.g., in Preece et al. [2002, Sec. 13.3] or Shneiderman & Plaisant [2005, Sec. 4.4].
Each participant could interact with each GUI variant for 15 minutes at most in order
to get an impression of its usability while solving the task described in Section 9.1.
155The original version is no longer available. An updated version that mainly differs from the used one in
its layout can be obtained from http://people.f3.htw-berlin.de/Professoren/Pruemper/instrumente.html (Oc-
tober 29th, 2012)
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Table 9.3 shows the actual averaged interaction duration. Roughly speaking, the test
persons spent almost the same time with each GUI variant. Hence, it can be assumed
that the judgments of the subjects are comparable because each participant had roughly
the same confrontation time with each GUI.
Table 9.3: Interaction duration with the GUI variants
GUI Variant Mean Duration
[min]
Std. Deviation
Duration [min]
Median Duration
[min]
T2 9.24 4.49 9.11
T3 9.63 3.65 9.73
T4 9.62 4.05 8.68
Maximum allowed time was 15 minutes.
Table 9.4 compares the Likert scales of each GUI variant, i.e., the summation of all
Likert items per variant grouped by their usability goal. All histograms display the
level of agreement or disagreement with the given statement on the left or right side of
the graph in form of 7-level Likert items. The statements on the right side of each his-
togram are desirable from a usability perspective. In other words, the more a histogram
is left-skewed (i.e., it leans to the right), the better the examined system is regarding a
usability principle. If the histogram has no or little skew, the subjects were undeter-
mined about the statements.
For the sake of brevity, mostly the consolidated results of the questionnaire for each
usability goal are presented in this part of the thesis. Only outstanding results are dis-
cussed separately. The evaluation of the Likert items for each GUI variant are available
in Appendices B.4.1ff.
Suitability for the task: Regarding the suitability for the task, the test persons consider
T4 to be the best system, followed by T3. The opinions about T2 are undetermined
with a slight trend towards negativity.
Self-descriptiveness: T2 is not considered to be self-descriptive by most subjects, in
addition to a large undecided group. The opinions about T3 and T4 are undeter-
mined with a slightly positive trend, whereas T3 gets a higher amount of fully
positive agreement than T4. This effect is mainly due to the fact that T3 is using
more comprehensible terms and symbols than T4 (see Appendices B.4.2 and B.4.3;
2b).
Controllability: The opinions about the controllability of T2 and T3 are not very clear.
Both show a vaguely positive trend, although the group of undetermined subjects
is large. Generally speaking, T4 is considered easier to control in comparison to
T2 and T3, although only a few people fully agree with the positive statement.
The ease of control of T4 is attributed to the more flexible and adaptable GUI that
does not force a certain interactive workflow on the user (see Appendices B.4.2
and B.4.3; 3a,b,d,e). This flexibility comes at the price of a more complex GUI (see
Appendix B.4.3; 3c).
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Conformity with user expectations: T2 conformswith user expectations slightly less than
the two other GUI variants. The histogram of T3 and T4 are very similar. In direct
comparison, T3 gets a higher level of agreement to the positive statement than T4.
This effect is caused by T3’s better way of communicating whether an input was
successful or not (see Appendices B.4.2 and B.4.3; 4b).
Error tolerance: The subjects are very undecided about the error tolerance of all GUI
variants. Nevertheless, the feedback about T3 and T4 is slightly better than T2’s
results, while T4 is considered the most error tolerant.
Suitability for individualization: In general, with respect to their suitability for individ-
ualization, all GUI variants share a large group of undetermined test persons.
While T2 has a negative trend to a certain extent, T3 and T4 are perceived posi-
tively.
Suitability for learning: T4 is regarded as easy to learn. Although T4 gets a high amount
of positive agreement, it is obvious that only a small group of subjects fully agrees
that T4 is easy to learn. T3 roughly follows the same trend but with a less total
amount of positive feedback. The situation for T2 is not very determined, al-
though there is a slight positive trend.
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9.3.1 Validity of the Results
One intuitive presumption about the validity of a usability study is that a large number
of subjects is needed. The advantages of a large test group are obvious: it induces
different, subjective points of view of the examined system; it provides demographic
variance; and it can potentially discover a large amount of different usability problems.
The last point in particular has causedmuch debate in the scientific usability commu-
nity because the effectiveness of a usability study is mainly determined by the number
of uniquely discovered usability problems per (paid) test person. Over the last decades,
the interest in conducting low-cost but effective usability studies has added authority
to Nielsen’s recommendation to use five users for a usability study.
Nielsen’s recommendation is based on the following equation, which declares that
the number of found usability problems by n users is:
N(1− (1− λ)n), (9.1)
where λ is the probability of finding a new usability problem with one person. On
average, λ is approximately 31%, which is concluded from several usability studies
[Nielsen & Landauer 1993]. N is the total number of usability problems in the system
that can be estimated by conducting evaluations of the system. To recapitulate the
findings of Nielsen & Landauer [1993], one can assume that five users are likely to
discover ca. 85% of the usability issues. This becomes clear if we examine the following
example, with n = 5 and N = 100:
100(1− (1− 0.31)5) ≈ 84.36 (9.2)
Following Nielsen’s observations andmathematical formalization, it can be shown that
five subjects would discover most usability problems in a system. However, there is
an ongoing controversy of conducting usability studies with such a small number of
participants [Shneiderman & Plaisant 2005, cf. p. 148], which is also known as the “five
users is (not) enough” debate [Schmettow 2012, p. 66]. For instance, Hwang& Salvendy
[2010] conclude from a a metastudy that 10 ± 2 subjects are necessary to achieve a 80%
overall discovery rate of usability problems.
Nielsen & Landauer [1993] and Hwang & Salvendy [2010] have in common that both
rely on a “magic number” based on a heuristic to give advice on the design of usability
tests. Schmettow [2012] criticizes this approach and doubts that 10 layperson or even
expert users are sufficient to discover 80% of the usability issues [Schmettow 2012, cf. p.
70]. He strongly argues against magic numbers because he considers them to be a poor
model for the prediction of the effectiveness of usability studies as they do not take the
usability problem visibility into account. Roughly speaking, the aforementioned ap-
proaches do not adequately address the re-observance of already discovered (obvious)
usability problems. To give a very simple example, the swapping of the mouse buttons
against the operating system’s conventions would be a usability problem that is likely
to be discovered by every test person. Such a repetitive finding does not contribute to
a usability study’s expressiveness.
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On the whole, it is complicated to definitely predict the number of users required to
find every usability problem, but there are heuristics that are used in practice.
Nevertheless, this does not mean that the presented usability studies in this disser-
tation are invalid. Instead, Schmettow [2012] cites Nørgaard & Hornbæk [2006] who
report that (industrial) usability studies are often used to “confirm problems that are
already known” [Schmettow 2012, p. 69]. From this point of view, the presented usabil-
ity study does not strive for completeness regarding the number of discovered usability
problems. Instead, as mentioned at the beginning of Chapter 9, it constitutes an initial
user study during the user-centered development process. As such, it can only evaluate
the usability of the prototype at a given point in time. A dissertation, by definition, can-
not present an end-user ready software system, which is the typical usage domain of
usability engineering. During a dissertation project one has neither access to the finan-
cial, personnel, nor the technical-methodical resources needed to carry out all usability
tests that are state of the art in an industrial context. Hence, the presented studies have
to take this conflict into account.
To discover a fair amount of usability problems of the prototypical Pythia MIR sys-
tem, this dissertation presented a comprehensive, quantitative user study relying on
59 subjects at the beginning of this section that is extended with qualitative parts (see
Section 9.4.1). In addition, five user observations are discussed in Section 9.5 in order
to present a relatively complete picture of the usability problems of the Pythia MIR
system. As mentioned in Section 6.1.3, the informal user studies and the expert work-
shops contribute their part by providing valuable information about the user needs and
usability expectations.
In any case, one could object to the setup of this usability study: it has been con-
ducted in a highly artificial environment, its work task is simulated, and the subjects sit
in a computer lab during the study – although most are used to this kind of location.
This setup contrasts to Cooper et al. [2007] who advise to conduct user studies in the
form of contextual inquiries, i.e., users are interviewed and observed in their daily work
environment. While this approach is certainly feasible for an industrial software devel-
opment process, the needed resources (time, money, personnel) were not available to
the author of this dissertation.
To come to an end, the presented results and conclusions have to be interpreted in
the context of a controlled experiment in a laboratory environment. Moreover, the re-
sults are biased by the subjects’ backgrounds. Although some subjects from outside
Academia could be recruited, over 91% are students (see Figure 9.7). Though, the quan-
titative results that have been presented before can serve as a baseline to measure the
success of future changes to the Pythia MIR system [Preece et al. 2002, cf. p. 344]. The
same holds true for the qualitative parts of the user study presented in the next section,
which can be used to confirm the conclusions drawn on basis of the quantitative study.
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e.g., more descriptive labels for the GUI widgets or an online help. In particular, the
naming of the representations in the manual weight setup dialog are incomprehensible
to a large amount of the subjects. For example, one test person stresses that “the slider
was completely incomprehensible, I could not understand which settings I would con-
trol with it”160. Furthermore, a “more specific description of the relation and impact of
the various search parameters”161 is requested.
To a lesser extent, the subjects are unable to cope with the complexity of the GUI
variants T2 and T4. The following comments from subject 8 illustrate the most common
points of criticism: “At all costs, T2 needs explanations about the control options.”162
and “T4 is designed in a very bulky way. Sometimes, less is more.”163.
Only one subject had problems to revert carried out operations in case of an error.
Surprisingly, only six subjects complained specifically about the retrieval quality of
the system. Two of these test persons delimited their criticism to the retrieval effective-
ness of the faceted navigation whereas subject 44 emphasized a weakness of the person
presence facet: “If I want to exclude images depicting persons [from the results], this
should be simple.”164.
Although the subjects were explicitly asked not to judge the loading time of the GUI
variants, three subjects name this as a problem.
Table 9.5: General user criticism
Category Total Specialization Total
General Comments 37 Positive 8
Neutral 26
Negative 3
General Controllability 26 Missing explanations 19
High complexity 3
Non-self-explanatory 3
Error correction 1
Retrieval quality 6 General 4
Facets 2
9.5 Supplementary User Observations
To learn about specific usability problems [Shneiderman & Plaisant 2005, cf. pp. 147],
four subjects165 were chosen randomly, and their interactions with all three GUI vari-
160Translation from the original comment in German: “[...] Schieberegler war komplett unverständlich,
mir war nicht klar, welche genauen Einstellungen ich dabei variiere.”
161Translation from the original comment in German: “[...] genauere Beschreibung von Beziehung und
Wirkung der einzelnen Suchparameter [...]”
162Translation from the original comment in German: “Bei T2 muss unbedingt eine Erklärung zu den
Regelmöglichkeiten dazu.”
163Translation from the original comment in German: “T4 ist sehr umfangreich gestaltet. Weniger ist
manchmal mehr.”
164Translation from the original comment in German: “Wenn ich Bilder mit Personen ausschließen will
sollte das doch einfacher gehen.”
165That is, “j” of the pre-study and subjects 6, 30, and 58 of the main study.
309

9.5 Supplementary User Observations
The manual weight setting dialog (15) is hardly comprehensible for any test person.
Subject 6 manipulated the weight value sliders for the high level representations, such
as GPS or time, and relied on a trial and error approach for all other sliders. This interac-
tive pattern is typical for all users. In particular, the function of the “all features” slider
was commonly misunderstood as the subjects did not expect it to affect all weights at
once.
Theweight inspector (17) is also incomprehensible to all users. Although it was opened
frequently, the users could not link its visualization to the manual weight setting dialog
described before.
Users seldom extended ormodified the initial query in themultimedia query documents
box (3), only two subjects discovered this functionality.
Two subjects used the faceted navigation panel (12). Subject “j” navigated the facets in a
trial and error manner, thus separating his interaction style from subject 58 who picked
facets selectively.
Although the subjects tended to use trial and error tactics or browsing to solve the
simulated work task, only one subject used the breadcrumb search history navigation (6)
to undo and redo actions that did not yield the expected result.
Only subject 58 retrieved more than the initially defined 30 result documents with
the help of the search result limiter (4). The same user opened the polyrepresentation visu-
alization (16) but did not link the visualization with her actions.
In general, the test persons made heavy use of the provided drag and drop function-
ality supported by most widgets in the prototype. Documents were dragged from the
result visualization panel to the preference rings and trash bin or moved between the
preference rings to alter stated preferences. Additionally, from time to time the subjects
used the context menu providing the same functionality.
Techniques that support longer search sessions, such as the manual organization of
documents in the result visualization panel or tagging were infrequently used. The
same holds true for themultiple selection of documents in order to execute an operation
on many documents simultaneously (e.g., to associate them with the same relevance
level).
Regarding the result visualizations, the subjects clearly preferred thematrix and clus-
ter visualization over the SOM. In fact, two subjects used the cluster visualization con-
tinuously during their interaction with the Pythia MIR system prototype. Only subject
58 used the SOM for a short while and dragged some documents from this result visual-
ization in order to modify her preferences. Usually, the users retained one visualization
after they had discovered their favorite.
This observation is supported by quantitative results from the user interactions of all
59 subjects of the main group. Figure 9.13 (bottom right) clearly shows that most test
persons seldom changed the result visualization type. Table 9.6 serves as the legend for
Figure 9.13 that shows the frequency of the search strategy and visualization transitions
for each GUI variant. Furthermore, Table 9.6 lists the types of the involved search strate-
gies following the terminology introduced in Section 3.3. The feedback mechanism of
PrefCQQL is regarded as a hybrid between directed search and browsing because RF
uses a directed search as its basis whose direction is then further optimized with the
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Table 9.6: Legend to Figure 9.13
Label Search strategy transition from ... to ...
Learn.Step.Learn.Step PrefCQQL learning→ PrefCQQL learning
(Browsing/directed search)
Learn.Step.Facet PrefCQQL learning→ facet or manual weight setting
(Browsing/directed search→ exploratory search)
Facet.Facet Facet or manual weight setting→ facet or manual weight setting
(Faceted navigation)
Facet.Learn.Step Facet or manual weight setting→ PrefCQQL learning
(Faceted navigation→ browsing/directed search)
Search.Facet QBE query→ facet or manual weight setting
(Directed search→ faceted navigation)
Search.Learn.Step QBE query→ PrefCQQL learning
(Directed search→ browsing/directed search)
Visualizations (only for GUI variant T4)
Matrix.SOM Matrix→ SOM
Matrix.Cluster Matrix→ cluster
Cluster.SOM Cluster→ SOM
Cluster.Matrix Cluster→ matrix
SOM.Matrix SOM→ matrix
SOM.Cluster SOM→ cluster
Due to technical reasons there is no discrimination between faceted navigation and manual weight setting.
Transitions to a QBE query are not possible due to the implementation of the Pythia MIR system.
help of browsing the close neighborhood of the information space around the initial
results (cf. Section 3.3.2).
If all search strategies of the Pythia MIR system are available168 as in the T4 GUI
variant (see Figure 9.13; bottom left), pure faceted navigation (Facet.Facet) was used
most often in the examined simulated work task.
Second to the usage frequency of pure faceted navigation is the sole utilization of the
PrefCQQL RF mechanism (Learn.Step.Learn.Step). The usage frequency of the transi-
tions between PrefCQQL RF and faceted navigation (Learn.Step.Facet) and vice versa
(Facet.Learn.Step) follow shortly after. In other words, if the subjects did not rely on
faceted navigation or PrefCQQL RF alone, they alternated between these search strate-
gies.
Generally speaking, newdirected searches occurred relatively seldom (Search.Learn.Step
and Search.Facet/Weight, respectively). This includes both the extension of the initial
query with further QBE documents as well as the full replacement of the initial query –
an effect that has also been observed in the screen recordings presented before. Transi-
tions to a directed QBE search from another search strategy (*.Search) are not possible
due to the implementation of the PythiaMIR system. In all of the aforementioned cases,
the retrieval engine is reset to the search state. Thus, only transitions from the directed
search strategy (Search.*) to other search strategies can be observed with the given raw
data generated by the Pythia MIR system.
168This excludes the k-medoid clustering-supported exploratory search (see Section 6.3.2), which was dis-
abled during the usability study.
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9.6 Discussion of the General User Experience
The user studies presented in the last sections identified some usability issues of the
Pythia MIR system prototype that become visible when the system is operated by un-
experienced first-time users in a laboratory environment.
According to the results of the quantitative user study (see Section 9.3), of the three
examined GUI variants T4, i.e., the Pythia MIR system, is regarded as the most suitable
for use. It is voted first in four of the seven usability goals while T3 is voted first two
times. T2 reaches the last position in all goals. Regarding their suitability for individ-
ualization, T3 and T4 hit a stalemate. This finding is reflected by the qualitative study
(see Section 9.4) in which the subjects were directly asked for their preference between
the three GUI variants.
However, as pointed out in Section 9.4.1, T4 constitutes a complex and feature-rich
GUI, which is makes it hard to control for some users. On the other hand, the higher
complexity of T4 with respect to T2 and T3 is acknowledged by most users that at-
test this GUI variant the best suitability for the given simulated work task. Despite
its complexity, the subjects regard T4 as relatively easy to learn. This finding is some-
what surprising because this GUI variant integrates all features present in T2 and T3
which are considered as harder to learn. This contradiction becomes more obvious if
one considers the self-descriptiveness of all GUI variants.
The study participants criticized all GUI variants for their lack of self-descriptiveness.
For instance, many users asked for descriptive labels or an online help, which was un-
expected because all GUI elements are labeled with inviting task-related labels (e.g., see
Figure 9.12; 1). Furthermore, tool tips with similar pro-active formulations are available
for all widgets, e.g., the preference rings (see Figure 9.12; 3). Concluding from the user
feedback, the explanations are insufficient or misleading for first-time layperson users.
Whether the tool tips were simply overlooked by the subjects cannot be ascertained on
the basis of the available data. However, the screen recordings suggest that most users
simply ignored tool tips and closed dialogs instantly. Although the provision of an on-
line help fell out of the scope of the prototype’s development, the study results show
clearly that this factor should not be neglected – even at early development stages. In
particular, the participants of the user study demand more specific descriptions of the
various search parameters and understandable feedback. Moreover, the incomprehen-
sibility of error messages becomes visible in the user observations, where some users
needed several attempts to correct wrong input, e.g., if they place two documents only
at one preference ring.
Regarding the controllability, the quantitative results are not very evident. As said
in Section 9.3, the subjects consider T4 as easier to control than the other variants. The
improved controllability is due to the more flexible and adaptable GUI that offers more
functionality than T2 and T3 (see Appendices B.4.2 and B.4.3; 3a,b,d,e). This is no con-
tradiction to the lack of self-descriptiveness of T4 attested at the same time. Instead, it
seems that the users perceive the greater choice of tools as more important than their
self-descriptiveness. In either case, the results of the open question emphasize that the
controllability suffers from the lack of self-descriptiveness of the GUI variants.
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The high complexity of T4 is also reflected in its conformity with user expectations.
T3 is thought to conform more with the expectations of the subjects. This effect is most
likely due to the lower number of functions provided by T3. Essentially, T3 only sup-
ports PrefCQQL input with the help of the preference rings. From that perspective,
users can easily foresee the reactions of the system, while T4 offers many more func-
tions with different outcomes that obviously cannot be predicted in every case.
Generally speaking, the subjects are very undecided about the error tolerance of all
GUI variants. Although all variants offer a breadcrumb search history navigation that
helps users to reverse their last actions, this functionality was infrequently used. This
finding is also illustrated by the video-based user observations. In particular, this be-
havior is unexpected because a similar function via the browser’s back button is also
available in common commercial Web-based image search engines such as Google’s
image search, which is known to most subjects (see Figure 9.9).
Although all GUI variants share the same framework, T3 and T4 are regarded as
more adjustable to the individual needs than T2. Interestingly, the individualization of
the MIR system has not been addressed during development. The only means to indi-
vidualize the GUI are basically the adjustment of the windows’ sizes and the window
layout – a functionality that is common to all GUI variants. If you will, the different
result visualizations can be considered individualization tools, but they are only avail-
able in T4 and can therefore not explain the stalemate between T3 and T4 in terms of
their suitability for individualization. Hence, it seems reasonable to assume that the
negative perception of T2’s suitability for individualization is actually due to its low
usability in general. In a way, this usability goal of T2 might suffer from a masking
effect due to other dominant usability problems.
Because the GUI variants differ mainly in the available widgets, the next part of this
section focusses on the specific usability or visibility problems of the central GUI ele-
ments of the Pythia MIR system.
Although it is rated good by the test persons (see Figure 9.11), the preference rings
widget is not free from usability problems. The widget is commonly used to give posi-
tive relevance feedback in form of inductive preferences. The opportunity to give neg-
ative RF with the help of the neighboring trash bin is mostly neglected. Whether this is
due to the users’ incapabilities to provide negative RF or the unclear metaphor of the
trash bin for irrelevant documents cannot be ascertained. Concluding from the erro-
neous input of placing only two documents on the same ring (see Section 9.5), which
results in an uninterpretable preference (the documents are considered equal but no
preference is given with respect to all other documents), it becomes obvious that the
preference metaphor is ambiguous. This is most likely due to the current implemen-
tation of the preference rings that places the current QBE documents in the center (see
Figure 9.14; 1) and the other relevant documents around it at different rings (2 and 3).
Placing two documents at the same ring leads the subjects to believe that the system
will interpret this as the preference “QBE document ≻ all documents on ring X”. Un-
fortunately, this is not the case and eventually causes user irritations. As said before,
the corresponding error message is either misunderstood by most users or ignored,
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visualization to the manual weight setting dialog described before. Furthermore, the
users are irritated that the weight inspector visualizes the state of the weights at a given
point in the search history and does not update automatically when they proceed with
their search. Hence, the weight inspector should update itself according to the weight
settings of the current matching function in order to emphasize the relation between the
current weights and the user-adjustable weights in the manual weight setting dialog.
Similar problems can be observed with the polyrepresentation visualization. For in-
stance, subject “j” opened the visualization but could not draw any conclusions from
it. This is a prevalent problem with all tools and visualization that directly interact
with the representations used internally by the system. Typically, the test persons had
difficulties to associate the representations with properties of the seen images.
The manual weight setting dialog, the weight inspector, and the polyrepresentation
visualization were designed as expert tools. From this perspective, it is not surprising
that the layperson users in the user study avoided these tools because of their complex-
ity or failed to operate them correctly. However, it is astonishing that the subjects also
seldommodified the set of QBE documents, although they had learned about this func-
tionality. One possible reason might be that the drop region of the multimedia query
documents box is too small to be hit by the user. This problem is illustrated by subject
30 (see screen recording fromminute 9:45 onward), who repeatedly tried to drag a new
QBE document to the query box.
Roughly speaking, the faceted navigation panel, which is placed second to the pref-
erence rings in terms of utility, does not suffer from direct usability problems. The
subjects could choose the facets they were interested in and retrieved the correspond-
ing result documents. Nevertheless, the usability of the faceted navigation is negatively
affected by its varying retrieval effectiveness. In particular, this phenomenon becomes
obvious whenever facets that require a perfectly working face detection (e.g., see Figure
9.14; 4) are chosen. In such a case, users obviously expected perfect results motivated
by the clear naming of the facets. As the retrieval engine cannot guarantee the ex-
pected perfect results in every case, the subjects tended to use the faceted navigation in
a trial and error manner. This becomes evident if one reconsiders the high frequency
of faceted navigation to faceted navigation transitions (see Figure 9.13; bottom left), or
if one examines the screen recording of subject “j”. This problem of faceted navigation
is known, and commonly attributed to a gap between the user’s mental model and the
conceptual model of the IR system [Hearst 2009, cf. p. 195]. That is, the user’s ex-
pectations (a sharply bound set of results) conflict with the “unsharp” results of the IR
system, which works with probabilities to assess document relevances. This is also why
facets should normally be chosen manually (as it is the case with the Pythia MIR sys-
tem) and not automatically because the latter cannot guarantee comprehensible facets
that support the user.
Because of the nature of the simulated work task user study with a time limit of
15 minutes, functionalities that are meant to support users during longer search ses-
sions, such as the manual organization of documents in the result visualization panel
or tagging, were infrequently used. The same holds true for the multiple selection of
documents in order to execute an operation on many documents simultaneously (e.g.,
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to associate them with the same relevance level).
Regarding the result visualizations, the matrix visualization, known to most subjects
from other CBIR engines and also present in all GUI variants, is preferred by most
users (see Figure 9.11). The cluster visualization is also frequently used, whereas the
SOM visualization is avoided by most subjects. As mentioned before, most subjects
used only one result visualization to solve the work tasks which is also illustrated by
the video-based user observations. Most likely, the relatively short duration of the sim-
ulated work tasks causes the infrequent transitions between the provided result visu-
alizations. Interestingly, the different result visualizations were criticized in the open
question only by a few test persons, which suggests that many users might not have
noticed these functionalities.
To recapitulate, the central functionalities of the Pythia MIR system could be used
by layperson users without considerable usability problems when confronted with the
GUI variants for the first time. However, a future version of the MIR system should
emphasize the search history and the query modification facilities in order to make
the users aware of the functions that provide support for correcting errors and finding
more relevant documents.
The general problem of the current prototype is the missing self-descriptiveness for
layperson users. If this issue is addressed, one can expect also an increased level of con-
trollability and an establishment of a link between the various control mechanisms and
visualizations. This step is crucial to establish a link between the user’s cognitive space
and the information space as postulated in Section 5.4.2 (see Figure 5.4). At the current
stage of development, the more advanced features of the PythiaMIR system such as the
weight modification are basically incomprehensible and unusable for layperson users.
Whether this applies to expert users could not be examined within the scope of this
dissertation because no significant amount of experts could be recruited for the user
study.
Concluding from the generally good evaluation results of the quantitative usability
study of GUI variant T4 (the Pythia MIR system) presented in Section 9.3, it can be said
that most usability problems can be addressed with a combination of appropriate user
trainings, an online help, and more descriptive labels. From an end-user’s perspective,
the system’s error tolerance and individualization options in particular should be im-
proved. However, these usability goals were not in the primary focus of the prototype’s
development, which is meant to investigate the utility of the PrefCQQL approach in
MIR.
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10 Discussion and Conclusions
This chapter juxtaposes the results from the evaluations described in Chapters 8 and 9
in order to place them in the context of the research results presented throughout this
dissertation and to discuss them briefly in a joint manner. To come full circle, Section
10.2 gives answers to the research questions posed in Section 1.2.
10.1 Discussion
This dissertation relies on CQQL and PrefCQQL to implement the principle of polyrepre-
sentation in MIR. Consequently, it examines whether the hypotheses of the PoP hold in
different MIR scenarios. A scenario, as presented before, is defined by the retrieval pro-
cess in different document collections with various thematic backgrounds (see Section
8.4.1). Moreover, the examined scenarios can be based on PrefCQQL-based relevance
feedback or do not require interactions in form of RF.
The PoP follows the cognitive viewpoint on IR, i.e., the acknowledgment that infor-
mation processing during the IR process takes place in all participants of this process,
e.g., users or systems, although at different levels (see Section 3.1.2). In other words,
the participants of the IR process interactively affect each other. A similar perspective is
taken by PrefCQQL’s user-centered preference model for MIR (see Section 5.4.2) which
recognizes the differences in information processing and reasoning about preferences at
different levels, i.e., the cognitive and the information space in particular. Furthermore,
the PrefCQQL-based RF process is seen as a continuous dynamic information flow (see
Figure 5.4) between the user and the system. These assumptions align PrefCQQL with
the core ideas of the cognitive viewpoint as outlined by Ingwersen [1992, cf. p. 17].
The PoP of the information space, i.e., the system’s perspective on IR, relying on the
formation of cognitive overlaps to improve retrieval effectiveness is strongly related
to the field of feature fusion approaches which typically assume that an appropriate
combination of multiple low-level features will model higher-level semantical concepts
[Del Bimbo 1999; Feng et al. 2003; Lew et al. 2006]. This hypothesis is supported by the
relevant research results in theMIR community. However, typical fusion approaches do
not make generalizable statements on how an effective feature fusion can be achieved.
This discriminates the PoP from such approaches as it suggest explicitly the formation
of cognitive overlaps.
In addition to the system’s perspective on IR, the global model of polyrepresentation
(see Section 6.2.1) also addresses the cognitive states a user experiences during the re-
trieval process. According to Ingwersen [1996], these cognitive states manifest in four
IN extreme cases (see Figure 6.4). These IN cases motivate the user need for different
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information seeking strategies, namely directed and exploratory search. To support these
ISS and to bridge the gap between the the user’s mental and the system’s conceptual
model, the Pythia MIR system, which has been developed as a part of this thesis, offers
different widgets and communication paths that will be described below.
In order to investigate the validity of the hypotheses of the PoP in combination with
CQQL/PrefCQQL, different experiments have been conducted. According to Fuhr
[2012], the presented experiments have to be regarded as why-experimentation because
they aim at validating the PoP’s assumptions about the development of retrieval ef-
fectiveness. From a methodical point of view, this discriminates the experiments from
typical IR experimentation mostly aiming at an optimization of retrieval parameters
(how-experimentation). The usability-related experiments are based on an initial but
comprehensive user study with 59 subjects, which compares the usability of three GUI
variants (see Section 9.2). The study has been carried out in a laboratory environment
and must be interpreted respectively (see Section 9.3.1).
An additional methodical contribution of this dissertation is its focus on reproducibil-
itywhich is ensured by providing the full source code of the Pythia MIR system as well
as the retrieval effectiveness examination toolchain as a supplement to this thesis (see
Appendix E).
To begin with the discussion on the results of the experiments in more detail, we
approach the Pythia MIR system and the underlying CQQL/PrefCQQL-based retrieval
model’s effectiveness from a user’s point of view.
10.1.1 User Experience
As mentioned before, CQQL and PrefCQQL form the core of the polyrepresentative
user interaction model of the Pythia MIR system prototype (see Section 6.2.1). Pref-
CQQL constitutes a hybrid preference approach that both features qualitative inductive
preferences and quantitative preferences in form of the weighting variables supported
by CQQL (see Section 5.6). In the scope of (M)IR, PrefCQQL can be interpreted as a
relevance feedback approach – or more precise – a learning to rank technique. Unique
features of the PrefCQQL approach range from the support of negative QBE documents
at query formulation time as well as during the interactive retrieval process. Further-
more, PrefCQQL allows the formulation of weak preferences between result documents
to express gradual levels of relevance. In addition, inductive preferences can be used
from query formulation time onward to learn new CQQL queries (see Section 5.5). As
a consequence, the general user interaction can be based, in principle, on inductive
preferences alone.
To cope with the different IN cases assumed by the PoP and to facilitate a transition
between them, the Pythia MIR systems supports other ISS than the aforementioned
PrefCQQL-based RF. These ISS range from directed search to exploratory search tech-
niques such as faceted navigation or browsing. To assist users during information seek-
ing, further supportive mechanisms, e.g., a search history, are available. It is generally
believed that the support of multiple ISS increases a MIR system’s utility.
However, critics of RF approaches often deny them user acceptance. Nevertheless,
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the workshops held as part of the user-centered design process (see Section 6.1.1) of the
Pythia MIR system indicate that users are willing to provide RF if it guarantees a fast
adaptivity while remaining controllable (see User Stories 1 and 2). This demand is sat-
isfied as the good usability attested to the PrefCQQL-based RF approach illustrates (see
Section 9.4). For instance, the examined GUI variants featuring PrefCQQL-based RF are
perceived as the most controllable variants by the subjects (see Section 9.3). Concern-
ing the fast adaptivity of the RF approach, the retrieval effectiveness evaluation clearly
shows that the PrefCQQL-based retrieval engine reacts fast at the first RF iteration (see
Figure 8.21 and Appendix B.3.2). Furthermore, the PrefCQQL approach does not rely
on a high number of input preferences to cause an impact on the retrieved rank (see
Section 8.5.5 and Figure 8.29). Unfortunately, the change in the retrieved ranks does
not necessarily result in an increase of the retrieval effectiveness (see below).
Another important aspect of the user experience that is directly related to the fast
adaptivity of the MIR system is its responsiveness. As Section 5.2 shows, the Pref-
CQQL approach reaches roughly 90% of the retrieval performance of the first placed
machine-based learning approach in the ImageCLEF 2013 Personal Photo Retrieval
subtask, while only taking a tenth of the first placed approach’s processing time and
requiring significantly less powerful hardware. Although further investigations in this
area are necessary, a definite trend is evident indicating the feasibility of PrefCQQL for
interactive MIR.
From a more abstract point of view, the users involved in the development of the
Pythia MIR system demanded that the control and the training of the provided algo-
rithms must function intuitively (see Section 6.1.1). If one interprets intuitive handling
as a combination of self-descriptiveness, controllability, user expectation conformity,
and suitability for learning, the GUI variants featuring PrefCQQL-based RF as well as
the complete Pythia MIR system obtain mostly good ratings for these usability criteria
(see Section 9.3). However, regarding self-descriptiveness, the trend is only slightly
positive. In general, all examined GUI variants are criticized for their lack of self-
descriptiveness. This criticism becomes particularly obvious in the open question of
the usability study (see Section 9.4.1).
In any case, the Pythia MIR system is considered the best of all examined GUI vari-
ants (see Section 9.4). Regarding the ISS user interface mechanisms, the PrefCQQL pref-
erence rings widget receives the best rating. On average, it is rated good. The faceted
navigation is rated mediocre (which is mainly due to the issues with the retrieval accu-
racy of the face recognition) by the subjects, but clearly better than the manual weights
widget.
The relatively poor evaluation results of the manual weight setting dialog and the re-
sult explanationmechanisms are not surprising considering the fact that they are placed
on interface layer 3, which primarily addresses the needs of the professional and the
research persona. However, corresponding user groups could not be recruited as sub-
jects in the user study. In other words, even the more complex UI elements have only
been tested by layperson users. Thus, it is not surprising that layperson users avoided
these tools because of their complexity or failed to operate them correctly. Unfortu-
nately, these UI elements are meant to establish the link between the information and
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the cognitive space which is obviously not possible – at least for layperson users. As
a consequence, the gap between the user’s mental and the system’s conceptual model
of the current IN cannot be bridged reliably. This might result in unpredictable results
and user dissatisfaction that poses a potential usability risk for the examined version of
the Pythia MIR system prototype.
Concerning the usage of different visualization methods, matrix visualization is pre-
ferred by most test persons. While the cluster visualization’s utility is still graded good,
the utility of the SOM is rated satisfactory by the majority of the subjects. Although a
SOM-based visualization is demanded by User Story 11, its poor grade is not surprising
given the fact that its main functionality, the visualization of similarities and dissimi-
larities by placing documents in direct spatial neighborhood, was demanded mostly
by professional users that participated in the user workshops during development (see
Section 6.1.1). As said before, this user group is not represented by the subjects in the
usability study. Moreover, the data indicates that users seldom change the type of vi-
sualization during the search (see Figure 9.13). Whether this is due to the differences
in the perceived utility of the various visualizations or the relatively short interaction
time with the MIR system cannot be answered on the basis of the obtained data and
therefore needs further research.
To conclude, the conducted user study reveals a preference for exploratory search
by most subjects. This finding is consistent with other research results presented in
Section 6.1.4. Generally speaking, new directed searches could be observed relatively
seldom (see Section 9.5). However, the PrefCQQL RF mechanism is used often – its
usage frequency is only surpassed by faceted navigation. This can be interpreted as an
additional indicator of its good usability. Moreover, the data shows that if the subjects
did not rely on faceted navigation or PrefCQQLRF alone, they frequently alternated be-
tween these two search strategies. Interestingly, although the faceted navigation is only
rated mediocre regarding its utility, its straightforward usability seems to compensate
its deficits in retrieval accuracy (see above).
10.1.2 Retrieval Effectiveness and Further Properties of PrefCQQL
The retrieval effectiveness of various feature fusion approaches, including such that fol-
low the recommendations of the PoP, is compared against different baselines in Section
8.4.3. The results clearly show that poorly performing representations affect the re-
trieval effectiveness of a matching function negatively – even if the matching function
is consonant with the PoP. This effect is consistent with the unstable retrieval perfor-
mance of the PoP observed in some cases by Larsen [2004, cf. pp. 36f.] and Larsen et al.
[2009]. In contrast, the positive results of the PoP reported by Skov et al. [2004], who
use exact matching, and Larsen et al. [2009], who rely on best matching systems, could
not be verified in non-interactive MIR as the arithmetic mean (best features variant)
typically outperforms the conjunction (best features variant), which is the logical equiv-
alent to the cognitive overlap in CQQL (see Table 8.16). Moreover, main experiment I
(see Section 8.4.3) shows that the fusion of multiple representations is no guarantee to
improve the retrieval effectiveness in MIR. In fact, there are matching functions relying
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on various representations that perform worse than the color structure baseline or the
collection-dependent best performing single representation. This effect becomes par-
ticularly visible with the minimum and maximum matching functions. Although the
minimum and maximum are in principle fusing matching functions, they suffer from
the dominance problem (see Section 4.5.3) that makes them behave more like a single rep-
resentation. To recapitulate, the arithmeticmean and the conjunction are not necessarily
outperforming the best performing single representation in every collection. However,
these two matching functions are effectiveness-stable (see Definition 8.9), which makes
their performance predictable – a factor that is desirable from a user’s perspective.
During interactive MIR based on PrefCQQL, the situation changes (see Section 8.5.2).
Although the experiments reveal a gradual increase of the weighted arithmetic mean’s
effectiveness during the RF iterations, its effectiveness is surpassed by the effectiveness
development of the conjunction from RF iteration 1 onward. In other words, in the
interactive MIR scenario, the predictions of the PoP can be verified. Moreover, the re-
sults provide sufficient evidence that the PrefCQQL approach is effective when used
with the described user simulation in MIR. To further support this claim, the conjunc-
tion has been examined at an extreme case with 15 RF iterations which also does not
provide evidence for overfitting problems with this matching function. However, the
PrefCQQL approach tends to stabilizes after five RF iterations. That is, the retrieval
effectiveness stagnates (see Section 8.5.3). This effect is most likely due to the fact that,
after a number of RF iterations, no more informative preferences are input by the uti-
lized user simulation. Consequently, we recommend to suggest a new query after sub-
sequent RF iterations that do not result in significantly different ranks. For instance,
such effects can be measured with the help of rank correlation coefficients or statistics
based on the weighting variables of CQQL (see below).
Another interesting observation is the disjunctive effect, i.e., a decrease of the retrieval
effectiveness after the first RF iteration of matching functions with pre-dominant dis-
junctive characteristics. This observation further supports the PoP as disjunctions form
the logical counterpart to conjunctions and thus cognitive overlaps.
Nevertheless, the dominance of conjunctive characteristics in a matching function
alone does not guarantee a gradual effectiveness increase during RF. The development
of the retrieval effectiveness is also affected by the number of representations present in
the matching function – at least if PrefCQQL is involved. That is, if only a small number
of representations and thus weighting variables is available in a matching function, the
effectiveness is likely to decrease during RF. This phenomenon is an indication of an
underfitting of the IN in its PrefCQQL-based model. Roughly speaking, the effective-
ness of a matching function during RF depends on the logical structure of the matching
function and the number of representations used to model the user’s IN. Concerning
the logical structure and the number of addressed representations, a definite trend is
evident: matching functions consistent with the PoP and a sufficient number of weighting
variables will outperform alternatives and will act predictably. Alas, when the “magical”
point of sufficient weighting variables to support PrefCQQL is reached could not be
revealed in this dissertation.
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Because of the novelty of the PrefCQQL approach, additional properties of Pref-
CQQL and CQQL need further attention, e.g., how the elicitation of inductive pref-
erences and the resulting machine-based learning affects both weighting variables and
retrieval effectiveness. Additional properties include preference conflicts or statistics
that might indicate the need for the suggestion of a new query that better reflects the
user’s dynamic information need.
Besides increasing the validity of statements about a matching function’s retrieval ef-
fectiveness as recommend by Voorhees [2008], the examination of a matching function
with different test collections also allows insights into the development of the under-
lying CQQL weighting variables. For instance, Figures B.12 to B.16 illustrate that the
relation between the weighting variables’ values is not constant over the examined col-
lections, i.e., the learnt weight values are characteristic for each collection. Interestingly,
when the collections are examined separately, a typical weight value pattern for each
collection can be observed (see Appendix B.3.2). In most cases, the weight values grad-
ually and directly converge towards this characteristic pattern during PrefCQQL-based
RF. Hence, there is evidence that PrefCQQL adapts well to different retrieval scenarios.
In order to reveal whether statistics of the weight values can be exploited to assist
users during information seeking, Section 8.5.4 examines various statistical figures. To
start with, the intuitive understanding that only a big change in the weighting vari-
ables’ values between two RF iterations will have a big impact on the retrieval effec-
tiveness cannot be justified. Figure 8.26 shows that many RF iterations result into a
small change of the weight values learnt by PrefCQQL’s weight learning algorithm on
the basis of the preferences input by the simulated user. That is, even small changes of
the weight values can have a tremendous effect on the change of the retrieval effective-
ness – whether it will be positive or negative. This finding has to be reflected in the UI
of a PrefCQQL-based system; for instance via an appropriate mapping of the manual
weight values slider onto the corresponding weighting variables’ values. This is partic-
ularly important because the manual weight value setting dialog already receives poor
usability ratings, which might be affected negatively even more if this phenomenon is
not addressed appropriately.
The dynamics of the user’s IN has been discussed extensively in this thesis. Hence, it
is reasonable to search for statistics or effects that can serve as indicators of a recent IN
change that may be better addressed by a newly formulated query. If a changed IN can
be detected reliably by the MIR system, the system can learn new queries on the basis
of the input preferences (see Section 5.5) or suggest to manually reformulate the current
query in order to assist the user during information seeking. As argued in Section 5.4.7,
query incompatibilities and preference conflicts might serve as valuable indicators of a
tremendous or spontaneous IN change.
Although a correlation between the weighting scheme distance between two RF it-
erations and the retrieval effectiveness (see Section 8.5.4) cannot be observed, there is
evidence that the weighting scheme distance might be utilized as an indicator for the
stagnation of the current RF process (see Section 8.5.3). In such a case, the system can
suggest a reformulation of the initial query or the modification of the currently used
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preferences. However, to make resilient statements about this statement’s general va-
lidity, further experiments with user simulations that use different preference elicitation
strategies are needed.
Additional conclusions cannot be drawn from the statistics of the examined data.
To conclude, the least surprising effect is presented. The experimental data clearly
shows that the chance to observe a query incompatibility rises with the number of
stated preferences (see Section 8.5.5). Interestingly, the risk of observing query incom-
patibilities rises significantly between the fifth and sixth RF iteration corresponding
almost perfectly to the moment from which on the retrieval effectiveness during RF
stagnates. Most likely, this this is due to the fact that the Pythia MIR system continues
to use the last valid weights from the point on a query incompatibility is detected.
Moreover, there is evidence that matching functions with few weighting variables
are likely to become subject to frequent query incompatibility issues as the Eidenberger
variants or Q10 clearly illustrate. In conjunction with the findings presented above, it
is reasonable to conclude that matching functions used within the PrefCQQL approach
must feature a number of weighting variables, which yet has to be discovered.
10.2 Conclusions
To conclude the thesis, we will answer its core research questions posed in Section 1.2.
As said before, the research questions aim at investigating whether the hypotheses of
the PoP can be verified in the context of CQQL/PrefCQQL.
10.2.1 Can the Hypotheses of the Principle of Polyrepresentation Be
Verified in Multimedia Information Retrieval?
Evidence of the PoP’s utility in textual IR has been presented [Skov et al. 2004; Larsen
et al. 2006, 2009]. However, an investigation in MIR was missing. Roughly speaking,
one of the core predictions of the PoP is that cognitive overlap and hence conjunctive
matching functions should outperform other kinds of matching functions. To answer
this question, Section 1.2 suggested to break it into three main parts.
Can CQQL Be Used to Implement a Formal IR Model on the Basis of the
Principle of Polyrepresentation?
As elaborated in Section 4.6, CQQL can be used to implement the PoP inMIR. As a con-
sequence, all subsequently made statements apply to the PoP’s implementation using
the quantum-logic based and probabilistic IR model provided by CQQL (see Section
4.5.5).
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Do the Hypotheses of the Principle of Polyrepresentation Apply in Multimedia
Information Retrieval?
In non-interactive MIR, i.e., when no RF is given, the experimental data does not pro-
vide sufficient justification for the statement that PoP-based matching functions will al-
ways surpass single features or other matching functions. For instance, the arithmetic
mean surpasses the conjunction/geometric mean and hence the cognitive overlap of
multiple representations in terms of retrieval effectiveness (see Figure 8.11). Neverthe-
less, the matching function following the PoP is effectiveness stabler than the best per-
forming single representations per collection. Hence, the cognitive overlap’s retrieval
performance is more reliable than the usage of single representations.
In any case, the conjunction still performs better than any other examined matching
function, besides the arithmetic mean, as Table 8.16 illustrates. Moreover, there is evi-
dence that the conjunctive variant of a matching function always performs better than
its disjunctive counterpart (see Section 8.4.3). This finding complies with the predic-
tions of the PoP.
To recapitulate, if RF does not have to be supported by the retrieval engine, the usage
of the arithmetic mean as the primary matching function has to be recommended. If
only logic-based matching functions are available, the conjunction clearly surpasses all
other matching functions.
Can Polyrepresentation Compensate the Weak Retrieval Effectiveness of Some
Low-Level Features in Multimedia Information Retrieval?
Unfortunately, there is no evidence that the PoP can compensate the weak retrieval ef-
fectiveness of some representations. That is, weakly performing representations, e.g.,
those that rely on some sort of automatic image segmentation, have a negative effect
on the retrieval effectiveness, even if PoP-motivated matching functions are used. In
fact, this phenomenon is present in all examined matching functions as the compari-
son between their normal and best features variants shows (see Figures 8.14 and 8.15).
Hence, the choice of representations to be used during retrieval has to examined care-
fully. However, the experiments indicate that the results of the single representation ef-
fectiveness study can be directly transferred to the fusion-based experiments. In other
words, representations that perform alreadyweak in isolation, should be excluded from
the formation of cognitive overlaps or other feature fusions.
10.2.2 Do the Hypotheses of the Principle of Polyrepresentation Hold in a
Preference-based Interactive Multimedia Search Process?
Although the usage of single representations as a matching function surpasses the re-
trieval effectiveness of fusion approaches such as the PoP in some cases, single rep-
resentations cannot be used during RF. In such an interactive MIR scenario, which is
realized with PrefCQQL in the context of this dissertation, the data shows that the con-
junction outperforms all other fusion-based matching functions from RF iteration 1 on-
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ward. This includes the arithmetic mean. As a consequence, the predictions of the PoP
can be verified in the examined PrefCQQL-based interactive MIR scenario. However,
it is important to note that also the number of available representations has an impact
on the retrieval outcome. That is, if too few representations are present in a match-
ing function, the corresponding IN model in PrefCQQL obviously becomes subject to
underfitting eventually lowering its retrieval effectiveness (see Section 8.5.2).
10.2.3 Can a Usable Multimedia Information Retrieval System Be Built on
the Basis of the Principle of Polyrepresentation and PrefCQQL?
This question can be answered to a large extent by the proof of concept, the Pythia MIR
system prototype, described in Chapter 6. The combination of CQQL and PrefCQQL
supports different ISS and a seamless transition between them (see Section 6.2.1). The
support of various ISS is important to address the different user needs during the infor-
mation seeking process and is commonly believed to increase a (M)IR system’s utility.
The motivation to develop a prototypical interactive MIR system is the objective to
test its usability in a real-world scenario. Besides its lack of self-descriptiveness, which
has not been prioritized during the prototype’s development, the 59 subjects of the us-
ability study (see Chapter 9) attest the Pythia MIR system a high level of usability.
To come to an end, the objective of why-experimentation is to justify a theoretic
model’s validity, i.e., the validity of the predictions made by the principle of polyre-
presentation. This verification process is required to assess a model’s validity and to
investigate whether the PoP forms a theory. The answer to this question is particularly
interesting in conjunction to the experiments conducted in textual IR [Skov et al. 2004;
Larsen et al. 2006, 2009]. However, although the experiments presented in this thesis
were conducted in a way that allows a generalization of the resulting conclusions, we
believe that this dissertation cannot answer this question exhaustively. This is mainly
due to the different outcomes of the interactive and non-interactive experiments. While
the former presents evidence for the validity of the PoP’s assumptions, the latter only
shows a good performance of the PoP in MIR which is surpassed by the utilization of
the arithmetic mean as a matching function. To ultimately answer the question whether
the PoP constitutes a theory for IR and MIR, further research is needed. Nevertheless,
the presented research results provide sufficient evidence of the PoP’s general utility in
MIR as it definitely allows predictions of the retrieval effectiveness development of a
matching function.
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10.3 Future Work
We can only see a short distance ahead, but we can see plenty there that needs to
be done.
Alan Turing; 1950
As frequently mentioned throughout this dissertation, there are many areas that need
further research. Unfortunately, this section can only present a small selection of ideas
for future work. The area of future work can be subdivided into four parts: further
evaluation opportunities (see Section 10.3.1), improvements of the Pythia MIR system’s
usability (see Section 10.3.2), functionality (see Section 10.3.3), and technical improve-
ments addressing the performance of the system (see Section 10.3.4). By no means the
discussed areas for future work are meant to be exhaustive. Instead, the following sec-
tions shall give a rough orientation of fields that can profit from further research.
To conclude the thesis, Section 10.3.5 sketches additional application areas for the
presented polyrepresentative CQQL/PrefCQQL approach.
10.3.1 Evaluation Opportunities
The user study presented in Chapter 9 is positioned as an initial study. That is, to
obtain resilient results, it has to be extended to allow insights into all aspects of the
Pythia MIR system. For instance, to assess the usability of tagging or manual resorting
functionalities, additional long enduring simulated work tasks are needed. Moreover,
to obtain usability results for all addressed personas, test persons with a domain expert
or professional background should be recruited and the simulated work task(s) should
be repeated with this group of users.
Long enduring simulated work tasks are also required to examine whether the alter-
nation frequency between different ISS changes over time or if different visualizations
are more likely to be used during longer information seeking sessions.
Another perspective on the retrieval effectiveness of the PrefCQQL approach can be
taken by repeating the experiments described in Section 8.5 with different user sim-
ulations. As described above, with the examined user simulation, the PrefCQQL RF
process tends to stagnate after approximately five RF iterations. To ultimately find out
whether this effect is due to PrefCQQL or, as assumed, the utilized user simulation,
further user simulations are needed.
As this dissertation only examines PrefCQQL’s effectiveness during explicit RF, an
additional investigation of PrefCQQL’s feasibility for pseudo RF (see Section 5.1.2) is
reasonable. First experiments show a trend that PrefCQQL is not subject to query drift-
ing during pseudo RF when the conjunction is used (see Figure 10.1). However, the fig-
ure also illustrates that pseudo RF limits the retrieval effectiveness development. Most
likely this is due to the similarity between the user simulation, which is used from RF
iteration 2 onward, and the pseudo RF strategy which also only switches preferences.
This approach resembles the strategy used in the second step of the user simulation
with the difference that the ground truth is not available to the pseudo RF algorithm
(see Section 8.5.1).
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Figure 10.1: Performance comparison of RF-enabled representation combinations and
standard aggregations
From a strict statistical point of view, all experiments should be repeated with a
higher number of documents, collections, matching functions, and subjects to increase
their level of expressiveness. In particular, this is true for the choice of matching func-
tions because the presented data cannot give a definite answer to the question of how
many representations are needed to guarantee an increase of retrieval effectiveness for
a conjunctive matching function during RF. Moreover, a different choice of matching
functions might give answers to the questions posed in Section 8.5.2 regarding the im-
pact of a matching function’s dominant logical characteristic onto its behavior during
relevance feedback.
To further investigate PrefCQQL’s weight learning algorithm, a Monte Carlo exper-
iment could be conducted. The utilized weight learning algorithm (see Section 5.4.4)
is based on pseudo-random numbers using a fixed random seed to ensure the repro-
ducibility of the experiments. However, this also means that the random numbers used
to start the simplex algorithm only cover a small region of the parameter space. In or-
der to obtain statistical resilient results about the learning algorithm’s behavior, aMonte
Carlo experiment can be used to investigate how the simplex algorithm behaves if the
parameter space is sampled evenly. Roughly speaking, the core idea of the suggested
Monte Carlo experiment is to repeat the user simulation as long as the learning algo-
rithm’s simplex has been defined by a number of vertices that are distributed evenly
over the whole parameter space. As long as this form of experiment has not been con-
ducted, it cannot be inferred safely whether the weighting variable values used in this
thesis are optimal. As a result, this thesis cannot give a definite answer to the ques-
tion of how the algorithm will perform on average in every scenario. Instead, it has to
be stated that the measured performance might increase or decrease if other pseudo-
random number sequences are used.
Alternatively, all experiments could be repeatedwith different mapping strategies for
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unavailable representations (see Section 8.4.3) or using statistically standardized simi-
larity scores for each representation. At the current stage, a similarity score regarding a
representation has a distinct statistical distribution. From a statistical point of view, this
complicates the comparison of such variables because of their different distribution. To
address this issue, a z-transformation could be used [Falk et al. 2002].
As these examples illustrate, the opportunities for additional evaluations and exper-
imental designs are almost unlimited. Although this list is far from being complete, we
will end its presentation here and leave room for the reader’s imagination.
10.3.2 Usability Improvements
Asmentioned before, the PythiaMIR system prototype has been criticized for its lack of
self-descriptiveness by a high number of study participants. As as a result, this usability
factor has to be addressed in future releases along with the provision of an online help.
Furthermore, a future version of the system should emphasize the search history and
the query modification facilities in order to make the users aware of these functions as
they provide support for correcting errors and finding more relevant documents.
To establish a link between the user’s cognitive space and the information space as
postulated in Section 5.4.2, the usability of the corresponding widgets such as the poly-
representation visualization (see Section 6.2.9) has to be improved. Concluding from
the study results, the more advanced functionalities suffer particularly from their lack
of self-descriptiveness and remain invisible or uncontrollable for most users.
To conclude, the faceted navigation’s retrieval effectiveness regarding persons has to
be improved to enhance the user experience of the prototype.
10.3.3 Functional Extensions
Although preference aging is supported by the PrefCQQL approach in principle (see
Section 5.4.7), the inclusion of this functionality is desirable because of its convincing
utility reported by Campbell [2000] and Liu et al. [2009].
Furthermore, a functionality aiming primarily at advanced users is a direct modi-
fication of the PrefCQQL preference graph. For instance, the preference graph could
be displayed in an additional dialog enabling users to state more complex preferences
than the ones possible with the concentric circles metaphor (see Section 6.2.5).
Another functional extension thatmight assist users during information seekingwould
be the suggestion of preferences that result in meaningful restriction of the information
space, e.g., by bisecting the result list.
As outlined in Section 6.3.2, the handling of PDF documents in the current prototype
is only available in a rudimentary manner. At the current stage of development, it only
constitutes a proof of concept of the extraction of different media from composite PDF
documents. It remains open how the extracted media objects have to be combined in a
meaningful way to be of use during the information seeking process.
To come to an end, another functional extension, whose implementation is partic-
ularly compelling, would be the realization of CQQL-based polythetic clustering as
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sketched in Section 6.2.4.
10.3.4 Technical Improvements
Although the Pythia MIR system prototype already uses various optimizations (see
Section 8.4.1), the notion of a prototype implies a variety of possible technical improve-
ments. The most obvious optimization area is the continuous integration of paralleliza-
tion into the application in order to fully exploit the parallel processing power of mod-
ern CPUs and GPUs.
For instance, parallelization can be used to search for useful preferences (see above)
in the background without disturbing the user interaction. Moreover, the most prob-
able next queries can be submitted before the user manually triggers them in order to
increase the system’s responsiveness or to suggest new queries.
In a similar manner, parallelization can be used to render the various result visualiza-
tions in the background to allow an instant change between the different views on the
results. At the current stage of development, each switch between the visualizations
causes a new rendering of the corresponding widget.
On an even lower level, the distance calculations between the representations can be
optimized by avoiding superfluous calculations or by caching results whenever it is ap-
propriate. In addition, further improvements of the system’s performance are expected
from changing the representations’ internal storage format from file-based XML to a
less complex storage structure or a feasible database system.
Although all these exemplary improvements will have an impact on the system’s re-
sponsiveness and thus on its user experience, they have been neglected because of this
dissertation’s focus on the principal design and evaluation of an interactive polyrepre-
sentative MIR system. As a result, there are many opportunities to fine-tune the source
code as well by revising the internal storage and data access functionalities.
10.3.5 Future Directions and Application Areas
Besides this dissertation’s focus on visual MIR, the presented Pythia MIR system and
its underlying retrieval model in particular are not limited to this domain.
For instance, CQQL has also been used successfully in music retrieval to model mu-
sical genres within the “GlobalMusic2one” research project169. In this research project,
CQQL is used to formulate matching functions on the basis of descriptions provided by
musicologists characterizing musical genres as logical sentences of propositions about
automatically extracted representations such as a song’s instrumentation, rhythm, ap-
proximate length, or the geographic origin of a song [Schiela 2010; Zellhöfer & Schmitt
2011b].
Alternatively, PrefCQQL can be used in traditional IR or relational databases as men-
tioned in Section 5.4. To give an example, in a supervised bachelor’s thesis, Buckow
[2009] uses CQQL with manually pre-determined weighting variable settings to re-
trieve auction lots from a fine-arts database. In this scenario, the weighting variables
169http://www.globalmusic2one.net/en_summary.html
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are set by domain experts and PrefCQQL is not used. However, PrefCQQL support can
be easily added in order to personalize the search results.
A similar application area is the search in library catalogs, e.g., during retroconver-
sion (the mapping of an outdated catalog syntax to a modern one) or revision (the
correction or addition of catalog information). In this use case, an incomplete catalog
entry, which happens to be interpretable as a logical CQQL query, could be used to re-
trieve similar catalog entries to findmissing information. Using PrefCQQL, this process
can be repeated until all missing information is collected from similar catalog entries.
Moreover, the sketched query learning capabilities of PrefCQQL (see Section 5.5) can
be used to learn queries if a manual statement is too complex.
As mentioned before, CQQL has also been used successful to process combined tex-
tual and CBIR queries in order to retrieve data from the Wikipedia at ImageCLEF 2011
[Zellhöfer & Böttcher 2011].
To come to an end, the most interesting area for future research on a formal level is
the inclusion of quantum entanglement into CQQL. In quantum mechanics, quantum
entanglement describes the phenomenon that two particles cannot by described inde-
pendently. That is, these quantum particles constantly interact with each other. Similar
phenomena are imaginable in (M)IR. For instance, certain representations interact with
each other such as the author and the literary genre or the color layout and the contours
present in an image. However, at the time of writing this thesis, none of the quantum
mechanics-inspired IR models discussed in Section 4.5.4 address this open issue.
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A Mathematical Foundations
The main objective of this appendix is to sketch the mathematical foundations needed
for the understanding of this thesis. As such, it cannot replace a full mathematical
introduction on the topics becoming relevant. This is in particular true for the field of
statistics and probability theory which is more thoroughly covered byMendenhall et al.
[1999]; Miller & Miller [1999], or Ash [2008].
Basic overviews of the mathematical concepts being used in IR are available by a
number of authors, e.g., by Dominich [2008] or Croft et al. [2009].
A.1 Basics
A.1.1 Partially Ordered Sets (Posets)
Definition A.1 Partially ordered set (Poset): A partially ordered set (poset) is a set with
a partial order. A (weak or non-strict) partial order is a binary relation R, e.g., denoted by ≤,
defined over a set S (R ⊆ S× S) which is anti-symmetric, reflexive and transitive for all
a,b, c ∈ S. ✸
Definition A.2 Anti-symmetry: If aRb and bRa, then a = b holds. ✸
Definition A.3 Reflexivity: The following holds: aRa. ✸
Definition A.4 Transitivity: If aRb and bRc, then aRc. ✸
Definition A.5 Strict partially ordered set: A partially ordered set which is irreflexive,
i.e., ¬(aRa), is called a strict poset. A typical binary order relation R for a strict poset is
<. ✸
A.1.2 Total Order
Definition A.6 Total order: A total order is a partial order R over a set S that is also total,
i.e.: ∀a,b ∈ S | aRb ∨ bRa holds. ✸
A.1.3 Lattices
A lattice is a set of elements over which a poset is defined. Every two elements of
the lattice have one supremum (join) and one infimum (meet). In addition, the laws of
absorption, associativity, and commutativity hold for all elements of the lattice.
Figure A.1 depicts a lattice with the partial order ⊂ (“subset of”) using a Hasse dia-
gram.
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Definition A.7 Hasse diagram: AHasse diagram is an ordered, directed and acyclic graph.
Following the direction of the arrows illustrates the join operation of two sets. Moving against
this direction illustrates the meet operation of two sets. Each node of the graph depicts a set of
letters while ∅ denotes the empty set.
Generally speaking, a Hasse diagram is constructed by drawing a line pointing from an ele-
ment A to B if A < B while A appears at a lower position than B in the graph. Additionally,
there must be no element C withA < C < B. That is, a Hasse diagram visualizes the transitive
reflexive reduction of a poset. ✸
A complete lattice is a lattice whose subsets have all a supremum and an infimum.
{a, b, c}
{a, b} {a, c} {b, c}
{a} {b} {c}
{∅}
Figure A.1: Hasse diagram of a lattice with the ordering criterion “subset of”; arrows
point to the greater element
A.1.4 What is Logic?
According to the Oxford English dictionary logic can be described as
“the systematic use of symbolic and mathematical techniques to determine the
forms of valid deductive argument.”
In this thesis, we only discuss formal logical systems that are used for reasoning like
the classical Boolean logic. Comparable definitions are available in Schöning [1989];
Siefkes [1990], or Dominich [2008].
Roughly speaking, a formal logic consists of a language that operates on symbols in
order to assess the truth value of a sentence. A sentence consists of propositions (which
are denoted by using a capitalized letter, e.g., A) and logical connectors (e.g. conjunc-
tion (∧), disjunction (∨), and negation (¬) in Boolean algebra (see below)), whereas a
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proposition can also be a sentence. To infer the truth of a sentence, one replaces the
propositions (or elementary propositions [Wittgenstein 2004, cf. Sec. 5 and 5.01]) with
their distinct truth value, i.e, true or false in the case of Boolean logic. We denote true
with 1 and false with 0. Then, one applies the rules defined by the logical connectors
as listed in Table A.1. These rules are defined by axioms or can be deduced from them.
Two example axioms are the law of the excluded middle, i.e., A ∨ ¬A, or the law of
identity, i.e., A = A. Both aforementioned sentences are true.
Table A.1: Semantics of Boolean logical connectors and propositions A and B
A B A ∧ B A ∨ B ¬A
0 0 0 0 1
0 1 0 1 1
1 0 0 1 0
1 1 1 1 0
A.1.5 Boolean Algebra
A Boolean algebra is a formal logical systems with the following properties. For the
propositions A, B,C ∈ {0, 1} holds. To form sentences, two binary operators (con-
junction/and/meet ∧ and disjunction/or/join ∨) and one unary operator (negation ¬) are
defined.
When considered as a poset with the ordering relation ≤, 1 is the supremum and 0
the infimum of this structure.
The following axioms hold in a Boolean algebra:
Definition A.8 Axiom of Associativity:
(A ∧ B) ∧ C = A ∧ (B ∧ C) and (A ∨ B) ∨ C = A ∨ (B ∨ C) (A.1)
✸
Definition A.9 Axiom of Commutativity:
A ∧ B = B ∧ A and A ∨ B = B ∨ A (A.2)
✸
Definition A.10 Axiom of Distributivity:
A ∧ (B ∨ C) = (A ∧ B) ∨ (A ∧ C) and A ∨ (B ∧ C) = (A ∨ B) ∧ (A ∨ C) (A.3)
✸
Definition A.11 Axiom of Identity:
A ∧ 1 = A and A ∨ 0 = A (A.4)
✸
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Definition A.12 Axiom of Complements:
A ∧ ¬A = 0 and A ∨ ¬A = 1 (A.5)
✸
Definition A.13 Axiom of Idempotence:
A ∧ A = A and A ∨ A = A (A.6)
✸
A.1.6 Dirac notation
The Dirac notation can be regarded as the lingua franca in quantum mechanics and
has been originally introduced by Dirac [1958]. The following definitions resemble the
overview of the notation given in Schmitt [2008, cf. Sec. 2] and van Rijsbergen [2004, cf.
App. I]. Please refer to these contributions for more examples of the notation.
Definition A.14 Ket vector: A column vector x in a Hilbert space H (see Section 4.1) is
represented by a ket: |x〉. ✸
Definition A.15 Bra vector: The transpose of |x〉 yields a row vector bra: 〈x|. ✸
Definition A.16 Inner product in bra-ket form: The inner (or scalar) product of two ket
vectors |x〉 and |y〉 is stated by a bra(c)ket: 〈x|y〉. ✸
Definition A.17 Norm of a ket vector: The norm |||x〉|| of a ket |x〉 is defined as:
√
〈x|x〉.
✸
Definition A.18 Outer product in bra-ket form: The outer product of two kets |x〉 and
|y〉, which generates a linear operator in form of a matrix, is denoted by: |x〉〈y|. ✸
A.2 Probability Theory
This informal introduction of probability theory is oriented on Ash [2008]. It aims at
summarizing classical probability theory being based on Kolmogorov’s axioms of prob-
ability theory. Appendix A.2.4 extends this section by discussing Bayes’ theorem that
deals with conditional probabilities.
A.2.1 Basic Terminology
Classical probability theory can be best described with the help of an observation of a
random experiment, e.g., the rolling of a die.
The sample space Ω represents all possible outcomes of a random experiment , i.e.,
Ω = {1, 2, . . . , 6} for the rolling of a die.
Events are sentences about the experiment involving a number of outcomes that can
be assigned with a truth value, e.g., that an even number has been rolled, A = {2, 4, 6}.
Hence, A ⊆ Ω holds.
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The probability of an event P(A) is a probability measure P that assigns an event A a
value out of [0, 1], i.e., P : A ⊆ Ω → [0, 1], while P(Ω) = 1 and P(∅) = 0, i.e., an
event that is not in Ω cannot occur during the random experiment. Furthermore, for a
probabilitymeasure countable additivitymust hold. That is, for all countable sequences
of disjoint events {Ai} (see below) the following holds:
P(
⋃
i≥1
Ai) = ∑
i≥1
P(Ai). (A.7)
To simplify the handling of P(A), we commonly assign it a probability based on the
frequency or chance of the event, e.g., P(“1 is rolled”) = 16 .
A.2.2 Event Algebra
Being a Boolean algebra, the algebra of events and probabilities resembles the algebra
of real numbers, i.e., a union (∪) corresponds to an addition while an intersection (∩)
corresponds to a multiplication, if the events are independent.
Two events A and B are independent iff
P(A ∩ B) = P(A) · P(B). (A.8)
That is, the occurrence (or non-occurrence) of A has no effect on the occurrence of B.
Otherwise, Equation (A.12) applies.
The probability of mutually exclusive/disjoint events, i.e., Ei ∩ Ej = ∅; for i 6= j, is
defined as follows:
P(E1 ∪ E2 ∪ · · · ∪ En) =
n
∑
i=1
P(Ei) (A.9)
If two events are notmutually exclusive the following applies:
P(A ∪ B) = P(A) + P(B)− P(A ∩ B) (A.10)
To conclude, let the complement be:
P(Ω\A) = P(¬A) = 1− P(A) (A.11)
Conditional Probabilities If two probabilities are affected by each other, they are
called conditional. That is, the probability of A on the condition that B has occurred is
defined as follows:
P(A|B) =
P(A ∩ B)
P(B)
if P(B) 6= 0. (A.12)
341
A Mathematical Foundations
A.2.3 Material Implication versus Implication as Conditional Probability
For the material implication, we make use of the notation used by van Rijsbergen
[1986b].
P(A ⊃ B) = P(¬A ∨ B) (A.13)
In contrast, the implication in which the soundness criterion holds is defined as follows:
P(A→ B) = P(B|A) =
P(A ∩ B)
P(A)
(A.14)
That is, it is impossible for the premise of the inference to be true while its conclusion
becomes improbable. In other words, only true statements can be proven. This con-
trasts to the material implication as Table A.2 clearly shows.
Table A.2: Truth table for the material implication and propositions A and B
A B A ⊃ B
0 0 1
0 1 1
1 0 0
1 1 1
Another difference between both implications becomes clear if we consider the fol-
lowing example extending the illustration by van Rijsbergen [1986b]. Let us consider
the implication “if A is true, then B” as a conditional probability in a classical die rolling
experiment. Let A be the event that a number less than 3 is rolled, while B represents
the event that an even number is rolled, i.e.:
P(A) =
2
6
and P(B) =
3
6
(A.15)
If we substitute the variables in both implications, we obtain different results.
P(A ⊃ B) = P(¬A ∨ B) = ¬
2
6
+
3
6
−¬
2
6
·
3
6
=
5
6
(A.16a)
P(A→ B) = P(B|A) =
P(A ∩ B)
P(A)
=
2
6 ·
3
6
2
6
=
1
6
2
6
=
1
2
(A.16b)
This observation, in addition to the soundness criterion that is not violated by Equa-
tion (A.14), leads to van Rijsbergen’s conclusion that only a conditional implication is
appropriate in the field of IR [van Rijsbergen 1986b].
A.2.4 Bayes’ Theorem
The Bayes’ theorem can be interpreted as a means to calculate the conditional prob-
abilities of two events A and B by “inverting” them. The following transformation
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can become useful in the domain of IR (as well as in other fields) if certain conditional
probabilities are easier to calculate than others.
P(A|B) =
P(B|A) · P(A)
P(B)
(A.17)
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B.1 Formulae of the Examined Matching Functions
The following equations use an abbreviated syntactical form to denote a (weighted)
CQQL query which can be derived from relational tuple calculus. Let collection be a re-
lation containing all document representations, dr a tuple variable, and query a relation
containing the query representation qr. Then, the following query in extended170 tuple
relational calculus [Codd 1970]
{dr | collection(dr) ∧ (∃qr)(query(qr) ∧ dr.cedd ≈ qr.cedd ∧ dr. f cth ≈ qr. f cth)}
can be abbreviated as
q = (CEDDqr ≈ CEDDdr) ∧ (FCTHqr ≈ FCTHdr),
whereas CEDDqr ≈ CEDDdr denotes the value of the CQQL proposition (or condition)
that is obtained by calculating the similarity of a query and a document from the collec-
tion with respect to its representation using the CEDD descriptor (respectively FCTH)
will be abbreviated with
q = R3 ∧ R9.
The index of R refers to the indices listed in Table B.1. Let R be the set of available
representations and |R| be the total number of representations, i.e., 19 in the case of this
dissertation (see Table B.1). In other words, Ri denotes the probability of relevance of a
document in reference to a representation.
A weighted CQQL query qθ will be abbreviated accordingly with its weighting vari-
ables denoted as θi, i.e., the weighted counterpart of the query above is:
qθ = R3 ∧θ1,θ2 R9.
This query can also be stated as in n-ary form:
∧
θi
i∈S
Ri ; S = {3, 9}.
The same convention applies to disjunction and negation.
170Note that we extend the tuple relational calculus by a binary similarity operator ≈ on two attributes.
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Table B.1: Available Features and Origin; high-level features are shaded gray
R# Name Type Origin
1 Auto Color Correlogram color-related,
global
Huang et al. [1997]
2 BIC color-related,
global
Stehling et al. [2002]
3 CEDD texture/color-
related, global
Chatzichristofis & Boutalis [2008a]
4 Color Histogram global 512 bin RGB histogram (own implementation)
5 Color Layout* color-related,
global
Cieplinski et al. [2001]
6 Color Structure* color-related,
global
Cieplinski et al. [2001]
7 Dominant Color* color-related,
global
Cieplinski et al. [2001]
8 Edge Histogram* edge-related,
global
Cieplinski et al. [2001]
9 FCTH texture/color-
related, global
Chatzichristofis & Boutalis [2008b]
10 Scalable Color* color-related,
global
Cieplinski et al. [2001]
11 Tamura texture-related,
global
Tamura et al. [1978]
12 Color Histogram
(region based)
color-related,
pseudo-local
Balko & Schmitt [2012]
13 Contour-based Shape* global Cieplinski et al. [2001]
14 Region-based Shape* global Cieplinski et al. [2001]
15 Gabor texture-related,
global
Zhang et al. [2000]
20 Date of creation temporal Exif
21 Time of creation temporal Exif
22 GPS coordinate spatial Exif
23 Camera model metadata Exif
* denotes features in the scope of MPEG-7 [Manjunath et al. 2002]
Best Features Variants
Many matching functions are available as a normal and a best features variant. The best
features variant uses all available representations but the three worst performing ones
(see Table 8.10), i.e., Gabor (R15), contour-based (R13), and region-based shape (R14) .
This naming convention applies to all matching functions.
B.1.1 Matching Functions Based on CQQL
This section lists logical CQQL queries that are already normalized. All matching func-
tions based on CQQL can be transformed into an arithmetic expression using the rules
presented in Chapter 4 (see Figure B.1).
In accordance with Section 8.4.2, the representations are limited to low-level features
only because Exif or IPTC data is not available in all examined collections. Thus, n = 15.
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Matching Function 5 Eidenberger conjunction, variant 1:∧
θi
(R5,R7,R8,R11) (B.5)
Eidenberger [2003] suggests to combine only color layout, dominant color, and some texture
representation(s). This choice is based on results of a retrieval effectiveness study relying only
on MPEG-7 features that revealed that the other available representations only contribute re-
dundant information and can therefore be ignored.
Source code: dbis/weightlearning/evalfunction/Eidenberger1AND.cpp
Matching Function 6 Eidenberger conjunction, variant 2:∧
θi
(R5,R7,R8) (B.6)
This matching function resembles Matching Function 5 but the Tamura representation R11 has
been removed because of its relatively weak performance with the examined collections (see Table
8.10).
Source code: dbis/weightlearning/evalfunction/Eidenberger2AND.cpp
Matching Function 7 Eidenberger disjunction, variant 1:∨
θi
(R5,R7,R8,R11) (B.7)
This is the disjunctive counter-part of Matching Function 5.
Source code: dbis/weightlearning/evalfunction/Eidenberger1OR.cpp
Matching Function 8 Eidenberger disjunction, variant 2:∨
θi
(R5,R7,R8) (B.8)
This is the disjunctive counter-part of Matching Function 6.
Source code: dbis/weightlearning/evalfunction/Eidenberger2OR.cpp
Matching Function 9 Q10:
(R3 ∨θ1,θ2 R9) ∧ (R5 ∨θ3,θk (R8 ∧θ4,θ5 R11)) ; θk = 1 (const.) (B.9)
Q10 is suggested by Zellhöfer & Schmitt [2011a] who report of a pre-study that revealed the
generally good retrieval effectiveness of the CEDD (R3), FCTH (R9), color layout (R5), and
Tamura (R11). Moreover, Q10 reflects the finding fromDeselaers et al. [2008] that a combination
of texture and edge detectors (R8) can improve the retrieval quality (see Section 8.4.3).
Source code: dbis/weightlearning/evalfunction/Q10.cpp
Matching Function 10 Semantic group conjunction:
∧
θi

(∨
θj
(R3,R9)), (
∨
θl
(R2,R3,R10,R12,R6,R1,R5,R4,R7)), (
∨
θk
(R8,R11,R15),
∨
θl
(R13,R14)


(B.10)
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This matching function groups representations into so-called “semantic groups” that fuse tex-
ture and color properties, that are color-related, or that model edge and texture properties. In
other words, functionally similar representations are grouped. The representations in each group
are connected with a disjunction modeling the assumption that they correlate as stated in other
studies [Eidenberger 2003; Deselaers et al. 2008] and thus model the same aspects of an image.
Hence, it would be enough, if one of the examined representations shares a high degree of simi-
larity with the query in order to assess a document as highly relevant.
Source code: dbis/weightlearning/evalfunction/SemanticGroupAND.cpp
Matching Function 11 Semantic group conjunction, best features:
∧
θi

(∨
θj
(R3,R9)), (
∨
θk
(R2,R3,R10,R12,R6,R1,R5,R4,R7)), (
∨
θl
(R8,R11,R15)

 (B.11)
Source code: dbis/weightlearning/evalfunction/SemBestAND.cpp
Matching Function 12 Bielefeld conjunction:∧
θi
(R1,R2,R3,R4,R5,R6,R7,R8,R9,R10,R11,R12,R14,R20,R21,R22,R23, Person) (B.12)
This conjunction is named after the city the domain expert workshops took place in (see Section
6.1.1) and has been used in the user studies. In contrast to all other matching functions, it has
not been used in the experiments presented in Chapter 8.
The matching function is multimodal and includes a Boolean predicate for person detection
(Person), a spatial proximity predicate for the GPS coordinate (R22), and temporal difference
predicates (R20+21).
The person detection is based on OpenCV using a Haar wavelet-based face detection algo-
rithm171. This representation indicates whether one or more persons are present on an image
document or not. The similarity between the Camera models (R23) is determined with the help
of the Levenshtein distance 172.
Source code: dbis/weightlearning/evalfunction/BielefeldFeatureConjunction.cpp
B.1.2 Matching Functions Based Standard Aggregations
Unlike thematching functions presented before, the following functions constitute arith-
metic expressions.
Matching Function 13 Arithmetic mean:
1
n
n
∑
i=1
Ri ; n = 15 (B.13)
171See http://opencv.willowgarage.com/wiki/FaceDetection as accessed on August 5th, 2013. For the
actual implementation in C++, see class dbis::extraction::extractors:: FaceDetectionExtractor.
172See http://xlinux.nist.gov/dads//HTML/Levenshtein.html as accessed on November 18th 2013.
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The sum is omitted because it will generate the same total order as the arithmetic mean because
the of the multiplication with a constant factor 1n .
Source code: dbis/weightlearning/evalfunction/ArithmeticMean.cpp
Matching Function 14 Arithmetic mean, best features:
1
n
n
∑
i=1
Ri ; n = 12 (B.14)
The same arguments as stated before (see Matching Function 13) apply.
Source code: dbis/weightlearning/evalfunction/ArithmeticMeanBest.cpp
Matching Function 15 Weighted arithmetic mean, best features:
1
n
n
∑
i=1
θiRi ; n = 12,
n
∑
i=1
θi = 1 (B.15)
This function extends Matching Function 14 with representation-specific weighting variables
θi.
Source code: dbis/weightlearning/evalfunction/WeightedArithmeticMeanBest.cpp
Matching Function 16 Geometric mean:
n
√
n
∏
i=1
Ri ; n = 15 (B.16)
A CQQL conjunction (see Matching Function 1) produces the same order as the geometric
mean because of its arithmetic evaluation that differs only from the geometric mean because of
the missing root function. The root function is strictly monotonic and has therefore no effect on
the produced total order.
Source code: dbis/weightlearning/evalfunction/GeometricMean.cpp
Matching Function 17 Geometric mean, best features:
n
√
n
∏
i=1
Ri ; n = 12 (B.17)
The same arguments as stated before (see Matching Function 16) apply.
Source code: dbis/weightlearning/evalfunction/GeometricMeanBest.cpp
Matching Function 18 Max:
max(R1, . . . ,Rn) ; n = 15 (B.18)
The maximum represents the disjunction in the original publication of fuzzy logic [Zadeh 1988].
Source code: dbis/weightlearning/evalfunction/MaxCondition.cpp
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Matching Function 19 Max, best features:
max(R1, . . . ,Rn) ; n = 12 (B.19)
Source code: dbis/weightlearning/evalfunction/MaxConditionBest.cpp
Matching Function 20 Min:
min(R1, . . . ,Rn) ; n = 15 (B.20)
The minimum represents the conjunction in the original publication of fuzzy logic [Zadeh 1988].
Source code: dbis/weightlearning/evalfunction/MinCondition.cpp
Matching Function 21 Min, best features:
min(R1, . . . ,Rn) ; n = 12 (B.21)
Source code: dbis/weightlearning/evalfunction/MinConditionBest.cpp
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Figure B.2: RF performance comparison of characteristic matching functions and stan-
dard aggregations, part 1
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Figure B.3: RF performance comparison of characteristic matching functions and stan-
dard aggregations, part 2
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Figure B.4: RF performance comparison of conjunction, disjunction and weighted arith-
metic mean, part 1
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Figure B.5: RF performance comparison of conjunction, disjunction and weighted arith-
metic mean, part 2
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Figure B.6: RF performance comparison of characteristic matching functions (conjunc-
tions, disjunctions, and Q10), part 1
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Figure B.7: RF performance comparison of characteristic matching functions (conjunc-
tions, disjunctions, and Q10), part 2
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13) Eidenberger disjunction, variant 1; It. 0
14) Eidenberger disjunction, variant 1; It. 1
15) Eidenberger disjunction, variant 1; It. 2
16) Eidenberger disjunction, variant 1; It. 3
17) Eidenberger disjunction, variant 1; It. 4
18) Eidenberger disjunction, variant 1; It. 5
19) Eidenberger conjunction, variant 2; It. 0
20) Eidenberger conjunction, variant 2; It. 1
21) Eidenberger conjunction, variant 2; It. 2
22) Eidenberger conjunction, variant 2; It. 3
23) Eidenberger conjunction, variant 2; It. 4
24) Eidenberger conjunction, variant 2; It. 5
25) Eidenberger disjunction, variant 2; It. 0
26) Eidenberger disjunction, variant 2; It. 1
27) Eidenberger disjunction, variant 2; It. 2
28) Eidenberger disjunction, variant 2; It. 3
29) Eidenberger disjunction, variant 2; It. 4
30) Eidenberger disjunction, variant 2; It. 5
Figure B.8: RF performance comparison of conjunction and Eidenberger variants, part
1
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4)  Conjunction, best features; It. 3
5)  Conjunction, best features; It. 4
6)  Conjunction, best features; It. 5
7)  Eidenberger conjunction, variant 1; It. 0
8)  Eidenberger conjunction, variant 1; It. 1
9)  Eidenberger conjunction, variant 1; It. 2
10) Eidenberger conjunction, variant 1; It. 3
11) Eidenberger conjunction, variant 1; It. 4
12) Eidenberger conjunction, variant 1; It. 5
13) Eidenberger disjunction, variant 1; It. 0
14) Eidenberger disjunction, variant 1; It. 1
15) Eidenberger disjunction, variant 1; It. 2
16) Eidenberger disjunction, variant 1; It. 3
17) Eidenberger disjunction, variant 1; It. 4
18) Eidenberger disjunction, variant 1; It. 5
19) Eidenberger conjunction, variant 2; It. 0
20) Eidenberger conjunction, variant 2; It. 1
21) Eidenberger conjunction, variant 2; It. 2
22) Eidenberger conjunction, variant 2; It. 3
23) Eidenberger conjunction, variant 2; It. 4
24) Eidenberger conjunction, variant 2; It. 5
25) Eidenberger disjunction, variant 2; It. 0
26) Eidenberger disjunction, variant 2; It. 1
27) Eidenberger disjunction, variant 2; It. 2
28) Eidenberger disjunction, variant 2; It. 3
29) Eidenberger disjunction, variant 2; It. 4
30) Eidenberger disjunction, variant 2; It. 5
Figure B.9: RF performance comparison of conjunction and Eidenberger variants, part
2
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B.2 Retrieval Effectiveness Comparisons of Different Matching Functions
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3)  Conjunction, best features; It. 2
4)  Conjunction, best features; It. 3
5)  Conjunction, best features; It. 4
6)  Conjunction, best features; It. 5
7)  Semantic group conjunction, best features; It. 0
8)  Semantic group conjunction, best features; It. 1
9)  Semantic group conjunction, best features; It. 2
10) Semantic group conjunction, best features; It. 3
11) Semantic group conjunction, best features; It. 4
12) Semantic group conjunction, best features; It. 5
13) Semantic group conjunction; It. 0
14) Semantic group conjunction; It. 1
15) Semantic group conjunction; It. 2
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Figure B.10: RF performance comparison of conjunction and semantic group conjunc-
tions, part 1
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Figure B.11: RF performance comparison of conjunction and semantic group conjunc-
tions, part 2
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Figure B.13: Averaged weight variable development per collection and averaged over
all collections for disjunction and best feature disjunction
364
B.3 Weight Development of Different Matching Functions
●
●
●
●
1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eidenberger conjunction, variant 1
Weight variable index
W
e
ig
ht
 va
ria
bl
e 
va
lu
e
● Caltech 101
Caltech 256
MSRA−MM
Pythia
UCID
Wang
Arith. Mean
●
●
1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eidenberger conjunction, variant 1
Weight variable index
W
e
ig
ht
 va
ria
bl
e 
va
lu
e
●
●
●
1.0 1.5 2.0 2.5 3.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eidenberger conjunction, variant 2
Weight variable index
W
e
ig
ht
 va
ria
bl
e 
va
lu
e
● Caltech 101
Caltech 256
MSRA−MM
Pythia
UCID
Wang
Arith. Mean
●
1 2 3
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eidenberger conjunction, variant 2
Weight variable index
W
e
ig
ht
 va
ria
bl
e 
va
lu
e
Figure B.14: Averaged weight variable development per collection and averaged over
all collections for Eidenberger conjunction 1 and conjunction 2
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Figure B.15: Averaged weight variable development per collection and averaged over
all collections for Eidenberger disjunction 1 and disjunction 2
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Figure B.16: Averaged weight variable development per collection and averaged over
all collections for semantic group conjunction and best feature variant
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Figure B.17: Averaged weight variable development per collection and averaged over
all collections for Q10 and weighted average (best features variant)
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B Evaluation Appendix
B.4 Results of the Usability Study
The following questions were used during the usability study. For each item, the nega-
tive and positive statement is given. Each question is encoded as a 7-level Likert item
that measures the level of agreement with the negative or positive statement.
1. Suitability for the Task In order to assess the suitability of the software for the
task, users can express whether the software...
a) is complicated to use./is uncomplicated to use.
b) does not offer all functions needed to solve the task efficiently./does offer all
functions needed to solve the task efficiently.
c) offers little support to automate reoccurring tasks./offers good support to
automate reoccurring tasks.
d) requires superfluous input./requires no superfluous input.
e) does not meet the requirements of the task./meets the requirements of the
task.
2. Self-Descriptiveness In order to assess the self-descriptiveness of the software,
users can express whether the software...
a) provides a bad overview over its functions./provides a good overview over
its functions.
b) uses hardly comprehensible terms, abbreviations, or symbols in its inter-
face./uses comprehensible terms, abbreviations, or symbols in its interface.
c) offers insufficient information about valid and required input./offers suffi-
cient information about valid and required input.
d) offers no context-specific explanations that are helpful on demand./offers
context-specific explanations that are helpful on demand.
e) offers no automatic context-specific explanations that are helpful./offers no
automatic context-specific explanations that are helpful.
3. Controllability In order to assess the controllability of the software, users can
express whether the software...
a) offers no means to pause a task and to continue later on without losing the
current progress./offers means to pause a task and to continue later on with-
out losing the current progress.
b) forces a needless and fixed interaction process onto the user./does not force
a needless and fixed interaction process onto the user.
c) allows only complicated switching between interface elements./allows un-
complicated switching between interface elements.
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d) is designed in a way that users cannot control how and what information
is displayed on the screen./is designed in a way that users can control how
and what information is displayed on the screen.
e) forces needless interruptions of the work onto the user./does not force need-
less interruptions of the work onto the user.
4. Conformity with User Expectations In order to assess the conformity with the
users’ expectations of the software, users can express whether the software...
a) makes orienting difficult due to its inconsistent design./facilitates orienting
due to its consistent design.
b) keeps users in doubt whether an input was successful or not./does not keep
users in doubt whether an input was successful or not.
c) informs the user about its current state insufficiently./informs the user about
its current state sufficiently.
d) reacts with hardly predictable processing times./reacts with predictable pro-
cessing times.
e) cannot be operated following consistent principles./can be operated follow-
ing consistent principles.
5. Error Tolerance In order to assess the error tolerance of the software, users can
express whether the software...
a) is designed in away thatminormistakeswill lead to severe consequences./is
designed in a way that minor mistakes will not lead to severe consequences.
b) informs too late about invalid input./informs at once about invalid input.
c) provides hardly comprehensible error messages./provides comprehensible
error messages.
d) requires a tremendous effort to correct mistakes on the whole./requires little
effort to correct mistakes on the whole.
e) does not provide hints how to solve errors./does provide hints how to solve
errors.
6. Suitability for Individualization In order to assess the suitability for individual-
ization of the software, users can express whether the software...
a) is hard to extend by the user when new tasks have to be solved./is easy to
extend by the user when new tasks have to be solved.
b) can hardly be adapted by the user to the individual way of solving a task./can
be adapted by the user to the individual way of solving a task.
c) is not likewise suitable for both beginners and experts because it cannot be
adjusted to the user’s state of knowledge easily./is likewise suitable for both
beginners and experts because it cannot be adjusted to the user’s state of
knowledge easily.
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C Questionnaires and Interviews
C.1 Demographics and Usage Questionnaire
• Year of Birth
• Gender
• Job Type
1. Pupil
2. In job training
3. Student
4. Fully employed
5. Part-time employed
6. Not employed
7. Retired
8. Other
• Field of Study / Job Training
• Course Level
Q0: Have you visited one or more oft he following lectures?
IR: Information Retrieval
MR: Multimedia Retrieval
Q1: Are you familiar with the principles of content-based information retrieval?
0. No
1. A little
2. I am an informed outsider
3. Very much
4. I am an expert
Q2: Are you colorblind?
0. I do not know.
1. No
2. Yes
Q3: How many minutes do you use the Internet per day?
0. Not at all
2. 1 - 30 minutes
447
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3. 31 - 60 minutes
4. 61 - 90 minutes
5. 91 - 120 minutes
6. More than 120 minutes
7. More than 240 minutes
Q4: Do you knowWeb 2.0 services such as Flickr or Fotocommunity.de for sharing
holiday, family or other photographs with friends?
0. Never heard of it
2. Know it by name
3. I have visited such websites
4. I do have an account
Q5: Howoften do you use suchWeb 2.0 services to share photographswith friends?
0. Never
1. Less than once a month
2. More than once a month
3. Weekly
4. Daily
Q6: Which of the following services do you use to upload and administrate holi-
day, family or other photographs? (Choose one or more.)
– None
– Facebook
– Flickr
– Fotocommunity.de
– Picasa
– Other
Q7: How often do you take photographs?
0. Seldom
1. Only at special events
2. Often
3. Virtually always
C.2 Demographics of the Contributors and Assessors
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Table C.1: Demographics of the Contributors; for the answer codes see Appendix C.1
AssessorID Year of
Birth
Gender Job
Type
Field of Study /
Job Training
Course
Level
MR IR Q1 Q2 Q3 Q4 Q5 Q7 Q6 Q6
actor0 0 0 0
actor1 1983 f 4 Business Math-
ematics
M.Sc. 0 0 1 1 7 3 0 1 none
actor2 1985 f 4 Hotel Business 0 0 0 1 5 4 1 2 Facebook fotocommunity
actor3 1985 f 4 Computer
Science
M.Sc. 0 0 2 1 4 2 0 0 none
actor4 1984 f 4 Business Math-
ematics
M.Sc. 0 0 3 1 7 3 0 1 none
actor5 1985 m 4 Business Infor-
mation Systems
M.Sc. 1 0 3 1 7 4 1 1 Facebook other
actor6 1984 m 4 Information and
Media Technol-
ogy
M.Sc. 0 0 3 1 4 4 1 2 Picasa
actor7 1985 m 4 Business Infor-
mation Systems
M.Sc. 0 0 2 0 7 3 0 1 none
actor8 1979 m 4 Computer
Science
M.Sc. 1 1 4 1 7 4 2 1 Facebook other
actor9 1944 m 8 Engineering 0 0 0 1 3 2 0 2 none
actor10 1979 f 4 Media and
Computing
Sciences
M.Sc. 0 0 0 1 7 4 1 1 Facebook fotocommunity
actor11 1977 m 5 Media and
Computing
Sciences
M.Sc. 0 0 0 1 2 2 0 2 none
actor12 1979 f 4 History of Art M.A. 0 0 0 1 6 4 2 2 Facebook
actor13 1982 f 4 Business Infor-
mation Systems
M.Sc. 0 0 3 1 7 3 1 2 other
actor14 1955 f 4 Travel Agency 0 0 0 1 4 2 0 0 none
actor15 1959 m 4 Cybernetics M.Sc. 0 0 0 1 7 3 1 1 Picasa
actor16 1966 m 4 Mathematics M.Sc. 0 0 2 1 4 0 0 1 none
actor17 1983 f 5 Social Work M.Sc. 0 0 0 1 2 2 0 1 none
actor18 1983 m 4 0 0 0 1 7 4 2 2 other
Min 1944 Min 4 Min 0 0 2 0 0 0
Max 1985 Max 8 Max 4 1 7 4 2 2
Median 1982,50 Median 4 Median 0,5 1 6,5 3 0,5 1
Mean 1976,50 Mean 4,33 Mean 1,28 0,94 5,39 2,94 0,67 1,28
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Table C.2: Demographics of the Assessors; for the answer codes see Appendix C.1
AssessorID Year of
Birth
Gender Job
Type
Field of Study / Job Training Course
Level
MR IR Q1 Q2 Q3 Q4 Q5 Q7 Q6 Q6 Q6
assessor11 1988 m 3 Business Administration M.Sc. 0 0 0 0 3 3 1 2 Facebook flickr
assessor18 1985 m 3 Business Administration B.Sc. 0 0 0 1 6 1 1 2 Facebook
assessor24 1990 f 3 Business Administration B.Sc. 0 0 0 1 5 3 2 1 Facebook Picasa
assessor27 1987 f 3 Business Administration B.Sc. 0 0 0 1 6 1 1 3 Facebook
assessor48 1983 f 3 Business Administration PhD 0 0 0 0 6 2 0 1
assessor13 1988 m 3 Business Administration M.Sc. 0 0 1 1 5 2 0 2
assessor28 1988 f 3 Business Administration M.Sc. 0 0 1 1 3 0 1 2 Facebook Picasa
assessor26 1987 f 3 Business Administration M.Sc. 0 0 2 1 3 0 0 1 Picasa
assessor25 1984 f 3 Business Administration B.Sc. 0 0 3 1 3 0 0 2
assessor10 1988 m 3 Business Administration & Engineering M.Sc. 0 0 0 0 4 3 1 2 fotocommunity
assessor12 1988 m 3 Business Administration & Engineering B.Sc. 0 0 0 0 6 0 1 2 Facebook
assessor16 1986 m 3 Business Administration & Engineering M.Sc. 0 0 0 1 5 1 0 2 Facebook
assessor17 1991 m 3 Business Administration & Engineering B.Sc. 0 0 0 1 5 2 0 1
assessor30 1988 m 3 Business Administration & Engineering M.Sc. 0 0 0 1 5 3 0 3
assessor21 1986 m 3 Business Administration & Engineering M.Sc. 0 1 1 1 3 2 2 1
assessor31 1989 m 3 Business Administration & Engineering M.Sc. 0 0 1 1 5 3 1 2 Facebook flickr other
assessor33 1986 m 3 Business Administration & Engineering M.Sc. 0 1 1 1 6 0 0 0
assessor22 1988 f 3 Business Administration & Engineering M.Sc. 0 0 1 1 5 1 1 1 Facebook
assessor23 1987 f 3 Business Administration & Engineering M.Sc. 0 0 2 1 2 1 0 1
assessor20 1987 m 3 Computer Science M.Sc. 0 0 0 1 6 2 0 0
assessor51 1990 m 3 Computer Science B.Sc. 0 0 0 1 5 2 0 0
assessor37 1987 m 3 Computer Science M.Sc. 1 1 2 1 6 0 0 2
assessor36 1986 m 3 Computer Science M.Sc. 1 1 3 1 3 2 0 1
assessor41 1988 f 3 Computer Science M.Sc. 1 1 3 1 6 1 0 1
assessor42 1985 f 4 Computer Science 1 0 3 1 5 1 0 1
assessor2 1979 m 4 Computer Science PhD 1 1 4 1 6 3 1
assessor44 1981 m 4 Computer Science 0 1 4 0 6 2 0 1
assessor50 1985 m 4 eBusiness 0 0 0 1 6 2 1 1
assessor32 1987 m 3 eBusiness M.Sc. 1 1 1 1 4 2 0 1
assessor39 1981 m 3 eBusiness M.Sc. 0 0 1 0 6 1 0 2
assessor29 1988 f 3 eBusiness M.Sc. 0 0 1 1 5 1 0 0
assessor38 1991 f 3 eBusiness B.Sc. 0 0 1 1 3 1 0 1
assessor46 1982 f 4 eBusiness PhD 0 0 2 1 6 2 1 1 other
assessor53 1988 m 3 eBusiness M.Sc. 1 1 3 0 6 2 2 1 Facebook
assessor15 1989 m 3 Information & Media Technology M.Sc. 0 0 1 1 6 3 1 0 Facebook flickr
assessor19 1985 m 3 Information & Media Technology M.Sc. 0 0 1 1 4 2 1 0 flickr
assessor35 1986 m 3 Information & Media Technology M.Sc. 0 1 2 1 5 1 0 1
assessor45 1982 m 4 Information & Media Technology 1 1 3 1 5 1 0 1
assessor43 1984 m 4 Information & Media Technology 1 0 4 1 3 3 1 1 Picasa
assessor14 1987 m 3 Urban & Regional Planning M.Sc. 0 0 1 1 5 3 1 1
assessor49 1985 m 4 0 0 3 1 6 3 1 1 Facebook
assessor47 1984 f 4 0 0 3 1 6 2 1 1 other
Min 1979 Min 3 Min 0 0 2 0 0 0
Max 1991 Max 4 Max 4 1 6 3 2 3
Median 1987 Median 3 Median 1 1 5 2 0 1
Mean 1986.29 Mean 3.21 Mean 1.40 0.83 4.88 1.67 0.55 1.22
Male 28 Non-
visited
class
33 31
Female 14 Visited
class
9 11
4
5
0
C.3 Materials Used in the Usability Test
C.3 Materials Used in the Usability Test
C.3.1 Demographics and Usage Questionnaire
The following list contains the translated questions of the used questionnaire including
their question and answer keys. The participants of the study had access to a German
version of the questionnaire. Optional questions are indicated. The full results can be
found as a supplement (see Appendix E).
1. QDEM_YEAR: Year of Birth
2. QDEM_GENDER: Gender
3. QDEM_JOBTYPE: Job Type
A1 Pupil
A2 Student
A3 In job training
A4 Fully employed
A5 Part-time employed
A7 Not employed
A8 Retired
4. QDEM_LECTURE: Did you visit one or both of the following lectures?
[This question is optional.]
SQ001 Information Retrieval
SQ002 Multimedia Retrieval
5. QDEM_CBIR: Are you familiar with the principles of content-based infor-
mation retrieval?
A0 No
A1 A little
A2 I am an informed outsider
A3 Very much
A4 I am an expert
6. QDEM_HOURS: How many hours do you use the Internet per day?
A1 Less than 1 hour
A2 1-3 hours
A3 3-5 hours
A4 6-8 hours
A5 9-11 hours
A6 12-14 hours
A7 More than 14 hours
7. QDEM_MACOS: Did you work with Mac OS X before?
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8. QDEM_FAMILARITY:Howoften did you use the tested software before you
did participate in this study?
9. QDEM_CBIRUSAGE: Did you use image searching tools before? Please
choose one or more.
SQ001 Google image search
SQ002 Microsoft image search
SQ003 Like.com
SQ004 Pixolution
SQ005 LIRE / Caliph & Emir
SQ006 Fire
SQ007 retrievr
SQ008 I have not used image searching tools.
10. USE_PREFERENCES:How do you assess the utility of the preference elicita-
tion in general? Please use the German grading scale (1= very good, 2= good,
3= satisfactory, 4= sufficient, 5= deficient). [A sample image was given. This
question is optional.]
11. USE_FACETS:How do you assess the utility of the faceted search in general?
Please use the German grading scale (1= very good, 2= good, 3= satisfactory,
4= sufficient, 5= deficient). [A sample image was given. This question is
optional.]
12. USE_MANUALWEIGHTS:Howdo you assess the utility of themanual weight
setup in general? Please use the German grading scale (1= very good, 2=
good, 3= satisfactory, 4= sufficient, 5= deficient). [A sample image was given.
This question is optional.]
13. USE_INSPECTOR: How do you assess the utility of the query weight visu-
alization in general? Please use the German grading scale (1= very good, 2=
good, 3= satisfactory, 4= sufficient, 5= deficient). [A sample image was given.
This question is optional.]
14. USE_MATRIX: How do you assess the utility of the matrix result visualiza-
tion in general? Please use the German grading scale (1= very good, 2= good,
3= satisfactory, 4= sufficient, 5= deficient). [A sample image was given. This
question is optional.]
15. USE_CLUSTER:How do you assess the utility of the cluster result visualiza-
tion in general? Please use the German grading scale (1= very good, 2= good,
3= satisfactory, 4= sufficient, 5= deficient). [A sample image was given. This
question is optional.]
16. USE_SOM: How do you assess the utility of the SOM result visualization in
general? Please use the German grading scale (1= very good, 2= good, 3=
satisfactory, 4= sufficient, 5= deficient). [A sample image was given. This
question is optional.]
17. RANKING_VARIANTS: If you would have to rank the tested GUI vari-
ants according to your personal preferences, which order would you choose?
[Sample images of the GUI variants were given.]
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18. GENERAL_COMMENTS: Please tell us your criticism and comments to en-
able us to revise the software in the future.
[This question is optional.]
C.3.2 Usability Test Instructions
The instructions (in German) shown in Figure C.1 were visible throughout the full du-
ration of each task and had to be read before a participant could start to solve a task.
In a separate dialog, the participants were informed not to judge the loading time of
the software due to its prototypical state.
Figure C.1: Usability test instructions
Translation of the Instructions Imagine you have been searching similar images to
the one shown above. You did expect to retrieve more images that resemble the sample
images given below. To start with, the first query image has been pre-defined. Read the
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following hints carefully before you click on “Task beginnen” [begin task]. Afterwards
click “Start” to begin with the search.
• Your objective is to get as many as possible photographs of alpine mountain land-
scapes amongst the first 20-30 results.
• In order to adjust the results according to your preferences, use the “Result per-
sonalization” dialog.
• The objective of this task is to operate the system as long as you are not satisfied
with the quality of the results regarding the given sample images.
• Photographs depicting persons should be avoided.
• The desired images focus on the landscape. Potentially visible buildings will only
be part of the motif but are not its central point.
• Mountain or landscape photographs that are not taken in Europe or the Alps are
not relevant.
• When you have altered the query images, please press “Start” to start a new
search.
• To solve the task you are given 15 minutes. If you are satisfied with the results
before, click “Task beenden” [end task].
Press “Task beginnen” whenever you are ready. Then press “Start” to start your first
search.
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This following text and illustrations are taken from [Zellhöfer 2012a, Sec. 3.4]:
“To show the power of the proposed approach, we will discuss it for a simpli-
fied example: the search for documents about the Hamburg town hall. Although
more complex scenarios are possible, we will use a simplified retrieval task as it
illustrates the core concepts of our approach in a comprehensible way. For this
example, we will rely on 14 visual modalities, one temporal (date of creation), one
spatial (GPS), and one “textual” (the cameramodel). We regard these as cognitively
different representations.
A combination of multi-lingual textual and visual modalities has been presented at
ImageCLEF 2011 [Zellhöfer & Böttcher 2011] and shows the utility of our approach
in a more sophisticated scenario. As we want to show the interaction with the
discussed approach and its personalization mechanisms, we will skip a discussion
of typical retrieval metrics or effectiveness in terms of usability, which are covered
in prior works [Zellhöfer & Böttcher 2011; Zellhöfer & Schmitt 2011a].
To start with, the user provides a QBE document to the system without any ad-
ditional keywords. Because a structured query and keywords are missing, the
system assumes a weighted conjunction of all representations present in the QBE
document. Fig. D.1 illustrates the first result documents with respect to the QBE
document, which is depicted in the upper left corner throughout this example. In-
terested if there are more documents about the Hamburg town hall, the user de-
cides to filter the results by choosing “Same as current” as a location facet from the
faceted navigation. Internally, this increases the impact of the GPS representation
in the weighted CQQL conjunction and lowers all others effectively retrieving only
documents from the same location. Fig. D.8 shows the result of the operation.
Feeling not satisfied with the result, the user decides to specify a preference as de-
picted in Fig. D.3173. The preference input (a document showing the Hamburg
town hall is more relevant than some night shot) starts the learning algorithm,
which finds new weights for the conjunction modeling the current CO. Fig. D.4
shows the characteristics of the weighting scheme. For the sake of brevity, we will
skip a discussion of the actual weights. Instead, we want to visualize the relative
weighting trend after RF iteration #1. The same visualization is made available to
the user for inspection, modification, and to communicate how the new result (Fig.
D.5) has been determined.
Although the new results fits the user’s IN much better, she decides to input more
precise preferences (Fig. D.6). Happy with the frontal pictures of the town hall,
173We agree that the user would be more likely to do an undo operation to simply go back in the search
history but neglect this fact for the purpose of illustration.
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she places them at the second innermost ring because she cannot decide which
one is better (or because it does not matter)174. Other motifs of the town hall are
placed at ring 3 because they are still fairly relevant. Because she is familiar with
Hamburg, she places some pictures that have been taken close to the town hall at
ring 4. By carrying out this operation, she hopes to find some documents from the
town hall’s surroundings as well because her initial IN, the Hamburg town hall,
has been slightly modified to the town hall and surroundings after exploring the
collection. Finally, she saves the query incl. weights for later usage175.”
Figure D.1: Initial result set
Figure D.2: Result set after location facet “Same as current” has been chosen
174Note that this would be impossible with Liu et al.’s relevance feedback system [Liu et al. 2009].
175Note that this would be impossible for browsing approaches unless one would save the full browsing
path and lock the data set in order to reconstruct the path. By using a query, we can retrieve the same
results as long as the data set stays the same even if some intermediary browsing documents have been
removed.
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E Contents of the Enclosed DVD
Figure E.1 illustrates the file hierarchy of the enclosed DVD. To facilitate browsing, the
file content.html contains a commented overview of the DVD’s content. Furthermore,
the full text of this dissertation is available in fulltext.pdf.
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/
content.html (Overview of the contained data)
coding_guidelines.html (Coding guidelines of the Pythia MIR system sources)
fulltext.pdf (Full text of this dissertation incl. hyperlinks)
Ch7_Design_of_Pythia_MIRSys/
workshop_minutes/
Minutes of the user workshops (see Section 6.1.1)
Ch8_Evaluation_of_the_Retrieval_Quality/
Various statistics
experimental_results/
Detail data for Sections 8.4 and 8.5
Ch11_Evaluation_of_the_User_Experience/
general_comments.htm/.docx (Answers to the open question)
intro.pdf (Illustrated tutorial used in the usability test, see page 286)
pregroup.csv (Raw demographic data of the usability study (pregroup))
survey_94199_R_data_file.csv (Raw demographic data of the usability study (main group))
survey_94199_R_syntax_file.R (R script for the analysis of both CSV files)
tn/
Raw data of the usability study for GUI variant Tn
videos/
Screen recordings
...
src/
Source code and documentation
Figure E.1: Table of contents of the DVD
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