Abstract
Introduction
Object segmentation is an important preliminary step for many high-level vision tasks, including person detection and tracking. State-of-the-art systems [16, 3, 1, 7] use foreground/background classification followed by pixel clustering and analysis. These systems commonly maintain a background model and label all pixels that differ significantly from this model as foreground.
Ideally, these systems should be robust to rapid illumination variation, such as from outdoor weather or indoor video projection systems. Several segmentation methods have been proposed which use background models based on color/intensity [16, 15, 14] , stereo range [9, 1] or both [8] . Generally, non-adaptive color-based models suffer from varying illumination. Adaptive color models [14] are more stable under lighting changes, but can erroneously incorporate objects that stop moving into the background model. Range-based background models can be illumination invariant, but are usually sparse. To avoid ambiguity at undefined background values (and the resulting illumination dependence [4] ), they have been either used in conjunction with color models [8] , or are built using observations from widely varying illumination and imaging conditions [4] . In this paper we show how visibility constraints from other range images can aid segmentation.
Our approach to foreground segmentation is to combine free space constraints found from multiple stereo range views. We decide if a given pixel is "foreground" by checking whether there is any free space behind it, as seen from other range views. We scan the set of epipolar lines in the other views corresponding to the given pixel, and test whether there are range points on the epipolar lines which indicate empty space behind the given point. This is a similar computation to algorithms proposed for the rendering of image-based visual hulls [11] . The key difference is that our method takes as input unsegmented noisy range data and evaluates 3-D visibility per ray, while the visual hull method presumes segmented color images as input and simply identifies non-empty pixels along the epipolar lines in other views. Also related are space carving and coloring methods [10, 13] , which split the space into voxels and use color consistency across multiple cameras to locate opaque voxels and to detect free space. These methods are quite general, and work with an arbitrary set of monocular views. They also require the construction of a volumetric representation of the scene for reconstruction or segmentation. We are interested in algorithms that perform segmentation solely in the image domain, without computing a volumetric reconstruction. We believe ours is the first method for range image segmentation using image-based (non-voxel) freespace computation.
In this paper we develop two complimentary segmentation algorithms that use visibility constraints. The first is an instantaneous foreground detection algorithm, which is independent of previous time points and does not presume scene or illumination constancy. The second assumes a stationary scene and a background range model per view, and generates virtual background values at pixels which would otherwise have had insufficient contrast to have valid range.
In the next section we describe our method for using "complimentary" camera(s) to determine whether a single 3-D point, visible by a "primary" camera, occludes any free space. We describe how to cluster such points, and to determine whether two clusters provably belong to separate objects. We then propose a method for creating dense virtual backgrounds for stationary scenes. Finally, we demonstrate the results using our algorithm tracking people in an indoor office environment. 
Foreground segmentation
We wish to segment objects that are not attached to any "background" surface other than the floor, by detecting pixels that occlude some empty space.
When a 3D point is imaged by a range sensing device (e.g. stereo camera) ¡ £ ¢ (Figure 2.1 
Pixel-level Segmentation
The first stage of our foreground segmentation algorithm applied to the disparity image of the camera ¡ is to determine which 3-D points visible by
is valid, we check whether there is some free space behind the point ,
where f denotes equality up to a scale factor. We say that point is behind point relative to rig ¡ , if lies on the optical ray h i , and (6) we consider that point to be evidence for (correspondingly ) belonging to foreground. In the current implementation of the algorithm, we use the number of found evidence pixels as a measure of certainty that point belongs to foreground. If more than one "complimentary" camera is available, then the results from each of them may be combined to provide more robust output. We compute a map of the number of observed occluded free-space points:
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Where the factor | u k g is introduced to deal with noise inherent in disparity computation. Since we expect the stereo-based range to be less robust for locations that are far from the camera, we can classify
Range Cluster Generation
The method described in the previous section provides us with a measure of how much free space is occluded by each pixel in a given view. We use this information to estimate the extent and connectivity of foreground regions in each view, and then link regions across views based on their projected overlap. Individual pixels are first clustered in each view, and we then determine whether two clusters belong to separate objects (Figure 2.2) . A naive approach would be to cluster the points based on proximity in either disparity or Euclidean space, and assume that each such cluster corresponds to a separate object. Such assumptions are correct in cases such as one in Figure 2.3(a) , but lead to oversegmentation in the example in Figure 2.3(b) , where components ¢ and ¥ actually correspond to parts of the same object. To resolve this ambiguity, we use the visibility information computed for each pixel (Section 2.1).
In silhouettes when range data is sparse. Instead, we compute an approximation of the silhouette in $ ¥ using the free space visibility constraints found for $ ¢
. We define an "oversilhouette" to be the projection into $ ¥ of 3-D line segments formed by observed points P from $ ¢ and the first confirmed freespace point they occlude. If such "oversilhouettes" of two components do not overlap in $ e ¥ , then we conclude these components belong to different objects (Figure 2.2) .
If the components' "oversilhouettes" overlap, we assume that components correspond to parts of the same object ( Figure 2.3(b) ). This can lead to undersegmentation (e.g. Figure 2 .3(c)) if there are insufficient views to observe the segmentation between disjoint objects. With additional cameras this could be resolved as shown in Figure 2.3(d) .
Virtual Background Generation
While the algorithm described in the previous section is capable of semi real-time performance (2fps on full resolution images) on current hardware, our tracking applications require much faster segmentation algorithms. The common range background subtraction algorithms provide high-speed performance, but are unreliable in the absence of the dense range data [4, 1] . While some improvement may be obtained using statistical training, the range images obtained in the indoor environment would generally be sparse (Figures 4.1(d), 4.2(d) ). In this section we describe a method for generating dense virtual background images.
When the common range background subtraction methods are used, each pixel in the "background" image repre- sents an upper limit on the depth (lower limit on the disparity) of free space visible along the corresponding optical ray when no foreground objects are present. Such upper limit may be obtained by, for example, taking the minimum of the observed valid disparity values at the pixel over time [4] .
If no range data is available at the point, we can estimate this limit from visibility constraints obtained from "complimentary" cameras. For each point in $ with invalid range we search the corresponding optical ray to detect all free space points along it that are visible by other cameras ¡ m s , and select the one with the greatest depth as the virtual background.
In order to simplify the algorithm we inverse the order of computation. Instead of searching along the optical rays of If both virtual and statistically trained background images are available, we may combine them to increase robustness by using data from statistically trained background when it is available (as it represents the true limit), and using virtual background data otherwise ( Figure 4.4(a-f) ).
Experimental Results
The foreground segmentation algorithm as implemented currently consists of several parts. The first part performs per-pixel computation described in Section 2.1 with
. We then cluster the pixels using techniques from Section 2.2, and finally pass the connected components through a size filter (accepting components greater than 1% of the image). The algorithm, running on 700MHz Pentium III, achieved the performance of 2 frames per second on the full resolution images.
To test our algorithms we used an installation with two Point Grey Digiclops cameras [12] . One camera used 6mm lenses, and another had 3.8mm lenses (wide-angle) (Figures 4.1 and 4.2) , with approximately perpendicular viewing directions. The cameras were calibrated offline. We used the Triclops SDK [12] to produce rectified reference and disparity images. High surface and texture validation thresholds were specified to produce much more reliable (although more sparse) disparity output.
In Figures 4.3(a, d) we show the results of nonconservative background subtraction (i.e. labeling new pixel as foreground if a valid range was detected where the background model is invalid) between range views of the same scene under different lighting conditions. Figures 4.3(b, e) show the results of conservative background subtraction (i.e. labeling new pixel as foreground only if background model contained valid value different from the new one) when trying to segment two people in the room. As can be seen neither method produces acceptable results under the conditions we expect the segmentation algorithm to handle. Nonconservative background subtraction produces large number of false positives when illumination changes, and contrast (and thus valid range data) become available on previously uniform background regions. A conservative approach, on the other hand, never detects foreground objects where no valid range data is available in the background model. Figures 4.3(c, f) demonstrate the results of applying our foreground segmentation algorithm to the same data as in figures 4.3(b, e) . Note that the algorithm was able to correctly segment people where no background range data was available (cf. Figures 4.3(a) and 4.3(c) ). Classifying parts of the table as foreground is, in fact, correct behavior of the algorithm, as there is empty space detectable behind them.
The output of the virtual background generation algorithm applied to the same data is shown in Figure 4 .4. The dense pure virtual background images (a, d) were generated from the disparity images in 
Conclusions
We have presented two novel range-based segmentation algorithms, that take advantage of availability of multiple, widely spaced stereo views. The semi real-time foreground segmentation algorithm relies on the visibility information obtained from other views to locate points that occlude free space. Since the algorithm does not maintain an explicit background model and uses only immediately available reliable range information, it is able to handle variable lighting conditions. We further extended the algorithm to use visibility constraints to improve clustering of the object points. The virtual backgrounds algorithm uses the visibility information to create dense range background images which can then be used with common real-time conservative background subtraction methods. 
