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Despite the existence of different methods, including data mining techniques, available
to be used in recommender systems, such systems still contain numerous limitations.
They are in a constant need for personalization in order to make effective suggestions
and to provide valuable information of items available. A way to reach such personal-
ization is by means of an alternative data mining technique called classification based
on association, which uses association rules in a prediction perspective. In this work we
propose a hybrid methodology for recommender systems, which uses collaborative filter-
ing and content-based approaches in a joint method taking advantage from the strengths
of both approaches. Moreover, we also employ fuzzy logic to enhance recommendations’
quality and effectiveness. In order to analyze the behavior of the techniques used in
our methodology, we accomplished a case study using real data gathered from two rec-
ommender systems. Results revealed that such techniques can be applied effectively in
recommender systems, minimizing the effects of typical drawbacks they present.
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Data Mining
1. Introduction
Nowadays, the world’s information base increases dramatically. Additionally, it is
technologically feasible to store huge volumes of data with, more and more, lower
costs. However, it results in an “information explosion” where there is a lot of useless
data in which it is very difficult to find valuable information.
In e-commerce applications such “information explosion” is reflected by loads
of products available for sale. In this way, users would probably have difficulty in
choosing the products they prefer and, consequently, have difficulty to purchase
them. There is a need for new technologies that make able to interpret the entire
information available in order to find what is more relevant.1 Facing the enormous
quantity of products, or items, available in current e-commerce systems, the con-
straint mentioned before become even more critical. Due to such facts and to a
more and more competitive industry, these systems need to personalize the presen-
tation of their products to the consumers. A way to reach such personalization is by
means of the so called “recommender systems”, which are being used by an ever-
increasing number of e-commerce sites in order to help consumers to find products
to purchase.2
Within this context, Recommender Systems appeared aiming at offering prod-
ucts for users of e-commerce applications in a personalized mode. This way, web
applications are able to supply their users more facilities in finding those prod-
ucts they prefer. For this reason, such applications may also increase their sales
because, in this context, they are able to interact with their users in order to aid
them in choosing and finding products and services of their interest. Accordingly,
recommender systems aim at adapting themselves for each user. Under this broader
definition, recommender systems serve to support a customization of the consumer
experience in the presentation of the sold products, thus, recommender systems en-
able, in a sense, the creation of a new store personally designed for each consumer.2
Nevertheless, nowadays they may also be employed in other domains further than
the e-commerce, such as virtual libraries, news websites, scientific portals, e-learning
systems, etc.
Methods employed in recommender systems have their foundations in different
domain areas. According to Cheung et al.3 and Lee et al.4 the methods implemented
in recommender systems can be divided into two main classes: collaborative filtering
and content-based methods. Both types of methods make use of information related
to evaluations, or ratings, provided by users.
Taking into account that data mining techniques are applied for identifying pat-
terns within data sets, these techniques can be successfully applied for recommender
systems,3 however they need to be extended to deal with common issues of such
systems. The induction of association rules is a data mining technique widely ap-
plied in decision making processes, which was first introduced by Agrawal et al.5 in
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the context of market basket analysis.
In spite of being a non-supervised learning method, association rule induction
can also be applied to perform classification tasks. In this work we develop a method-
ology to be applied in recommender systems, which uses association rules in a pre-
diction perspective (usually referred as associative classifiers). Moreover, we also
employ fuzzy logic to enhance recommendations’ quality.
In order to analyze the behavior of such classifiers on recommender systems’
data, we accomplished a case study using real data gathered from two recommender
systems. The key novelty of this work is the use of association rules for classification
tasks in recommender systems. Moreover, the use of fuzzy logic can also supply some
advances for these systems. Within such methodology, we developed a classification
based on association algorithm that applies fuzzy logic, which was named CBA-
Fuzzy.
In the next section we describe some foundations relative to our methodology
and to recommender systems, as well as some related works. Section 3 depicts
the recommendation methodology we propose, as well as the developed algorithm.
Subsequently, in section 4, we describe the case study accomplished to evaluate this
proposal. After all, we highlight some conclusions obtained through this work.
2. Background and Related Work
In this section we describe general features of association rules for classification and
recommender systems. Here we firstly describe some concepts related to classifi-
cation based on association, as well as on fuzzy association. General aspects and
works related to recommendation methods and the main drawbacks they present
are also highlighted in this section.
2.1. Classification Based on Association
As stated before, association rule induction algorithms can be employed to build
recommendation models such as the one in. 4 Association rules were first introduced
by Agrawal et al.5 aiming at discovering consumption patterns in retail databases.
Thus, the task of discovering association rules in retail data was termed as “mar-
ket basket analysis”. Agrawal et al.5 demonstrated that an association rule ex-
presses, in a dataset, the probability that the occurrence of a set of items implies
the occurrence of another set of items. These authors defined the following formal-
ization: let I = {i1, i2, i3, . . . , in−1, in} be a set of items (also called attributes),
where each element “i” that belongs to “I” can present binary values (true or false)
representing their membership to such set. Moreover, there is a transaction set
T = {t1, t2, t3, . . . , tn−1, tn} among elements of I, where each element “t” of “T”
expresses a set of items in “I”, such as t ⊆ I. The representation of an association
rule may be declared as A→ B, where A and B are item sets. Such representation
states that, in a transaction, the occurrence of all items from “A” (antecedent side
of the rule) results in the occurrence of items belonging to “B” (consequent side of
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the rule), such as A ⊆ I and B ⊆ I. An association rule describes an association
relation between item sets that occur together on transactions of a data set. Thus,
association is not considered as a prediction task, because it aims at describing
data.
On the other hand, a classification method is seen as a prediction task, because it
aims at predicting the value of an attribute (label) in a data set. The joining of con-
cepts from classification and association 6 is an alternative approach for performing
classification tasks, where association rules are employed as a classification method.
Seeing that association models are commonly more effective than classification mod-
els, a crucial matter that encourages the use of association rules in classification is
the high computational cost that current classification methods present. Several
works 7 8 9 11 verified that classification based on association methods presents
higher accuracy than traditional classification methods. Differing from association
rules, the decision trees, for example, do not consider simultaneous correspondences
occurring on different attribute values. Moreover, for human beings, an output pro-
vided by association rule algorithms can be much easier comprehended than an
output provided by other usual classification techniques, such as artificial neural
networks.12
According to Thabtah et al.9, a few accurate and effective classifiers based on
associative classification have been presented recently, such as CBA (Classifica-
tion Based in Association)6, CPAR (Classification based on Predictive Association
Rules)11, MCAR (Multi-class Classification based on Association Rule)9, CMAR
(Classification based on Multiple class-Association Rules)10 and GARC (Gain based
Association Rule Classification) 13. Taking into account that for classification rule
mining there is one and only one predetermined target, while for association rule
mining the target of discovery is not pre-determined,6 it is necessary to constrain the
rules’ consequent terms to encompass only one attribute. This way, the consequent
term of an association rule will represent the target, or class, attribute. Therefore,
such rule can play a prediction role in a given system: in order to classify an item,
the rule’s properties are matched to every rule’s antecedents and the attribute value
of the consequent term (from one or more selected rules) will be the predicted class.
Generally, the classification model is presented as an ordered list of rules, based
on a rule ordering scheme.14 In the CBA algorithm, for example, the rules are or-
dered by means of the confidence measure and it uses only one rule for performing
classification. However, in this case some scenarios in which there are multiple rules
with similar confidence measures may occur and, at the same time, with very dif-
ferent support measures. Hence, a rule A with much higher confidence than a rule
B could be the one chosen for classification even if B had a much higher support.10
The MCAR algorithm solves such drawback by means of an approach that consid-
ers, in addition to the confidence, the rules’ support. The CMAR algorithm has a
fine approach for selecting association rules for classification, instead of using just
one rule it makes use of all rules that match the case to be classified. If the con-
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sequent term of all selected rules is the same, the predicted class will obviously be
the value of the rules’ consequent term. Though, in a different scenario, rules are
divided in groups according to the consequent terms’ values. The value chosen for
classification is acquired through the group in which its elements hold the highest
correlation value according to the weighted χ2 measure. Similarly to CMAR, the
CPAR algorithm also divides rules into groups, though, instead of using all rules
that match to the object to be predicted, it uses the “k” best rules that represent
each class. Afterwards, the algorithm chooses a group, by means of the Laplace
Accuracy measure, that will be the one used for classification.
The drawbacks presented by association rule induction algorithms are, in gen-
eral, the same as classification based on association algorithms. A critical drawback
of these algorithms arises when they generate poor rules. Such rules generally en-
compass narrow information and own few attributes (or terms). An object owing
few attributes would probably be ineffectively classified. Another critical drawback
is due to the large number of rules that algorithms commonly produce,12 as a con-
sequence, much of them do not supply relevant information or are contradictory.
Such drawback is a critical issue related to associative classifiers, because the per-
formance of the algorithm may be affected when retrieving, storing, pruning and
sorting a large number of rules.10 The CMAR algorithm tries to solve such drawback
by implementing a FP-Tree data structure to store the association rules’ frequent
itemsets.
Next subsection presents a variation of classification based on association, in
which fuzzy logic concepts are employed for classification.
2.2. Classification Based on Fuzzy Association
The use of concepts from Fuzzy Sets in association rule mining, as with data mining
in general, has been accomplished by many works in the literature, such as 15 16 17
18, which is commonly reported as Fuzzy Association Rule Mining. Basically, the
two major advantages of employing fuzzy association rules are because they allow
rules to use vague linguistic expressions and to restrain the unwanted effect that
boundary cases might derivate.
The use of vague linguistic expressions, according to Dubois et. al.19 makes
fuzzy association rules very appealing from a knowledge representational point of
view, because the idea of fuzzy sets is to act as an interface between a numerical
scale and a symbolic scale which is usually composed of linguistic terms. Conse-
quently, rules generated in the mining process might be more comprehensible and
present a higher level of abstraction. This way, rule terms can present values like
“< height, tall >” instead of “< height, 1.83 >” or “< income,medium >” instead
of “< income, 20, 000 >”, for example.
In a real situation, there are often some cases that can be easily handled by a hu-
man being, but difficult for a machine, such examples includes face and voice recog-
nition, handwriting verification, etc.20 In this context, fuzzy association rules may
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be employed to build classification models, for example, where human’s knowledge
could be taken into account effortlessly. Such approach is also valid for recommender
systems, because they are introduced in a large variety of distinct domains.
Moreover, as stated before, the use of fuzzy association rules can also restrain
the sharp boundary effect between intervals, because fuzzy set concepts provide
a smooth transition between intervals’ memberships, resulting in fewer boundary
elements being excluded.20 Ordinary association rule mining algorithms usually
either ignore or over-emphasize elements near to the boundary of intervals in the
mining process. Additionally, the use of sharp boundary intervals is not intuitive
with respect to human perception.21 Fuzzy sets deal with the representation of
intervals which has boundaries that are not clearly defined. Such representation is
often based on a membership function that defines an element “i” to belong to a
certain set. Such function takes values in [0, 1]. Thus, membership in a fuzzy set is
a notion intrinsically gradual instead of abrupt or crisp (as in conventional Boolean
logic).22 Therefore, the membership value is not defined by an absolute binary
(true or false) value. Moving from set-based (interval-based) to fuzzy associations is
formally accomplished by replacing sets (intervals) by fuzzy sets (fuzzy intervals).19
This way, authors defined the following formalization: given a set of index terms
T = {t1, . . . , tu} and a set of items I = {i1, . . . , iv}, where each ti is represented
by a fuzzy set µ(ti) of items, which is defined as follows, where F (ti, ij) is the
membership degree of ti in ij .
µ(ti) = {F (ti, ii)|∀ii ∈ I} (1)
Kuok et. al.15 were the first ones to employ fuzzy sets concepts in associa-
tion, they trivially formalized a fuzzy association rule as “if X is A then Y is
B”, where X = {x1, x2, x3, . . . , xp} and Y = {y1, y2, y3, . . . , yq} are itemsets and
A = {fx1 , fx2 , fx3 , . . . , fxp} and B = {fy1 , fy2 , fy3 , . . . , fyp} contain the fuzzy sets
associated with the corresponding attributes in X and Y.
In the same way, classification based on association can also make use of “fuzzy
association” concepts. According to Jin 20, a fuzzy classifier based on fuzzy if-
then rules is more interpretable, because the expert or the user is able to verify the
classification paradigm and such verification may be done by judging the plausibility,
consistency or completeness of the fuzzy rule sets in the classifiers.
Generally speaking, classifiers based on fuzzy association extend the same con-
cepts of general associative classifiers, however, in order to obtain “fuzzy rules”, we
first have to partition numerical attributes, usually by means of linguistic terms def-
inition. Some works 21 22 23 24 define general fuzzy classifiers based on rules, where,
instead of assigning a class label to each record, a soft class label with a degree of
membership in each class is attached to each record (pattern) and the membership
value of the class label varies from 0 to 1. According to Au and Chan24, the use
of fuzzy technique allows the prediction of attribute values to be associated with
a degree of membership, thus, it is possible to deal with cases that an object can
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belong to more than one class. In a recommender system of movies, for example, a
user may share similar opinions with more than one group of users.
Au and Chan24 formalized the definition of fuzzy associative classifiers, which is
an extension of both fuzzy association and classification based on association. In this
case we have the same set of items I = {i1, i2, i3, . . . , ip, i}, where the last element
“i” represents the class attribute, which is a categorical attribute with values C1,
C2, . . ., Cq. Let X = {x1, x2, x3, . . . , xp} be a sample, where x1, x2, x3, . . ., xp are
the values taken by attributes i1, i2, i3, . . ., ip. Afterwards, a discriminant function
is used to classify each sample, where the class predicted will be the one presenting
the maximum value in such function. However, differently from most approaches
for fuzzy classification, our approach takes into account all values greater than 0
resulted by the discriminant function in order to classify a sample in more than
one class. In subsection 3.2, we depict how we apply and calculate this function to
classify a sample in the context of the approach proposed in this work.
2.3. Recommender System Methods
As stated before, recommender systems may employ content-based or collaborative
filtering methods. The content-based methods were the first approach to be pro-
posed for recommender systems. Such methods compare text documents to user
profiles, where web objects are recommended to a user based on those he has been
interested in the past.4 Hence, recommender systems that use such type of methods
do not take into account the information acquired from other users. As a result,
users of recommender systems employing content-based methods will receive rec-
ommendations based on similar items to those he/she has expressed interest before.
Thus, besides obtaining data related to documents features, these methods need to
obtain data related to the behavior of each user in order to make a recommenda-
tion. Information related to users’ behavior are explored to build their profiles. In
this way, rule-based techniques or keyword-matching are commonly used,25 never-
theless, techniques based on Machine Learning are used in order to have the users’
profiles automatically learned.
Unlike humans, content based techniques have difficulty in distinguishing be-
tween high quality and low quality information that is on the same topic.26 Hence,
it might not be feasible to make recommendations when opinions acquired from
other users are not taken into account. So, current recommender systems do not
employ content-based recommendation methods solely, because according to Bal-
abanovic´ and Shoham27, in certain domains it is still complex to extract relevant
features from items. Such authors also affirms that, in Web pages, for example, it is
possible to extract just some content features, because current information retriev-
ing techniques do not take into account multimedia elements, for example. Such
features can interfere in user’s interest for a certain item.
On the other hand, in collaborative filtering methods, the recommendation pro-
cess is based on products’ opinions collected from other users.26 These methods
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appeared aiming at providing more consistent recommendations by means of in-
formation concerning the social context of each user. Thus, the recommendation
process is based on ratings of other users who have similar characteristics (prefer-
ences concerning system’s items).26
As the collaborative filtering approach was originally based on nearest neighbor
algorithms, the recommended products will be the ones that have been liked by
users with similar interests to the “new user”, who is commonly referred to as
“Active User”. Breese et al.29 classified collaborative filtering methods into two
groups: memory-based methods, which are also referred as user-based methods,
and model-based methods, which are also referred as item-based methods. The
memory-based methods are known as the nearest neighbor method because it was
the first technique proposed for these methods. Memory-based methods were the
first approach of collaborative filtering, where the whole set of users’ opinions is
needed to be used, because the opinions of the active user are matched with the
ones of all other users of the system in order to find the most similar users to the
active user. However, facing the current context of recommender systems, where
we basically have sparse backgrounds, these methods are not broadly employed in
current recommendation approaches.
On the other hand, model-based methods build a predictive model by means of a
training set which comprises opinions acquired from a small portion of the system’s
users. Such type of method has been developed more recently in order to avoid the
sparsity problem, which usually arises when memory-based methods are employed,
because e-commerce systems generally offer millions of products for sale, so that it
is not feasible to obtain opinions about all of them.12 In order to build a predictive
model, model-based methods usually make use of a training set that takes into
account just opinions acquired from a part of the system’s users. Nevertheless, the
number of ratings available is usually small even to build a prediction model and,
hence, new techniques need to be developed in order to solve such shortcoming.
Not surprisingly, machine learning techniques are the most employed techniques
in model-based methods. Several machine learning methods that are employed to
solve data mining problems are also employed in recommender systems and they
may be very diverse, including techniques of clustering, Bayesian learning, neural
networks, etc. Furthermore, nowadays numerous systems also employ the agents’
technology combined to those techniques.30 The use of agents in these systems is
basically due to their autonomy, learning capability and the possibility of working
in cooperation.31
In spite of being generally the most efficient approach for recommender sys-
tems, model-based collaborative methods also present some shortcomings as well as
memory-based and content-based based methods. As a result, current approaches
for recommender systems do not employ merely one type of method. Usually, cur-
rent approaches are likely to employ concepts from both categories of methods in
order to take benefit from the strengths of each of them. Several works, like 27 26
32 33 28 combine collaborative filtering with content-based methods. Such methods
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may be combined of different ways, more primitive approaches, like the one pro-
posed by Pazzani 33 which tackles content-based and collaborative filtering methods
separately and combine the results from each afterwards. More recent approaches,
like the one of Condliff et. al.28 use all the available information, acquired from
both approaches, in a single predictive model. The recommendation methodology
proposed in this work, like the one described before, uses collaborative filtering and
content-based approaches in a joint methodology, as it will be described in section
3.
In the next subsection we will state some of the most critical and general draw-
backs related to collaborative filtering and content-based methods employed in rec-
ommender systems.
2.4. Recommender System Drawbacks
Recommender systems can present two types of errors: false negative and false
positive. The first one consists of products that were not recommended, though
the consumer would have liked them. The second one consists of recommended
products, though the consumer does not like them. According to Sarwar et al.12,
the false positives are more critical because they will lead to angry consumers. In
order to avoid false positives, methods employed in recommender systems must
avoid the occurrence of some typical drawbacks. Subsequently, it will be described
the four most critical drawbacks that may occur in these systems.
The biggest challenge recommender systems probably have nowadays and the
most critical drawback is related to data sparsity. Such drawback exists due to the
huge amount of data normally available in current recommender systems. Funda-
mentally, sparsity occurs because the number of ratings needed to build a prediction
model is greater than the number of the ratings obtained from users.
Moreover, most recommender system techniques require user explicit expression
of personal preferences for items (which means they need user interaction). Nev-
ertheless, methods have been built for obtaining ratings implicitly in order to add
more ratings and reduce sparsity However, even with the use of up-to-date meth-
ods (including data mining methods), sparsity still remains a critical drawback for
recommender systems due to the extensive number of items available. According
to Sarwar et. al.1, even active users may have purchased less than 1% of the items
available in a system. This means that in a recommender system of movies own-
ing 500,000 items, for example, an active user would be able to rate 5,000 movies.
Nevertheless, we can not expect that all users of the system watch 5,000 movies
and provide ratings to all of them. Moreover, rating schemes can only be applied
to homogeneous domains 34 and the number of eligible ratings to be used by the
system is even more restricted.
The sparsity is more problematic for memory-based collaborative methods, be-
cause it may not be feasible to obtain enough ratings from users of a system. Model
based methods reduce the shortcomings derived from sparsity, nevertheless it still
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needs to have a certain minimum number of ratings in order to build an estimation
model of ratings (like agents based methods). In any case, owning ratings of just 1%
of system items may be, according to the technique used, scarce to build a reliable
model.
Another drawback originated from the large number of items available in rec-
ommender systems is related to scalability. Scalability in recommender systems
includes both very large problem sizes and real-time latency (time taken to give
feedback to the user) requirements.2 An example of such requirement could be a
scenario in which a recommender system is connected to a Web page needing to pro-
vide recommendations within a few tens of milliseconds while attending thousands
of users at the same time. As a result, according to Konstan and Riedl35, current
recommender systems hold the challenge of attending the ruthless demand for low
latency and high throughput (information amount passing through the system) in
order to serve a massive number of users.
Such drawback may turn into the major concern of the system performance, be-
cause it may be unfeasible to deal with huge datasets using all available items. Ac-
cording to Sarwar et. al.1, a Web-based recommender system using only the nearest
neighbor method will probably suffer from serious scalability problems. Generally,
scalability is not a drawback for model-based methods, because in such methods,
differently from others, main data processing and induction of the predictive model
are usually not performed at run time (recommendation time).
Despite the above mentioned drawbacks being able to be brightened up by means
of model-based collaborative filtering methods, there are some drawbacks that these
methods can not solve. The “early rater problem”26 28 is an example of drawback
that may occur in all type of collaborative filtering methods. This problem is related
to the restraint of having few opinions to base the predictions on. This problem refers
to the impossibility of providing recommendations about an item that was recently
added to a system and, as a consequence, it would have few (or none) ratings of
users. In fact, the early rater problem is directly related to sparsity, because a system
encompassing a high number of items will probably present many items that have
not received any rating.
Sarwar et. al.36 argue that current recommendation systems depend on the
altruism of a set of users who are willing to rate many items without receiving
many recommendations. Economists have speculated that even if rating required
no effort at all, many users would choose to delay considering items to wait for
their neighbors to provide them with recommendations.37 Therefore, it is necessary
to establish means to encourage users to rate available items. Analogously, this
drawback also occurs with a new user accessing the system, because as there is
no available information on him, it will not be possible to perceive his behavior in
order to provide recommendations. An extreme case of the early rater problem is
when a recommender system first begins, because every user suffers from the early
rater problem for every item.26
Conversely, there are drawbacks, such as the “grey sheep problem”26, that occur
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only in collaborative filtering methods. The grey sheep problem refers to the users
who have opinions that do not consistently agree or disagree with any group of
users. As a consequence, such users would not receive recommendations. However,
this problem does not occur in content-based methods, because such methods do
not consider opinions acquired from other users of the system in order to make rec-
ommendations. Furthermore, the first rater problem neither occurs in such methods
since they can provide recommendations based solely on the properties of an item.
According to Condliff et. al.28, since a content-based system does not consider the
social background of its users, the system is limited to recommend just items that
are similar to those that a user has liked in the past. Therefore, there could be many
false negatives, because these methods are not able to distinguish between high and
low information quality within the same subject.
2.5. Fuzzy Associative Classification in Recommender Systems
In this subsection we describe some related work that influenced the conception of
our methodology, which is basically founded in fuzzy logic and classification based
on association concepts.
Association rules are already widely employed and consolidated in web mining.
Despite not being very popular in recommender systems, association rules can form
a very compact representation of preference data that may improve efficiency of
storage as well as performance in these systems.38 Moreover, association rules, as
well as other data mining techniques, can be successfully applied for recommender
systems as well. However they need to be extended in order to deal with common
issues of such systems.3
Most current works use the Sarwar et. al. approach12, where association rules
discovery algorithms are applied to find association between rated or co-purchased
items by users and then generates item recommendation based on the strength of
the association between items. Thus, the use of association rules in recommender
systems are basically a collaborative filtering approach, because rule mining is based
on data gathered from user opinions. Sun et. al.39 showed an improvement of accu-
racy when comparing the use of association rules to classical collaborative filtering
methods (e.g. correlation matrix). Such authors used quantitative association rules
as they include ratings on rules’ attributes. In this case, an association rule in a
recommender system of movies could be: “Titanic” triggers “Brave Heart”, where
it could be interpreted that “rating 4 for the Titanic movie implies in rating 5 for
the Brave Heart movie”. Fu et. al.40 have developed a recommending system of
web pages using the Apriori algorithm to mine association rules on user navigation
histories. Basically, in the recommender systems context, association rules are em-
ployed aiming at identifying items frequently found in “association” with items in
which the active user has expressed interest.
In general, recommender systems using association rules build their recommen-
dation model starting from a database of all users and all items they have purchased
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or rated in the past in order to find association rules using an association rule dis-
covery algorithm and satisfying some required minimum support and confidence
constraints. Subsequently, they find all rules whose conditions match the items,
left-hand side of rules, previously purchased or rated by the active user. Then, such
rules are sorted, usually based on the confidence measure, where items presented
by rules with higher confidence are ranked first. Finally, the system provides the
recommendation containing the first N items on the consequent term of rules on
the top of the list generated before. Besides, items that were purchased or rated by
the active user are eliminated from the recommendation.
Nevertheless, current recommender systems can also combine other techniques
with association rule mining. Before mining association rules, Sarwar et. al1 selects
a reduced number of collaborative users who are similar to the active user. In
our approach, we apply association rule mining in a classification context, where,
instead of only considering the occurrence of items users, we consider attributes
that describe users and items of the system. The approach proposed by Lin et.
al.41 is, in some points, similar to ours, because it also mines rules for one target
item in the consequent term using a variant of the rule generation module of the
CBA algorithm (CBA-RG) based on the classical version of the Apriori algorithm.
However, it does not use attributes of users or items, because it is based solely on
their occurrence. In this way, only the most frequent items are recommended and
some possible items of interest, but not frequent, to the active user, are ignored.
Nevertheless, they consider relationships between users as well, where association
rules for items and users are mined separately and items are distinguished by means
of a binary rating scheme (with “like” or “dislike” values). Users are associated
according to their preferences (liking or disliking) over certain items on the system.
However, just one type of association rule is used: if there are few ratings given by
the active user, associations between items will be used, otherwise just associations
between users will be considered. Rules are mined at runtime for each specific target
user, where it is not required to specify a minimum support in advance. Rather,
a target range is given for the number of rules, and the algorithm adjusts the
minimum support for each user in order to obtain a ruleset whose size is in the
desired range.41 However, each procedure may be very onerous when dealing with a
sparse or high dimensional dataset, because the rule mining is made in an iterative
process to be able to define the support automatically. A maximum number of rules
threshold needs to be defined previously, where the algorithm executes this loop,
increasing the minimum support count, until the number of rules is lower than the
defined threshold. In the approach proposed in this work, the set of rules used for
classification is constructed off-line, which enable the system to give quick answers
to the user.
The use of association rules in recommender systems can also employ concepts
from fuzzy logic and allow the recommendation model to deal with numerical results.
Berka and Plo¨ßnig42 employed the so called fuzzy association rules in a recommender
system designed for the tourism application. According to authors, the smooth tran-
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sitions between sets provided by fuzzy logic make them ideal for Tourism applica-
tions, where, a user is able, for example, to prefer a restaurant which is within a
certain physical distance, but without having a fixed maximum distance for such
selection).
Despite being effectively used in many domain areas, fuzzy logic is not widely
employed in recommendation systems. However, they can help to minimize, or even
solve, typical drawbacks of such systems. According to Dubois et. al.19, fuzzy logic
provides high-value properties to recover items stored in a database and, as a con-
sequence, to provide recommendations for users, because fuzzy sets have the ability
to manage concepts such as similarity, preference and uncertainty in a unified way
and they also have the ability to perform approximate reasoning. Thanks to such
advantages, especially for uncertainty, fuzzy logic can help to minimize the sparsity
problem, which is the main drawback current recommender systems suffer from.
According to the context and the type of method considered, fuzzy logic can be
used both in content-based and collaborative filtering methods. Some works, such
as the one of Durbois and. al.19, propose a more general use of fuzzy logic, where
it is employed as a content-based and a collaborative filtering method. Authors of
this work focused their attention on the implementation of case-based decision sup-
port, which is the basis to contemplate situations where users do not have absolute
preferences or if preferences are expressed relatively to the context in order to be
stored.
Nevertheless, there are more specific works, such as the one by Yager43, where
fuzzy sets methods are used to describe information in a content-based recommender
system. Cao et. al.44 have implemented a recommender system based on fuzzy
concepts in order to recommend to users products not usually consumed. Moreover,
it can always have situations in which there may not be enough information about
the customer’s past purchases and the customer may have his specific requirements
in each single purchase.44 In this context, authors use fuzzy set’s operations in order
to define relationships between user requirements and products’ features.
On the other hand, there are some works that employ fuzzy logic methods
in order to develop recommendation approaches based on collaborative filtering.
Nasraoui et. al.45 define the notion of user session as being a compact temporary
sequence of web accesses made by the user. Afterward, these sessions are categorized
using fuzzy partitions and, subsequently, recommendations are made in accordance
to the categorized sessions. Campos et. al.46 established a comprehensive approach
that combines fuzzy set’s theory with Bayesian Networks in order to represent the
ambiguity or vagueness in the description of opinions provided by users.
3. Proposed Methodology
In this section we describe the development of a methodology proposed for recom-
mender systems which aims at enhancing recommendation quality and effectiveness.
We expect that, with the use of this methodology, it will be possible to minimize
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the effects of drawbacks described in subsection 2.4. Therefore, we describe a set
of procedures and algorithms to be applied in recommender systems of different
domain areas.
The main contribution and novelty of this methodology is the employment of
classification based on association for recommender systems. Additionally, the use
of fuzzy sets concepts provides more value and efficacy for the methodology and
allows it to compose a hybrid method taking advantage from the strengths of both
collaborative filtering and content-based approaches.
In order to apply the methodology we developed a fuzzy associative classifier,
named CBA-Fuzzy, based on the standard CBA algorithm. In the next subsection,
we depict the CBA-Fuzzy algorithm and subsequently we describe the recommen-
dation framework of the proposed methodology.
3.1. The CBA-Fuzzy Algorithm
The algorithm developed in this work is the basis for the proposed methodology,
since it is responsible for generating the class association rules that composes the
classification model employed for making recommendations. Nevertheless, besides
the existence of few accurate and effective associative classifiers, there are even
fewer implementations available nowadays. In fact, LUCS-KDD (The Lucs-KDD
Software Library) research group’s repository, from the University of Liverpool,
was the only software repository we found offering associative classifiers for free
use. Such repository holds CBA, CMAR, TFPC and CPAR algorithms.
The algorithm we developed, the CBA-Fuzzy, is an extension of the CBA al-
gorithm version obtained from LUCS-KDD, which is an implementation for the
approach proposed by Liu et. al6. CBA-Fuzzy, as well as the LUCS-KDD CBA
algorithm, was implemented in Java using the Java2 SDK (Software Development
Kit), which should therefore make both algorithms highly portable.
The approach proposed by Liu et. al.6 consists of two components: a rule gener-
ator (called CBA-RG) and a classifier builder (called CBA-CB). The rule generator
has the same foundations of the Apriori algorithm, which is based on a downward
closure property, proposed by Agrawal et. al5 for association rule mining. Firstly, it
obtains the so-called “frequent itemsets” satisfying a minimum support threshold.
The support is a measure that assesses the frequency that items of a rule occur in
a dataset or, in other words, the number of transactions in which the items of the
rule occur at the same time in the dataset. The frequent itemsets are generated
by making multiple passes over the data, where the first pass corresponds to an
individual itemset (just one item) used as a seed to generate new possibly frequent
itemsets (candidate itemsets). In every subsequent pass, it starts from the seed set
of the itemsets found to be frequent in the previous pass (it holds a support value
greater than a given threshold). In every subsequent pass the frequent itemsets are
added by one more item. At this point, each itemset has the same configuration of
a classification rule of the classifiers builder, which can be defined as follows, where
Author-produced version of the article published in International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, 2012, 20(4), 579-617.
The original publication is available at http://www.worldscientific.com
DOI : 10.1142/S0218488512500274
A Fuzzy Associative Classification Approach for Recommender Systems 15
condset encompasses the antecedent terms and y is the class.
condset→ y (2)
An example of a rule following this definition could be: {(att1 = a) AND (atr2 =
b)} → (class = C1), where “a” and “b” are values of attributes “att1” and “att2”,
respectively.
After obtaining the frequent itemsets, the algorithm will generate class associa-
tion rules satisfying a minimum confidence threshold. Confidence is a measure that
expresses the correspondence between items composing a rule. It is expressed by the
occurrence frequency (percentage) of the rule among all the transactions contain-






On the other hand, the classifier builder component is responsible for producing
a classifier out of the whole set of rules, which involves pruning and evaluating all
possible rules. Pruning is also done in each subsequent pass of the rule generator. It
uses the pessimistic error rate based pruning method proposed by Quinlan47 in the
in C4.5 algorithm. It prunes a rule as follows: If pessimistic error rate of rule r is
higher than the pessimistic error rate of rule r1 (obtained by deleting one condition
from the conditions of r), then rule r is pruned.6
As stated before, we needed to extend the LUCS-KDD CBA algorithm in order
to implement the CBA-Fuzzy. Generally speaking, the integration of fuzzy logic
features in our algorithm consists of changing data input format in order to deal
with fuzzy values and the support and confidence measures calculation. Actually,
the original LUCS-KDD CBA algorithm limits the input data to have only discrete
numbers on attributes’ values and, in addition, they have to be ordered sequentially
commencing with the number 1. Hence, the algorithm demands the analyst lots of
efforts for preprocessing input data. Conversely, the CBA-Fuzzy algorithm accepts
any type of attribute value, even continuous or categorical attributes. To allow
such facility, the algorithm automatically performs dicretization and fuzzyfication
processes for continuous attributes. In this way, it avoids some efforts of the analyst
during preprocessing, because both processes are integrated in the algorithm.
The discretization process for numerical attributes can be done automatically by
CBA-Fuzzy either using equal-width approach, where samples are divided into a set
V = {v1, v2, v3, . . . , vn} of N intervals of the same length, or using equal-depth ap-
proach, where the attribute range is divided into intervals containing approximately
the same number of samples (same frequency).
The general workflow of the CBA-Fuzzy algorithm is shown below, where “D”
is the dataset used as input for the algorithm (training set) and Df the dataset
after the fuzzyfication process.
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Algorithm 1 CBA-Fuzzy’s workflow
1: D = processCSV(inputF ile);
2: V = discretize(D, type, N);
3: if type = “equal-width” then
4: Df = applyFuzzyTriang(D, V );
5: else if type = “equal-depth” then
6: Df = applyFuzzyTrap(D, V );
7: end if
8: CRs = CBAFuzzy-RG(Df );
9: CRM = CBA-CB(CRs);
The input for CBA-Fuzzy and its output (a set of class association rules) are
CSV (Comma Separated Value) files, which are managed using the GenJava-CSV
library. Line l represents the input process, which transforms the input CSV file
into a dataset “D” able to be read by other algorithm’s modules. The second in-
put parameter of line 2 represents the type of discretization the analyst wants to
perform. Hence, the analyst can set up the number of intervals and the type of
discretization he finds more appropriate. Subsequently, between lines 3 and 7, the
type of discretization will stipulate the type of membership function used to per-
form the fuzzyfication process. In order to calculate the membership values of a
sample of a dataset discretized using the equal-width approach, we employ a trian-
gular membership function (three parameters). For the datasets discretized using
the equal-depth approach, we employ a trapezoidal membership function (four pa-
rameters), because in this case some intervals are wider than others and, therefore,
they encompass a region with a constant value defining an exclusive membership.
During the fuzzyfication process it is assigned one or two membership values to each
sample of the dataset, because each sample may belong to one or two intervals at
the same time. The assignation of the membership value depends on the proximity
of the sample’s value to interval range. For example, given a hypothetical dataset
containing demographical information about a certain group of people, where there
is an attribute “X” referring a person’s age and considering a sample “p” of this
dataset who holds 24 on the “X” attribute. In order to perform the fuzzyfication
process, the system groups the values of “X” in age intervals (like [1-10[, [10-15],
[15-20], etc.) and discretizes the value of “p” in one or more intervals. In this case,
the value of “p” is 24 and, obviously, it owns to the [20-24[ interval, however, it is,
at the same time, quite close to the [25-30[ interval. If we label [20-25[ as “teenager”
and [25-30[ as “adult”, we may say that “p” is a teenager and a bit adult too since
he is almost in the boundary of the first interval. Then, we consider that “p” owns,
with different grades of membership, both to [20-25[ and [25-30[ intervals.
By means of the results supplied by the discretization and fuzzyfication pro-
cesses, the CBA-Fuzzy provides an input dataset, in an appropriate format, to the
rule generation component. An example of input dataset is shown in Table 1, where
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each value for the attributes “Year” and “Age” encompasses two intervals with their
respective membership values correlated to every sample.
Table 1. Example of input dataset to rules’ generation.
ID Author Year Country Age Rating
1 Stephen King [1996-1998[:0.3 FR [25-30[:0.3 Good
[1998-2000[:0.7 [30-33[:0.7
2 Anne Rice [1975-1983[:0.5 ES [30-33[:0.2 Bad
[1983-1988[:0.5 [33-35[:0.8
3 Stephen King [2000-2001[:0.6 UK [33-35[:0.5 Bad
[2001-2003[:0.4 [35-37[:0.5
4 Nora Roberts [1983-1988[:0.8 BR [40-47[:0.7 Good
[1988-1993[:0.2 [47-50[:0.3
On table 1 we may say that the last sample (ID=4), for instance, owns 80% to
[1983-1988[ and 20% to the [1988-1993[ interval. That means such sample is close to
the right border of the first interval (its year value must be almost 1988). A similar
situation happens the Age attribute on the same sample, however, in this case, we
may deduce that it is a bit more distant to the interval on the right ([47-50[) than
there was on the Year attribute.
Afterwards, the CBA-Fuzzy starts the rule generation process (line 8), which is
performed by an adapted version of the CBA-RG module developed by Liu et. al6
and then the classifier is obtained (line 9) by means of a classifier builder (CBA-CB),
which was basically the same version developed by such authors.
Taking into account the rule generation process, CBA-Fuzzy calculates the sup-
port measure, and consequently the confidence as well, differently from the “crisp
version of CBA”. In general association rules, the support of an item is calculated by
counting the number of transactions it appears on data by summing 1 in every time
the interval it belongs appear. However, the computation of the support of fuzzy
association rules is not so trivial since it considers partial memberships represented
by continuous values between 0 and 1(instead of simply summing binary values).
Several methods for computing the fuzzy support of a pattern, such as the ones
described in 48 and 49, may be extended for fuzzy association rules. Nevertheless,
in this work we employed a classical approach for generalizing the quality measures
for fuzzy association rules as it is more appropriate for the scope of recommender
systems. Thus, set-theoretic operations, namely Cartesian product and cardinality,
are replaced by equivalent fuzzy set-theoretic operations. The fuzzy support of a





where ⊗ is a t-norm with ⊗ = min. Taking into account equation 3, the fuzzy
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In algorithm 2 we depict the pseudo code of our adapted version (CBAFuzzy-
RG) of the CBA-RG module referred previously, where “k-itemsets” denotes an
itemset having “k” items, “Freqk” denotes the set of frequent “k-itemsets” and
“Ck” is the set of candidate “k-itemsets”.
Algorithm 2 CBAFuzzy-RG’s pseudo code
1: Freq1 = {large 1-itemsets};
2: CR1 = genRules(Freq1);
3: prCR1 = pruneRules(CR1);
4: k = 2;
5: while Freqk−1 6= ∅ do
6: Ck = candidateItemsetsGen(Freqk−1);
7: for all data case Di such that Di ⊂ Df do
8: Cd = ruleSubset(Ck, d);
9: for all candidateItemset Ci such that Ci ⊂ Cd do
10: if Di.class = Ci.class then
11: for all attribute a such that a ∈ Di do
12: lineSupport = lineSupport× a.support;
13: end for




18: Freqk = {c ∈ Ck|c.rulesupCount ≥ minsup};
19: CRk = genRules(Freqk);









Firstly, the algorithm counts the item and class occurrences to determine the
frequent “1-itemsets” (line 1). From this set of “1-itemsets”, a set of CRs (called
“CR1”) is generated and subjected to a pruning operation (lines 2 and 3), which was
previously described. Actually, pruning is also performed in each subsequent pass
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“k” to “CRk” (line 20). In each subsequent pass (line 5 to 22), the algorithm gen-
erates the frequent itemsets using the same downward closure property previously
described. Moreover, in each pass, the input dataset is scanned and the support
count of each possibly rule is updated. The support of each rule is calculated (line
11 to 14) taking into account the membership value of each attribute (or item)
composing the itemset, which represents the rule, where the membership values are
multiplied to obtain a minimum value. After those new frequent itemsets have been
identified to compose Freqk (line 18), then the algorithm generates the rules CRk
(line 19). Finally, rule pruning is performed (line 24) on these new rules.
3.2. Recommendation Framework
By means of the algorithm previously described, which is the central feature
of our methodology, we are able to build the hybrid recommendation methodology
as this algorithm generates a set of class association rules used for classification.
Basically, the proposed methodology is composed of three main components: con-
ception of groups of users, rule set generation and recommendation. The first two
components are built off-line and are responsible for inducing the estimation model
(including the class association rules generated by CBA-Fuzzy) used for making
recommendations. The third component is responsible for classifying, at runtime,
the active user in order to provide him personalized recommendations. In the next
subsections we describe these three components.
3.2.1. Building Groups of Users
For the purpose of providing recommendations to a specific user, the proposed
methodology needs to compare his preferences and features with the ones of other
users. Hence, we find out groups of users with similar preferences and characteristics
to the user we want to provide recommendations. To do so, as it will be explained in
subsection 3.2.3, we classify the active user in one or more groups of users. However,
before performing this task we need to obtain the groups of users. In order to
obtain groups of users, we take into account information gathered from attributes
containing demographic characteristics of users (such as age, postal code, level of
education, etc.) and also from attributes concerning items of the system (such as
year of launching, price, etc.) that users have rated or purchased. In addition to that,
it may be considered users’ past interactions with the system by means of implicit
actions, such as time spent seeing an item, number of mouse clicks, etc. In this
sense, this process may be considered as a collaborative filtering approach to provide
recommendations, because the system makes use of the information gathered from
other users of the system (instead of only from the active user). However, such
information of other users need to be represented by shared transactions in order to
delineate samples containing data attributes describing their features. Such samples
are provided as an input training set to a clustering algorithm in order to generate
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groups of transactions, which represent users. Figure 1 shows a diagram of activities
for building such groups, which is the first step of our methodology.
Figure 1. Building groups of users
The input of the diagram of activities is the training set to be provided to the
K-Means algorithm. The training set is a selected portion of the dataset encom-
passing a set of significant samples enclosing the same configuration as described
previously. Through this adaptation of K-Means, employing an unsupervised learn-
ing approach, we obtain a set of groups of users. Thus, the output provided by the
K-Means algorithm will be a set G = {g1, g2, g3, . . . , gN} of groups of users, where
N is a predefined number of groups. In fact, such parameter depends directly on
the domain area of the system and also on the aim of the analyst. A recommender
system of tourist monuments on a certain city, for example, would probably present
much more distinct user profiles than a recommender system of books for a gospel
community, although the first one does not necessarily have more users than the
latter one. Nevertheless, it would be reasonable that the number of groups encom-
pass a proportion between the number of users and the number of available in the
system. Therefore, the number of groups is an intrinsic parameter that depends on
the system requirements. Each group is represented by a register containing, for
each attribute, the mean value of all samples composing the group (in case of a
numeric attribute) or the most frequent value (in case of a categorical attribute).
The output (N groups of users) provided by the K-Means is supplied as input to
the next step of our methodology (which will be described in the next subsection).
Therefore, we integrated the adapted version of K-Means in order to have its output
in the format required as input for the proposed algorithm. At this time, the initial
dataset is appended with a new attribute containing the assigned cluster.
Afterwards, an ordered list of items (or products) P = {p1, p2, p3, . . . , pm} is
assigned to each group gi, where i ∈ {1, 2, 3, . . . , N}. The top items in each list will
be the ones who better represent each group, where the distance of each item to
the centroid is taken into account. Alternatively, the top items may be the ones
who received better evaluation from the users of the group or the most frequent
ones (taking into account the number of purchases or ratings received) or any other
Author-produced version of the article published in International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, 2012, 20(4), 579-617.
The original publication is available at http://www.worldscientific.com
DOI : 10.1142/S0218488512500274
A Fuzzy Associative Classification Approach for Recommender Systems 21
criterion defined by an expert in the domain area involving the system. In fact, the
ranking of items, as well as other parameters, is directly related to the domain area
of the system. Since we propose a general recommender methodology, we do not
deep in this question in this work. In the end of this first phase, the sets of items
assigned to users’ groups will be supplied as input to the runtime process (the third
step of our methodology).
3.2.2. Generating Classification Rules
The second step in the construction of the estimation model is the conception
of the classification rules by means of the CBA-Fuzzy algorithm. Subsequently, at
runtime, such rules will be responsible for classifying every new user. Figure 2 shows
a diagram of activities of the rule generation process, which has two input sets: the
groups of users provided as output by the K-Means algorithm and the same training
set used as input in the last step.
Figure 2. Obtaining CBA-rules
The first activity for generating the list of classification rules is to combine
the two inputs. At this point, we add to the training set the label attribute for
classification. To do so, we take into account the registers composing the groups of
users and compare their values to the ones of the training set in order to fulfill the
label attribute. Therefore, each sample of the training set will have an identification
corresponding to a group of users. In this way, we have a new training set, which will
be the input for the CBA-Fuzzy algorithm. The output provided by the algorithm
will be a set of class association rules (with the same configuration described in
definition 3) R(gi) = {r1, r2, r3, . . . , rp}, ∀gi ∈ G. Thus, the classification model
will be composed of a set of rules available for each group of users. These rules will
be responsible for classifying the active user in one of those groups, because the
system compares his’ attributes to the rules’ antecedent terms.
Each classification rule encompasses a support and a confidence value, which
can be obtained according to what was stated in subsection 2.1. In this way, the
confidence value expresses the degree of reliance of each rule. Therefore, before
running the CBA-Fuzzy algorithm, the analyst should set up a minimum threshold
value for both measures (support and confidence). It is recommended to set a high
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value for confidence and a low value for the support, especially in a scenario evolving
recommender systems, where we usually have sparse data and frequent itemsets
might be less likely to occur. Moreover, as we consider all rules generated in order to
classify a new user, a rule ordering scheme is not taken into account. It is important
to remark that if the active user’s data was in the training set (he is already part
of a group of users), the class association rules would not be taken into account,
because he is already classified.
3.2.3. Providing Recommendation
In order to provide recommendations to the active user at runtime, it is required
to classify the active user using the class association rules generated before (in the
second step). To do so, we take into account data gathered from active user’s last
interaction with the system, which is represented by a transaction “y”. The data
gathered from such interaction has the same configuration (same attributes) of
those used to build groups of users. Since preferences might change as time goes
by, such data is collected from the most recent interaction of the active user. Thus,
recommendations given will be well-suited to his current preferences. Moreover,
as we are using past information of the active user in order to provide him rec-
ommendations, in this context the proposed methodology may be considered as a
content-based approach. Figure 4 shows a diagram of activities of the runtime phase
of our methodology, where the last transaction of the active user and the list of class
association rules, obtained in the second step of the methodology, are supplied as
input at this point.
Figure 3. Runtime process
After recent information about the active user being available, the system com-
pares the attributes’ values of such data to the ones available on the class association
rules generated before. Thus, we obtain a new set Rc = {r1, r2, r3, . . . , rN} of se-
lected rules with “N” rules satisfying such condition, where we only consider the
rules matching the values of all attributes in the antecedent terms of the first rules.
Subsequently, the values of the label attribute (consequent term) of the rules in
Rc are considered in order to obtain the possible groups to which the active user
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owns to. At this point, we calculate his membership function to every class (group
of users) found on Rc’s rules consequent terms. To do so, a discriminator function
“g” is defined in order to calculate the degree of truth that the active user owns
to every class found in Rc. Considering that the active user is represented by a
transaction “y” and “h” represents a group of users, the discriminator function can






B(j, k)[X(j, k)(y)] (6)
where lk is the number of terms (attributes) in each rule, X(j, k)(y) the value
taken by the attribute X(j, k) in the sample “y” and F (j, k)[X(j, k)(y)] its degree
of membership. Hence, such function calculates the product of attributes’ degrees
of membership for all the rules in Rc and then sum the results obtained in each
rule.
After obtaining a discriminator value for each class (or group of users), the sys-
tem compares them in order to find the greatest values. In this context, our approach
is different from most classification based on fuzzy association approaches, because,
generally, they only predict one single class label for a given instance. Conversely,
our methodology might consider more than one class, because the analyst defines
a minimum discriminator threshold value. Those classes satisfying such threshold
will be the ones taken into consideration. In this way, we have “t” groups of users
related to the active user. At this point, we make use of the sets of items, obtained
in the first step of the methodology, assigned to the groups of users, which is the
third component provided as input to the runtime step. The recommendation pro-
vided to the active user will be a suggestion containing the “n” best ranked items
of each list. In order to have a constant number of recommended items, “n” will be
inversely proportional to “t”, because as more classes we have, less items will be
considered in each list.
4. Case Study
In this section we describe a case study in order to evaluate the methodology
proposed in this work. Therefore, we led two experiments to compare classifiers’ ac-
curacy and another one to compare the number of false positives issued. The first ex-
periment considers the purpose of employing associative classifiers in recommender
systems. Besides considering algorithms’ accuracy, we also analyzed how the perfor-
mance of associative classifiers may be affected by sparsity. The second experiment
compares a general classification based on association approach with the one based
on fuzzy logic that was implemented in this work. The last experiment compares
the false positive rate of the proposed algorithm with other classifiers commonly
used in recommender systems. The last experiment compares the false positive rate
of the proposed algorithm with other effective supervised learning classifiers. In or-
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der to accomplish these experiments, we analyzed algorithm’s performance in five
datasets: one obtained from the MovieLens database and four obtained from the
BookCrossing database. The database of MovieLens consists of movies ratings made
by users in 2000, which is a recommender system based on the GroupLens technol-
ogy. Such database is freely available for research purposes on the GroupLens Web
page. The database of BookCrossing consists of book ratings gathered by Ziegler
et. al.50 from the Book-Crossing community. Users from this community exchange
books and experiences all around the world. For both databases the WEKA51 tool
was used to perform data transformation and pre-processing.
For all experiments done in this case study, we applied the ten-fold cross-
validation method to estimate algorithms’ classification accuracy. This method ran-
domly divides the dataset into ten disjoint subdatasets, each one containing roughly
the same number of records. For each subdataset, a classification model is built us-
ing the records that were not employed for building it. The classification model is
then evaluated on the pending subdataset to obtain a cross-validation estimate of
its accuracy. At last, the method calculates the average of all classification models’
accuracy and then provides an approximation for the classifier built from the whole
dataset.
In the next subsections we detail both databases and how they were used and,
subsequently, the experiments accomplished on such databases.
4.1. MovieLens Data
Initially, the MovieLens dataset contained approximately 100,000 ratings for
1,682 movies made by 943 users, where we integrated the data related to users and
movies into one file, which was the input provided for the algorithms analyzed in
this case study.
However, before supplying such input we changed the rating attribute in order
to have only two values: “Not recommended” (score 1 or 2) and “Recommended”
(score 3, 4 or 5). The first one refers to an item the user may like and the second
refers to the opposite case. Such changes were performed to simplify classification,
because the main aim in a recommendation task is to determine if an item should
be offered to the user or not. Taking into account users’ data, we used the following
attributes: gender, age and occupation. The age attribute was discretized in five
age ranges The user’s occupation attribute is a nominal variable with 21 distinct
values.
Taking into account movies’ data, the file provided by MovieLens originally
contained 19 binary attributes related to movie genres. An instance with value 1
expressed that the movie belongs to a specific gender and 0 otherwise. The associ-
ation model’s consistency would be compromised if 19, among the 23 attributes on
the dataset, were binaries. Thus, these 19 binary attributes were reduced to just
one attribute representing the movie genre’s name. However, since some movies
may belong to different film genres, we only used the records containing ratings
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about movies with just one genre. Afterwards, 7 film genres were not considered
in this study. Hence, association rules generated by the model could express rela-
tionships between user profiles’ characteristics and film genre features. After data
pre-processing and transformation, 14,587 records were remained in the input file
for the algorithms used in this study.
4.2. BookCrossing Data
Initially, the Book Crossing data contained 1,149,780 ratings about 271,379
books provided by 278,858 users. However, such ratings include explicit (an as-
signed mark from 1 to 10) and implicit (written reviews) ratings. Thus, the implicit
ratings were not considered for this study and the dataset remained with 433,671
records.
In order to simplify the classification, the rating attribute was modified in the
same way as the MovieLens was: “Not recommended” (score from 1 or 6) and
“Recommended” (score from 7 to 10). For books’ data, we used two attributes
from the dataset: publication Year and Author. The first was discretized in five
ranges. The Author attribute was also modified, because at first it encompassed
48,234 distinct values. Thus, the dataset was reduced in order to this attribute
encompasses only 40 distinct values (the ones that appear on more records). This
decision is based in the fact that a rule based classification model considers the
most representative portions of the dataset in order to generalize data patterns in
it, therefore most non frequent attributes values are not relevant to the learning
model conception.
On the other hand, taking into account users’ data, we also used two attributes:
Age and Place where the user inhabits. Though some of these attributes could not
seem relevant for recommendation, we believe that most attributes of any dataset
may be a trace of user’s preference, where such relation is not usually intuitive.
To users from a certain city, for example, books of a particular genre may be very
popular due to some unknown reason. Therefore, such patter may enrich the clas-
sification model.
The age attribute was discretized in nine age ranges. The Place attribute orig-
inally contained the name of the city, the state or province, and the name of the
country. However, in this way such attribute presented 12,952 distinct values. There-
fore, we changed this attribute in order to encompass only 40 distinct values. For
that reason and noticing that 75% of the places were from USA, we divided the
dataset, based on this attribute, in two: places grouped by states of USA and places
grouped by countries excepting USA. Afterwards, the first dataset (states of USA)
remained with 25,523 records and the second one (countries) remained with 8,926
records.
In order to try the algorithms’ accuracy facing a smaller range of distinct values
we also used two more datasets derived from those ones mentioned before. Thus,
we copied both datasets and kept only 10 distinct values (the most frequent) for
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author and Country/State attributes. In this way, we obtained two more datasets
that contain 6,270 records (on the dataset of states of USA) and 3,238 records (on
the dataset of countries).
4.3. Analyzing Associative Classifiers
The first part of the case study described in this work consists of analyzing
the performance of associative classifiers in comparison to traditional classifiers
commonly employed in recommender systems and also to a fuzzy rule-based clas-
sification algorithm called FURIA (Fuzzy Unordered Rule Induction Algorithm)52,
which is based on the RIPPER algorithm.
At this point, we analyzed the following classifiers: C4.5, BayesNet, FURIA,
CBA, CPAR and CMAR. The first three were run through WEKA and the other
three were obtained from the LUCS-KDD repository. The main aim of this study
was to compare the algorithms accuracy using data gathered from recommender
systems and to verify if it is feasible, in terms of precision, to employ associative
classification in these systems.
In order to analyze how the performance of associative classifiers may be affected
by sparsity, we needed to address some questions related to sparsity: how can we
nominate whether a dataset is sparse or not and if it is possible to measure the degree
of sparsity of a dataset. Due to practical reasons sometimes industry and academy
evaluate sparsity considering the number of NULL/NA values presented by a certain
dataset. In this sense, sparsity may be seen as density, which reflects both the overall
size of the recommendation’s item space and the degree to which users have explored
it.53 In this context, an example is described in 54, in which there is a dataset with
four attributes in a retail market scenario: store, week in a year, costumer and
product. If there is 1000 stores, 52 weeks in a year, 500,000 customers and 10,000
products, the dataset has 1,000x52x10,000x500,000 = 260,000,000,000,000 potential
cells. However, it might only have 1,872,000,000 populated cells, because there are
450,000 customers purchasing on average 26 times a year, buying 40 products at just
2 stores. Thus, such dataset is 0.00036% sparse ((936,000,000 / 260,000,000,000,000)
x 100).
Before analyzing classifiers’ accuracy, we analyzed how sparse the five datasets
used in the case study, thus we used the approach taken in 54. In Table 2 we depict
the density of each dataset.
As shown in Table 2, the “BCrossing World” and “BCrossing USA” are the
sparsest datasets. Not surprisingly, the two datasets with reduced number of distinct
values, “BCrossing USA10” and “BCrossing World10”, are less sparse than their
correspondent datasets with more distinct values. Conversely, the MovieLens is the
densest dataset used in this study (0.86). As expected, the MovieLens dataset is
used in mostly recommender systems’ works, because its density makes it easier to
develop trustful case studies.
In order to perform the experiments proposed in this case study and to evaluate
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Table 2. Datasets’ Density.
Dataset Records’ Number / Product of Distinct Values
BCrossing USA 25,523 / 144,000 = 0.18
BCrossing USA10 6,270 / 9,000 = 0.7
BCrossing World 8,926 / 144,000 = 0.062
BCrossing World10 3,228 / 9,000 = 0.36
Movielens 14,587 / 17,052 = 0.86
the classification based on association algorithms, we define the same values for the
support and confidence thresholds on every algorithms. Due to the sparse nature of
the databases used in this case study we defined a very low support threshold value
(5%), for experiments made on associative classifiers, in order to obtain enough fre-
quent itemsets. Conversely, we defined high values of confidence threshold: 70% for
the sparsest datasets (“BCrossing World” and “BCrossing USA”); 75% for “BCross-
ing World 10” and “BCrossing USA 10”, which are less sparse than the other two;
and 85% for the densest dataset (MovieLens). For the datasets of BookCrossing con-
taining 10 distinct values for Author and Country/State attributes, we increased
the support threshold to 10% due to its reduced number of records.
It is also important to highlight the number of positives (“Yes”) values of the
databases employed. Originally, the positives rate for Movielens was 56% and for
Book Crossing was 65%.
In Table 3 we show the results obtained after running the algorithms mentioned
above. Each line, except on the last column, depicts the average accuracy, on the
ten-fold cross validation, on each classifier, which is defined as the percentage of
the correct classified samples among the whole data taken into account. The last
column shows the density of each dataset.
Table 3. Comparison of Classifiers.
Dataset Bayesnet C4.5 FURIA CBA CPAR CMAR Density
Movielens 81.95% 82.88% 82.72% 81.4% 74.07% 83.28% 0.86
BCrossing World 80.87% 80.21% 81.31% 79.47% 73.25% 59.55% 0.062
BCrossing World10 80.51% 79.98% 80.9% 81.28% 79.86% 33.51% 0.36
BCrossing USA 80.23% 81.31% 81.33% 80.23% 78.15% 67.30% 0.18
BCrossing USA10 81.53% 80.82% 81.35% 81.56% 76.71% 56.86% 0.7
Results revealed that the associative classifiers reached similar accuracy, except
CMAR on Book Crossing data, to traditional classifiers (supervised learning). Ac-
tually, in some cases associative classifiers reached higher accuracy. Despite the
fact of being the first method of classification based on association, the CBA algo-
rithm reached the highest accuraccy on two of the four datasets of Book Crossing.
On MovieLens data, the CMAR reached the highest accuracy, which was the best
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result obtained over all the experiments.
Since rules provided by the associative classifiers hold a high confidence value
(70% or 85%), the rules used for building the classification models are reliable. The
ninth rule generated by CMAR on MovieLens data is an example of this kind of
rule: “age=[25-34] & genre=drama ⇒ rating=yes”. This rule states that if a user is
older than 25 and younger than 34, he will probably rate positively a drama movie.
In spite of presenting the highest precision over all experiments (83.28% on
MovieLens data), CMAR did not present satisfactory results on Book Crossing
data. MovieLens and Book Crossing data drastically differ in relation to sparsity.
In general, for sparser datasets, CMAR presented worse results, because, as shown
in Table 2, the datasets of the countries are sparser than the datasets of states of
USA and, as shown in Table 3, there was a great loss of accuracy on “BCrossing
World” compared to “BCrossing USA” and on “BCrossing World 10” compared to
“BCrossing USA 10”. On the other hand, CBA did not present a great loss (less
than 1%) of accuracy on the datasets of countries. A similar scenario occurred for
the datasets with 40 distinct values compared to the ones with 10 distinct values,
to which CMAR presented a loss of accuracy. These datasets own substantial less
records (around 75%) than the ones with 40 distinct values, which means they are
less likely to present frequent itemsets and to identify relationships to build rules.
Conversely, CBA did not lose accuracy in these datasets. Due to such outcomes, we
argue that CMAR is more effective on datasets that encompass attributes with less
distinct values.
At last, the CPAR algorithm also presented acceptable results, even though its
precision was slightly lower than ones of other classifiers. Such algorithm is more
effective for scenarios of very large datasets where processing time may be a critical
issue, because the classifier construction and the rules induction are made in just
one processing step. However, in the context of this work, the response time to the
user is not a critical issue, because the recommendation model we propose is built
off-line.
In order to compare the classifiers employed in this case study, we have used
some statistical tests and procedures. According to Garc´ıa et. al.55, statistical anal-
ysis is highly demanded in any research work and allows us to determine whether
the obtained results are significant with respect to the choices taken and whether
the conclusions achieved are supported by the experimentation. In this context, we
employed some non-parametric statistical procedures to compare the algorithms’
accuracy over multiple datasets. To do so, we employed the software provided by
Garc´ıa and Herrera56, which provides Java implementations of statistical tests and
procedures. In this way, we firstly considered the Friedman57 test for the five clas-
sifiers analyzed above. Such statistical test computes the average rank Ri of each
one of the “k” classifiers over “N” datasets.
By means of the software implemented in 56, we were able to obtain the ranks of
the five classifiers under study through the Friedman statistic, which was distributed
according to chi-square with 5 (or k − 1) degrees of freedom. The approximate
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value computed for the Friedman statistic corresponding to the input datasets,
where N = 6, was 11.97. On table 4 we show the average ranking obtained by the










Through table 4, we can verify that the null hypothesis, which states that all
classifiers are equivalent, is rejected, because the five ranks computed are not equal.
By means of the algorithms ranking we can clearly identify two groups of classi-
fiers. One group with lower performance (ranking greater than 5) and another one
with greater performance (ranking between 2 and 3). The latter encompasses four
classifiers, where FURIA’s average ranking is slightly greater than the other three.
Thus, through this first statistical test, we are able to verify that fuzzy rule learners
are able to be effective in recommender systems in the same way they are in other
domains. Moreover, we are able to verify that the CBA algorithm may be as effec-
tive as other known machine learning classifiers. However, in order to assure that
fuzzy rules and associative classifiers may be employed effectively in recommender
systems, more experiments and statistical tests need to be performed.
According to Demsˇar58, as the null-hypothesis was rejected, we can proceed with
a post-hoc test. At this point, we want to perform n x n comparisons of classifiers. In
order to perform multiple comparisons we employ the Shaffer’s statistic procedure
59, which, according to Garc´ıa et. al.55, is one of the most powerful statistical
procedures available. To do so, we also employed the same software mentioned
above to find the p-values (corresponding probabilities) associated to comparisons
between two classifiers. A p-value represents the lowest level of significance of a
hypothesis that results in a rejection.56 Thus, we may estimate how different two
classifiers are, because the null-hypothesis affirms that such classifiers have similar
performance and the p-value expresses the probability error of such comparison.
However, in this experiment we employed adjusted p-values (APV), which ac-
cording to Garc´ıa and Herrera 56, provide more information in a statistical analysis.
In table 5 (obtained through the same software mentioned above) we show all possi-
ble pairwise comparisons (second column), the non-adjusted p-values (third column)
and the adjusted p-values for the Shaffer’s static procedure (last column). The re-
sults displayed in table 5 were all obtained through the software mentioned above,
Author-produced version of the article published in International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, 2012, 20(4), 579-617.
The original publication is available at http://www.worldscientific.com
DOI : 10.1142/S0218488512500274
30 Joel Pinho Lucas, Anne Laurent, Mar´ıa N. Moreno, Maguelonne Teisseire
where the Shaffer procedure rejects those hypotheses that have an adjusted p-value
lower or equal to the significance level previously defined (α = 0.05).
Table 5. Adjusted p-values for the Shaffer’s proce-
dure.
i hypothesis unadjusted p pShaf
1 FURIA vs .CPAR 0.0068 0.1026
2 FURIA vs .CMAR 0.0112 0.1123
3 CBA vs .CPAR 0.0425 0.4252
4 C4.5 vs .CPAR 0.063 0.6298
5 BayesNet vs .CPAR 0.063 0.6298
6 CBA vs .CMAR 0.063 0.6298
7 C4.5 vs .CMAR 0.0909 0.6368
8 BayesNet vs .CMAR 0.0909 0.6368
9 BayesNet vs .FURIA 0.398 2.786
10 C4.5 vs .FURIA 0.398 2.786
11 FURIA vs .CBA 0.4996 2.786
12 BayesNet vs .CBA 0.8658 3.463
13 CPAR vs .CMAR 0.8658 3.463
14 C4.5 vs .CBA 0.8658 3.463
15 BayesNet vs .C4.5 0.999 3.463
Results on table 5 shows that all null hypotheses were accepted, which means
that every two algorithms compared on the ten hypotheses are not significantly
different. This assures that the three associative classifiers analyzed may present
similar performance to the other classifiers analyzed. Nevertheless, the last seven
comparisons present a considerable greater adjusted p-value (2.79 and 3.46) than
the first eight. Seeing that the higher the p-value is, the stronger the evidence is
in favour to the null hypothesis, we may say the last seven comparisons are much
farer to the threshold limit for hypotheses rejection (0.05) than the first ones. Thus,
we can clearly identify two groups of classifiers: BayesNet, C4.5, FURIA and CBA;
and CPAR and CMAR. Such scenario reinforces the conclusion obtained through
the Friedman test, where the same groups of classifiers were found. In this way,
we may presume that the CBA algorithm is powerful as other known and broadly
employed machine learning methods.
Through these experiments we were able to conclude that classification based on
association methods can be employed effectively in recommender systems, because
they can reach similar, or even greater, precision to traditional classifiers, and also
because rules obtained by the classification model are feasible due to the high value
of confidence they present. Moreover, by means of the FURIA’s results, we may
conclude that fuzzy rules are able to provide good results in recommender systems,
what encourages more us to develop a fuzzy associative classifier for these systems.
Besides allowing to offer recommendations on real time (because the estimation
model is built off-line), associative classifiers provide, as they are composed of trivial
class association rules, an estimation model easy to be interpreted. It allows the
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analyst to interfere and interpret easily the classification model generated. Moreover,
a recommendation model made of class association rules allows us to deal with
effects caused by the “grey sheep” problem.
4.4. CBA vs. CBA-Fuzzy
Taking into account the results obtained in subsection 4.3, we argue that the
CBA algorithm is the most suitable associative classifier to be employed in rec-
ommender systems, because, as seen in subsection 2.4, these systems are generally
affected by the sparsity drawback. And on the other hand, CMAR presented poor
results for sparse data. This scenario was the main reason to make use of the CBA
algorithm to implement the CBA-Fuzzy algorithm described in subsection 3.1. Ac-
tually, the main contribution of CMAR, as well as other newer associative classifiers,
is relative to memory usage and processing time, because accuracy was slightly the
same (5% is not considerable in recommendation scenario). Thus, current associa-
tive classifiers would not supply many benefits to our methodology, because the
estimation model is built off-line. In this context, CBA may be employed efficiently
in recommender systems as a model based collaborative filtering method.
Here we present an experiment that compares the performance of the general
CBA algorithm, obtained from LUCS-KDD repository, with the CBA-Fuzzy al-
gorithm implemented in this work. We basically want to verify if the proposed
algorithm is able to present at least similar results to its ancestor (CBA) when
applied to recommender systems data. We evaluate both discretization approaches
performed by CBA-Fuzzy: equal-width (ew) and equal-depth (ed). In this experi-
ment we did not employ statistical tests, because here we are evaluating just two
algorithms and, what is more, they are quite similar, except for the fact that one
considers fuzzy sets.
For both approaches and in both MovieLens’ and Book Crossing’s datasets,
we set ten intervals (parameter N of CBA-Fuzzy) for the discretization process
of the numerical attributes (Age in MovieLens; Age and Year of Publication in
BookCrossing), because such attributes do not own great discrepancies. Then, in
the fuzzyfication process, CBA-Fuzzy applied, in total, 20 membership functions on
the datasets of Book Crossing and 10 on MovieLens data.
In order to provide discretized data to the CBA version of LUCS-KDD, the
WEKA tool was employed. In this experiment we also consider the number of rules
generated by each algorithm, because we want to obtain a classification model that
is reliable and then applied to a real scenario. Actually, the number of rules gener-
ated can define the interpretability of an associative classifier. So that, the support
and confidence thresholds have been established aiming to obtain an acceptable
number of rules to build a classification model suitable for a recommender system.
In this case study, we wanted to generate between 80 and 140 classification rules. An
excessive number of association rules is a critical interpetability issue, however, in
a recommendation scenario, where even active users may have purchased less than
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1% of the items available, data is usually very sparse and sometimes it is difficult
to obtain a minimum quantity of rules. Hence, if we have more rules, we are able
even increase the rules’ confidence.
We considered a threshold value of 1% for the support measure to run both
algorithms. For the dataset of Movielens and to the datasets of BookCrossing with
10 distinct values, we defined a threshold value of 80% for the confidence measure.
However, for the datasets owing more distinct values (“BookCrossing World” and
“BookCrossing Usa”), we reduced such threshold to 75% because they are the spars-
est datasets employed in this study (see Table 2) and, as a consequence, they are
likely to present less frequent itemsets. Table 6 shows the results after running CBA
and CBA-Fuzzy on the datasets mentioned above. Each line depicts the average ac-
curacy and the average number of rules obtained on each dataset. It should be noted
that the CBA-Fuzzy algorithm classifies each instance in only one class, because
the membership values defined on the fuzzyfication process are used at runtime, as
seeing in subsection 3.2.3, to classify the active user in two or more classes.
Table 6. Comparison between CBA and CBA-Fuzzy.
Dataset CBA(ew) CBA-Fuzzy(ew) CBA(ed) CBA-Fuzzy(ed)
BCrossing USA 47.01% - 44.4R 17.01% - 16.4R 82.1% - 85R 82.22% - 89.7R
BCrossing USA10 79.77% - 85.6R 80.4% - 80R 79.92% - 94.1R 81.04% - 135.6R
BCrossing World 79.65% - 91.5R 75.24% - 84.1R 79.04% - 105.6R 70.78% - 117.8R
BCrossing World10 78.2% - 72.9R 78.19% - 73.9R 78.65% - 69.2R 80.1% - 102.3R
Movielens 79.29% - 93.4R 78.82% - 88.9R 79.68% - 92.1R 78.62% - 139R
Table 6 shows that the best results were obtained on the datasets that were
discretized using ranges of values of the same frequency (equal-depth). This scenario
is more obvious on Movielens data, because accuracy has not overcome the threshold
of 50% for the equal-width approach. The poor results obtained by equal-width in
such dataset are reasonable since intervals automatically generated with this method
do not reflect the real context of data.
Moreover, it should be remarked that on “BCrossing World 10” dataset (the one
with less records), the equal-depth approach were not superior. It can be justified
because intervals of values in this dataset were less frequent due to its reduced
number of records and, consequently, both algorithms have been unable to benefit
from such approach. This scenario is more evident on CBA-Fuzzy, because in such
dataset obtained the lowest accuracy with this approach.
Comparing the two algorithms employed in this case study, the CBA-fuzzy, in
almost all cases, generated more rules. This might be considered a positive scenario
to the CBA-Fuzzy, sparse data requires a sufficient number of rules to cover the
majority of the values of its attributes. Moreover, the rules obtained encompass
a high confidence value. Furthermore, CBA-Fuzzy obtained greater accuracy than
CBA in three of the five datasets evaluated with equal-depth discretization.
Author-produced version of the article published in International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, 2012, 20(4), 579-617.
The original publication is available at http://www.worldscientific.com
DOI : 10.1142/S0218488512500274
A Fuzzy Associative Classification Approach for Recommender Systems 33
This scenario lets us conclude that the algorithm developed in this work can be
used effectively in recommendation systems. Despite the fact of not having a major
difference of accuracy compared to other methods, our purpose benefits, as being a
hybrid methodology, from advantages of both categories of methods, mainly aiming
at minimizing drawbacks of collaborative filtering methods. The first-rater problem,
for example, is minimized through the use of a content-based method, because every
new item added to the system can be related to a group simply analysing values of
its attributes. Shortcomings related to data sparsity are also reduced, because both
estimations models employed are built off-line. Moreover, the problem of the “grey
sheep” is also drastically minimized when using fuzzy logic, because the active user
can be member of more than one group at the same time. There are many situations
where the user does not have a clear relationship with any group, but it can present
vague (or even ambiguous) relationships with two (or more) groups. On the other
hand, the dataset employed needs to encompass a reasonable number of records to
build a feasible classification model.
4.5. Analyzing False Positive Occurrence
In order to analyze the number of false positives the proposed algorithm presents
in comparison to other classifiers, in this subsection we took into account the false
positive rate presented by each algorithm on the same datasets used previously.
Therefore, we analyzed the same “non associative classifiers” employed in subsection
4.3 (FURIA, Bayesnet and C4.5). We basically wanted to verify if the classification
based on association algorithms, especially the CBA-Fuzzy, would not make more
false positives than other classifiers, because, as stated is section 3, the occurrence
of false positives in recommender systems may cause very negative effects.
In order to calculate the false positive rate, we employed the same approach
defined by Fawcett60, which is stated in Definition 1.
Definition 1. FP rate = negatives incorrectly classified / total negatives
The false positive rate is also called “false alarm rate”, because it counts negative
instances (samples not owning to the class c1 being analyzed) that were incorrectly
classified. On the other hand, the true positive represents the instances owing to c1
that were correctly classified (also called hits). An ideal “conservative classifier” is
the one which classifies positives instances (the ones owning to c1) only with strong
evidence, as consequence they make few false positive errors, conversely its true
positive rates is reduced as well, and therefore, the precision is also reduced. Never-
theless, conservative classifiers are appropriate for a recommender system scenario,
in which false positives need to be avoided.
It should be noted that, in our approach, we do not consider a default rule to
classify an instance which would not match any rule generated, as would be done
in the other associative classifiers. This would indeed lead to recommend an item
that does not match the user’s needs. In this way, the methodology proposed in this
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work does not classify a user whose data does not match with any rule generated, so
that the versions of the CBA-Fuzzy and CBA, which was used as an intermediate
step for the implementation of CBA-Fuzzy, follow such approach in the case study.
Conversely, other classifiers always classify the active user as they classify every
sample provided as input. Moreover, instances classified in our approach are based
on rules holding high confidence values (from 70% to 85%).
Table 7 shows the false positive rates obtained by Bayesnet, C4.5, FURIA, CBA
and CBA-Fuzzy on the same datasets employed in the previous subsection, where
we also set the same confidence and support values of the experiment described on
such subsection. We considered the e-depth approach for discretization because, as
shown in subsection 4.4, it accomplished better results.
Table 7. Example of input dataset to rules’ generation.
Dataset BayesNet C4.5 FURIA CBA CBA-Fuzzy
Movielens 47.4% 42.6% 37% 33.22% 32.08%
BCrossing World 45.15% 39.9% 34.9% 23.03% 31.89%
BCrossing World10 40.3% 42.45% 37.65% 33.83% 32.88%
BCrossing USA 47.45% 41.55% 36.36% 20.43% 18.89%
BCrossing USA10 48.25% 44% 36.35% 34.66% 28.63%
Table 7 shows that associative classifiers, especially CBA-Fuzzy, obtained a false
positive rate around 10% lesser than the other two classifiers. The false positive
rate for the “BCrossing USA” dataset, for example, was 21.12% and 27.02% lesser
on CBA-Fuzzy in comparison with Bayesnet and C4.5. The FURIA, which is a
fuzzy rule-based classifier, also obtained less false positives rates when compared
to BayesNet and C4.5. However, it did not present less false positives than the
associative classifiers analyzed, especially than CBA-Fuzzy. The big differences of
false positives rates among classifiers is related to the high confidence threshold
values set for the rule-based classifiers. In accordance with the Fawcett 60 defines
this kind of classifiers as “conservatives”, because they make positive classi
cations only with strong evidence (just rules with high confidence were accepted
on the classification model), so they make few false positive errors and, on the other
hand, tend to have low true positive rates as well.
In order to compare the false positives rates of the four classifiers analyzed within
this experiment, we also employed some statistical tests. However, since in this
case lower false positives rates are preferred instead of greater ones, we considered
inverse rate values for the statistical tests’ input, where, instead of considered the
real value (45%, for example), we subtracted the real value from 100%. In table 8 we
show the algorithms’ average ranks obtained through the Friedman test, which was
distributed according to chi-square with 4 degrees of freedom and the approximate
value computed corresponding to the input datasets was 16.8.
In table 8 we can verify that the null hypothesis also is rejected, because the
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five ranks computed are not equal. The proposed algorithm, CBA-Fuzzy, is the
first at such ranking. As the null-hypothesis was rejected, we can proceed with a
post-hoc test. At this point, we want to perform a 1 x n comparison of classifiers,
because, according to Demsˇar58, pairwise comparisons should not be made in the
case of testing whether a newly proposed method is better than the existing ones.
Therefore, the best ranked algorithm (or control classifier) is compared to the others.
To do so, we employed the Hochberg’s procedure 61, which, according to Garc´ıa et.
al.55, is one of the most powerful statistical techniques for multiple comparisons.
To compute the values related to the Hochberg’s procedure and the Friedman test,
we also employed the software provided by Garc´ıa and Herrera56. Table 9 displays
the adjusted p-values for the Hochberg’s procedure (last column), the non-adjusted
p-values (third column) and the four algorithms compared to CBA-Fuzzy (second
column). Such procedure rejects those hypotheses that have an adjusted p-value
lower or equal to the significance level previously defined (α = 0.05).
Table 9. Adjusted p-values for the
Hochberg’s procedure.
i algorithm unadjusted p pHoch
1 BayesNet 6.74E-4 0.0027
2 C4.5 0.0051 0.0153
3 FURIA 0.2301 0.4603
4 CBA 0.5485 0.5485
Results revealed that the first two hypotheses were rejected, which means that
CBA-Fuzzy is significantly better than BayesNet and C4.5 when the false positives
rate is analyzed. Nevertheless, the p-values obtained for FURIA and CBA were
not considerably high, which means that CBA-Fuzzy is slightly better than both
considering false positives generation.
5. Conclusions
In this work we propose a new methodology of recommendation employing fuzzy
logic and classification based on association. By means of the experiments described
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in section 4, we show that both techniques can be effectively applied to recom-
mender systems and might also improve recommendations’ consistency. Through
the methodology we described in section 3, we intend to decrease errors on recom-
mender systems, because they still encompass several shortcomings.
Associative classification provides a fast and comprehensible learning model,
differing from the majority of traditional classifiers. Another major achievement of
associative classifiers in this work was the few false positives that would be made
in recommendations, because developing an associative classifier adapted to recom-
mender systems allowed us to drastically reduce false positive rate in comparison
with other classifiers. On the other hand, false negatives might occur easier, because
certainly all rules do not include information about all datasets’ relations. However,
if an item of interest to a user was classified as “Not Recommended”, it would not
be a critical error like a false positive would be.
As we could see in the case study described in this work, the accuracy of classi-
fication based on association methods has a straight correlation to data’s attributes
characteristics. Therefore, the CBA-Fuzzy algorithm achieves some advances for a
recommendation scenario, because it performs automatic discretization and defini-
tion of degrees of membership to the generated intervals and, hence, it brings more
significance and value to data.
Moreover, since we employ collaborative filtering and content-based approaches,
the proposed methodology may be considered as a hybrid method. Firstly, as it
employs historical data from other users, the characterization of the groups and
the classification model are collaborative filtering methods. On the other hand, as
our methodology considers active user’s past behaviour to determine which group
he belongs to, it can be viewed as a content-based method as well. In addition to
that, the definition of the list of items in each group is a content-based approach.
Seeing that our methodology consists of a hybrid approach, it can benefit from
advantages of both categories of methods in order to minimize common drawbacks
of recommender systems.
In spite of the efforts made for dealing with recommender systems’ limitations
and drawback, there are still numerous challenges in this area. In addition, the num-
ber of users and items are constantly increasing in web systems due to their pop-
ularization. In this way, there are innumerous perspectives associated to this work
as it may be possible to reduce recommender systems’ limitations even more. The
proposed methodology could be extended to deal with other less frequent drawbacks
and new limitations that might emerge in future (generally resulted by sparsity).
Additionally, the threshold value defined for the support measure for the CBA-
Fuzzy could be automatically set up according to specific conditions of a certain
recommender system, with special attention to the sparsity property of its database.
Moreover, other methods for computing the fuzzy rules support may be tested or
even designed specifically for recommender systems in order to reach recommenda-
tions with even higher precision. Furthermore, more data mining methods, using
supervised or non supervised learning, may be combined in order to try to reduce
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even more the number of false positives.
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