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A lass of numerial methods to determine Polliott-Ruelle resonanes in haoti dynamial sys-
tems is proposed. This is ahieved by relating some existing proedures whih make use of Padé
approximants and interpolating exponentials to both the memory funtion tehniques used in the
theory of relaxation and the lter diagonalization method used in the harmoni inversion of time
orrelation funtions. This relationship leads to a theoretial framework in whih all these methods
beome equivalent and whih allows for new and improved numerial shemes.
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, 05.45.Pt, 05.45.Mt
I. INTRODUCTION
The Frobenius-Perron (FP) operator plays a entral
role in the statistial analysis of haoti dynamial sys-
tems by ruling the time evolution of distribution fun-
tions (probability densities) in phase spae. In ows, it
leads to a ontinuity dierential equation known as the
Liouville equation. The FP propagator admits a Hilbert
spae representation as a unitary operator, whose spe-
trum must therefore belong to the unit irle. The stru-
ture of the orresponding spetral deomposition and the
nature of the phase spae dynamis are intimately on-
neted. Besides, this same struture determines the be-
havior of time orrelation funtions and their frequeny
spetral densities. For instane, the FP operator for the
motion on an n-torus in an integrable Hamiltonian ow
has a purely disrete spetrum with eigenvalues given by
eikΩ t, where k is any n-vetor of integer numbers and
Ω is the n-vetor of the torus fundamental frequenies;
time orrelation funtions are in this ase quasiperiodi
and the orresponding spetral densities present delta-
funtion singularities at ertain frequeny values from the
set ω = kΩ. On the other hand, in a mixing dynamial
system, if we exlude the eigenvalue 1 (whih is simply
degenerate and orresponds to the invariant measure),
the spetrum is ontinuous; time-orrelation funtions
must therefore deay. In many disrete maps and on-
tinuous ows with haoti dynamis this deay is expo-
nential; however, even in this ase, the orrelation fun-
tions may present strong osillatory modulations; these
lead to bumps in the orresponding frequeny spetral
densities whih have been interpreted as resonanes, i.e.
∗
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poles in those funtions after their analytial ontinua-
tion into the omplex frequeny plane. From the original
theoretial work arried out on this problem by Polliott
[1℄ and Ruelle [2℄ for a lass (Axiom-A) of haoti dy-
namial systems these singularities are generally known
as Polliott-Ruelle (PR) resonanes. If, as happen in
this lass of systems, the loation of the singularities in
the omplex frequeny plane is an intrinsi property of
the dynamial system, i.e. independent of the observable
monitored, then these resonane poles may be onsidered
to be in orrespondene with generalized eigenvalues of
the FP operator [3℄. This interpretation requires exten-
sions of this operator whih hold for either positive or
negative times, and whih make U a non unitary prop-
agator whose spetral deomposition may be written in
terms of the biorthonormal basis set of its left and right
eigenstates. A physial way of dening the generalized
eigenvalue problem is as an usual Hilbert spae spetral
analysis of the oarse-grained dynamis in the limit of
zero oarse graining. This partiular way establishes a
orrespondene between the oarse-grained Liouvillian
dynamis in a haoti ow and the lassial diusion
equation for disordered systems [4℄. Suh a orrespon-
dene is the origin of a new approah to arry out the
statistial analysis of the eigenvalue spetrum of a quan-
tum system whose lassial limit is haoti, whih is an
extension of the eld theoretial methods used for quan-
tum disordered systems [5℄. In this way the role played
by the FP operator and its resonanes is important not
only in the statistial analysis of lassial haoti systems
but also in that of their quantum ounterparts [6℄.
The determination of the leading PR resonanes is a
neessary step in those statistial analyses. In general, in
order to extrat them one has to resort to numerial ap-
proximate shemes. However, the numerial approahes
followed so far are few and not always well founded both
2mathematially and physially. The theoretially most
omplete treatments are also the most involved numer-
ially. The methods based on the diagonalization of a
oarse-grained FP operator in the Hilbert spae of square
integrable funtions belong to this lass. In the limit of
zero oarse-graining and a omplete basis set one would
obtain the resonanes from the eigenvalues. In order to
obtain this limit aurately, repeated diagonalization of
a very large matrix (e.g. 8100×8100 for the simple stan-
dard map [7℄) at dierent values of the oarse-graining
parameter are required; in some ases this parameter is
already set by the matrix dimension [8℄. A dierent ap-
proah also in this lass, uses a periodi orbit represen-
tation of the Fredholm determinant of the FP operator,
whih an be expressed in terms of the traes of this oper-
ator at dierent times; the loation of the resonanes are
then obtained from the zeros of the orresponding Zeta
funtion [3, 9, 10℄. The sheme requires the knowledge
of a large number of periodi orbits, whih an beome a
very diult task in many real systems.
We already know that the deay behavior of time orre-
lation funtion between two observables and the analyt-
iity properties of the orresponding frequeny spetral
densities are intimately related to the generalized eigen-
values of the FP operator. This is the origin of a ategory
of methods in whih one atually arries out an analyti-
al ontinuation of the spetral density into the omplex
frequeny plane in order to nd the poles assoiated to
the resonanes ontributing simultaneously to the two
observables hosen. Only a few examples that take this
approah an be found in the literature. It was rst fol-
lowed by Isola for the Hénon map [11℄ and later by Baladi
et al. [12℄ for intermittent systems. As will be seen in
this paper, the variational method proposed by Blum and
Agam [7℄ also belongs to this lass. This sheme, unlike
the lass of methods disussed in the previous paragraph,
requires very small omputational eorts. For instane,
Isola [11℄ nds the leading resonanes of the Henon map
from a [L,M ℄ Padé approximant to the spetral density
with 16 ≤ L + M ≤ 26; similarly, Blum and Agam [7℄
obtain the leading resonanes of the at and standard
maps as the eigenvalues of a 4× 4 matrix. However, the
mathematial and physial foundations of this approah
are not as deep as in the previous methods. This is seem-
ingly due to the lak of a general theoretial framework
from whih one an derive not only these approximate
numerial shemes, but also error and onvergene rite-
ria. Finding suh a framework is the main goal of this
work. It was ahieved by relating these methods to the
memory funtion tehniques used in the general theory of
relaxation [13℄, or to the lter diagonalization approah
followed in the loation of quantum resonanes [14, 15℄.
A new lass of numerial methods to determine PR res-
onanes omes out from this theoretial framework.
The paper is organized in the following way. In Se-
tion II we will present the results of the memory fun-
tion method whih are more relevant to our study. These
tehniques are usually applied to Hamiltonian, Liouvil-
lian, and general relaxation operators [13℄. In determin-
isti dynamial systems, this would imply dealing with
the Liouville operator. However in this ase the memory
funtion sheme does not perform the analyti ontinua-
tion required in the determination of the PR resonanes
unless a oarse grained version of that operator is used.
If instead one hooses to analyze the FP operator this
oarse graining is not needed; but in this ase we will
require a partiular implementation of the memory fun-
tion methods to deal with propagators. This is all per-
formed in Setion II. We will show, for instane, how
Padé approximants appear naturally in this sheme. Fil-
ter diagonalization [14, 15℄ is another approah whih is
speially adequate to our problem. This is a partiu-
lar formulation of the harmoni inversion problem as an
eigenvalue equation. In setion III we give an aount of
this method and show its total equivalene with the mem-
ory funtion sheme. The results of these two setions set
up a theoretial framework for a new lass of numerial
shemes to determine PR resonanes in haoti systems.
Besides, we prove in Setion IV that all these proedures
are equivalent linear formulations of the non-linear nu-
merial problem known as interpolation by exponentials
[12, 16℄. This onnetion provides new tools to perform a
better analysis of issues suh as onvergene and numeri-
al stability, whih are relevant to establish the reliability
of the numerial approah presented here to loate PR
resonanes. From suh analysis improved shemes may
be designed, as the one that we propose in this setion
based on a least squares t method. The appliation of
these methods is illustrated in simple dynamial systems
in Setion V. Finally, a summary is presented in Setion
VI.
II. THE MEMORY FUNCTION TECHNIQUE
As mentioned in the introdution, the diret applia-
tion of this tehnique to deterministi dynamial sys-
tems would imply dealing with a oarse grained Liou-
ville operator. If instead one hooses to analyze the
Frobenius-Perron operator the oarse graining is not gen-
erally needed. In this setion we will proeed to perform
the required partiular implementation of the memory
funtion methods to deal with this propagator.
First of all, we have to make the following hoie for
the salar produt between observables,
〈f | g〉 =
∫
f∗gdµ, (1)
where µ is the natural invariant measure for the dynam-
is. The time evolution of the system is ruled by its
Frobenius-Perron operator U . In the ase of maps this
orresponds to one iteration step; for ows, U may orre-
spond either to the Poinaré map or to a given nite-time
step. We then have
|f(n+ 1)〉 = U |f(n)〉. (2)
3Making use of this notation the autoorrelation funtion
C(n) for an observable f reads
C(n) = 〈f(0) | f(n)〉 = 〈f(0) | Un | f(0)〉. (3)
We dene a resolvent G(ω) of U by writing
G(ω)|f(0)〉=
∞∑
n=0
eiωn|f(n)〉
=
∞∑
n=0
(
eiωU
)n |f(0)〉, Imω > 0. (4)
Therefore,
G(ω) =
1
1− eiωU . (5)
In the memory funtion formalism [13℄ one hooses a
partiular state |f〉 ≡ |f(0)〉 and onsiders the diagonal
matrix element Gff (ω) = 〈f | G(ω) | f〉. This is an
analyti funtion in the upper half plane of the omplex
frequeny ω. Its singularities, generally in the form of sin-
gle poles at ω = ωi, an appear in the lower half plane.
The eigenvalues of U in term of these poles are therefore
e−iωi . Reursive projetive tehniques, rst developed by
Zwanzig [17℄ and Mori [18℄, are then implemented to ex-
press Gff (ω) as a ontinued fration. The proess starts
out by dening two omplementary generalized proje-
tion operators P0 =
|f0〉〈f˜0|
〈f˜0|f0〉
and Q0 = 1 − P0, with the
identiations |f0〉 ≡ |f〉 and 〈f˜0| ≡ 〈f |. This partition
is then used to derive a Dyson type equation
P0G0P0 =
P0
P0G
−1
0 P0 − P0G−10 Q0G1Q0G−10 P0
, (6)
with G0 ≡ G(ω) and G1 =
(
Q0G
−1
0 Q0
)−1
; from this
equation one readily obtains
〈f˜0 | G0 | f0〉 = 〈f˜0 | f0〉
2
〈f˜0 | G−10 | f0〉 − e2iω〈f˜1 | G1 | f1〉
, (7)
where |f1〉 = Q0U |f0〉 and 〈f˜1| = 〈f˜0|UQ0. The pro-
edure an now be repeated for the diagonal element
〈f˜1 | G1 | f1〉 appearing in Eq. (7); from suessive
iterations a hierarhy of left 〈f˜n| and right |fn〉 states
and orresponding projetion operators Pn =
|fn〉〈f˜n|
〈f˜n|fn〉
is
onstruted aording to the reursion sheme
|fn〉=U |fn−1〉 − an−1|fn−1〉 − b2n−1|fn−2〉,
〈f˜n|= 〈f˜n−1|U − an−1〈f˜n−1| − b2n−1〈f˜n−2|, (8)
with 〈f˜n| = |fn〉 = 0 for negative n, and where
an =
〈f˜n | U | fn〉
〈f˜n | fn〉
; b2n =
〈f˜n | fn〉
〈f˜n−1 | fn−1〉
; b0 = 1. (9)
From these results one an easily prove that the states
〈f˜n| and |fn〉 form a biorthogonal set, i.e 〈f˜n | fm〉 = 0 for
n 6= m and that the values of the elements an and bn an
all be obtained from those of the autoorrelation funtion
C(n). The operators Pn and Qn = 1 − Pn are not self-
adjoint in general. However, the previous analysis only
requires them to satisfy P 2n = Pn and Q
2
n = Qn.
The reursive proedure leads to the following expres-
sion for the diagonal matrix element of the resolvent as
a ontinued J-fration
R(z) ≡ Gff (ω)
=
b20
1− a0z −
b21z
2
1− a1z −
b22z
2
1− a2z − · · · (10)
where z = eiω.
From equations (3), (4) we nd readily the expression
relating this diagonal element R(z) to the orresponding
autoorrelation funtion C(n)
R(z) =
∞∑
n=0
C(n)zn. (11)
The orrespondene that we have just found between the
power series in Eq. (11) and the ontinued fration in
Eq. (10) is well known in the theory of ontinued fra-
tions [19℄, where a theorem establishes that under general
onditions, suh a orrespondene is indeed one-to-one.
This implies that the rational funtion dened by the pth
approximant
R(p)(z) =
α0 + · · ·+ αp−1zp−1
1 + β1z + · · ·+ βpzp (12)
to the ontinued fration (10), whih is obtained by tak-
ing an = bn = 0 for n ≥ p, has the autoorrelation values
C(0), C(1), ... C(2p−1) as its rst 2p Taylor oeients
at z = 0. As a matter of fat, these are the only values
of the autoorrelation funtion required in the determi-
nation of the elements an and bn, whih are needed to
obtain from them the pth approximant R(p)(z), as an
be dedued from their denition in Eq. (9) and from the
reursive relations in Eq. (8).
Let us assume for a moment that the autoorrelation
funtion has the following form as a sum of p exponentials
C(n) =
p∑
i=1
ciz
n
i . (13)
In this ase the ontinued fration expression for R(z)
trunates exatly at the pth approximant; in other words
R(z) has an exat rational representation in the form of
Eq. (12). Then, the poles of this rational funtion are
the p omplex numbers z−1i , their orresponding residues
being −ciz−1i . The analyti theory of rational funtions
shows that the onverse is also true [16℄; namely, if the
pth approximant R(p)(z) an be omputed from the rst
42p values of an autoorrelation funtion C(n), then eah
one of these 2p values satisfy exatly Eq. (13) with zi
and ci given, as before, in terms of the poles and the
residues of R(p)(z). By xing the values of the 2p pa-
rameters (zi, ci) from the rst 2p values of C(n), we are
indeed performing an interpolation of C(n) by a sum of
p exponentials [12, 16℄.
The memory funtion sheme just presented gives a
physial support to the use of Padé approximants in the
representation of the power series for R(z) in Eq. (11).
For instane, from the preeding analysis we have
R(p)(z) =
α0 + · · ·+ αp−1zp−1
1 + β1z + · · ·+ βpzp
=
2p−1∑
n=0
C(n)zn +O(z2p). (14)
Therefore R(p)(z) gives the [p − 1, p℄ Padé approximant
to R(z). In the loation of PR resonanes, Padé approxi-
mants were rst used by Isola in the Hénon map [11℄ and
later by Baladi et al. [12℄ in an intermittent system.
Unlike the method of interpolating exponentials or its
equivalent form as a Padé approximant to R(z), whih
an only provide the values of the leading resonanes par-
tiipating in a given observable, the memory funtion ap-
proah makes also possible, in priniple, the alulation
of the orresponding generalized eigenstates. Indeed, it
is not hard to prove (this is the essene of the Lanzos
method [13℄) that in the biorthonormal basis set given
by the states
|Φn〉= 〈f˜n−1|fn−1〉−1/2|fn−1〉,
〈Φ˜n|= 〈f˜n−1|fn−1〉−1/2〈f˜n−1|, (15)
the evolution operator U admits the following tridiagonal
omplex-symmetri matrix representation
U ←→


a0 b1
b1 a1 b2
b2 a2
.
.
. bn
bn an
.
.
.


. (16)
Again, if C(n) has the form given in Eq. (13) as a sum
of p exponentials, the above matrix trunates exatly into
a p× p blok, i.e. an = bn = 0 for n ≥ p; from the eigen-
values, zi we obtain the loation of p resonanes, whih
oinide exatly with that found from the poles of the
pth approximant R(p)(z) in Eq. (12). The orrespond-
ing right (left) eigenvetors, whih are written as linear
ombinations of the right (left) states of the biorthonor-
mal basis set given before, provide a representation of
the right (left) generalized eigenvetors assoiated to the
resonanes found.
In a real dynamial system the orrelation funtion is
expeted to be dominated by a few leading resonanes,
but many others may intervene with small ontributions.
Besides, statistial utuations are always present in any
estimate of C(n) from the system orbits. Under suh ir-
umstanes trunation of the memory funtion reursive
sheme is required, but one has to hoose arefully the
order p to obtain the loation of these resonanes with
enough auray. We will ome bak to this important
issue later.
III. FILTER DIAGONALIZATION SCHEME
Filter diagonalization is a partiular proedure to solve
the problem of tting a signal C(n) to a sum of omplex
exponentials as in Eq. (13). In this approah, this har-
moni inversion problem is reformulated as an eigenvalue
problem for an eetive evolution operator U . The orig-
inal formulation of this sheme [14℄ is simplied if, as in
our ase, the signal C(n) is sampled on an equidistant
grid [15℄. Then using our notation, the matrix represen-
tation for U is realized in the basis set of Fourier-type
states
|Ψn〉 =
p−1∑
m=0
eimϕnUm|f〉; n = 1, 2, . . . , q, (17)
where the q real phases ϕn belong to an interval ϕmin <
ϕn < ϕmax ontained in 2π > ϕn ≥ 0. Then the gener-
alized eigenvalue problem to solve is
UV = SVZ, (18)
where the U and S are omplex symmetri matries,
whose elements are given by
Smn = (Ψm, Ψn) ,
Umn = (Ψm, U Ψn) . (19)
In these equations the symbol (•, •) denes a omplex
symmetri inner produt, i.e without omplex onjuga-
tion. The olumns of the matrix V give the eigenvetors
|χn〉 =
∑
m
Vmn|Ψm〉, (20)
and Z is the diagonal matrix with the omplex eigen-
values zi. Both S and U usually have rapidly deaying
o-diagonal elements, whih an all be alulate from
the orrelation values C(n). Then the eigenvalues zi
lying near a segment (eiϕmin , eiϕmax) of the unit irle
in the omplex plane may be obtained by solving Eq.
(18) in the basis set of Eq. (17) restrited to q dier-
ent values of the real phases ϕn belonging to the interval
ϕmin < ϕn < ϕmax. The number q should be large
enough to extrat all the leading eigenvalues in that re-
gion of the omplex plane. The amplitudes ci are then
alulated from the eigenvetors as ci = (f, χi)
2
[15℄.
Let us show now the lose relationship between mem-
ory funtion and lter diagonalization shemes. On one
5hand, note that the use of the omplex symmetri inner
produt (•, •) in the latter may be avoided if one denes,
as in the memory funtion approah, a left funtional
spae expanded here by the states
〈Ψ˜n| =
p−1∑
m=0
eimϕn〈f |Um; n = 1, 2, . . . , q. (21)
If the observable f is a real funtion of the phase spae
variables (the ase of omplex f will be disussed later),
then S and U matrix elements have the usual form
Smn = 〈Ψ˜m | Ψn〉,
Umn = 〈Ψ˜m | U | Ψn〉. (22)
On the other hand, we have shown in the previous
setion that the memory funtion sheme an be ast
as an eigenvalue problem of a tridiagonal matrix; this
matrix is a representation of the evolution operator U
in a biorthonormal basis set whose states are obtained
through a reursive proedure. From equations (8) and
(15) we note that for any order p these states an be
written as linear superpositions
|Φn〉=
p∑
m=1
γnmU
m−1|f〉, n = 1, 2, . . . , p,
〈Φ˜n|=
p∑
m=1
γnm〈f |Um−1, n = 1, 2, . . . , p, (23)
with oeients γnm obtained reursively. Therefore,
if we abandon the reursive sheme and instead of the
states 〈Φ˜n| and |Φn〉 we take diretly
|f(n)〉= Un|f〉, n = 0, 1, . . . , p− 1,
〈f˜(n)|= 〈f |Un, n = 0, 1, . . . , p− 1, (24)
to expand the left an right funtional spaes we arrive
to a generalized eigenvalue problem equal in form to Eq.
(18) and where the p × p U and S omplex symmetri
matries are now
Smn = 〈f |Um−1Un−1|f〉 = C(m+ n− 2),
Umn = 〈f |Um−1UUn−1|f〉 = C(m+ n− 1). (25)
The olumns and rows of the matrix V give respetively
the right and left eigenvetors
|χn〉=
p∑
m=1
Vmn|f(m− 1)〉,
〈χ˜n|=
p∑
m=1
Vmn〈f˜(m− 1)|. (26)
The variational approah followed by Blum and Agam
[7℄ to loate the leading PR resonanes in the standard
and perturbed at maps is a 4×4 implementation of this
eigenvalue problem.
Notie that the two basis sets dened in equations (21)
and (24) are partiular hoies of the general form given
in Eq. (23), i.e γmn = δmn, and γmn = e
imϕn
, respe-
tively. Therefore, both eigenvalue problems an be made
equivalent if there exists an invertible linear transforma-
tions between states |Φn〉 and |Ψn〉. This ours if q, the
number of ϕn phases in Eq. (17), is hosen q = p, and
the values eiϕn sample onveniently the whole unit irle.
The number of orrelation points C(n) required to set up
the orresponding p×p eigenvalue problems is always 2p.
The methods desribed in this and previous setions
an be easily generalized to ross-orrelation signals
Cgf (n) = 〈g(0) | f(n)〉. In this ase, the states expanding
the right and left eigenstates are respetively
|f(n)〉=Un|f(0)〉,
〈g˜(n)|= 〈g(0)|Un, (27)
whih lead to the same kind of generalized eigenvalue
problem. As a matter of fat, the lter diagonalization
analysis of a omplex observable f orresponds in our no-
tation to a ross-orrelation funtion Cgf (n) with g = f
∗
.
If a full multihannel ross-orrelation matrix Ci,j(n) is
available for a set of observables fi the basis set expand-
ing the right and left spaes may be obtained as diret
sums of those orresponding to eah observable fi (see
also [14, 20℄).
With the results in this setion we onlude in our
goal of nding a unied physial framework for ertain
shemes followed to nd PR resonanes whih make use
of tehniques suh as Padé approximants and diagonal-
ization of small dynamially adapted eigenvalue prob-
lems. This framework learly allows for a better analy-
sis of issues suh as onvergene and numerial stability,
whih are relevant to establish the reliability of this nu-
merial approah in loating PR resonanes. These and
other related aspets will be disussed in the following
setions.
IV. INTERPOLATION BY EXPONENTIALS AS
AN EIGENVALUE PROBLEM
In Setion II we have already antiipated that when
we trunate the hierarhy of equations appearing in the
memory funtion sheme we are in fat arrying out an
interpolation of the orrelation funtion by a nite sum
of exponentials [16℄. In this setion we will proeed to
give a general proof of suh statement, namely we will
show that the method of interpolating exponentials an
be reast as a generalized eigenvalue problem equivalent
to that of the preeding setion.
Suppose we want to solve the harmoni inversion prob-
lem by interpolating a given set of orrelation data C(n)
by the sum of p omplex exponentials
∑p
i=1 ciz
n
i , where
the unknown parameters are the p amplitudes ci and the
p numbers zi. If we use the 2p rst values of C(n), those
parameters an be obtained, in priniple, from the solu-
6tion of the set on non-linear equation
C(n) =
p∑
i=1
ciz
n
i , n = 0, 1, . . . , 2p− 1. (28)
Using these 2p orrelation values we an obtain the p× p
matries S andU dened in Eq. (25). From this equation
and the set (28) we derive the following expressions to be
satised by these matries
S=W⊤W,
U=W⊤ZW, (29)
whereW, and Z have matrix elements,Wij = c
1/2
j z
j−1
i ,
Zij = ziδij , and W
⊤
denotes the transpose matrix. We
nally obtain from Eq. (29).
UW
−1 = SW−1Z, (30)
whih is idential to the eigenvalue problem of the pre-
eding setion. SineW and Z on one hand, and S andU
on the other depend on the same number of parameters
(2p), the eigenvalue problem in Eq. (30) is equivalent to
the system in Eq. (28).
A similar eigenvalue problem an be set up suh that
it is equivalent to the interpolation of the elements of a
multihannel ross-orrelation matrix Cij(n) = 〈fi(0) |
fj(n)〉 by a sum of the same p exponentials, i.e.
Cij(n) =
p∑
k=1
cij,kz
n
k , n = 0, 1, . . . , 2pij − 1,
i, j = 1, 2, ..., q, (31)
with the restrition cij,k = a˜ikajk.
The existene of solution to the problem in Eq. (30)
may be guaranteed by requiring that both S, and U be
nonsingular matries. A singular S matrix would reveal
linear dependenes in the basis set, and this will always
our when the order p, i.e. half the number of orrela-
tion data used, is larger than the true number of expo-
nentials required to expand C(n). A singular U would
imply a zero eigenvalue zi, whih is usually linked to a
singular S matrix. One an get rid o these linear depen-
denes by reduing the number of orrelation data and
thus the number of states until S beomes nonsingular.
In the reursive method of the memory funtion sheme,
if the (p + 1) × (p + 1) S matrix beomes singular for
p = po then the oeient bpo vanishes, thus trunation
ours naturally. The same results are obtained if one
performs a singular value deomposition of S [14℄. In
pratie, in a real dynamial system, although the or-
relation funtion may be expeted to be dominated by a
few leading resonanes, many others may intervene with
small ontributions. Besides, statistial utuations are
always present in any estimate of C(n) from the system
orbits. Under suh irumstanes there may not exist
an order p suh that bp vanishes exatly or S beomes
exatly singular. In very favorable situations one may
identify an optimal order po if a sharp derease of the
magnitude of either bp or the (p + 1)× (p + 1) determi-
nant |S| is observed at p = po. We will see later that
in haoti dynamial systems suh a behavior is not gen-
erally found, and one should proeed very arefully. In
any ase, the optimal order is usually muh smaller than
the number of orrelation data whih an be determined.
This fat allows for the implementation of methods to
redue the statistial noise in C(n), so that the 2p val-
ues used to set up the eigenvalue problem beome more
aurate. The standard proedure is to perform a least
squares t.
A general sheme for this proedure an be designed
to analyze a full ross-orrelation matrix; however for
simpliity, we only present here the ase of a single or-
relation signal. Our goal is then to perform an optimal
t of q orrelation values by a sum of p exponentials,
with q ≫ p. There are dierent solutions to this problem
depending on the error funtion ξ to minimize [21℄. Here
we will make the hoie
ξ =
q−1∑
n=0
∣∣∣∣∣C(n)−
p∑
i=1
ciz
n
i
∣∣∣∣∣
2
, (32)
where C(n) is the known orrelation signal.
Let us show now that this non-linear problem an be
again reformulated as a linear one in whih an eigenvalue
problem must be solved self-onsistently. By minimizing
ξ with respet to the parameters ci and zi we obtain the
system of equations
q−1∑
n=0
zni εn = 0, i = 1, 2, . . . , p,
q−1∑
n=0
nciz
n−1
i εn = 0, i = 1, 2, . . . , p, (33)
where
εn = C(n)−
p∑
i=1
ciz
n
i (34)
is the error between the known orrelation values and
their t. We now rewrite the system (33) in the form
2p−1∑
n=0
zni εn = ui, i = 1, 2, . . . , p,
2p−1∑
n=0
nciz
n−1
i εn = vi, i = 1, 2, . . . , p, (35)
where ui =
∑q−1
n=2p z
n
i εn and vi =
∑q−1
n=2p nciz
n−1
i εn.
The solution to this system an be performed in the
following self-onsistent way. Suppose we have an ini-
tial guess c
(0)
i and z
(0)
i for the 2p parameter ci and zi,
obtained, for instane, from the solution of the p × p
eigenvalue problem set up with the rst 2p values of the
7known orrelation funtion C(n). We use this guess to
alulate
C(0)n =
p∑
i=1
c
(0)
i
[
z
(0)
i
]n
, n = 0, 1, . . . , q − 1, (36)
and the terms ui and vi and solve system (35) to nd the
rst 2p errors εn ≡ ε(0)n . With these values we obtain a
orreted form of the orrelation funtion
C(j+1)n =C
(j)
n + η
[
C(n) + ε(j)n − C(j)n
]
,
n = 0, 1, . . . , q − 1, (37)
where j = 0 in this initial step, and η is a parameter
onveniently hosen. With the rst 2p values of C
(1)
n we
reset and solve the p× p eigenvalue problem from whih
we extrat an improved guess c
(1)
i and z
(1)
i ; the proedure
is now iterated until the x point of the map dened by
Eq. (37) is reahed. This will require a onvenient hoie
of the parameter η. We obtain in this way the best t in
the sense of the error funtion in Eq. (32) and from the
solution of the last eigenvalue problem the best eigenval-
ues and eigenvetors. One may start with a small value of
the number of exponentials p and inrease systematially
this number fullling always the ondition p≪ q; an op-
timal p = po would be the maximum order for whih the
xed point of (37) an be numerially reahed.
Let us nish this Setion with a brief disussion on the
physial interpretations of the left and right eigenfun-
tions derived numerially from the shemes proposed in
this work. Let us suppose rst that the observable ho-
sen f has a nite expansion in one or in both of the basis
sets orresponding to the left or right generalized eigen-
vetors of the FP operator. Then it is straightforward
to see that an exat trunation order p = pe exists, pe
being the number of terms in the shortest of the two ex-
pansions. Therefore, only the pe generalized eigenvetors
partiipating in this shortest expansion an be obtained
form these numerial shemes. More aurate orrela-
tion values will provide better approximations to the ex-
at eigenvetors. The observable f being an ordinary
funtion, this situation an our only if the eigenvetors
of the nite expansion are themselves ordinary funtions
and not distributions. We will present an example of this
ase in the following Setion.
However, in a general haoti dynamial systems, both
the left and right generalized eigenvetors of the FP op-
erator will be ompliated distributions [3℄ of the phase
spae variables. In this ase the two expansions of the
observable funtion f will not be nite and therefore an
exat trunation order pe will not exist. As already dis-
ussed, we an still obtain a nite optimal order po, whih
will be determined by the auray of the orrelation val-
ues and by the numerial preision of the omputations.
The neessary hoie of a nite po imposes a time uto
to the evolution of the initial state and thus a limit to the
phase-spae resolution with whih the generalized eigen-
vetors an be obtained. Therefore, this lass of methods
provides in this ase smooth representations of the exat
eigendistributions. This will be also illustrated in the
next Setion.
V. NUMERICAL EXAMPLES
In this setion we will illustrate the use of this new
lass of methods by loating the leading PR resonanes of
some simple haoti maps. We rst hoose the Bernoulli
map
xn+1 = 2xn, (mod. 1), (38)
for whih the resonane values zi and the generalized left
χ˜i and right χi eigenstates of the FP operator are known
analytially. These are, respetively (see Ref. [3℄)
zi =
1
2i
, i = 0, 1, 2, . . . (39)
and
χ˜0 = θ(x)θ(1 − x),
χ˜i = (−)i−1
[
δ(i−1)(x− 1)− δ(i−1)(x)
]
,
χi =
Bi(x)
i!
, (40)
where δi(x) represents the ith derivative of the Dira
delta distribution and Bi(x) are the Bernoulli polyno-
mials. For the observable f(x) we take the polynomial
funtion
f(x) = x3 − 1
4
, (41)
and the orresponding normalized autoorrelation fun-
tion C(n) =
∫
1
0
dxf(x)Unf(x)∫
1
0
dxf2(x)
an be omputed analyti-
ally from the above spetral deomposition giving
C(n) =
14
15
zn1 +
7
45
zn2 −
4
45
zn3 . (42)
Therefore the three resonanes zi, i = 1, 2, 3 [Eq. (39)℄
ontribute to this orrelation funtion. Of ourse, in a
general pratial situation we will not know the exat
orrelation funtion but only an estimate of it, whih is
usually obtained from the system orbits; in suh ase
some statistial error will be always present in C(n). We
simulate these statistial utuations by adding to the
exat C(n) in Eq. (41) a random noise ǫ with Gaussian
probability distribution
P (ǫ) =
1√
2πσ
exp
[
−1
2
( ǫ
σ
)2]
. (43)
Thus
Cr(n) = C(n) + ǫ(n), (44)
8and proeed to illustrate the eet of the noise standard
deviation σ in the implementation of the methods that
we have proposed in this work to loate PR resonanes.
A rst parameter to determine is the optimal order po,
i.e the number of resonanes ontributing signiantly to
the orrelation funtion. As mentioned in Setion IV, one
may identify an optimal order po if a sharp derease of
the magnitude of either the memory funtion oeient
bp [Eq. (9)℄ or the determinant of the (p+1)×(p+1) or-
relation matrix S(p+1) [Eq. (25)℄ is observed at p = po.
In gures 1 and 2 we plot respetively, as a funtion of
p, the magnitudes of b2p and |S(p+ 1)| obtained from the
noisy orrelation funtion Cr(n) for the Bernoulli map.
We learly observe in Fig. 1 that at the optimal or-
der p = po = 3 the oeient b
2
p is very sensitive to σ;
the same sensitivity is observed in |S(p+ 1)| for p ≥ 3
(Fig. 2). Besides, we observe that if the error in the
orrelation funtion is not small enough it may wash out
ompletely the expeted sharp derease in both b2p and
|S(p+ 1)| at p = po; the determination of an optimal or-
der would therefore require quite preise orrelation val-
ues (σ < 10−4).
If instead one makes use of the self-onsistent least-
squares method desribed in Setion IV, po would be the
order giving the minimum value of the error funtion ξ
dened in Eq. (32); in general, po oinides with the max-
imum order p for whih self-onsisteny is ahieved, i.e.
for whih the xed point of Eq. (37) an be numerially
reahed. In the present ase, for σ < 10−2 this ours
always at the orret value po = 3, whih indiates the
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FIG. 1: Magnitude of the memory funtion oeient b2p [Eq.
(9)℄ as a funtion of the order p. These values were obtained
for the Bernoulli map from a noisy orrelation funtion for the
observable f(x) = x3− 1
4
; the parameter σ gives the standard
deviation of the gaussian random noise.
1 2 3 4 5
p
-80
-60
-40
-20
0
lo
g 
| S(
p+
1)|
          
          
          
σ = 10 -4
σ= 10 -6
σ= 10 -8
FIG. 2: Magnitude of the determinant of the orrelation
matrix |S(p+ 1)| [Eq. (25)℄ as a funtion of the order p. These
values were obtained for the Bernoulli map. Other details are
as in Fig. 1.
ability of the least squares method to redue the negative
eets of the orrelation noise.
Let us now illustrate the eet of σ in the resonane
loations. In Table I we present the resonanes derived
from the solution of the eigenvalue problem dened in
Setion IV, whih was set up for the noisy orrelation
funtion Cr(n); dierent values for σ and the order p
were used. We dedue from these results that the lead-
ing resonane z1 is quite robust against noise and non
TABLE I: Resonane loations of the Bernoulli map. They
were obtained from the solution of the eigenvalue problem in
Setion IV, whih was set up for the autoorrelation funtion
of the observable f(x) = x3 − 1
4
. The parameter σ is the
standard deviation of the gaussian randon noise added to the
exat orrelation values [see Eq. (44)℄, and p is the order of the
method, i.e. the expeted number of resonanes ontributing
to the orrelation funtion; its orret value is p = 3.
σ p z1 z2 z3
2 0.4909 −03094
10−4 3 0.4943 0.0881 + 0.3520i 0.0881 − 0.3520i
4 0.5370 0.4733 −0.1207
2 0.4909 −0.2891
10−6 3 0.4998 0.2347 0.1379
4 0.5001 0.2659 0.0949
2 0.4909 −0.2889
10−8 3 0.5000 0.2499 0.1251
4 0.5000 0.2502 0.1251
9TABLE II: Resonane loations of the Bernoulli map. They
were obtained with the self-onsistent least-square method
desribed in Setion IV. The optimal order p = 3 given by
this method was used. Other details are as in Table I.
σ z1 z2 z3
10−4 0.5003 0.2697 0.0850
10−6 0.5000 0.2505 0.1243
10−8 0.5000 0.2500 0.1250
optimal hoies of the order p. The aurate loation of
other two resonanes require, however, a better seletion
of p and a more onverged orrelation funtion estimate;
for instane, the z2 and z3 values obtained from the most
noisy orrelation (σ = 10−4) are ompletely wrong.
The resonane loations obtained from the self-
onsistent least-squares method are given in Table II.
As we already know, this method provides as the op-
timal order po the orret value po = 3. The method
gives also signiantly better resonane eigenvalues even
in the ase of large orrelation noise (σ = 10−4), where
the previous approah failed ompletely. In onlusion,
when statistial errors are present in the estimated or-
relation funtion, of all the methods disussed in this
work, the least-squares sheme provides the most au-
rate resonane values by reduing the negative eets of
the orrelation errors. In general, two fators inrease
the reliability of a resonane loation obtained in this
way: a larger stability and a larger ontribution in the
observable hosen.
The resonane generalized eigenvetors an be also de-
termined from these shemes. For the Bernoulli map
the alulated right eigenvetors are approximations to
the Bernoulli polynomials partiipating in the observable
hosen; a better estimate of the eigenvalue gives a bet-
ter approximation to the orresponding Bernoulli poly-
nomial. However the left eigenvetors provided by these
shemes are wrong representation of the true ones. The
reason for suh an inorret result may lie in the observ-
able hosen and in the very dierent nature of the exat
left and right generalized eigenvetors: while the right
ones are funtions, the left ones are distributions; this
asymmetry is a onsequene of the non-invertibility of the
map. Therefore, the expansion of our observable (a poly-
nomial) in the right eigenvetor (Bernoulli polynomial)
has a nite number of terms while this number is innite
if suh expansion is performed in the left ones. When
these two numbers are dierent, as in our ase, we know
from the nal disussion in Setion IV that the present
shemes will provide a representation for the states and
resonanes of the shorter expansion.
As a seond example we will onsider the standard map
[22℄
xn+1 = xn + yn,
yn+1 = yn +
K
2π
sin (2πxn+1) , (mod 1) (45)
This map is area-preserving and invertible. While for
K = 0 it is integrable, for K 6= 0 presents haoti phase
spae regions whih beome more extensive as K in-
reases. The system follows the route to haos known
as overlapping resonanes [22, 23℄. We take the value
K = 10 in our alulations.
The exat knowledge of the PR resonanes is not gen-
erally possible for this system. Blum and Agam [7℄ pro-
posed a variational approah to loate the four leading
ones, whih as we are already aware, is a p = 4 implemen-
tation of the eigenvalue problem derived in this work. For
omparison, we will take the observable hosen by these
authors, i.e.
f(x, y) = exp (i2πx) , (46)
whose autoorrelation funtion may be deomposed as
the sum of the autoorrelation funtions for cos 2πx (Cc)
and sin 2πx (Cs)
C(n) = Cc(n) + Cs(n). (47)
This deomposition is possible beause the standard map
has an inversion symmetry with respet to the point
(x = 12 , y =
1
2 ); therefore, the generalized eigenvetors
are either symmetri or antisymmetri under this trans-
formation. The symmetri ones will partiipate in Cc(n),
while the antisymmetri ones will do in Cs(n).
Both Cc(n) and Cs(n) have been determined here from
the system orbits with an unertainty σ < 10−5. We have
proeeded next to implement the self-onsistent least-
squares method of Setion IV to nd the leading PR
resonanes. As a rst result we obtain for the optimal
order the values po = 9 from Cc(n), and po = 8 from
Cs(n). The loation of the leading resonanes is given
in Table III. Sine the two orrelation funtions do not
have ommon eigenvalues, the total optimal order orre-
sponding to the initial observable in Eq. (46) is po = 17;
this number is muh larger than the value p = 4 used by
Blum and Agam. If we take this smaller order to solve the
general eigenvalue problem, the loations that we obtain
for the the four resonanes oinide exatly with those
found by these authors; they are also inluded in Table
III. However, if we inrease p just by one these values
TABLE III: Loations of leading resonanes in the standard
map for K = 10. The rst two lines orrespond respetively
to Cc(n) and Cs(n) autoorrelation funtions. The resonanes
were obtained from these orrelation funtions using the self-
onsistent least-squares sheme. The bottom line gives the
four values obtained by Blum and Agam [7℄ from their p = 4
variational approah
f zi
cos(2pix) 0.672 −0.030± 0.702i 0.332 ± 0.503i
sin(2pix) −0.715 0.150 ± 0.592i −0.119 ± 0.553i
ei2pix [7℄ 0.515 −0.494 −0.003 ± 0.505i
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FIG. 3: Struture of the right (right panels) and left (left
panels) generalized eigenvetors orresponding to the real res-
onanes zi = 0.672 (top) and zi = −0.715 (bottom) in the
standard map (K = 10). The eigenvetors in the top panels
are symmetri under the inversion transformation and partii-
pate in the osine orrelation funtion Cc; those in the bottom
panels are antisymmetri and partiipate in the sine orrela-
tion funtion Cs. To better illustrate the intriate struture
we have seleted small regions of the available phase spae.
Absolute magnitudes are represented, with higher values or-
responding to brighter regions.
hange signiantly, whih means that they are not prop-
erly onverged.
The orresponding left and right generalized eigenve-
tors are expeted to be ompliated distributions. In this
ase, as we have disussed in Setion IV, the eigenfun-
tions derived from our numerial approah are smooth
representations of them. In Fig. 3 we present the numer-
ial left and right eigenfuntions assoiated with eah of
the two leading resonanes of the standard map; the rst
pair is symmetri and the seond one antisymmetri un-
der the inversion transformation. To better illustrate the
intriate struture we have seleted small regions of the
available phase spae.
VI. SUMMARY
Among the shemes followed in the literature to loate
the leading Polliott-Ruelle resonanes of the Perron-
Frobenius operator in haoti dynamial systems, there
are a few examples of remarkable simpliity, whih in-
volve either the use use of Padé approximants to perform
the analytial ontinuation of the spetral density fun-
tions [11, 12℄, or the diagonalization of small dynamially
adapted eigenvalue problems [7℄. In an attempt to pro-
vide a theoretial support to these methods, we have ana-
lyzed their onnetion with other numerial shemes used
in dierent ontexts. A rst ategory of suh shemes in-
ludes the memory funtion tehniques [13℄ used in the
general theory of relaxation, and the methods related to
this approah suh as those based on the use of ontin-
ued frations and Padé approximants. In a seond at-
egory we have also onsidered the methods of the lter
diagonalization approah [14, 15℄, whih is a partiular
formulation of the harmoni inversion of a time signal as
an eigenvalue problem.
The analysis of these shemes led us to a theoretial
framework in whih all them beome equivalent formu-
lations of the same problem: the loation of the leading
resonanes ontributing to a give time orrelation fun-
tion. The most onvenient of these formulations is as an
eigenvalue problem from whih one an obtain not only
the poles, i.e. the resonane loations, but also a smooth
representation of the generalized eigenvetors. Besides,
we have proved that all these proedures are also parti-
ular linear formulations of the non-linear numerial prob-
lem known as interpolation by exponentials [12, 16℄. This
onnetion has provided us with new tools to perform a
better analysis of issues suh as onvergene and numer-
ial stability. From suh analysis improved shemes may
be designed, as the one that we have proposed based on
a least-squares t.
We have illustrated the use of this lass of methods in
two haoti maps: the Bernoulli map and the standard
map. In the rst example the nature of the right eigen-
vetors, whih are known to be the Bernoulli polynomi-
als, allows for nite expansion of ertain observables like
the one hosen for illustration. Then an aurate enough
orrelation funtion provides good approximations to the
PR resonanes and their orresponding right eigenve-
tors. The least squares method improves signiantly
these results in the ase of less aurate orrelation val-
ues.
In the standard map, for whih the exat knowledge
of the PR resonanes is not generally possible, the more
elaborated least squares method provides resonanes val-
ues whih appear to be signiantly more onverged than
previous results [7℄. Nie smooth representations of the
eigendistributions are also obtained. These indiate the
relevant phase spae regions involved in the dynamis.
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