For the assessment of agreement using probability criteria, we obtain an exact test, and for sample sizes exceeding 30, we give a bootstrap-t test that is remarkably accurate. We show that for assessing agreement, the total deviation index approach of Lin (2000, Statist. Med., 19, 255-270) is not consistent and may not preserve its asymptotic nominal level, and that the coverage probability approach of Lin et al. Stat. Plan. Inf., 99, 41-58) may be liberal for large sample sizes, and suggest a minor modification that gives numerically equivalent approximation to the exact test for sample sizes 30 or less. We present a simple and accurate sample size formula for planning studies on assessing agreement, and illustrate our methodology with a real data set from the literature.
Introduction
Suppose a paired sample of reference and test measurements, (X, Y ), are available on n randomly chosen subjects from a population of interest. Generally the Y 's are cheaper, faster, easier or less invasive to obtain than the X's. The question of our concern is: "Are X and Y close enough so that they can be used interchangeably?" This comparison is the goal of method comparison studies. We focus on a test of hypotheses approach for this problem that infers satisfactory agreement between Y and X when the difference D = Y − X lies within an acceptable margin with a sufficiently high probability. We will assume that D follows a N (µ, σ 2 ) distribution. Let F (·) and Φ(·) denote the c.d.f.'s of |D| and a N (0, 1) distribution, respectively.
There are two measures of agreement based on the probability criteria. The first is the p 0 -th percentile of |D|, say Q(p 0 ), where p 0 (> 0.5) is a specified large probability (usually ≥ 0.80). It was introduced by who called it the total deviation index (TDI). Its small value indicates a good agreement between (X, Y ). The TDI can be expressed as,
where χ the CP can be expressed as
A high value of F (δ 0 ) implies a good agreement between the methods.
For specified (p 0 , δ 0 ), F (δ 0 ) ≤ p 0 ⇐⇒ Q(p 0 ) ≥ δ 0 . Consequently, for assessing agreement one can test either the hypotheses
or
and infer satisfactory agreement if H is rejected.
Let Θ = {(µ, σ) : |µ| < ∞, 0 < σ < ∞} be the parameter space. Also let Θ H and Θ K be the subsets of Θ representing the regions under H and K, respectively, and Θ B be the boundary of H. These regions can be visualized through the solid curves in Figure 1 for p 0 = 0.80, 0.95. Notice that they are symmetric in µ about zero.
[ Figure 1 about here.]
Lin (2000) suggests a large sample test for the hypotheses (4) and we refer to it as the TDI test. Lin et al. (2002) suggest a large sample test for (5), and we call it the CP test. They also conclude that these tests are more powerful for inferring satisfactory agreement than the test based on concordance correlation of Lin (1989) . Sometimes the hypotheses (5) are used to assess the individual bioequivalence of a test formulation Y of a drug with a reference formulation X. In this context, Wang and Hwang (2001) proposed a nearly unbiased test (NUT) and showed that it was more powerful than various other tests available in the bioequivalence literature. They present numerical results to verify that a nominal level α NUT also has size α, and call it nearly unbiased as its type-I error probability on the boundary Θ B remains close to α.
We revisit all these tests in detail in Section 2. There we show that the TDI test for (4) may not be consistent and may have type-I error probability of one in the limit as n → ∞. We demonstrate that the CP test for (5) is overly conservative -its empirical type-I error probability can be 3% or less for a nominal 5% level when n ≤ 50 and p 0 ≥ 0.80.
Furthermore, even though the hypotheses (4) and (5) are equivalent, these two tests with a common level may lead to different conclusions. We also show that the NUT can be liberal when n is large.
In this article we discuss alternative tests that address the above concerns. Section 3 describes an exact test, which gives the same inference regarding agreement under setups (4) and (5). To simplify its implementation, we suggest a minor modification of the NUT, say MNUT, producing a simple closed form approximation numerically equivalent to the exact test for n ≤ 30. We present an easy to use sample size formula for planning studies based on this test. The MNUT can also be liberal for large n. But when both the NUT and MNUT have their levels of significance under the nominal level, the MNUT is more nearly unbiased and appears to be slightly, but uniformly, more powerful than the corresponding NUT. For n ≥ 30, we provide in Section 4 an asymptotic level α parametric bootstrap-t test. It has better properties than the asymptotic TDI and CP tests for samples of moderate sizes. In Section 5, we illustrate the new procedures with a real data set. Section 6 contains some concluding remarks.
2 The current approaches
. . , n, denote the random samples from (X, Y ) and 
Lin's (2000) TDI test
Lin (2000) argues that the inference based on Q(p 0 ) in (1) is intractable. He approximates
and modifies the hypotheses (4) to
As Figure 1 illustrates, the approximation Q * Figure 1 indicates.
Lin et al.'s (2002) CP test
This test involves the estimation of F (δ 0 ). To reduce bias, the authors estimate σ . LetF (δ 0 ) be the estimator of
when n is large, the type-I error probability on Θ H is not maximized when σ → 0. Figure 2 plots the numerically computed minimum and maximum of these probabilities over Θ B , for α = 5%, p 0 = 0.80(0.05)0.95 and 5 ≤ n ≤ 200. The maximum exceeds the nominal 5% level for p 0 ≥ 0.85. Moreover, using standard asymptotics, it is easy to see that NUT's asymptotic type-I error probability on Θ B is,
Maximizing this expression with respect to (µ, σ) ∈ Θ B gives the asymptotic size of NUT.
A numerical evaluation of these sizes for the four p 0 values correspondingly produces 5.02%, 5.08%, 5.23% and 5.41%. This shows that the NUT can be liberal for large n.
[ Figure 2 about here.]
It may be noted that the critical point c nu is exact for testing the hypotheses
This technique of approximating the critical point for a test involving two-tailed probability by the critical point for a test involving one-tailed probability is well established in the acceptance sampling literature. There the interest lies in the parameter 1 − F (δ 0 ), the fraction of non-conforming items, and the test of hypotheses:
where 1−p 0 is an acceptable quality level. These hypotheses can be obtained by interchanging H and K of (5). In acceptance sampling, it is also well-known that the tests based on MLE's are better than the one using the unbiased estimator of σ 2 (see e.g., Hamilton and Lesperance, 1995) . This motivates some of our results in the next section.
3 An exact test and its approximation for n ≤ 30
The test
A size α test for (4) and (5) (9) where m = (nδ
This probability function is symmetric in
µ about zero, and subject to
This probability remains invariant under the transformation of D to D/δ 0 . After this rescaling, H and K of (5) respectively become H 1 :
where F 1 is the c.d.f. of |D|/δ 0 . As a result, the critical points for testing (H, K) and (H 1 , K 1 ) are the same. Thus c does not depend on δ 0 , and in particular, one can take δ 0 = 1 for its computation by solving sup
that maximizes the probability on the LHS is not available in a closed form. So one must use numerical maximization for this purpose.
Once c is available, the 1 − α UCB for Q(p 0 ), sayQ + (p 0 ), can simply be obtained as:
8
) distribution of D with probability content p 0 and confidence 1 − α (see also p.
259 of Lin et al. (2002) for a similar note). Our next result verifies these claims. Notice that this TI is centered at zero, but the TI that is generally constructed for a normal distribution is centered atμ (see e.g., Guttman, 1988) .
) distribution with p 0 probability content and 1 − α confidence.
This exact methodology requires numerical computations for its implementation that may not be readily available in practice. So we next discuss a good closed-form approximation.
The approximation
Approximate the critical point c by
where c ml is the exact critical point for the test of hypotheses (8) using the MLE's. Since , the NUT and this modified NUT (MNUT) approximation of the exact test are equivalent for large n; but as we will see in the next subsection, it does make some difference for small to moderate sample sizes.
To assess the accuracy of MNUT, we numerically compute the values of c and c ml , and the resulting type-I error probabilities on Θ B , for α = 5%, p 0 = 0.80(0.05)0.95 and n = 5(5)200.
The absolute and relative differences between c and c ml over all these settings are less than 0.0002 and 0.02% respectively. Thus the two critical points are essentially the same since in applications one typically uses 2-4 decimal places. An explanation for this small difference is that the type-I error probability of the exact test tends to be maximized on Θ B when σ is near zero. This maximum is then set to α to solve for c, whereas c ml is obtained by setting the limiting probability as σ → 0 to α. Just like the NUT, this MNUT can also be liberal for large n. The maximum type-I error probability curves in Figure 2 suggest that when 
One can also solve c ml =F (δ 0 ) for α to obtain an approximate p-value for the test as,
where G k (x; ∆) is the c.d.f. of a t k -distribution with non-centrality parameter ∆. It is also possible to solve c ml =F (δ 0 ) for p 0 to obtain an approximate 1 − α lower confidence bound (LCB) for F (δ 0 ), sayF − (δ 0 ). Finally, analogous to the approximation in acceptance sampling (see Hamilton and Lesperance, 1995) , the smallest sample size that ensures at least
This simple approximation is also quite good as evident from Table 1 where the exact and approximate values of n are presented for (α, 1−β) = (5%, 80%) and several (p 0 , p 1 ) settings.
The approximate n's tend to be a little smaller than the exact ones. However, their maximum difference is 4, which only occurs when a relatively large n is needed.
[ 
Comparison
For both equivalent formulations in (4) and (5) the exact test and its MNUT approximation would lead to the same conclusion for any data set. This is an important practical advantage over the CP and the TDI tests.
Figure 2 also demonstrates that at every (n, p 0 ) combination where the sizes of both MNUT and NUT equal the nominal level, the minimum type-I error rate on Θ B for the former is always slightly higher than the latter. In this sense, the former is more nearly unbiased than the latter. Numerical computations indicate that the exact test and its MNUT approximation are slightly, but uniformly, more powerful than the NUT. The maximum power of the exact test/MNUT and the NUT seem to be the same at every F (δ 0 ) > p 0 , but the minimum power of the former is at least as large as the minimum of the latter.
The increase in the minimum power of the former is small, only under 2% for n ≤ 30.
Nevertheless, there is an important theoretical advantage. This is because the power band, the graph of the gap between the minimum and the maximum of the power function against
, for the exact test/MNUT is thinner than the band for the NUT. When the two maxima agree, a thinner band is desirable since it tends to treat all (µ, σ) configurations for a given F (δ 0 ) in a more similar way, and also tends to ensure a higher power for a larger F (δ 0 ) value. So overall, for n ≤ 30 and 0.80 ≤ p 0 ≤ 0.95, MNUT is the best option from both theoretical and practical considerations.
4 The bootstrap-t test for n ≥ 30
The test
Let z B (α) be the α-th percentile of the parametric bootstrap distribution of the studentized
Q(p 0 ) obtained using the bootstrap-t method (see e.g., Efron and Tibshirani, 1993 ) is:
and the asymptotic level α bootstrap test rejects H ifQ
This procedure is based on the following result.
Proposition 3. For a fixed p 0 ∈ (0, 1) and (µ, σ) ∈ Θ, the asymptotic distribution of
The above test is implemented on the natural-log scale as this transformation reduces the skewness and was originally observed by . The approximate (1 − α) level LCB 
Comparison with asymptotic tests
To compare this bootstrap test with the TDI and CP tests for samples of moderate size, we compute the empirical type-I error probabilities of the three using Monte Carlo simulation.
We restrict only to the non-positive values of µ as the distributions underlying these tests are , (1 − p 0 )/2] and using the fact that Θ B can be characterized as the set
At each (µ, σ) setting, we generate a random sample of size n from a N (µ, σ 2 ) distribution and perform the three tests in the same way as one would do in practice with a real data set. This process is repeated 25,000 times and the proportion of times H is rejected gives the empirical type-I error rates. They are plotted in Figure 3 
. The rates mostly lie between 5.7-6.2% for (i), 2.5-5.6% for (ii), and 5.4-5.7% for (iii). Thus, on the whole, the TDI test appears liberal.
The above pattern does not change much for the bootstrap and CP tests for n = 50, 100
(results not shown) except that the error rates come closer to the nominal 5%. However, for these sample sizes, the rates for the TDI test, increase towards one for (i), decrease towards zero for (ii), and come closer to 5% for (iii). This clearly demonstrates that the bootstrap test is remarkably accurate and is the best among the three for moderate sample sizes. For n under 30, it tends to be liberal and is not recommended. Additionally, a simulation based power comparison for 30 ≤ n ≤ 100 indicates that it is more powerful than the CP test. This is anticipated since the latter is overly conservative. Such a comparison of the bootstrap test with the TDI test is not realistic due to the liberal nature of the latter. for a nominal 5% level. They do not agree well with those reported in Lin et al. because for computing empirical rates they use the true value of τ λ whereas the CP test statistic
that we use has its estimate in the denominator. Further, the rates presented here for the TDI test are not comparable to those reported in Lin (2000) as we are interested in testing hypotheses (4)- (5), but Lin focuses on (7).
Comparison with the exact test
From the Figure 3 , it may be safe (up to the Monte Carlo error) to conclude that the type-I error rates of the bootstrap test remain closer to the nominal level than those for the exact test. It also appears that the former is slightly more powerful than the latter when n is moderately large. The increase in power is up to about 1.5% for n = 30. Further since the bootstrap test can be easily implemented, it provides a better option than the exact test for n ≥ 30. One disadvantage, however, of the former is that a straightforward approach for estimating sample size is not available -it would involve a great deal of computation. These authors use the 95% limits of agreement approach of Bland and Altman (1986) and claim that the methods agree well when the observed absolute differences are as large who infer satisfactory agreement using the 95% limits of agreement, (μ − 1.96σ,μ + 1.96σ) = (−0.078, 0.100). However, inferring agreement when the 95% limits of agreement are within ±δ 0 is a less stringent criterion than inferring agreement whenQ + (0.95) < δ 0 . This is because the TI [−Q + (0.95),Q + (0.95)] is expected to be wider than the 95% limits of agreement since the probability content of the former interval is 0.95 with probability 1 − α, whereas the content of the latter is approximately 0.95 only on average.
An Application
If it were hard to specify δ 0 in advance, the subject matter expert could compute the
] for a given p 0 ; and judge whether a difference in this interval is small enough to be clinically unimportant. An affirmative answer means that the agreement is inferred satisfactory. This way the assessment of agreement can be accomplished without explicitly specifying a δ 0 , provided a p 0 can be specified. Table 2 compares the boundsQ + (0.95),F − (0.10) andF − (0.14) derived using various methods discussed in this article. The UCB and LCB from the NUT are respectively slightly larger and smaller than those for the exact test or its MNUT approximation. This is expected as the latter are slightly more powerful than the former. Further since n = 15 is not large, we do not expect the asymptotic approaches to work well, but the bootstrap and TDI bounds are not far from the exact ones. The latter performs well becauseμ [ Table 2 about here.]
Concluding remarks
In this article, we considered the problem of assessing agreement between two methods of continuous measurement. Assuming that the differences of the paired measurements are i.i.d. normal, we concentrated on the probability criteria approach that infers satisfactory agreement between the methods when a sufficiently large proportion of differences lie within an acceptable margin. We evaluated several tests of hypotheses (H, K) in this context and proposed alternatives. We also discussed the construction of the relevant confidence bounds for the quantile function Q(p 0 ) and the c.d.f. F (δ 0 ), the tolerance interval for the distribution of differences, and the computation of sample sizes. A discussion of the point estimation of F (δ 0 ) and Q 2 (p 0 ) can be found in Hamilton and Lesperance (1997) and Johnson, Kotz and Balakrishnan (1995, ch. 18) , respectively. We saw that using the critical point for the hypotheses on P r(D ≤ δ 0 ) as a critical point for the hypotheses on P r(|D| ≤ δ 0 ) may lead to a liberal test for large n. This practice is quite common in the acceptance sampling literature and our finding may also be of interest there.
The assumption of identical normal distribution for the differences is crucial for the methodology described here. Sometimes when this assumption is questionable, a simple transformation, such as the natural-log, may correct the problem (see Hawkins, 2002 for examples); and the agreement can be assessed on the transformed scale. However, in many cases, such a transformation may be difficult to find or the differences on the transformed scale may not be easily interpretable. Recently Choudhary and Ng (2005) have addressed this issue by extending this methodology to the normal theory regression setup, where the means or the variances of the differences are modelled as functions of a covariate.
When one infers that the agreement is not satisfactory, the perceived disagreement may be due to the poor agreement of the test or the reference method to itself (see e.g., Bland and Altman, 1999) . The agreement of a method to itself is also called the reproducibility (or reliability or repeatability) of the method. Sometimes the test method may be more reproducible than the reference method. It is therefore important to also assess their reproducibility. A measure for this purpose that is similar to Q(p 0 ) is developed in Choudhary (2005) .
A computer program for implementing the methodologies proposed here using the popular statistical package R (R Development Core Team, 2004 ) is available at http://www.
utdallas.edu/~pankaj/prob_criteria/r_code.html.
is a decreasing function of σ for a fixed µ, and is also decreasing function of |µ| for a fixed σ. Thus taking µ = 0 maximizes F (δ 0 ) over µ. Setting this maximum F (δ 0 ) equal to p 0 and solving for σ we get σ = δ 0 /z 0 , where z 0 is defined in (6). Now for a fixed σ < δ 0 /z 0 , let a(σ) be the non-negative solution of F (δ 0 ) = p 0 with respect to µ. As a result
This argument also shows that the event
The probability expression now follows since W = nσ
, and they are independent. The symmetry can be checked by replacing µ with −µ and using the fact that Φ(x) = 1 − Φ(−x).
For the next part, we write the null region as
. Further in (9): (i) the upper limit of integration is a decreasing function for σ, (ii) when σ remains fixed, the integrand is a decreasing function for |µ|, and (iii) when µ = 0, the integrand is a decreasing function of σ. So clearly in ω 1 , the probability is maximized when |µ| = a(σ), and in ω 2 it is maximized when µ = 0, σ = δ 0 /z 0 .
Thus in both cases the maximum occurs on the boundary.
Proof of Proposition 2. (a)
Recall that c is the critical point of the size α test of (5) for a fixed (p 0 > 0.5, δ 0 > 0), and the size is attained on the boundary Θ B of H. Hence we have,
whereF (·) is the c.d.f. of |D| when (µ, σ) = (μ,σ), and the last equality holds because
Thus ( ), an application of the bivariate delta method (see, e.g., ch. 5, Lehmann, 1999) shows that the limiting distribution
, where
To find the partial derivatives, notice that Q defined by (1) can also be obtained by solving Φ(q u ) − Φ(q l ) = p 0 with respect to Q, where q l = (−Q − µ)/σ and q u (Q − µ)/σ. Now using implicit differentiation, it is easy to verify that
Finally, substituting the above in (14) gives the expression for τ 2 Q given in (12). The limiting distribution of ln(Q) now follows from an application of the delta method. 
