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We employ active feedback to stabilize the frequency of single photons emitted by two separate
quantum dots to an atomic standard. The transmission of a single, rubidium-based Faraday filter
serves as the error signal for frequency stabilization to less than 1.5 % of the emission linewidth.
Long-term stability is demonstrated by Hong-Ou-Mandel interference between photons from the
two quantum dots. The observed visibility of Vlock = (41± 5) % is limited only by internal dephas-
ing of the dots. Our approach facilitates quantum networks with indistinguishable photons from
distributed emitters.
Sources of indistinguishable photons play a funda-
mental role in concepts for photonic quantum com-
puting [1], quantum communication [2, 3] and dis-
tributed quantum networks [4]. Semiconductor quan-
tum dots (QDs), also called ‘artificial atoms’, are ex-
cellent candidates for the generation of single pho-
tons [5–7] and entangled photon pairs [8–13]. In re-
cent years, major improvements of photon indistin-
guishability and source brightness have been accom-
plished [14, 15]. In particular, GaAs/AlGaAs QDs en-
able pure single-photon and highly-entangled photon
pair emission at rubidium D1/D2 transitions [16–18].
Moreover, lifetime-limited emission from this type of
QDs has been shown [19].
The emission frequency of a QD is sensitive to several
external pertubations, including temperature [15, 20]
as well as electric [21–23], magnetic [9, 24] and strain
fields [25–27]. While these phenomena lead to spectral
wandering of the QD emission over long timescales,
they simultaneously provide means to fine-tune and
match the emission frequencies using active frequency
feedback [28–30].
Here, we demonstrate a technique to counteract drifts
by applying frequency feedback via strain tuning [25,
31] of the host substrates of two separate QDs. Our
frequency discrimination is achieved by measurements
of the emitted single photon signal only, and with re-
spect to an atomic rubidium standard. The QD emis-
sion is thereby matched to the Rb D1 transition at
795 nm, which is an attractive feature for efficient
‘quantum hybrid systems’ [32, 33]. The implemen-
tation of a common and reproducible standard paves
the way towards quantum networks with distributed,
indistinguishable solid-state emitters.
In the following, we introduce the experimental setup
and characterize the spectral quality of the QD emis-
sion, the frequency discriminator and the feedback
technique. As a benchmark, we show an improved
long-term two-photon interference (TPI) visibility of
the frequency-stabilized QDs in a Hong-Ou-Mandel
experiment [20, 34–36], in which only a small fraction
of the emitted photon fluxes is required for locking.
The GaAs/AlGaAs QDs were grown by solid-source
molecular beam epitaxy and in situ Al droplet etch-
ing [16] and emit close to the rubidium D1 transi-
tions. Several QD-containing nanomembranes are ob-
tained using wet chemical etching and are bonded to
a piezoelectric actuator (0.3 mm PMN-PT) via a flip-
chip transfer process [37]. Precise emission wavelength
control is then achieved by applying a voltage to the
actuator.
The experimental setup is shown in Fig. 1. The QD
samples (QD1 & 2) are placed in two separate He
cryostats at 4 K. A Ti:sapphire laser with 3 ps pulse
length and 76 MHz repetition rate is sent to a grating-
based pulse-shaping setup for spectral narrowing. The
pulses are used to excite both QDs to the biexci-
ton state (XX) in a resonant two-photon pi-pulse con-
dition [38]. The XX photons at 795 nm are spec-
trally separated from laser and emission background
using bandpass and notch filters. The fine-structure
splitting of the exciton state (X) leads to two cross-
polarized XX decay channels, of which only one is se-
lected by polarization filtering. The respective emis-
sion spectra are shown in Fig. 2a.
The lifetime of the XX state is determined for both
QDs by a fluorescence decay measurement, revealing
T
(QD1)
1 = (155 ± 1) ps and T (QD2)1 = (187 ± 1) ps.
Using a Michelson interferometer, the coherence time
T2 and thus the Lorentzian linewidth ∆ν of the emit-
ted photons is determined. QD1 exhibits values of
T
(QD1)
2 = (153 ± 1) ps and ∆ν(QD1) = (2.08 ±
0.01) GHz, and QD2 of T
(QD2)
2 = (123 ± 4) ps and
∆ν(QD2) = (2.59 ± 0.08) GHz. The calculated indis-
tinguishability I = T2/2T1 [39] of the photons from
each individual photon stream is therefore I(QD1) =
(49.4± 0.5) % and I(QD2) = (32.9± 1.1) %.
Each QD emission is coupled into a single-mode fiber,
delivering a photon rate of 30 kcps. One part of each
single-photon stream is sent to the TPI setup. It con-
sists of a 50:50 non-polarizing beam splitter, followed
by monochromators for further spectral filtering and
single-photon counting modules (SPCMs) in each out-
put arm.
As opposed to other feedback schemes [28–30], a sig-
nal for frequency discrimination is provided by the
Faraday effect. As depicted in Fig. 1, parts of the
photon streams are directed to a Faraday anomalous
dispersion optical filter (FADOF) setup [40], which
consists of a heated, natural-abundance rubidium va-
por cell inside a solenoid, enclosed by crossed polar-
izers [41]. Therefore off-resonant background signals
are efficiently suppressed, while on-resonance photons
are transmitted and detected by SPCMs. The ex-
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Figure 1. Experimental setup for two-photon interference between separate, frequency-stabilized quantum dots (QDs).
A pulsed Ti:sapphire laser resonantly excites the biexciton (XX) state of QD1 and QD2, positioned in separate cryostats
at 4 K. Grating-based spectral filtering (SF) is applied to reduce the laser linewidth. A fiber-integrated, tunable delay
adjusts the excitation to match arrival times of XX photons at the subsequent two-photon interference (TPI) setup.
Both QDs are mounted on piezo-electric actuators for strain-induced emission frequency control. In each setup, the
XX photons are collected using a confocal microscope, with the addition of a solid immersion lens (SIL) for enhanced
extraction and a half-wave plate (HWP) and polarizer (Pol) for polarization filtering. A fraction of the signal is branched
off by a HWP and a polarizing beam splitter (PBS) and sent through a Faraday filter setup. It consists of a heated Rb
vapor cell in a longitudinal magnetic field, enclosed by two crossed polarizers. A coil current supply and a temperature
controller enable tuning of the filter transmission features (see Fig. 2). The transmitted XX photons are detected by
single-photon counting modules (SPCMs) as signal inputs R(t) for two digital PI controllers. Feedback voltages Vout
are generated and applied to the piezoelectric actuators for QD frequency stabilization. An additional Rb vapour cell
in the signal arm of QD1 permits characterization of frequency drifts independent of the Faraday filter. The remaining
XX photon streams are sent to the TPI setup, consisting of a beam splitter (BS), monochromators (MCs) and SPCMs.
A HWP in one input arm is used to set the photon (in)distinguishability with respect to the polarization state.
pected transmission TQD is given by a convolution of
a narrow-band, weak laser transmission TL with the
spectral emission profile f(ν) of the QD: TQD(ν) =
(TL ∗ f)(ν). Fig. 2b shows the expected TQD2 to-
gether with the measured frequency-tuned transmis-
sion of QD2. For a transmission peak close to the de-
sired set frequency νset, the slope around νset serves as
the error signal for frequency stabilization. Changes
in frequency are directly translated to a variation of
the FADOF transmission. The latter also depends on
both temperature T and axially-applied magnetic field
B‖ [42], which provides a possibility to shift the trans-
mission peak to a desired frequency near the atomic
resonance of the rubidium D1 line (5
2S1/2 → 52P1/2,
795 nm), as demonstrated in Fig. 2c. Simultaneously,
the width of the transmission peak can be adjusted to
match the linewidth of the QD.
The SPCM photon detection rate Rset = R(νset)
serves as the reference for the frequency feedback. The
rate R of photon events at the SPCM can be written
as
R(t) = R(ν(t)) ≡ TQD(ν(t)) ·RQD, (1)
which depends on the time-varying center frequency
ν(t) of the QD’s spectral emission profile. Here it is
assumed that RQD already describes the QD emission
rate reduced by the finite quantum efficiency of the
detector. By inverting Eq. 1, the instantaneous fre-
quency deviation from the set point ∆ν(t) ≡ ν(t)−νset
can be determined, using the observed detection rate
R(t). In practice, deviations from the set point are
kept small by the feedback loop and the linearized
relation
∆ν ≈ 1
dR
dν
∣∣
νset
∆R (2)
with ∆R = R(t) − Rset provides a good approxima-
tion.
In order to obtain an error signal for feedback, a sim-
ple, empirical algorithm is implemented to estimate
the underlying scattering rate at any point in time.
Motivated by the fact that photon events that lie fur-
ther in the past convey less information and should
thus be given lower weight with time, an exponential
smoothing filter is chosen to estimate the count rate
R(t). The digital implementation is similar to a first
order low pass filter and described by the pseudo-code
Restimate,n+1 = Restimate,n · d+ B · i
where B =
{
1, if a photon arrived
0, else,
(3)
with the decrement d = e−τcycle/τfilter and the incre-
ment i = (1− d)/τcycle. Here, τcycle and τfilter denote
the cycle time of the digital loop and the chosen in-
tegration time of the filter, respectively. Instead of
using a discrete averaging window [28], our algorithm
represents an infinite impulse response filter and thus
features a smooth frequency response.
There are two important aspects for rate-based fre-
quency estimations: The first one is the correct de-
tection of variations in the scattering rate R(t) from
the stochastic train of photon detection events ob-
served by the SPCM. We measure the free-running
QD frequency-noise power spectral densities [43] on
the rate R(t) to determine the frequency at which
the QD 1/f -noise is exceeded by detection shot noise.
Then the feedback bandwidth of the control system is
set to a frequency well below.
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Figure 2. (a) Emission spectra of two separate GaAs/AlGaAs QDs, whose emission frequencies are tuned in resonance
with the Rb D1 transition using piezo-induced strain fields. A two-photon excitation scheme resonantly addresses the
biexciton state, which decays via the exciton state (X) by emitting two consecutive photons (XX and X). The scattered
laser is partially suppressed using notch filters. (b) Faraday-filter transmission spectra measured with a weak, narrow-
band laser (solid black line) and the frequency-tuned QD2 (red line). A convolution of the laser transmission with
the spectral emission profile f(ν) of QD2 (dashed black line) is used to model the QD transmission. The detuning is
given with respect to the weighted line center of the rubidium D1 transitions. The set point for the TPI measurement
(Fig. 3) with the reference photon rate Rset = R(νset) is highlighted. Only relatively weak photon streams (here: 6000
photons per second) are required to stabilize the frequency. (c) Tuning the magnetic field B‖ allows to shift the filter’s
transmission peak, and thus the frequency set point of the stabilized emitter, to a desired frequency near the atomic
resonance of the rubidium D1 line with 24.6 MHz/mT. Simultaneously, the width of the transmission peak changes with
40.8 MHz/mT and can be adjusted to match the linewidth of the QD. The rubidium vapor cell was stabilized to a
temperature of 85 ◦C.
The second aspect is the distinction between rate vari-
ations due to frequency drifts and due to intensity
changes in the QD emission. The latter can in prin-
ciple be compensated by adjusting the rate Rset with
respect to a rate measurement before the Faraday fil-
ter. However, in our experiment the excitation laser
background is varying strongly over time and prevents
intensity stabilization. The influence on the rate after
the filter, i.e. with additional frequency filtering, is
small in comparison. QD intensity fluctuations due
to sample drifts are taken into account by selecting
data windows in which the count rate after the TPI
setup is stable.
The rate estimation algorithm as well as a subsequent
standard digital proportional-integral (PI) controller
are implemented on a field programmable gate array
(FPGA) [44] using LabView. A graphical user
interface allows for monitoring and controlling the
frequency feedback loop on a standard Windows
PC. The generated correction signal is sent to the
strain-tuning piezoelectric actuator beneath the QD
via a high-voltage amplifier.
In this work, the strain-tuning mechanism is on the
one hand used to obtain emission frequency control,
on the other hand it is also the most prominent dis-
turbance for frequency stability itself. Due to piezo
creep, a certain set voltage on the piezoelectric ac-
tuator will not result in a constant strain in the QD
membrane. The strain will slightly change over time
and therefore result in a frequency drift, which is
compensated by the implemented stabilization. For
locking the QD emission frequencies, count rates of
Rset,QD1 = 3600 cps andRset,QD2 = 1500 cps are used,
which are significantly smaller than typical emission
rates. At the set point of Rset,QD2, depicted in Fig. 2b,
the feedback bandwidth is limited to around 30 mHz
by adjusting the PI parameters. Fig. 3a shows the
frequency drift of QD1 for the frequency-locked and
free-running case. It is determined by measuring the
transmission of the photon stream through a sepa-
rate, heated rubidium vapor cell, which constitutes
an out-of-loop measurement of the frequency drift.
Frequency-stabilization leads to a constant frequency
within a deviation of < 30 MHz [45], which is less than
1.5 % of the linewidths of the QDs (≥ 2 GHz). In the
free-running case, the frequency detuning ∆ν(t) in-
creases over time, following a logarithmic law known
for the displacement change due to piezo creep [46]:
∆ν(t) = ∆ν0 · [1 + α · log10(t− t0)] (4)
Here, ∆ν0 denotes the frequency detuning 1 minute
after a certain voltage is applied to the piezo at a time
t0, and α describes the rate of the piezo creep, which
depends on the applied voltage and the piezo load.
The displayed data in Fig. 3a is in good agreement
with the model. The resulting values for frequency
drift over time are then used to calculate the theoret-
ical TPI interference visibility for the locked and free-
running QDs, taking the experimental parameters of
the QD photons into account. Fig. 3b shows the ex-
pected visibility over time, assuming a frequency drift
between the two QD emission frequencies as observed
in Fig. 3a. The visibility is calculated by [20]
V =
γ1γ2
γ1 + γ2
· γ1 + γ2 + γ
∗
1 + γ
∗
2
(2pi∆ν)2 + (γ1 + γ2 + γ∗1 + γ
∗
2)
2/4
(5)
with γi = 1/T
(QDi)
1 denoting the radiative decay rate
and γ∗i = (2/T
(QDi)
2 − γi) the pure dephasing rate for
the different QDs (i =1,2). Perfect frequency stability
results in a constant maximum visibility of V = 40 %,
while for the measured piezo creep the theoretically
expected visibility drops to V = 25 % at t =100 min.
In order to experimentally verify an improved long-
term visibility under frequency stabilization, we com-
pare the TPI of photons from two separate QDs in the
frequency-locked and free-running state. For stabi-
lized QDs, Fig. 3c shows the normalized coincidences
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Figure 3. (a) Relative emission-frequency drift over time for QD1 in frequency-locked and free-running state, obtained by
an out-of-loop measurement of the transmission through a separate Rb vapor cell. In the stabilized state the frequency is
kept constant within a deviation of less than 30 MHz, which is below 1.5 % of the emission linewidth. The free-running
state reveals a frequency drift due to piezo creep, which is fitted by a logarithmic function. (b) Theoretically expected
evolution of the TPI visibility V (t) considering the frequency drift shown in (a). As parameters serve the experimentally
determined lifetimes T1 and coherence times T2 of the two separate QDs. While the visibility stays constant in the
frequency-locked case (red line), for free-running QDs it drops from Vfree(t = 0 min) = 40 % to Vfree(t = 100 min) = 25 %
(dashed line). The solid blue line represents a coincidence integration window of 40 min as used for the experiment in
(d). (c) Two-photon interference measurement between two frequency-stabilized, separate QDs, showing the normalized
coincidences versus the delay time τ . The black curve corresponds to perpendicular polarizations of the photons impinging
on the beam splitter. The red curve for parallel polarizations depicts a clear reduction of coincidences at τ ≈ 0. An
interference visibility of Vlock = (41±5) % is obtained. A similar measurement of the visibility with free-running QDs (not
shown) results in Vfree = (31± 7) %. (d) Measurement of the interference visibility over time for both free-running and
frequency-locked QDs. Each data point corresponds to the coincidences obtained for the previous 40 min. The shaded
areas are the respective uncertainties based on Poisson counting statistics. At any measurement time the visibility is
higher for frequency-locked QDs than for free-running QDs.
of photons in the two beam splitter output ports ver-
sus the delay time τ between the recorded events. The
polarization state between the interfering photons is
controlled by a half-wave plate, which allows to set
the polarizations of photons impinging on the beam
splitter perpendicular or parallel to each other. The
interference visibility V is calculated by evaluating the
peak areas A‖ for parallel and A⊥ for perpendicular
polarizations at τ = 0:
V =
A⊥ −A‖
A⊥
(6)
A clear Hong-Ou-Mandel dip is observed, yielding an
interference visibility of Vlock = (41± 5) % after dark
count correction of the SPCMs (Rdc,SPCM3 = 104 cps,
Rdc,SPCM4 = 134 cps). The visibility agrees well with
the expected value of V = 40 % in Fig. 3b. Af-
terwards, a measurement with free-running QDs is
performed. The visibility in that case decreases to
Vfree = (31 ± 7) %, due to piezo creep and other fre-
quency perturbations. For ideal quantum emitters the
ratio of the peak at τ = 0 compared to the neighbor-
ing peaks equals 0.5 for perpendicular photon polar-
izations [6]. Here, a lower ratio is observed, which
can be attributed to blinking in the QD emission [47].
This effect happens at sub-microsecond timescales, to
which the frequency stabilization is insensitive. To
further compare the two cases of TPI with and with-
out frequency feedback, the interference visibility is
measured as a function of time, as shown in Fig. 3d.
Each respective data point corresponds to the coinci-
dences obtained within the previous 40 min. Hence,
the integration window is gradually shifted through
the total measurement time of 87 min. The shaded
areas display the respective uncertainties due to Pois-
son counting statistics. In the locked and free-running
case, both QDs were frequency-matched at t =0 min.
In the free-running case, frequency changes in the QD
emission within the first integration window reduce
the visibility already for the first data points (see also
Fig. 3b).
In conclusion, we have verified that active frequency
feedback is an attractive solution to maintain long-
term indistinguishability of photons from separate
solid-state emitters. Stable two-photon interference
from separate quantum dots is achieved by strain-
mediated frequency stabilization. Frequency fluctu-
ations are suppressed to a negligible fraction of the
emission linewidth. The rubidium-based Faraday fil-
ter offers a common frequency standard for distant
nodes in a quantum network. Furthermore, match-
ing the rubidium transitions is desirable for rubidium-
based quantum memories as potential elements in
quantum repeaters. Low filter losses and an efficient
rate-estimation algorithm ensure frequency stabiliza-
tion while using only a small fraction of the photon
flux.
The presented experiment can be extended to stabilize
the emission of entangled photons for realizing a sta-
ble Bell state measurement in entanglement swapping
schemes. In the case of QDs this means maintaining
a low fine structure splitting by separating emitted
photons according to their polarization and using two
orthogonal degrees of freedom for feedback, as avail-
able in anisotropic strain-tuning platforms [27].
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