Abstract Kella & Whitt (1992) introduced a martingale fM t g for processes of the form Z t = X t + Y t where fX t g is a L evy process and Y t satis es certain regularity conditions. In particular this provides a martingale for the case where Y t = L t where L t is the local time at zero of the corresponding re ected L evy process. In this case fM t g involves, among others, the L evy exponent '( ) and L t . In this paper, conditions for optional stopping of fM t g at are given. The conditions depend on the signs of and '( ). In some cases optional stopping is always permissible. In others, the conditions involve the well known necessary and su cient condition for optional stopping of the Wald martingale fe Xt?t'( ) g, namely thatP ( < 1) = 1 whereP corresponds to a suitable exponentially tilted L evy process.
Introduction
Let X = fX t g t 0 be a nondeterministic right continuous L evy process with no negative jumps, with X 0 = 0 and L evy exponent '( ) = log e X 1 , where is real. . A problem which often comes up is to justify optional stopping, and this is the topic of this paper. I.e., let fF t g t 0 be any ltration with respect to which X is a L evy process (for example, the augmented right continuous ltration generated by X). Then for an a.s. nite stopping time , we look for conditions for M is integrable with EM = 0
to hold.
The solution to a related problem is well-known. For 2 n f0g, we will denote W t = e Xt?'( )t (the usual Wald martingale) andP,Ẽ the corresponding changed measure and expectation such that w.r.t.P, X is a L evy process with exponent '( ) = '( + ) ? '( ) (see further Section 2). In other words, it is a L evy process Proof: When L 0 this follows by de nition. Otherwise, with Z 0 denoting the re ected process when z = 0, it is easy to check that 0 Z(t) ? Z 0 (t) z (e.g., Theorem 6 (i) and (iv) of 10]). Thus, w.l.o.g. we assume that z = 0, so that Z t and S t = sup 0 s t X s are well known to be identically distributed. Now, with x = infftj X t xg we have that P for all 2 n f0g. This is due to X t =t ! ' 0 (0) P-a.s. ( nite or in nite) and that strict convexity of ' implies '( ) > ' 0 (0) for 2 n f0g, noting that = (?1; 0] when ' 0 (0) = 1. Thus, when 6 = 0, one does not need to explicitly assume for (4) that W 1 = 0 (nor that P < 1] = 1). By symmetry and dP=dP = (dP=dP) ? 1 , E(1=W ) = 1 , P < 1]. Hence:
Corollary 1 For a nondeterministic L evy process X with no negative jumps with respect to a standard ltration fF t j t 0g, 2 n f0g, W t = e Xt?t'( ) , a stopping time and 0 Y 2 F , the following hold without any additional conditions EY 1 fY <1; <1g = EY W 1 fY <1g (5) E Y W 1 fY <1; <1g = EY 1 fY <1; <1g (6) P ( < 1) = 1 , EW = 1 When ' 0 ( ) > 0 then X t ! 1 so that L 1 < 1P-a.s. In this case, when '( ) < 0 (11) also holds. This implies that when P < 1] = 1 and '( ) < 0 (regardless of the sign of ' 0 ( )) e zẼ e L +'( ) = Ee Z : (12) That is, it need not be explicitly assumed thatP < 1] = 1.
Consider
(i) Ee Z ^t ! Ee Z < 1
(ii) E R 0 e Zs ds < 1
(iii) EL < 1. Since EM ^t = 0 for all t 0, then by monotone convergence (1) is valid for 6 = 0, provided (i), (ii) (when '( ) 6 = 0) and (iii) hold. However, the following is obvious for 6 = 0, provided that Ee Z ^t is a bounded function of t (in particular if (i) holds).
If '( ) > 0 or both L 0 and '( ) 6 = 0 then (ii) and (iii) are automatic.
If '( ) = 0 then (iii) is automatic. If '( ) < 0 then (ii) and (iii) are equivalent conditions. To see this, just write EM ^t = 0 in the form '( Thus, in all cases, it su ces to show that (i) and at most one of (ii) and (iii) hold in order to show that (1) Lemma 3 E < 1 implies EL < 1 and EZ < 1. ' 0 (0) 6 = 0, EZ < 1 and EL < 1 implies E < 1. In either case, EZ = z + ' 0 (0)E + EL . Proof: If there is no < 0 such that '( ) > 0, then '( ) < 0 for all < 0 so that X is a subordinator (nondecreasing). The possibility '( ) = 0 for all < 0, which is equivalent to X 0, was ruled out in the introduction. In this case EL = 0, ' 0 (0) > 0 and it is well known that EZ ? z = EX = ' 0 (0)E nite or in nite. 1. < 0 and either E < 1 or both EL < 1 and EZ < 1. Proof of Theorem 1: We recall that provided that (i) holds, at most one of the conditions (ii) or (iii) needs to be veri ed in order to conclude that (1) holds. We also recall that when '( ) 0 then (i) implies (1) . So, items 1 and 3 imply (i) by Proposition 3. Since in both cases '( ) 0 we are done. As for item 2, (i) is satis ed and clearly (ii) is satis ed as well. Finally, item 4 follows from (12) Proof: Since when z = 0, Z t S t and, as in the proof of Lemma 1, 0 
