Abstract-This paper discusses an approximate solution to the weighted graph matching prohlem (WGMP) for both undirected and directed graphs. The WGMP is the problem of finding the optimum matching between two weighted graphs, which are graphs with weights at each arc. The proposed method employs an analytic, instead of a combinatorial or iterative, approach to the optimum matching problem of such graphs. By using the eigendecompoyitions of the adjacency matrices (in the case of the undirected graph matching problem) or some Hermitian matrices derived from the adjacency matrices (in the case of the directed graph matching problem), a matching close to the optimum one can be found efficiently when the graphs are sufficiently close to each other. Simulation experiments are also given to evaluate the performance of the proposed method.
I. INTRODUCTION
TRUCTURAL description, i.e., the description of a S certain object in terms of its parts, their properties, and their mutual relations. is one of the most general methods for representing the real world. Properties and relations may be qualitative (symbolic values) or quantitative (numerical values). For example, in the interpretation of visual images, a "man" can be described in terms of his parts (head, body, arms, etc.) , their properties (shape, color, etc.) , and their relations (head is above body, etc.). Another simple example is a point pattern in 2-D or 3-D space. A point pattern can be represented by using a structural description if we employ distances between points as their mutual relations and point labels (if they exist) as their properties.
There are many problems in handling structural descriptions, for example, construction of a description from the given data, classification of the given descriptions, etc. Above all, one of the most difficult but interesting problems is optimum matching between structural descriptions, i.e., the problem of finding the correspondence between their parts in order to make the corresponding properties and relations as consistent as possible [l] . This problem is fundamental in various fields, especially in the fields of image analysis and computer vision. rived from a sensing system, with known models stored in a database is considered to be an essential part of a computer vision system [2] . A great deal of material dealing with this problem has been published. You [3] employed a combinatorial (tree search) approach and applied the branch-and-bound algorithm to this problem. The algorithm always gives the true optimum matching; however, it may be impractical in analyzing highly complex structures because of its inherent combinatorial property. Tsai and Fu [ l ] also described a tree search technique for finding isomorphisms between graphs which bear both symbolic and numerical labels. Kitchen [4] , [5] solved this problem in both qualitative and quantitative cases by using a relaxation method. The method is tolerant to noise. and it can take advantage of hardware parallelism. However, the relaxation method is inherently a local optimization method, and it is sometimes difficult to determine a suitable updating rule (the local compatibility function).
A structural description can be represented by an attributed or labeled (hyper-) graph. A weighted graph, i.e., a graph with weights at each arc, is a simple example of a quantitative structural description. In this paper. we treat weighted graphs with the same number of nodes and employ the analytic, instead of combinatorial or iterative, approach to the optimum matching problem of such graphs. By using the eigendecompositions of the adjacency matrices (in the case of the undirected graph matching problem) or some Hermitian matrices derived from the adjacency matrices (in the case of the directed graph matching problem), a matching close to the optimum one can be found efficiently when the graphs are sufficiently close to each other.
An ordinary graph in graph theory can be considered to be a weighted graph with a binary weighting function. Thus, the weighted graph matching problem (WGMP) includes the graph isomorphism problem, which is proved neither to be NP-complete nor to have an efficient algorithm [6] . It is possible to apply the same method proposed here to the graph isomorphism problem.
WEIGHTED GRAPH MATCHING PROBLEM ( W G M P )

A . Preliminary
A weighted graph G is an ordered pair ( V , w ) where V is a set of nodes of the graph and w' is a weighting function which gives a real nonnegative value w( I ) , , ZJ,) to each 01 62-8828/88/0900-0695$01 .OO O 1988 IEEE pair of nodes ( u,u,) (arc of the graph), U , E V , U, E V , and U , # vJ. We assume I VI = n. The nodes of a graph are to be distinguished from one another. The weighted graph is called undirected when its weighting function is symmetric, i.e., w ( U , , uJ) = w ( U,, U , ) for all U , , U,, U , f U,. Otherwise, it is called directed. Obviously, an ordinary graph is a weighted graph with a binary weighting function. When a weighting function takes a value between 0 and 1, such a graph is sometimes called a fuzzy graph [7] . However, here we do not place such a restriction on the range of the weighting function; i.e., it can take any nonnegative real value.
The adjacency matrix of a weighted graph G = ( V , w ) is an n X n matrix A , defined as follows: supposed to be labeled by names such as v I , v2, * . * , ZJtl When G is undirected, A , becomes a symmetric matrix. 
B. Dejinitions of the WGMP
Let G = ( V I , w l ) , H = ( V , , w 2 ) be weighted graphs with n nodes. The WGMP is the problem of finding a oneto-one correspondence @ between VI = { v l , U , , * --, U , , } and V, = { U ; , U ; , , U ; } which minimizes a "difference" between G and H . In this paper, we use the following criterion for a measure of difference:
If G and H are weighted graphs and A, and AH are their adjacency matrices, respectively, J ( +) can be reformulated as follows by using a permutation matrix P:
where the permutation matrix P represents the node correspondence @ and )) . )) is the Euclidean norm ( \) A 1) = (Cy= I 1 a,, l2)Il2). Thus, the WGMP is reduced to the problem of finding the permutation matrix P which minimizes J ( P ) .
Two ordinary graphs are called isomorphic if there exists a one-to-one correspondence between their node sets, which preserves adjacency. Similarly, we call two weighted graphs G and H isomorphic if there exists a oneto-one correspondence @ which makes J ( +) equal to 0. Thus, in this case we have
Because ordinary graphs are weighted graphs with a binary weighting function, the WGMP includes the graph isomorphism problem. In general, it is not easy to find the exact solution of the WGMP since the WGMP is a purely combinatorial problem. Thus, we need to develop an efficient method which gives a "nearly" optimum solution, i.e., a per- mutation matrix P' whose criterion value J(P') is very close to the optimum value. Of course, since we cannot know the optimum criterion value in advance, what we can do is to give an algorithm which determines a permutation matrix of a small criterion value. The purpose of this paper is to propose a fast matching algorithm giving such permutation matrices.
Note that the WGMP of graphs with weights at each node as well as at each arc can be formulated and solved in a similar way by defining a;; = w ( i , i ) in (1) where w ( i , i ) is a weight at node i.
WEIGHTED UNDIRECTED GRAPH MATCHING ALGORITHM
In this section, we show an algorithm that gives a nearly optimum solution to the weighted undirected graph matching problem.
Let G and H be weighted undirected graphs and A , and AH be their adjacency matrices, respectively. The optimum matching between G and H is a permutation matrix P which minimizes J(P) in (3). It is, in general, difficult to find this matrix P directly. However, if we extend the domain of J to the set of orthogonal matrices, the orthogonal matrices ( Q ) which minimize J ( Q ) can be obtained in closed forms by using the eigendecomposition of the adjacency matrices A , and AH. This extension of the domain is very natural because a permutation matrix is a kind of orthogonal matrix. A nearly optimum permutation matrix is determined by using these orthogonal matrices as clues.
Here, we assume that both adjacency matrices AG and AH have n distinct eigenvalues, respectively. This is not a strong assumption for real data. Besides that, even if they have multiple roots, this can be overcome by perturbing them. Small perturbations will not effect the result of matching. and PI 2 p2 2 * * 1 Pn, respectively, then
A. Determination of Nearly Optimum Permutation Matrix
From Theorem 1, we have the following theorem.
Theorem 2: Let A and B be n X n (real) symmetric > > orl, respectively, and their matrices with n distinct eigenvalues a l > a2 > * -* a,, and 0, > P2 > * -eigendecompositions be given by
where U, and U B are orthogonal matrices and AA = diag (a,) and A B = diag ( P I ) . Then, the minimum of I( QAQT -B 112, where Q ranges over the set of all orthogonal matrices, is attained for the following Q's:
The minimum value achieved is E:
Pruo$ From Theorem 1, (9) holds for any orthogonal matrix R since eigenvalues of RAR' are the same as those of A . where we used the equations that 1) UX 11 = 1) X U T \ \ = IIXII for any orthogonal matrix U and SAAS = S2A, = AA since S and R A are both diagonal matrices and S 2 = I . Thus, the minimum of 11 QAQ' -B [I2 is attained for
The orthogonal matrices which minimize J( Q ) in (3) Q's given in (8).
are given from Theorem 2 by assuming eigendecompositions of AG and AH as Now we assume that G and H are isomorphic. In this case, we have from (4), (12), and (13) that
Thus,
since the eigenvectors of a matrix are uniquely determined, except for their positive and negative directions when all eigenvalues are distinct (when x is an eigenvector of a matrix A , -x is also an eigenvector of A ) . Then,
This means that there exists some S E S I which exactly makes Q a permutation matrix when G andAH are $0-morphic. We write this diagonal matrix as S , and P = Thus, we have for any permutation matrix P. On the other hand, the following holds, obviously:
tr ( P ' U~S U~) = tr (P'P)
Thus, from (20), (22), and (23), we have tr (P'UHU;) I )z.
This means that P maximizes tr ( PTnHng) since tr ( P 7 u H c I ; ) 5 n for any permutation matrix P. Therefore, when G and H are isomorphic, the optimum permutation matrix can be obtained as a permutation matrix
P which maximizes tr ( P T u H U L ) .
This problem is an instance of the assignment (bipartite maximum weighted matching) problem, and can be solved by the Hungarian method, running in O ( d ) time [9] .
Next, we consider the case when G and H are not isomorphic. From the argument above, even if G and H are not isomorphic, it can be expected that the pennutation matrix P which maximizes tr (PTnHuL) will be very close to the optimum permutation matrix when G and H are nearly isomorphic. Thus, this permutation matrix P can be used as a candidate for the optimum one. This may be valid only when G and H a r e nearly isomorphic. However, even if G and H are not sufficiently close to each other, the global correspondence between G and H should be reflected in P. Thus, this permutation matrix P gives a good initial correspondence when we improve it, for example, by hill-climbing or relaxation methods. 
. Exuinple for Weighted Undirected Graph Matching
We give an artificial example of our method to clarify the algorithm. (38) into (41), we have is the optimum matching.
J ' ( P ) = IIP(AGS
We give the algorithm for the weighted directed graph matching problem in this section. Let G and H be weighted directed graphs and AG and AH be their adjacency matrices, respectively.
A nearly optimum solution for the weighted undirected graph matching problem was given in the previous section by using the eigendecompositions of adjacency matrices. This method cannot be applied directly to the case of the directed graphs since adjacency matrices are no longer symmetric in this case. However, we can also give a nearly optimum solution to the weighted directed graph matching problem in a way similar to the case of the undirected graphs if we use some Hermitian matrices derived from the adjacency matrices.
A. Determination of Nearly Optimum Permutation
Matrix
Any matrix can be decomposed uniquely into a sum of a symmetric and a skew-symmetric matrix; thus, adjacency matrices A , and AH can be decomposed as follows:
( 4 2 ) Therefore, a permutation matrix P which minimizes J'( P ) is the permutation matrix which minimizes the differences of the symmetric and the skew-symmetric components of adjacency matrices at the same time.
This matrix P is not, in general, the optimum permutation matrix which minimizes J ( P ) in (3). However, we adopt here J ' ( P ) as a criterion instead of J( P ) because of its simplicity. J' ( P ) is usually equivalent to J ( P ) when G and H are nearly isomorphic, and they are exactly equivalent when G and H are isomorphic or if G and H are not isomorphic, but undirected.
From Theorem 1 , we have the following theorem. Theorem 3: Let C and D be n X n Hermitian matrices with n distinct eigenvalues y I > y2 > * * . > y,, and h1 > S2 > * . > S,,, respectively, and their eigendecompositions be given by c = wcrcw;,
where Wc and WD are unitary matrices and rc = diag ( y i ) and rD = diag (Si). Then, the minimum of 11 TCT* -D 112, where T ranges over the set of all unitary matrices, is attained for the following T's:
where AGS and AHS are symmetric components of AG and A H , and A,, and A , are skew-symmetric components of A , and AH, respectively. Complex matrices EG and EH are defined from these matrices as follows:
S E S2 = { diag (sI, s2, * . , s,,) I si is any complex number satisfying
The minimum value achieved is Cl= I (yi -Si)2.
The proof of this theorem can be obtained in a way similar to that of Theorem 2.
We assume here that both EG and EH have n distinct eigenvalues for the same reason as in the weighted undirected matching problem and give their eigendecompositions as follows:
Obviously, EG and EH are Hermitian matrices.
E; = A& -iAiN E H = WHrHw;.
= A , + iA"
Then, from Theorem 3 and an argument similar to that of the previous section (in this case, the domain of J' is extended to the set of unitary matrices), a nearly optimum permutation matrix can be given as the permutation matrix P which maximizes tr (PTwHwg). This is obtained by applying the Hungarian method to WH W g .
Here, we introduce a new criterion J' using E , and EH.
J ' ( P ) = ~~P E , P -~~1 1~.
_ -
B. Example of Weighted Directed Graph Matching
We give again an artificial example of our method to clarify the algorithm. Fig. 3 shows the weighted directed graphs G and H with four nodes. The adjacency matrices of G and H are A , and A H , given in (48) and (49) The permutation matrix P obtained by applying the Hungarian method to (56) is P :
This is the optimum matching.
V . PERFORMANCE EVALUATION OF THE WEIGHTED
GRAPH MATCHING ALGORITHM Simulation experiments are presented here to illustrate the performance of the proposed weighted graph matching algorithm. Pairs of weighted graphs are generated stochastically and matched with each other by using several matching algorithms.
Weights of a graph G were produced by a pseudorandom number generator, which assigns a real number uniformly distributed in the range of 0-1.0 to each arc. A graph H was created by modifying the graph G, i.e., by adding uniformly distributed noise in the range of -e to f t to each weight of G and shuffling the order of nodes, or by producing a new H in the same way as G (we indicate this case by writing E = "random").
Graph pairs of different sizes and different noise levels ( E ) were produced as input to the algorithms. Sizes ranging from 5 to 10 and noise levels ranging from 0 to 0.2 or E = random have been tested. For each parameter, 50 pairs of weighted (undirected and directed) graphs were generated and matched with each other by the following four algorithms: a) the proposed weighted graph matching algorithm; b) a tree search algorithm (branch-and-bound method) proposed by You [3] , which was used to obtain real optimum matchings; c) the hill-climbing method, i.e., improving a randomly generated initial correspondence by exchanging node correspondences locally so that the value of the criterion [eq. (3)] decreases (see Fig. 4) ; searching stops if the criterion cannot be improved any more; and d) the hill-climbing method with an initial correspondence obtained by the proposed weighted graph matching algorithm.
The tree search algorithm was not tested on graphs with sizes greater than 7 because of the CPU time limit. The sample means and standard deviations of the criterion val-G U H Fig. 4 . Local exchange of node correspondences ues and the total CPU time elapsed during the matching process were recorded for each parameter. J ( P ) in (3) was used to compute the criterion value for the cases of both undirected and directed graph matchings, although J ' ( P ) in (42) is used in the directed graph matching algorithm. The number of real optimum matchings obtained by each method was also recorded. The experiments were done on a VAX-11/780. Tables I and I1 show the sample means and standard deviations of the criterion values and the numbers of real optimum matchings ( k ) obtained by each method for several noise levels ( E = 0.0, 0.05, 0.10, 0.15, 0.20, and random) where the sizes of the generated graphs are n = 7 and 10. Table I is for the case of undirected graphs, and Table I1 is for the case of directed graphs. The number of real optimum matchings obtained is not shown in the table when the size of the graphs is n = 10 since method b) (the tree search algorithm) was not tested, and the real optimum matchings are not known in this case. The last column of each table shows the expected values of the criterion. Supposing that the optimum matching is not affected by adding noise, the expected value E ( n , E ) of the criterion is given as follows:
since the variance of the noise uniformly distributed in the range of -E to + E is equal to E* /3. Tables I11 and IV give the sample means and standard deviations of the total CPU time in milliseconds, elapsed during the matching process for several graph sizes ( n = 5, 6, 7, 8, 9, and 10) when the noise levels were E = 0.1 and = 0.2. Table I11 is for the case of undirected graphs, and Table IV is for the case of directed graphs.
From these tables, the following is obvious. A combinatorial method [method b)] seems impractical for large problems (matchings between large graphs) because of its time. The hill-climbing method [method c)] may be applicable to large problems since it is not too slow. However, this method often gives local optima because it is a kind of local optimization method. The proposed matching method [method a)] is the fastest method among the methods in these experiments and almost always gives the real optimum matching when a pair of graphs are nearly isomorphic ( t I 0.1 ). However, if a pair of graphs are .\lerliod (a) hlethod (11) \lethod (c) ' n and t are the size of graphs and the noise level, respectively. Mean and S.D. give the sample means and the standard deviations of the criterion values J ( P ) , and k is the number of real optimum matchings obtained by each method. The expected value of the criterion is also given as E ( n , E).
not sufficiently close to each other ( E > 0.1 ), this method usually fails to give good matchings. Method d), i.e., the hill-climbing method with an initial correspondence obtained by the proposed matching method, shows the best performance among the four methods. This method almost always succeeds in giving the real optimum matchings, even when the noise level is fairly high. This is because the initial correspondence obtained by the proposed method is considered to reflect the global correspondence between graphs. 
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"n and t are the size of graphs and the noise level, respectively. Mean and S.D. are the sample means and standard deviations of the total CPU time. 'n and E are the size of graphs and the noise level. respectively. Mean and S.D. are the sample means and standard deviations of the total CPU time.
VI. CONCLUSION
The approximate solution for the WGMP has been given in both the undirected and directed cases. The proposed method employs an analytic approach based on the eigendecomposition of the adjacency matrix of a graph and almost always gives the optimum matching when a pair of graphs are nearly isomorphic. If graphs are not sufficiently close to each other, the proposed method sometimes fails to give the optimum matching. However, the hill-climbing method can improve the obtained matching even in this case since the obtained matching reflects the global correspondence between graphs. This method is resistant to the combinatorial explosion in execution time compared to the purely combinatorial approach. It also has the virtue of global optimization, unlike the local optimization method.
When the weighted graphs are far different from the isomorphic cases, the method may not work as well as in the nearly isomorphic cases. However, it is usually meaningless to find the optimum matching between such graphs. Thus, the proposed method is considered to be satisfactory in most cases.
The proposed matching method requires a pair of graphs of the same size. This is an important restriction in practice since it means, for example, in a computer vision system, that the whole object of interest is in the field of view and that the segmentation and feature extraction process will always yield the correct results. It is difficult to satisfy these requirements in general. However, in the controlled world of industrial robot vision, they are sometimes satisfied [2] . Thus, the proposed matching method should be applied to such fields. Of course, the WGMP for the graphs with different numbers of nodes (the subgraph isomorphism problem in graph theory) is a more practical and important problem. However, this is left open for future work.
