A multi-cross-correlation method (MCCM) was introduced in a PIV (Particle Image Velocimetry) autoprocessing system to reduce spurious vectors and improve accuracy of measurements. This technique is an improvement based on conventional cross-correlation method (CCM). Four typical neighboring interrogation windows were specified to be overlapped and calculated by MCCM. A high cross-correlation value is obtained in which many particle images match up with their corresponding spatially shifted partners and small cross-correlation peaks due to interference of noises during experiments are reduced. Several impact factors such as out-of-plane motions, seeding densities, particle sizes and velocity gradients are considered for checking both MCCM and conventional PIV algorithm. The examination gives authenticity to the merits of MCCM for avoiding particles loss or mistaken velocity vectors.
INTRODUCTION
Flow velocity measuring techniques have been playing a key role in understanding the fluid mechanics in many applications. So far, the techniques have evolved from intrusive probes such as pitot tube, hot-wire and hot-film anemometries to non-intrusive laser techniques including laser Doppler velocimetry (LDV) and particle image processing techniques. In particular, LDV utilizes the principle of Doppler effects to measure the velocity at a very small fluid volume with a rather highly temporal accuracy. This enables researchers to explore fluid flow properties at interesting zones that are quite difficult to achieve (Albrecht et al., 2003) . However, the application of LDV is limited to point measurement and has extremely restricted to spatial resolution. Although the application has further been improved with the introduction of fiber-optic probe (Fiber Laser Doppler Velocimetry, FLDV), the deficiency in time and space still remains in practical applications. Recently, particle image processing techniques were developed mainly to overcome such shortcomings of FLDV. As reviewed by Adrian (1986) , velocity measuring techniques adopting image processing include particle image velocimetry (PIV), particle tracking velocimetry (PTV) and laser speckle velocimetry (LSV). Among them, PIV becomes more widely used in many fluid researches due to its adoption of the average velocity in the interrogation areas using correlation functions. It is even applicable to measuring areas close to unsteady boundaries requiring only medium particle image density. Nowadays, the achievements in optics, lasers, electronics, videos and computer techniques have greatly promoted the employment of PIV in much more fluid flow studies with increasing special and temporal accuracies once exclusively possessed by LDV (Grue et al., 2004; Raffel et al., 1998) . More recently the function of PIV has been rapidly extended to measure multiphase flows using image processing techniques (e.g. Chang and Liu, 2000; Chang et al., 2005) . We can expect that PIV and image measurement method will play an important role in the future development of modern hydrodynamics.
For PIV image processing, there are four major procedures including: (1) image acquisition; (2) velocity vector field calculation using auto-or crosscorrelations; (3) sub-pixel fix estimates and (4) data validation and false vector correction. Several wellvalidated analytical techniques are generally introduced in the PIV processing. Detailed studies can be found in many previous publications, such as Keane and Adrian (1990) ; Dracos (1996) ; Raffel et al. (1998) and others. For the first process, to reduce and eliminate false vectors, noise signals should be first carefully avoided in the process of image recording embraced illumination, seeding and recording devices. Secondly, noise signals have to be removed during the image processing when calculating brightness, relative coordinates and particle images. For the velocity vector generation, auto-correlation statistics was commonly utilized on double-exposure images previously because of limited computer memory sizes. However, it is found that the resulting even functions tend to cause erroneous velocity vectors in the analysis. Recently, the fast updating on image acquisition equipments has helped us to solve the difficulty and led to the adoption of cross-correlation statistics to improve calculation accuracy (Keane and Adrain, 1992) .
Recently, several improved correlation calculation methods were proposed for increasing accuracy and reliability of measurements for flow field (Scarano and Riethmuller, 1999; Hart, 2000; Shin, 2001 ). For the third procedure, to avoid bias errors by achieving sub-pixel accuracy, the three-point Gaussian curvefitting method was also frequently adopted in the image processing algorithms (Willert and Gharib, 1991; Huang et al., 1997) . For the last step, output from two-dimensional (2D) PIV systems that are based on optical or numerical correlation methods consists of an equally 2D space grid of vectors. These vectors may be false measurements or spurious vectors due to the unmatched particle pairs. In this case, the accuracy and reliability of measurements become decreased and uncertained. Therefore, some data validations such as detection, removal and replacement of spurious vectors by correct ones have been addressed by many researchers (e.g. Westerweel, 1994; Huang, et al., 1993a; Huang, et al., 1993b; Veber, et al., 1997 The detective methods are on the base of the principle that false vectors do not satisfy the continuity equation of fluid flow. The false vectors may be improved to be relatively accurate, but even then, if the calculated vectors by correlation method are incorrect, the refinement still remains uncertainty to some extent. This is due to the fact that averaged vectors are routinely used for replacing uncertain vectors by an interpolating method from surrounding vectors which may not be high quality results. and the filter impulse response is ij a α . A higher value of amplification could be produced as a close comparison with neighboring points is obtained. The filter has been shown to obtain better results for inaccurate points. Systematic error of the data is unavoidable, but the filter can reduce the uncorrelated random error of 5% false vectors. Notice that improper amplifications cannot be escaped for a combination of frequencies without a loss in the order of accuracy using this class of filter as discussed by Nogueira et al. (1997) .
For reducing spurious vectors and increasing accuracy and reliability of measurements for flow field, a PIV calculation method is discussed in this paper. The multi-cross-correlation method (MCCM) is implemented in the auto-processing system to enhance the accuracy of data analysis from measured vector fields. Four overlapped subwindows cross-correlation results were integrated to have a new cross-correlation result. The new result improves particle images matched up by their corresponding spatially shifted partners and interference of noises during experiments. A correct velocity vector is thus obtained by MCCM. 
II. MULTI-CROSS-CORRELATION METHOD (MCCM)
For the conventional PIV analysis, it is recognized that a maximum cross-correlation value indicates an average movement of the particles in an interrogation window. If the other cross-correlation value larger than the maximum value is subsisted, this result implies that the average movement is wrong and an erroneous vector could be produced for this interrogation region. In practical measurements, several uncertain noises such as out of plane particles (it can be seen in strong 3D flow), the number of particles, particle diameter and background noises, could disturb the estimation of the maximum cross-correlation value and result in a false velocity vector. MCCM has been encountered into PIV autoprocessing system to account for the correct estimation of the cross-correlation value. The concept of MCCM is inspired from the reduction of randomness of the cross-correlation algorithm. In this investigation, four overlapped sub-windows were co-calculated and integrated into a new correlation relation by the following formula,
where 0 R is the new correlation value calculated by MCCM algorithm. 1 R , 2 R , 3 R and 4 R are the crosscorrelation values of four neighboring sub-windows (see Fig. 1 ), and are computed, respectively, by the cross-correlation algorithm as follows,
As depicted in Fig. 1 , each of these sub-windows has conformable particles movement; therefore there exists a near cross-correlation peak location where the most particles move on. Fig. 2 shows a typical result of PIV cross-correlation calculation that represents extreme randomness for vector detection. Notably, uncertain noises may generate the erroneous peaks which bring about the error calculation of PIV algorithm [see Fig. 2 (a) and (c)]. To obtain a more correct estimation of crosscorrelation, these four sub-windows cross-correlation results were integrated, and the result is shown in Fig. 3 . In the figure, the cross-correlation value identifies that the incorrect particle movements and values caused by randomness are notably reduced. This typical example confirms that MCCM could diminish the randomness error when cross-correlation calculation is performed. Fig. 4 depicts x-and y-directional profiles of crosscorrelation results calculated from the conventional PIV technique. The result of MCCM separated from Fig. 2 is also plotted for comparison. It is clear to see that the profile calculated by MCCM is closer to Gaussian fitting curve than that calculated from conventional cross-correlation method. This result means that MCCM algorithm presents a better accuracy than that of the conventional PIV method. So far, we have found that MCCM can reduce spurious vectors and thus improve accuracy of measurements.
Spurious vectors are the most commonly existing problem to PIV algorithm. It could not be avoided and may lead to inaccurate velocity results in the velocity field analysis. In conventional PIV algorithm, data validation is often used to defuse the false vectors, but the results mainly depend on data quality control. Normally, a better qualitative velocity data base could produce a more accurate velocity vector field in PIV processing. However, it is not easy to accomplish for a very completely qualitative data during experiments. Randomness and uncertainty noises are still occurred for many cases of complicated flow field. The present MCCM has the advantage to avoid data quality control problem by reducing most of false vectors using overlapped subwindows and consequently to increase the accuracy of the velocity vectors. For achieving this goal, typical examples will be demonstrated to examine predictability of MCCM in the following sections.
III. ACCURACY ASSESSMENTS
In this section, the validity of MCCM method is first examined by the Monte Carlo simulation. Sample images of 512 × 512 pixels were generated by the Monte Carlo simulation that has a Gaussian intensity profile with randomly located and uniformly distributed particles. This simulation has been used by many researchers such as Keane and Adrian (1992) , Westerweel (1993) , Keane et al. (1995) , Cowen and Monismith (1997) and others. Several parameters such as out-of-plane motions, seeding densities, particle sizes and velocity gradients are included in the accuracy assessment for examining the ability of both MCCM and conventional PIV algorithm. The mean-bias error and the root-meansquare (RMS) error are used as error index of the calculation. Suppose that the actual particle displacement is a d and a number of computed N displacements i d have been acquired, the meanbias error m d and RMS σ are, respectively, given by
The physical meaning of mean-bias error m d indicates that the shape of the correlation peak does not fit the curve in the mean. Several false factors may affect the RMS error, such as improper particle seeding (particle size and particle density), the strong velocity gradients, the three-dimensional flow motion (out-of-plane motion), and noise from data acquisition and so on. Simulating tests have been conducted to study these errors calculated by conventional PIV and the present MCCM.
A. Out-of-plane Motions
To investigate the effect of out-of-plane motions on erroneous vectors, we generated sample images by the Monte Carlo simulation with an average seeding density of 12 particles per 32×32 subwindow and particle diameter of 2.4 pixels. The outof-plane fraction 0% represents all particles in the first image remaining in the second image while 100% corresponds to no original particle remaining in the second image.
Figs. 5 and 6 show the mean-bias and RMS error for the case of the out-of-plane fraction. As a result, it is noted that the conventional PIV method can only bare about 20% of out-of-plane motion, but MCCM reaches to 55%. This result indicates that conventional PIV algorithm may produce a great amount of spurious vectors that may occur if more than 20% of particles in the first image disappear in the second image. However, there are few false vectors occurred and up to 55% of particles get lost in the second image by MCCM algorithm. Fig. 7 shows the comparison of velocity vector fields calculated by conventional PIV and MCCM methods. It should be noted that in the case of 10% out-of-plane motion, there are uncertain vectors appeared by the conventional PIV calculation but there are good productions computed by MCCM. It is plain that MCCM algorithm can powerfully reduce the generation of false vectors if a large number of particles get lost in the measuring area, i.e., if the experiment is a strong three-dimensional flow, there are many particles might lose in the second picture and cause a incorrect algorithm by the conventional PIV method but produce a better result by MCCM.
B. Seeding Densities
For the second condition, seeding density is selected to verify the limitation of conventional PIV and MCCM algorithms. For convenience, we still assume the particle diameter of 2.4 pixels and without out-of-plane motion. The particle seeding (b) MCCM Figure 13 . Velocity vector fields calculated by conventional PIV and MCCM algorithms with a gradient velocity of 0.03 pixels/pixel and particle diameter of 0.8 pixels density which is defined as the mean number of particles per 32×32 sub-window is varied from 1 to 60 particles. Figs. 8 and 9 show that both values of mean-bias and RMS increase rapidly for conventional PIV algorithm if the particle number is less than 3 particles. On the contrary, the values of mean-bias and RMS increase not that much when the particle number is less than three. Fig. 10 shows the velocity vector fields calculated by conventional PIV and MCCM algorithms. It is apparent that a lot of spurious vectors occur at low particle density using conventional PIV calculation, but false vectors decrease by MCCM calculation. This result clearly identifies that false vectors emerged if the number of particles is too less to notice the particles movement by correlation statistics. In this condition, MCCM algorithm shows promising results than that of conventional PIV algorithm.
C. Particle Sizes and Velocity Gradients
In order to test the effects of particle sizes and velocity gradients on PIV processing, we select an averaged seeding density of 12 particles and without out-of-plane motion, in which the particle size is varied from 0.1 pixels to 10 pixels and the gradient strength is chosen as 0, 0.03 and 0.05 pixels/pixel. The performance of conventional PIV and MCCM for the resulting mean-bias and RMS is depicted in Figs. 11 and 12. Since MCCM is designed to detect PIV data with overlapping of interrogation windows, the data content at wavelengths is usually small; the use of MCCM gives better results than those of conventional PIV algorithm. Notably, if we increase the velocity gradient, errors are thus produced with a small particle size. Fig. 13 provides a criterion which is helpful to define the causality of errors. In a small particle size, it is noted that conventional PIV produces several false vectors but MCCM does not. The results of Figs. 11 and 12 suggest that the particle size is chosen larger than 1.6 pixels for conventional PIV and 0.7 pixels for MCCM to deliver better accurate flow field in the experiment.
IV. APPLICATIONS
To verify the validity of MCCM, we performed an experiment of wave propagating over a submerged breakwater. The experiment was conducted in a wave flume of 0.5m wide, 0.6m high and 25m long. In the experiment the submerged obstacle are placed at the centred of wave flume having a dimension of 50cm wide, 10cm high and 15cm long. Regular waves were generated by an absorbing piston-type wave generator and the light source of flow visualization was radiated by a 5W Argon-ion laser beam generator (INNOVA-90, COHERENT). The flow field in the vicinity of the submerged obstacle was measured by PIV technique in the condition of the incident wave height H 0 = 4.0cm, wave period T = 2.0sec and the water depth h = 25cm.
The velocity vector field in the wave flume flow measured with a single-pulse camera pair and 45µm aluminium particles is shown in Fig. 14 . The pictures illustrate the flow structure of vorticity in the vicinity of the obstacle at different phases. The velocity vectors were also computed by both conventional PIV algorithm and MCCM. As aforementioned, the existence of spurious vectors for complicated flow is mainly owing to improper correlation statistics in the data processing if correct measurements with confidence are completed. From Fig. 14 , one can observe that flow field domains are filled with velocity vectors which are unable to be generated by conventional PIV algorithm. In contrast, the central region of the flow structure is extensively dealt with by MCCM to produce a detailed flow field which is closely to resemble a vortex. It is thus concluded that MCCM is more applicable to account for detailed complex flow than conventional PIV algorithm.
The last application of MCCM is to compute the velocity field around a submerged obstacle through comprehensive FLDV (Fiber-optic Laser Doppler Velocimetry) measurements. Several successful experiments of detecting the flow field around an obstacle induced by water waves have been performed in wave flumes. Temporal variations of flow field in a wave cycle at a fixed point for both horizontal and vertical velocity components were measured and analysed. Fig. 15 presents a comparison of FLDV and MCCM. It can be seen that the velocity vectors calculated by MCCM algorithm are in good agreement with the experimental data. Notably only PIV can measure a complete 2D instantaneous velocity field and the present MCCM can improve the accuracy of data analysis of flow field measurements.
V. CONCLUSIONS An improved multi-cross-correlation method (MCCM) to deal with false vectors is discussed in the present investigation. Further refinement for data correction and for deriving flow magnitude is proposed. The proposed MCCM has been shown to reduce spurious vectors detected by conventional PIV and FLDV. The technique is an improvement based on conventional cross-correlation method (CCM). Conventional PIV algorithm is frequently used to refine velocity vectors calculated using autoor cross-correlations. Erroneous vectors could be produced if there exists the other randomness correlation value larger than the maximum value which indicates an averaged movement of the particles in the calculation domain. If the data base is a false detection result, the improvement of reduction, removal and replacement for spurious vectors by correct ones using conventional PIV method still remains uncertainty to some extent. The present MCCM has the advantage to avoid data quality problem by reducing most of spurious vectors using overlapped sub-windows and consequently increase the accuracy and reliability of PIV measurements for flow field.
Some typical examples were demonstrated to examine the usefulness of MCCM and its predictability in this study. The comparison with the conventional PIV algorithm shows that MCCM could diminish the randomness error, reduce the spurious vectors and increase data accuracy efficiently by overlapped sub-windows method. For the case of four specified overlapped neighboring interrogation windows, it is found that a higher cross-correlation is Figure 14 . Comparisons of temporal variations of both velocity components by PIV algorithm (in dots) and FLDV technique (in solid lines) for wave periods of 2.0 sec obtained in which many particle images follow their corresponding spatially shifted partners and small cross-correlation peaks due to interaction of noises during experiments can notably be refused. It is also evident that the correlation profile calculated by MCCM gets closer to Gaussian fitting curve than that of the conventional PIV method. The validity of MCCM is first examined by the Monte Carlo simulation in which key parameters such as out-of-plane motions, seeding densities, particle sizes and velocity gradients are involved in the accuracy assessment for both MCCM and conventional PIV algorithm. As a result, the conventional PIV method can only bare about 20% of out-of-plane motion and MCCM has a good result up to 55% of particles get lost. It is obvious that MCCM can powerfully reduce the generation of false vectors if the experiment is a strong threedimensional flow that causes a large number of particles lost in the measuring area. On the other hand, false vectors may be emerged if the number of particles is too less to notice the particles movement by correlation statistics. In this condition, MCCM algorithm shows promising results than that of conventional PIV algorithm. Errors increase rapidly for conventional PIV algorithm if the particle number is less than 3 particles but MCCM doesn't.
If we increase the velocity gradient, errors are thus produced with a small particle size. The computed results suggest that the particle size is chosen larger than 1.6 pixels for conventional PIV and 0.7 pixels for MCCM to deliver better accurate flow field in the experiment. An experiment of wave propagating over a submerged breakwater was performed and the velocity vectors were measured by FLDV, PIV detection and calculated by conventional PIV algorithm and MCCM. In this case, one can observe that flow field domains are filled with vectors where conventional PIV is unable to generate and a flow field is produced reasonably by MCCM. It is thus concluded that MCCM is more applicable to account for detailed complex flow than conventional PIV algorithm.
The examination gives authenticity to the merits of MCCM for avoiding particles loss or mistaken velocity vectors due to interference of noises during experiments in contrast to conventional PIV algorithm. The present MCCM algorithm has been shown to improve particle images matched up by their corresponding spatially shifted partners and interference of noises during experiments and a correct velocity vector is thus obtained. 
