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Abstract 
Ding, G., Stable sets versus independent sets, Discrete Mathematics 117 (1993) 73-87. 
Let G=( V,E) be a graph and let Y(G) be the set of stable sets of G. The matroidal number of G, 
denoted by m(G), is the smallest integer m such that Y(G)=Y,u$~u .I. uj,,, for some matroids 
Mi = ( V, Yi) (i = 1, 2, , m). We characterize the graphs of matroidal number at most m for all m > 1. 
For mQ3, we show that the graphs of matroidal number at most m can be characterized by 
excluding finitely many induced subgraphs. We also consider a similar problem which replaces 
‘union’ by ‘intersection’. 
1. Introduction 
An independent system is a set 9 of sets such that XC YEJJ implies Xef. The 
members of 9 are called independent sets. Examples of independent systems are the 
stable sets of a graph, and the independent sets of a matroid (for the definition and 
basic properties of matroids, we refer the reader to [9]). Our research is motivated 
by the problem of finding a maximum (cardinality or weight) independent set of a 
given independent system. Generally speaking, this problem is ‘hard’. For instance, 
it is NP-complete to decide if a graph has a stable set of size k [4]. However, 
if the independent system is the set of independent sets of a matroid, then the 
greedy algorithm can be used to find a base in polynomial time, even in the 
case where the matroid is given by an independent oracle [S]. Suppose now 
M1=(-CJJ1),..., M, =(E, y,,,) are matroids. Then we call the independent system 
9=LJ1u . . . ~3~ the union of Ml,..., M,. Note that this definition of union is 
different from that in [9]. 
Proposition 1.1. Every independent system is a union of some matroids. 
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Proof. Let 9 be an independent system and let A1,A2, . . . . A, be the maximal 
independent sets of 9. For all i= 1,2,. .., m, we define Mi=(E,~~), with Yi= {X: 
Xc Ai}. Then it is clear that M1, . . . , M, satisfy the requirement. 0 
Based on the above observation, Benzaken and Hammer [l] suggested the follow- 
ing algorithm to find the maximum independent set of a given independent system. 
The first step of this algorithm is to decompose the independent system into a union of 
several matroids. Then the next step is to apply the greedy algorithm to each of these 
matroids. Finally, the optimum solution is determined by comparing the outputs of 
these greedy algorithms. However, this idea does not work well in general because it 
has been proved in [2] that if the independent systems are given by independent 
oracles, then there is no polynomial-time algorithm to find the maximum independent 
set, not even in the case where the independent systems are the union of at most two 
matroids. This negative result shows that if we expect a polynomial-time algorithm, 
we must associate more structure with the independent systems. In this paper, we are 
going to study Y(G), the set of stable sets of a graph G. 
Following Benzaken and Hammer [l], we define the matroidal number m(G) of 
a graph G to be the smallest integer m such that 9(G) is the union of m matroids. We 
will characterize the graphs of matroidal number at most m (ma 1) in Section 2. In 
Section 3, we will prove that, for m d 3, the graphs of matroidal number at most m can 
be characterized by excluding finitely many induced subgraphs. Clearly, this result 
yields a polynomial-time algorithm which recognizes the graphs of matroidal number 
at most m (m < 3). Finally, we will characterize the graphs G such that Y(G) is the 
intersection of at most II matroids in the last section. 
2. The matroidal number of a graph 
Let $ be an independent system. We define e(9) to be the set of all minimal 
dependent sets and call these sets circuits. Clearly, if Y = Y(G) for a graph G = (V, E), 
then %7(Y) = E. 
Lemma 2.1. Let 4,, . . . . ,,, be independent systems and let #=$I~ ... VJJ,,,. Then 
V(9) consists of the minimal sets of the form Xiv .‘. vX,, where XiE%‘(Yi) for 
i=l,2 ,..., m. 
Proof. X&(3) if and only if X is minimal dependent in Y, if and only if X is minimal 
such that X is dependent in all S,, . . . , Y,,,, if and only if X is minimal such that, for all 
i= 1, . . . . m, X2X, for some Xi~~(~i), if and only if X is minimal of the form 
X,V ... vX,, with Xi~~(~i), for i= 1, . . . . m. q 
The following lemma characterizes the graphs of matroidal number one. 
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Lemma 2.2. Let G be a graph. Then the following are equivalent: 
(i) Y(G) is a matroid; 
(ii) G has no induced P3 (the path on three vertices); 
(iii) G is a disjoint union of cliques. 
Proof. Clear. q 
Let G=( V, E) be a graph and let Y(G) be the union of matroids Mi=( V, Yi) 
(i= 1 , . . ., m). Then we have the following result. 
Lemma 2.3. We may choose these matroids such that, for all i= 1, . ., m, Mi has no 
circuits of size three or bigger. 
Proof. For all i = 1, . . , m, let pi be the set of circuits of Mt of size at most two. Then it 
is not difficult to see that there is a matroid M; with circuit set %‘i. Since an 
independent system is uniquely determined by its circuits, we deduce from Lemma 2.1 
that Y(G) is also the union of matroids M;, . .., ML. 0 
Let X be a subset of V. We denote by G\X, or sometimes G( V-X), the graph 
obtained from G by deleting X. If X = { x > is a singleton, we shall write G\x instead of 
G\ {x}. Now we assume that Y(G) is the union of matroids MI, . . . , M, and that these 
matroids are chosen as in Lemma 2.3. For each i = 1, . . , m, we define G(Mi) = (Vi, Ei) 
to be the graph such that Ui = I’-- Vi is the set of loops of Mi and x, YE Vi are adjacent 
in G(Mi) if and only if {x, y} is a circuit of ML. It is clear that the stables sets of G(Mi) 
are exactly the independent sets of Mt. 
Lemma 2.4. If m=m(G), then we may choose these matroids such that 
G(M,), . . ..G(M.) are induced subgraphs of G. 
Proof. It is enough to show that, for every i = 1, . . . , m (say i = l), there is a matroid 
M; such that Y(G) is the union of M;, M2, . . , M, and G(M;) is an induced subgraph 
of G. 
It follows from Lemma 2.2 that G(M,) is a disjoint union of cliques. Let Xi, . . . , X, 
be the partition of I’r into cliques. Then it is clear that there is no edge of G with two 
ends contained in different X’js because all the independent sets of M, are stable in G. 
Since m=m(G), there exists a maximal stable set X of G, which is independent in 
M,but dependent in all the other matroids. From the maximality of X, we deduce 
that, for every j = 1, . . . , k, XnXj#@, and for every XEXnXj, x is adjacent in G to all 
yEXj_{x}. Forj=l, . . . . k, let X5 c Xj be the set of vertices x such that x is adjacent in 
G to all the other vertices in Xj. Let V; =X; u ... u Xi and let G; = G( V’i). Clearly, 
G; is a disjoint union of cliques. It follows from Lemma 2.2 that Y(G;) is the set of 
independent sets of some matroid. Let M; =( V, Y(G;)). Then G(M;)= G; is an 
induced subgraph of G, and Y(G) is the union of M\, M2, . . . , M,. 0 
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LetGbeagraphandlet Vr,..., Vk be subsets of I’(G). We say that G is s-covered by 
V 1, . ..’ V, if, for every stable set X of G, there exists i such that X is a subset of Vi. It 
follows from Lemmas 2.3 and 2.4 that 
Theorem 2.5. m(G) < m ifand only ifG can be s-covered by m subsets VI, . . . , V,,, of V(G) 
such that each G(V,) is a disjoint union of cliques. 
Next we are going to refine Theorem 2.5. Let B, = { 0, l}” - { (0, 0, . . . , 0)} and let 
Bk (i = 1, . . . , m) be the set of vectors c( in B, such that the ith coordinate of CI is one. 
A subset d of B, is called a blocker if A is minimal such that it meets B,- B6 for all 
i= 1, . . . ,m. Let G=( V, E) be a graph and let L be a set. An L-labeling of G is 
a mapping f from V to L. For any subset L’ of L, we denote by Vf(L’) the set of 
vertices x such that f(x)~L). If L’=(l) IS a singleton, we will write V,(l) instead of 
Vr({l}). With these notations, we can state Theorem 2.5 in the following way. 
Theorem 2.6. m(G)<m if and only if there exists a B,-labeling f of G such that: 
(i) for every Bk, G( Vf(Bk)) is a disjoint union of cliques, 
(ii) for every blocker A and for every stable set X, there exists C(EA such that 
XnV/(tL)=@ 
Proof. The ‘if’ part is clear because if f is such a labeling then, for all i = 1, . . . , m, we 
define Vi = Vr(BI). It follows from (i) that each G( 6) is a disjoint union of cliques and 
it follows from (ii) that VI, . . . , V,,, s-covers G. Therefore Theorem 2.5 implies m(G) < m. 
To prove the ‘only if’ part, we assume that G is s-covered by VI, . . . . V,,, such that 
each G( Vi) is disjoint union of cliques. For each vertex x of G, we define f (x) = CX, such 
that the ith coordinate of c( is 1 if and only if XE vi. Clearly, for each i= 1,. . . , m, 
V,(B&)= K and, thus, (i) follows. Take any stable set X of G; since VI, . .., V,,, 
s-covers G, there exists i such that XC Vi= Vr(Bk). Now, for any blocker d, we can 
choose cc~An(B,-Bh). Then XnVs(a)g Vf(Bt)n Vs(B,-Bi)=@ and, hence, (ii) 
follows. 0 
Intuitively, Theorem 2.6 says that if m(G) dm, then G can be ‘embedded’ in the 
m-dimensional unit cube ‘properly’. We will use this result in the next section. If f is 
a B,-labeling of G such that (i) and (ii) in Theorem 2.6 are satisfied, then we shall say 
that f is an m-dimensional abeling (or an m-labeling) of G. 
Let G be a graph. We say that two vertices u, v of G are similar (or u, v is a similar 
pair) if they are adjacent and, for every other vertex w, w is adjacent to either both or 
none of u and v. From Theorem 2.6, the following lemma is clear. 
Lemma 2.7. Let G be a graph and let u, v be a pair of similar vertices of G. Then 
m(G)=m(G\v). 
Now, a further refinement of Theorem 2.6 follows. 
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Theorem 2.8. Suppose f is an m-labeling of G and suppose G has no similar pairs. Then: 
(i) Vs(cc) is a stable set for all CXEB,, 
(ii) G( Vs(u)u V’( /I)) is a complete bipartite graph if { c(, a} is a blocker, 
(iii) G( V,(c()u Vs(/?)) is a disjoint union of vertices and edges if (cc, /II} is not a blocker. 
Proof. (i) For suppose not, there exist CXXEB, and (x, ~)EE(G), with x, ye V/(x). Then 
we want to show that x and y are similar. Clearly, it is enough to prove that a vertex 
z which is not adjacent to x is not adjacent to y either. 
Let b =f (z). From Theorem 2.6(ii) and the fact that {x, z} is stable, we conclude that 
no subset of A={cc,pj IS a blocker. Thus, there exists i such that ALB~. As 
a consequence, x, y, ZE V, (Bh). Therefore, it follows from Theorem 2.6(i) that z and 
y are not adjacent. 
(ii) If (m,/?} is a bl k oc er then, by Theorem 2.6(ii), there is no stable set {x, y} with 
XE Vs(a) and ye V,(p). This is equivalent to saying (by (i) above) that G( V,.(cr)u V,(p)) 
is a complete bipartite graph. 
(iii) { c(, p} is not a blocker implies that there exists i such that c(, /~EBL. Thus, the 
result follows from Theorems 2.6(i) and 2.8(i). 0 
The reader might notice that the characterizations of m(G) given above do not 
provide ‘good’ algorithms to compute m(G). As a matter of fact, it is NP-complete to 
decide if m(G) d m, even in the case where G is the complement of a bipartite graph. 
Theorem 2.9. It is NP-complete to decide if m(G)dm for the complement of bipartite 
graphs G and positive integers m. 
Proof. Let H =( V, E) be a bipartite graph with no isolated vertices and let G be 
the complement of H. Then m(G)dm if and only if G can be s-covered by m 
subsets VI, . . . , V, of V such that each G(V,) is a disjoint union of cliques. Equiv- 
alently, H( VI), . . . , H( V,) are complete bipartite subgraphs of H such that 
E(H ( VI))u... uE(H( Vm))= E. But the problem of deciding if there are m complete 
bipartite subgraphs covering all the edges of a given bipartite graph, known as 
COVERING BY COMPLETE BIPARTITE SUBGRAPHS, is NP-complete [4]. Thus, 
it is NP-complete to decide if m(G)<m for the complement of bipartite graphs G. 0 
Theorem 2.9 implies that it is NP-hard to compute m(G) for general graphs, We 
close this section by pointing out an even worse fact, that is, m(G) might be an 
exponential function of 1 V(G) I. 
For i = 1, , n, let Hi = ( {Xi, yi, Zi}, {Xiyi, YiZi}) (i.e. Hi is a path on three vertices). Let 
G be the disjoint union of H 1,. .., H,. Then 1 V(G)1 = 3n. Suppose m(G)=m and 
suppose that G can be s-covered by VI, . . . , V, such that G(K) (i=l,...,m) is 
a disjoint union of vertices and edges. Let Y= {yi, . . . , y,}. Then we claim that, for 
every subset Y’ of Y, there exists Vi such that Yn Vi = Y’. This claim implies that 
m(G) 2 2”, as we wanted. Let J E { 1, . , n} be the set of indices j such that yj$ Y’, and 
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let X’={xj: ~EJ}, Z’={zj: ~EJ}. Then S=X’uY’uZ’ is a maximal stable set of G. 
Since G is s-covered by Vr, . . . . I$,, there exists I$ such that S is a subset of I$. Note 
that each component of G(V,) has at most two vertices; therefore, K/in Y= Y’ as 
required. 
3. Graphs with small matroidal number 
As we have seen in the previous section, it is difficult, in general, to compute the 
matroidal number of a graph. On the other hand, Lemma 2.2 shows that the graphs of 
matroidal number one can be recognized in polynomial time. This result suggests that, 
for a fixed m, the graphs of matroidal number at most m might be recognizable in 
polynomial time. In fact, by developing the techniques introduced in [l], Crama [2] 
had given a polynomial-time algorithm to recognize graphs (actually it was linear 
hypergraphs) of matroidal number at most two. In this section, we are going to 
approach this problem in a completely different way. We will show that, for m=2,3, 
the graphs of matroidal number at most m can be characterized by excluding finitely 
many induced subgraphs. As a consequence of this result, there exists a polynomial- 
time algorithm which recognizes the graphs of matroidal number at most m (m = 2,3). 
3.1. The graphs with m(G)<2 
Lemma 3.1. Suppose G has no similar pairs. Then m(G)<2 if and only ij V(G) can be 
partitioned into three stable sets X, Y, Z such that (i) G( YuZ) is a complete bipartite 
graph, (ii) for every vertex XEX, x is adjacent to at most one vertex in Y and at most one 
vertex in Z, and (iii) for every vertex VEYUZ, v is adjacent to at most one vertex in X. 
Proof. For m = 2, it is clear that B, = {a = 01, 1-3 = 10, y = 1 1 } and the only blocker is 
A = {cc, /I}. Letf be a 2-labeling of G and let X= Vs(y), Y= Vr(cl), Z= Vs(/3). Then the 
result follows obviously from Theorems 2.6 and 2.8. 0 
Let G be a graph and let x, y be a similar pair of G. We shall say that G is obtained 
from G\y by duplicating vertex x. 
Theorem 3.2. m(G)62 ifand only ifG can be obtained from a graph G’, where G’ is as 
described in Lemma 3.1, by successively duplicating its vertices. 
Proof. This is clear by Lemma 2.7. 0 
Another way to state Theorem 3.2 is the following one due to Benzaken and 
Hammer [ 11. 
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Theorem 3.3. m(G) d 2 ifand only ifthere are two partitions (PO, PI, Pz) and (K,, . , K,) 
of V(G) such that two vertices x and y are adjacent if and only if xE PI, YE P2 or x, y E Ki 
for some i. 
Next we are going to give another characterization of the graphs of matroidal 
number at most two. 
Lemma 3.4. If m(G)dm, then m(G\v)dm for every vertex v of G. 
Proof. This is clear by Lemma 2.6. 0 
Lemma 3.5. Suppose G has no similar pairs and suppose G has a triangle. Then G has at 
least one of GO, G1, G2, G3 and G4 (see Fig. 1) as an induced subgraph. 
Proof. Let X, y, ZE V(G) such that they form a triangle. Since G has no similar pairs, 
there exists a vertex u which is adjacent to exactly one of x and y (say y). Depending 
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upon whether or not u is adjacent to z, we shall consider the following two cases. If u 
is not adjacent to z, there exists a vertex u which is adjacent to exactly one of x and z 
(say z) since G has no similar pairs. It is clear then G({x, y, z, u, u}) is one of GO, Gr, Gz 
and G,. If u is adjacent to z, then similarly there exists a vertex v which is adjacent 
to exactly one of y and z. It is easy to see then that G({x, y, z, U, a}) is one of Gr, G3 
and G,. 0 
Lemma 3.6. Suppose G has no similar pairs and suppose G has an induced subgraph GO. 
Then either x has degree two, or G has at least one of Cl, G2, G3, G4 and G5 as an 
induced subgraph. 
Proof. Suppose that there is a vertex w which is adjacent to x, we want to show that 
G has at least one of Gi, . . , G, as an induced subgraph. 
We first consider the case that w is not adjacent to at least one of y and z (say z). If 
w is adjacent to y, it is clear then that G({x, y,z,u, w}) is either G, or G-+ If w is not 
adjacent to y, then either w is adjacent to both of u and u and, thus, G((x, y, z, u, u, w>) 
is G5, or w is not adjacent to at least one of u and u (say u) and, thus, G( {x, y, z, u, w}) 
is Gz. 
Now we assume that w is adjacent to both of y and z. We may also assume that w is 
not adjacent to at least one of u and u (say u) for, otherwise, G((y, z, u, v, w}) is G4. If 
w is adjacent to u, then there exists a vertex t which is adjacent to exactly one of w and 
y (say y) since G has no similar pairs. It follows that G((y, z, u, w, t>) is one of Gr, Gj 
and G,. 
So far, we have shown that if w is adjacent to x, then we need to consider only the 
case that w is adjacent to y and z but not to u and u. Since G has no similar pairs, we 
observe in this case that there exists a vertex t such that t is adjacent to exactly one of 
w and x (say x). Clearly we need to consider only the case that t is adjacent to y and 
z but not to u and u. Thus, we deduce that G( {y, z, u, w, t}) is G,. The proof is 
finished. 0 
Lemma 3.7. Zf m(G) > 2 and ifG is a forest, then G has at least one of G6, G,, G8 and G9 
as an induced subgraph. 
Proof. If G has two connected components which are not cliques, then G has an 
induced subgraph G6. Thus, there exists a connected component G’ of G such that all 
the other connected components are cliques. It follows from Lemma 2.7 that we may 
assume that all the other connected components are isolated vertices. Moreover, it 
follows from Lemma 3.1 that we may assume G= G’. 
If G is a path, we deduce from m(G)>2 that G has an induced subgraph G7. Else 
there exists a vertex z of degree at least three. Let Y be the set of vertices which are 
adjacent to z. Then all the vertices in Y are of degree at most two for, otherwise, G 
has an induced G8. Let Xc V(G)- {z} be the set of vertices which are adjacent to at 
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least one vertex in Y. From Lemma 3.1 we deduce that the matroidal num- 
ber of G(XuYu{z}) is two. Therefore, m(G)>2 implies that G has an induced 
subgraph Gg. 0 
Lemma 3.8. Zf m(G) > 2 and if G =( Y, Z, E) is bipartite, then G has at least one of 
G 6, . . . , G13 us an induced subgraph. 
Proof. We assume, because of Lemma 3.7, that G has an induced circuit C. We also 
assume that C is of size four for, otherwise, G has an induced subgraph GIO or G+ Let 
G’ = ( Y’, Z’, E’) be a complete bipartite induced subgraph of G such that G’ contains 
C and V’= Y’uZ’ is maximal. Then 1 Y’I, 12’132. Let X’E V(G)- v’ be the set of 
vertices which are adjacent to at least one vertex of G’. Then from the maximality of V’ 
we deduce that, for every XEX’, x is adjacent to exactly one vertex of G’ for, otherwise, 
G has an induced subgraph G1 1. Moreover, for every vertex u of G’, u is adjacent to at 
most one vertex in X’ for, otherwise, G has an induced subgraph G12. Now it is clear 
from Lemma 3.1 that G(X’u Y’uZ’) has matroidal number at most two. Therefore, 
V-(X’uY’uZ’)#@ and, hence, G has an induced subgraph G6 or G13. 0 
Theorem 3.9. m(G)<2 fund only if G has no induced subgraphs G1, . . . . G14. 
Proof. It is straightforward to show that graphs G1, . . . , G16 are of matroidal number 
at least three. Then from Lemma 3.4 we deduce that m(G)<2 only if G has none of 
these graphs as an induced subgraph. 
Suppose now that G has none of these graphs as an induced subgraphs. We want to 
show that m(G) d 2. We may assume, because of Lemma 3.8, that G is not bipartite. In 
addition, we may also assume, because of Lemma 2.7, that G has no similar pairs. Let 
C be an induced odd circuit of G. Then C is a triangle for, otherwise, G has an induced 
subgraph G, or G,,. From Lemmas 3.5 and 3.6 we deduce that G has an induced 
subgraph GO such that the vertex x has degree two. We first claim that G\x has no 
similar pairs. For suppose not, there exist vertices a and b which are similar in G\x. 
Since G has no similar pairs, it follows that x is adjacent to exactly one of a and b. Let 
us assume b=y. Then the similarity of a and b implies that G((x, y,z, u, u}) is GJ, 
a contradiction. Therefore, by induction on 1 V(G)l, we may assume that V- {x} can 
be partitioned into three stable sets X, Y and 2 such that (i) and (ii) in Lemma 3.1 are 
satisfied. Since the edge (y, z) is contained in a circuit of size four, by Lemma 3.1, we 
may assume that YE Y and ZEZ. It is clear now from Lemma 3.1 that the only thing we 
need to show is that there is no vertex in X adjacent to y or z. Suppose X’EX is 
adjacent to (say) y. Then depending upon whether or not x’ is adjacent to z, G has an 
induced subgraph G1 or Gz, a contradiction. 0 
3.2. The graphs &h m(G)<3 
For m = 3, we are not able to exhibit all the excluded induced subgraphs as we did in 
Theorem 3.9; instead we will prove the following theorem. 
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Theorem 3.10. There arefinitely many graphs G such that m(G) > 3 and m(G\v)< 3 for 
every vertex v of G. 
To prove this theorem, we need to introduce the following concept. A binary 
relation d defined on a set Q is a quasi-ordering if d is reflexive and transitive. It is 
a well-quasi-ordering (wqo) if, for every infinite sequence ql, q2, . . . , of the members of 
Q, there exist indices i <j such that qi< qj. Clearly, if Q is finite, then every quasi- 
ordering on Q is a wqo. If Q is the set of all graphs and if < is the induced subgraph 
relation, then (Q, <) is not a wqo as shown by C3, Cq, . . . , the sequence of circuits. For 
certain special classes Q of graphs, however, (Q, <) is indeed a wqo. Examples of these 
classes can be found in [3]. Here we are going to present another wqo class. Let 9, be 
the class of graphs G such that, for some subset R of V(G), with ) R I Qr, m(G\R)< 3. 
We will show the following theorem. 
Theorem 3.11. (Yr, <) is a wqo for every nonnegative integer r. 
Clearly, Theorem 3.10 can be obtained from Theorem 3.11 by taking r= 1. 
To prove Theorem 3.11, we shall study the structure of the graphs of matroidal 
number at most three. We first observe that 
B~={C(~=100,a2=010,aj=001,lJ~=011,~2=101,~3=110,~=lll}r 
and the blockers are 
Let G be a graph of matroidal number at most three and let f be a 3-labeling of G. 
We define Xi= l’f(C(i), Yi= Vf(/?i) (i= 1,2,3), Z= l’,(y) and X=X~UX~UX~. 
Lemma 3.12. If G has no similar pairs then, for each connected component G’ = (V’, E’) 
of G\X, either G’ is a cliques, or V’nZ =8 and G’ is P, (the path on k vertices) for k= 3 
or 4. 
Proof. It follows from Theorem 2.6(i) that, for every induced P3 of G’, V(P,)n Yi #@ 
for all i= 1,2,3. Note that P, has only three vertices; thus, 
(*) for every induced P3 of G’, V(P,)nZ=@ 
We first consider the case that V’nZ#@ Take any vertex ZE V’nZ. From (*) we 
deduce that z is a simplicial vertex (i.e. the neighbors of z form a clique) and the 
neighbors of z are also simplicial vertices. Therefore, G’ is nothing but a clique. 
Next we assume that V’nZ = 8. If G’ is a triangle or a path on k (k < 4) vertices, then 
we are done. If G’ is not any of these graphs, we deduce from Theorem 2.8(iii) that G’ 
has an induced path P on five vertices such that the unique stable set of P of size three 
meets all the three sets Yi, Y2 and Y,, contradicting Theorem 2.6(ii). 0 
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Let E’ be the set of edges e of G such that the two ends of e are contained in V(B’;) 
for some i = 1,2,3. Equivalently, E”= E - E’ is the set of edges e of G such that e is an 
edge between V(a) and V(p) for some blocker {a, /I). We call the connected compo- 
nents of G’ = (V, E’) the bricks of G. 
Lemma 3.13. Zf G has no similar pairs, then each brick of G has at most nine vertices. 
Proof. It follows from the definition of E’ that 
(a) X is a stable set of G’ and that, for any X~Xi (i= 1,2,3), x is adjacent in G’ only 
to some vertices in V(Bj). Since 
(b) G’(V&))=G(I’(%)), 
we conclude from Theorem 2.6(i) that 
(c) x is a simplicial vertex in G’. 
Let H be a brick of G with at least two vertices and let V(H)= V’. From (c) we 
deduce that H\X is connected. Moreover, if ,?(a graph) is the number of connected 
components of this graph, then it follows from (a), (b) and Theorem 2.6(i) that 
1 V’nX,j <i(H(V’nB’,))<%(H(( V-X)nB\)) 
for all i= 1,2,3. Thus, the result follows from Lemma 3.12. 0 
Let 9 be a collection of graphs and let 9* be the family of graphs G such that G can 
be obtained from some graph in 4e by successively duplicating its vertices. Let L be 
a set of labels. We denote by 3*(L) the family of labeled graphs (G,f), where G#* 
and f is an L-labeling of G. For any two labeled graphs (G,f),(G’,f’) of Y*(L), we 
define (G,f) bl(G’,f’) if and only if there exists a subset V’ of V(G’) and an 
isomorphism o from G to G’( V’) such that f’(a(v))=f(v) for all VE V(G). 
Lemma 3.14. If $9 and L are jinite, then (3*(L), dI) is a wqo. 
Proof. Let (G,~)EQ =3*(L) and let x, ye V(G). We say that x, y arefsimilar if x, y are 
similar in G andf(x) =f( y). If x and y aref-similar, we shall say that (G,f) is obtained 
from (G\y, f’) (wheref’ is the restriction offon V- {y}) byfduplicating vertex x. Let 
PzQ be the set of labeled graphs (G,f) such that (G,f) has nof-similar pairs. It is 
clear then that every labeled graph (G,f) in Q can be obtained from a labeled graph 
(h(G), h(f)) in 2 by successively f-duplicating its vertices. It is also clear that 2 is 
finite because 9 and L are. 
Let (G,, fi ), (G2,f2 ), . . . be an infinite sequence of the members of Q. Since 9 
is finite, there exists an infinite subsequence (Gil,il ), (Gil, fi,), . . . such that 
h(Gi,)=h(Gi,)=...=GO and h(f,,)=h(f,,)=... =fO. NOW each (Gij,Aj) can be de- 
scribed by a mapping qj from V(G,) to integers such that (Gij, J;>) is the labeled graph 
obtained from (G,,f,) by f-duplicating each vertex VE V(G,) qj(V) times. Clearly, 
there exists j’ <j” such that qj,(V)<qj,,(V) for all VE V(G,). It follows that 
(Gi,.,fi,.)~l(Gi,,,,fi,..) as required. •I 
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In our proof of Theorem 3.11, we will use the following result. 
Higman’s theorem [7]. Let (Q, <) be a wqo. Let Q’” be the set of alljnite sequences of 
the members of Q. For any two members q=(ql, . . . . qJ and q’=(q;, ,.. ,q;) of Q’“, let 
us define q<‘q’ if there exist indices l<i,< ‘.. <i,<t such that ql<qi,, . . ..qs<qis. 
Then (Q’“, <‘) is a wqo. 
Proof of Theorem 3.11. Let G,, G1, . . . be an infinite sequence of the members of ?JP 
For each Gi, let Ri be a subset of V(Gi) such that the matroidal number of G: = Gi\Ri 
is at most three. Clearly, we may assume, by taking an infinite subsequence if 
necessary, that G,(R,), G,(R,), . . . are all isomorphic to a graph G,. For each 
i= 1,2, . . . . let pi be an isomorphism from Gi(Ri) to Go and letfi be a 3-labeling of G:. 
Let L=B3 x Y, where Y is the set of all subsets of V(G,). Then we define an 
L-labeling gi of Gi (i= 1,2, . ..) such that, for each VE V(G:), gi(v)=( J(v),&), where 
S,= (gi(u): UE Ri is adjacent in Gi to v). We first observe that Gi is an induced subgraph 
of Gj if (Gj,gi)<l (Gi,gj). We call the labeled graphs (Hilt hiI), . . ..(Hi.(i,, hi,(i)) the 
labeled bricks of (G;,gi) if each Hij is a brick of Gi and each hij is the restriction of 
gi on V(Hij). We then observe that (Cl, gi)d l(G),gj) if and only if there exist 
indices ldk,<...<k,,g<t(j) with (Hil,hii)<l (Hjkl,hjkl),...,(Hirci),hit(i))~l 
(Hjktci,, hjkti,,). Let 9 be the set of graphs on at most nine vertices. It follows from 
Lemma 3.14 that (B*(L),<,) is a wqo. Since all the labeled bricks of 
(G;,gJ,(G;,gz), . . . are members of g*(L), it follows from Higman’s theorem that 
there exist indices i <j such that (Gi, gi) d I (G>, gj). Therefore, Gi is an induced sub- 
graph of Gj, as we wanted. Cl 
As mentioned earlier, Theorem 3.10 implies the existence of a polynomial-time 
recognition algorithm for the class of graphs of matroidal number at most three. But 
neither the theorem nor its proof tells how to construct this algorithm. I do not even 
know an upper bound on the number of vertices of these excluded induced subgraphs. 
Another thing that needs to be mentioned here is that if the matroidal number of 
a graph is indeed at most three, then the output of our recognition algorithm is just 
‘yes’; it does not provide a 3-labeling or an s-covering of the graph. The general 
problem of recognizing the graphs of matroidal number at most k, where k>4 is 
a fixed integer, is still open. 
Finally, we remark that the class of graphs of matroidal number at most four is not 
a wqo under the induced subgraph relation, as shown by the following example. 
Let V,={l, . . . . 4n) and let Vi={i,i+4, . . . . i+4(n-1)) for i=l,2,3,4. We define 
a graph G, on V, such that G,( Vf u Vz) and G,(Vi u I’:) are complete bipartite 
graphs with the bipartitions (if,‘, V,“) and (V,‘, Vi), respectively; the other edges 
of the graph are (1,2), (2,3), . . . , (4n- 1,4n), (4n, 1). Let f be a &-labeling of G, 
such that f(l+4k)=llOO, f(2+4k)=lOlO, f(3+4k)=OOll and f(4+4k)=OlOl 
(k=l, . . . . n- 1). Then f is a 4-labeling of G, and, thus, m(G,)<4. However, it is not 
difficult to see that there are no i<j such that Gi is an induced subgraph of Gj. 
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4. The intersection of matroids 
If Mi =(E, Y,), . . , M, = (E, 9,) are matroids, then we call the independent system 
Y=Y,n ..’ n9, the intersection of MI, . . ..M.. 
Lemma 4.1. Every independent system is an intersection of some matroids. 
Proof. Let 9 be an independent system and let C,, . . . , C, be the circuits of 9. For all 
i = 1, . . . , n, we define Mi = (E, pi), with Yi = {X: X fi Ci}. Then it is not difficult to see 
that the matroids MI, . . . . M, satisfy the requirement. 0 
Lemma 4.2. Let 9 1,...,Yn be independent systems and let 3=9,n ‘.. n9,. Then 
S’(Y) consists of the minimal sets in q(Yt) u ... u %7(9,). 
Proof. C&‘(.Y) if and only if C is minimal dependent in 9, if and only if C is mini- 
mal such that C is dependent in at least one of 9i, . . . , Y,,, if and only if C is minimal 
such that CzCi for some C,~~(~i), if and only if C is minimal such that 
CE%‘(~,) u ... u %‘(Y,), as required. 0 
An n-partite hypergraph H is an (n+ 1)-tuple (VI, . . . . V,,, E), where Vi, . . . , V,, are 
pairwise disjoint sets, and E is a family of nonempty subsets A of V= V1 u ... u V, 
such that lAn Vi/<1 for all i=l,..., n. As usual, we call the members of V and 
E vertices and edges of H, respectively. Note that we do allow an edge appearing more 
than once in E. The line graph of H is a graph with vertex set E such that Ai, A2~E are 
adjacent if and only if A,nA,#@ Our first nontrivial result in this section is the 
following. 
Theorem 4.3. The following are equivalent for any graph G: 
(i) Y(G) is the intersection of at most n matroids, 
(ii) there are subsets E1,...,En of E(G) such that E,u ... vE,=E(G) and each 
subgraph Gk = (V, Ek) of G is a disjoint union of cliques, 
(iii) G is the line graph of some n-partite hypergraph. 
Proof. The implication (iii) * (i) is clear because if G is the line graph of an n-partite 
hypergraph H = (VI, . . . , V,,, E), then we can define, for each k= 1, . . . . n, the matroid 
Mk on E such that AI, . . . , A, E E is independent in Mk if and only if AinAjn V, = 8 for 
all i#j. It is easy to show that Y(G) is the intersection of MI, . . . . M,. 
To show the implication (i) d(ii) we assume that 9’(G) is the intersection of 
MI, . . . . M,. For each k=l, . . . ,n, let Ek be the set of circuits of Mk of size two. 
From Lemma 4.2 we deduce that E(G) = El u ... u E,, and from Lemma 2.2 we deduce 
that each Gk is a disjoint union of cliques. 
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Finally, (ii)=-(iii). For each k= 1, . . . . n, let Gk be the disjoint union of cliques 
Gki, . . ..Gktk and let I/k={~i, . . ..uktk}. We define an n-partite hypergraph 
H=(V1, . ..) V,,E) such that {Uii,, . . . . U,,tn}~E if and only if there exists a vertex 
UE V(G) such that u is contained in Gli,, . . . , G,i, but not the others. It is straight- 
forward to show that G is the line graph of H, as we wanted. 0 
Let us denote by n(G) the smallest inter n such that Y(G) 
n matroids. The following theorem shows that it is difficult 
general graphs. 
is the intersection of 
to compute n(G) for 
Theorem 4.4. It is NP-complete to decide if n(G) < 3 for triangle-free cubic graphs. 
Proof. It follows from Theorem 4.3 that if G is a triangle-free cubic graph, then n(G) is 
exactly the chromatic index of G. Thus, the result follows from the following 
Lemma 4.5. 0 
Lemma 4.5. It is NP-complete to decide if a triangle-free cubic graph is 3-edge 
colorable. 
Proof. It is clear that the problem is in NP. To prove the completeness, we transform 
CIC to our problem, where CIC is the chromatic index problem for cubic graphs, 
a well-known NP-complete problem [S]. 
Let G be a simple cubic graph. It is clear that unless G = K4, the two operations 
indicated in Fig. 2 transform G to a simple triangle-free cubic graph G’ such that 
x’(G’) =x’(G). Thus, our problem is at least as hard as CIC. The proof is finished. 0 
Finally, we characterize the line graphs of bipartite multigraphs in terms of 
forbidden induced subgraphs. We are going to use the following result of Harary and 
Holzmann [6]. 
Lemma 4.7. A simple graph G is the line graph of a simple bipartite graph if and only if 
G has no induced subgraphs Czk+ 1 (k=2,3, . ..). K1,3 and K4\e (see Fig. 3). 
Theorem 4.8. A simple graph G is the line graph of a bipartite multigraph ifand only if 
G has no induced subgraphs CZk + 1 (k = 2,3, . . .), K 1, 3, G3 and G4 (see Fig. 1). 
$4 A-A 
Fig. 2. 
Stable sets versus independent sets 87 
Proof. The ‘only if’ part can be proved by inspection. To prove the ‘if’ part, we take 
a simple graph G such that G is not the line graph of any bipartite multigraph. We 
want to show that G has at least one of the graphs in the theorem as an induced 
subgraph. Clearly, we may assume that G has no similar pairs. From Lemma 4.7 we 
may also assume that G has an induced &\e. Thus, there is a vertex z such that z is 
adjacent to exactly one of x and y (say y). Therefore, G has an induced K1, 3 if z is 
adjacent to none of U, v, has an induced G3 if z is adjacent to exactly one of U, v, and has 
an induced G4 if z is adjacent to both a, D. 0 
Acknowledgment 
I thank P. Seymour for very stimulating discussions on the problems discussed in 
this paper. 
Reference 
Cl1 
c21 
c31 
M 
c51 
C61 
c71 
PI 
191 
C. Benzaken and P.L. Hammer, Boolean techniques for matroidal decomposition of independence 
systems and applications to graphs, Discrete Math. 56 (1985) 7734. 
Y. Crama, Recognition and solution of structured discrete optimization problems, Ph.D Thesis, 
Rutgers University, New Brunswick, NJ, 1987. 
G. Ding, Subgraphs and well-quasi-ordering, J. Graph Theory 16 (1992) 4899502. 
M.R. Garey and D.S. Johnson, Computers and Intractability, A guide to the Theory of NP-complete- 
ness (Freeman, San Francisco, 1979). 
J. Edmonds, Matroids and the greedy algorithm, Math. Programming 1 (1971) 127-136. 
F. Harary and C. Holzmann, Line graphs of bipartite graphs, Rev. Sot. Mat. Chile, 1 (1974) 19-22. 
G. Higman, Ordering by divisibility in abstract algebras, Proc. London Math. Sot. 2 (1952) 326-336. 
I. Holyer, The NP-completeness of edge coloring, SIAM J. Comput. 10 (1981) 718720. 
D.J.A. Welsh, Matroid Theory (Academic Press, London, 1976). 
