We consider the uniqueness of the inverse problem for a semilinear elliptic differential equation with Dirichlet condition. The necessary and sufficient condition of a unique solution is obtained. We improved the results obtained by Isakov and Sylvester (1994) for the same problem.
Introduction. Isakov and Sylvester considered in
the problem of uniquely determining a in the following semilinear elliptic Dirichlet problem:
1)
u| ∂Ω = g ∈ W 2−1/p,p (∂Ω), (1.2) where Ω ⊂ R n (n ≥ 3) is a bounded domain and its boundary ∂Ω ∈ C 2,α . Denote u(x, g) as the solution of (1.1) and (1. Later, Nakamura, in [4] , attempted to improve the above result by claiming that the same results can be obtained only by assuming the following conditions on a:
2). Under the assumptions a s (x, s) ≥ 0, a(x, s), a s (x, s), a ss (x, s) ∈ L
The result of [4] does not hold because the key Lemma 2.1 in [4] applied in its proof is incorrect.
In this paper, we consider a general strong elliptic equation The following two theorems are our main results. The following theorem is a consequence of Theorem 1.2 and it improves the result in [3] .
Remark 1.4. In our result, we obtain a necessary and sufficient condition for the uniqueness of a. Moreover, the condition in Theorem 1.2 is weaker than that in [3] . Remark 1.5. It is significant to consider a general elliptic equation (1.5) although the equation can be transferred to a Laplace equation (1.1) through some transform. The reason is that, to determine the term a, we rely on a Dirichlet → Neumann mapping (defined in Section 2) totally, which may be defined for the general elliptic equation, but the transferred version may or may not be defined for the resulting Laplace equation.
The global uniqueness of the inverse problem.
Let Ω be a bounded domain in R n with C 2,α -boundary ∂Ω.
First we state an existence result. 
Following the notations in [3] , for each g 
Proof. By definition,
Since u(x, g + τg * ) and u(x, g) are, respectively, solutions of the Dirichlet problems
(2.9)
The maximum principle implies that
Applying the L p -estimate theorem for the solution of elliptic equation, we then obtain that
(2.11)
Embedding theorem shows that
and (2.9), we see that
(2.14)
Therefore,
Applying the trace theorem, we obtain that
The assumption that Λ a 1 = Λ a 2 implies (2.5). 
Lemma 2.3 [2]. Consider a linear equation of order m with constant coefficients
In our case, we take 
That is, if v 1 (x, g * ) and v 2 (x, g * ) satisfy, respectively, the equations 
Proof. Applying Green's formula, we obtain, for any 
It results from the maximum principle that
(2.37) From Lemma 2.4, we know that, for θ > θ 0 ,
(2.38)
Substituting it in (2.36) yields
(2.39) Therefore, there exists θ * such that, when |θ − θ 0 | < θ * , x, θ) . From the proof of Lemma 2.6, we obtain that
Thus,
Then we have
(2.43)
which implies that there exists h 1 > 0 such that, when θ 0 + θ
Therefore, there exists a common h such that, when |θ
Repeating the above process, we can extend the interval each time by the length of h. Eventually, we have u 1 (x, θ) = u 2 (x, θ) for all θ ∈ R.
Now we state and prove the first main result of this paper. 
Proof. Applying Lemmas 2.4 and 2.7, we have, for all
Therefore, for all θ ∈ R,
It can be shown that
Since u 1 (x, θ) depends on θ continuously, when θ changes from −∞ to ∞, u 1 (x, θ) changes from −∞ to ∞. The result of this theorem then follows.
The result in [3] is a special case of Theorem 2.8. We put it as the following corollary.
Corollary 2.9. Suppose that a 1 , a 2 satisfy all the conditions in Lemma 2.2 and that
Next, we give another necessary and sufficient condition for the uniqueness of a. 
Proof. Assume that u 1 , u 2 satisfy, respectively, the problems 1 (x, s 0 ) = a 2 (x, s 0 
Proof. Suppose that a 1 (x, s 1 ) = 0 and a 2 (x, s 2 ) = 0. We will show that Λ a 1 = Λ a 2 implies s 1 = s 2 . Then the theorem follows from Corollary 2.11. In fact, since u 1 = s 1 satisfies
Multiplying both sides of (2.55) by (u 2 −s 2 ) and integrating over Ω yields u 2 − s 2 = 0. Therefore, s 1 = s 2 . Corollary 2.11 and the fact that a 2 (x, s 1 ) = 0 and
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