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Abstract-We consider a single-server service station at which a stream of customers 
arrive in accordance with a point process with a locally integrable deterministic intensity 
function and customer service times are independently and identically distributed. 
Customers arriving at the station may be dispatched to somewhere else or may be 
admitted to the queue of the station and waiting to be served. In this paper, martingale 
theory for point processes is applied to obtain the optimal admission policy that min- 
imizes the expected fixed duration cost due to the difference between the queue size 
and the throughput of the station, where the throughput of the station is being defined 
as the total number of customers admitted to the queue for the period. 
I. INTRODUCTION 
Consider a first-come first-served service station at which a stream of customers arrive 
in accordance with a point process which admits a locally integrable deterministic intensity 
function. It is assumed that the service times of customers at the station are independent 
and identically distributed random variables. Customers who arrive at the service station 
may be dispatched to somewhere else or may be admitted to the queue of the station and 
waiting to be served. The total number of customers admitted to the queue during a time 
interval is defined to be the throughput of the station for the period. Evidently, increases 
of throughput shall also trigger the increases of the queue size of the station. Therefore, 
we are often confronted with the problem of maximization of the throughput versus min- 
imization of the queue size of the station. In this paper, we are interested in minimizing 
the total expected cost over a fixed duration of the difference between the queue and the 
throughput by optimally controlling the admissions of customers to the station. 
Due to its potential in applications to performance evaluations of computer systems 
and computer communication networks, optimal control of equilibria1 queueing systems 
has been the subject of attention for quite some time (see, e.g. Gelenbe and Mitrami[l], 
Kleinrock[21, and references given therein). However, the study of optimal control of 
nonequilibrial queueing systems has just begun. We mention in particular that through 
various techniques of Markovian or semi-Markovian decision, progress has been made 
by Ephremides, Varaiya, and Walrand[3], Hajek[4], Harrison[S], and Rosberg, Varaiya, 
and Walrand[6]. In sharp contrast to the approaches taken in each of the above-mentioned 
papers, the theory of martingale of general point processes such as that presented in 
BrCmaud[71, and Walrand and Varaiya[S] has been applied to the formulation as well as 
to the solution of our problem. In addition to the result obtained in this paper, it is also 
expected that the technique developed here shall provide a mathematical foundation upon 
which future studies of dynamic control of general queueing systems or networks can be 
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based. The problem considered here falls in the subject of optimal thinning of a point 
process. Nevertheless, it is quite different from that considered by BrCmaud[9] in that 
the problem considered there is the optimal regulation of admissions of a point process 
without the consideration of departures and queue size. 
This paper is organized as follows. The formulation of the optimal admission problem 
and basic notation are provided in Sec. 2. It turns out that the optimal admission problem 
as formulated in Sec. 2 takes the form of a stochastic impulse control problem to which 
the technique of dynamic programming in obtaining the optimal solution may not be 
applicable. Therefore, in Sec. 3, an intensity control problem is considered and is shown 
that it is equivalent to the original optimal admission problem. Finally, the sufficient 
conditions in terms of a dynamic-programming equation and the explicit solution to the 
optimal admission problem are obtained in Sec. 4. 
2. BASIC NOTATION AND PROBLEM FORMULATION 
Throughout this paper, let (a, F, P) be the underlying probability space on which all 
of the stochastic processes are defined, and let Z(A) be the indicator function of the set 
or event A. 
Consider the first-come first-served service station at which a stream of customers 
arrive in accordance with a point process {M,, f 2 0) which admits a locally integrable 
deterministic intensity function h(t) > 0 (see Bremaud [7, p. 271 for detinition of point 
processes). If {tn}:=i denotes the sequence of arrival times of customers at the station, 
then it is clear that 
0 < t, < t2 < “* < CQ 
and t,: = lim,,, t, = w P-a.~. , since $6 h(s) ds < ~0, for each t 2 0. Customers who 
arrive at the station may be dispatched to somewhere else or may be admitted to the 
queue of the station and waiting to be served. Let {Xn}Z= I be a sequence of (0, I}-valued 
random variables, where if X, = 1, then the customer arriving at time t, is admitted to 
the queue; otherwise the customer is dispatched to somewhere else. Therefore, the 
throughput of the station over the time interval (0, t] can be represented by the counting 
process {Y,, t 2 0}, where 
Y, = z X,Z(t, 5 t). 
II21 
On the other hand, the service times {sn};=, of customers at the station are assumed to 
be a sequence of i.i.d. positive random variables which are independent of {M,, t 2 0) 
(and hence, of { Yl, t 2 0)) and which possesses a common continuous distribution function 
F(t), t 2 0, with 0 < l/k: = Jo” t dF(t) < 03. Let W. = Oand W,, = ME, sifornr 1, 
and let {N,, t 2 0) be such that 
N, = n if t E [W,, Wn+h, n 2 0. 
Then it can be shown by Theorem T9 of [7, p. 281 that {N,, t 2 0) is a point process with 
intensity TV, > 0 and that it is independent of {M,, t 2 0) and of { Yt, t 2 0). If Qr denotes 
the queue size of the station at time t > 0 and Q0 denotes the initial queue size which is 
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independent of {M,, t 2 O} and {N,, t L 0}, then by 17, p. 211 
Qr = Qo + Yr - I ’ Z(Qs- > 0) dNs, t 2 0. 0 
If z, = (0, 1, 2, . . . ) II, . . .} denotes the state space of {Qr, r 2 0}, then the queueing 
process is affected by the transition map A: Z, + Z+ that corresponds to the admission 
of one customer to the queue as defined by Ax = x + 1 as well as by the transition map 
D: Z, - Z, that corresponds to the completion of service of a customer at the station 
as defined by Dx = max(x - 1, 0). Note that Yt and D,: = $6 Z( Qs- > 0) dN,, are total 
number of transitions of A and D over (0, t], respectively. We shall assume throughout 
that {M,, t 2 0) and {N,, t 5 0) do not have common jump times. 
For the information patterns of these point processes, let F,(M) = u (MS, 0 I s 5 r), 
Fr(Q) = CT (Qs, 0 I s I t), and F, = Ft(Q) V F,(M). 
Denote G, = Ft,_(Q> V Ft,(M), n 2 1, 
where 
Ftn-(Q) = 44 f~ is < t,); A, E F,(Q), s 2 0) 
and 
Ft,(M) = {A E F ( A n {t, 5 t} E F,(M)}. 
Note that G, can be interpreted as the cumulative information of {M,, r 2 0) up to the 
instant t, as well as that of { Ql, t 2 0) up to the instant right before t, for n 2 1. 
Based on the information pattern G,,, n 2 1, the admissible admission policy of our 
problem shall be defined as follows. 
Definition 2.1. A sequence of [O, 11-valued random variables u = {u,}E= I is said to be 
an admissible (random) admission policy if 
(i) u,, is G,-measurable for each n 5 1; 
(ii) there exists a probability measure P” on (a, F) such that 
(a) {M,, t 2 0) is a point process with (P”, F,)-intensity h(t) > 0, and, 
(b) {N,, 1 2 0) is a point process with (P”, F&intensity or. > 0. 
The class of all admissible (random) admission policies will be denoted by U. 
Remark 2.2. Given the knowledge of G,, u, can be interpreted to be the probability 
of admitting the nth arriving customer to the queue of the station. In fact one can choose 
u, as 
un = P[X,, = 1 ) G,], n 2 1. 
It is clear that U, E [O, 11 and that is G,-measurable. Moreover (ii) of Definition 2.1 merely 
says that in order for u = {un}Z= I to be an admissible (random) admission policy it shall 
induce a probability measure P” under which the original distributions of points processes 
{M,, I 2 0) and {N,, t 1 0) are not altered. 
We now consider the following optimal admission problem. 
Problem P. Given Q. = x E Z, , find a u* = {u,*}Z= 1 E U such that 
JX(u*) = inf J&4), 
UEU 
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Jx(U) = E” [ lr (; Qt dt - c2 dY,) + $ Q,] , 
cl, c2 > 0, and E” is the expectation operator corresponding to P”. If cl and c2 denote 
the cost rate and reward rate for increase in one queue size and one throughput, respec- 
tively, then the integral part of the above cost functional represents the total difference 
between the cost due to the backlog of service and the reward of throughput over the 
fixed duration [O, Tl, and the second term represents the terminal penalty. 
3. AN EQUIVALENT INTENSITY CONTROL PROBLEM 
From Definition 2.1, it is clear that Problem P takes the form of impulse control 
problem, since each admissible (random) admission policy u = {un};= 1carries an intensity 
of impulse type that takes place only at instants tl, t2, . . . , t,, . . . . To avoid direct 
confrontation with this impulse stochastic control problem, we formulate in this section 
an equivalent intensity control problem to which technique of dynamic programming may 
be applicable. In addition to this, we also justify in Lemma 3.4 that U is nonempty. 
As indicated in Remark 2.2 that there exists a sequence of random variables u = 
{un}:= 1that satisfies (i) of Definition 2.1. Therefore, to show the existence of an admissible 
(random) admission policy it suffices to construct a probability measure P” for each of 
such sequence such that (ii) of Definition 2.1 is satisfied. This construction shall be pro- 
vided as follows. 
For each u = {un}Z= 1 satisfying (i) of Definition 2.1 and 0 5 s 5 t 5 T, define 
G(u) = exp ’ 1% u, dM, - 
/ 
’ h(a) (u, - 1) da , 
s > 
(3.1) 
wherev, = u,fort,:tst,+l.Then 
LEMMA 3.1. (i) L:.(u) is a (P, FJ-martingale; (ii) E[L:(u)] = 1. 
Notation. Due to (ii) of Lemma 3.1 one can define the probability measure P” on (a, 
F) by the Radon-Nikodym derivative 
dP” 
dP = J%(u) 
and let E” be the corresponding expectation operator. 
Proof. (i) Note that for each s 2 0, the process {L:(u), t 2 s} is continuous and F,- 
adapted, since {ut, t 2 0) is F,-adapted. Therefore, {L:(u), t 2 s} is F,-predictable (see 
Theorem TS of [7, p. 91). 
By the exponential formula (see Theorem T4 of [7, p. 377]), L{.(u) satisfies the following 
integral equation: 
L:(u) = 1 + r L;(u) (II, - 1) dnTTu, 
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where nTTt = M, - $6 X(s) ds. Moreover, L:(u) 2 0, L:(U) = 1, and 
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1’ log V, diV, + /d (1 - v,) X(a) do 
h(a) (1 + v,) dcx II 
since 0 5 V, I 1. Consequently, 
- 1) X(a) da 
I 1 
SE 
[J 
’ L:(u) (v, + 1) A(o) da 
0 1 
52E ’ L;(u) A(cx) do 1 
= 2 ’ E[Lij(u)] A(o) da 
42~exp{2~‘A(a)da)h(a)do 
= 2exp{2~‘A(o)do}.~‘A(o)do<w. 
Therefore, by Theorem T8 of [7, p. 271, {L:(U), f - } > s is a (P, F,)-martingale, since {M,, 
t 2 0) is a point process which admits a (P, F,)-intensity A(t) > 0 with JA A(S) ds < ~0 for 
each t 2 0. 
(ii) Following from (i), 
E[L:(u)] = E[E[L:(u) 1 F’s]] = E[L:(u)l = 1 
for all 0 5 s 5 t 5 T. 
a 
Remark 3.2. For each u = {u,},, , satisfying (i) of Definition 2.1, the probability 
measure P” defined by dP”ldP = L&(u) is the analogue version of Girsanov transformation 
of Wiener measure usually encountered in controlled diffusion processes (see, e.g. 
Ben&[ lo] and Girsanov[ 111). 
LEMMA 3.3. Let T be any F,-stopping time and let Y be a random variable which is 
measurable with respect to F,+,, s 2 0 and integrable with respect to P”, then 
E”[ Y 1 Fs] = E[L;+“(u)Y 1 F,], 
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IA E[G+“(u)Y ( Fsl dP” = j-A L?Xu)E[YL;+“(u) 1 F,] dP 
= 
I A 
E[YL;+‘(u) 1 Fs] dP 
= 
/ 
YL;+“(u) dP 
A 
= IA YL:(u) dZ’ = IA Y dP”. 
The following lemma characterizes the (P”, F,)-intensities of {M,, r 2 0}, {N,, t 2 0}, 
{ Yt, t 2 0}, and {Dr, t 2 0). It also provides the justification that U is nonempty. 
LEMMA 3.4. For each u = {un}E= I satisfying (i) of Definition 2.1, 
(i) M,, Nt, 0 I t I T, are point processes with (P”, F,)-intensities i(t) > 0 and p > 0, 
respectively; 
(ii) D,, 0 I t 5 T, is a point process with (P”, FJ-intensity pZ(Qr_ > 0); 
(iii) There exists an F,-predictable process II = {U,, t L 0) with 6, E [O, 11 such that Y,, 
0 5 t 5 T, is a point process with (P”, FJ-intensity A(t)& 2 0, and moreover iit, = 
un PU-a.s. 
Proof. (i) We shall only prove that M,, 0 I t I T, is a point process with (P”, FJ- 
intensity A(t) > 0, since the proof for Nt, 0 5 t 5 T, can be reproduced similarly. 
Now 
E[(M, - ~A(o)da)L;~“(u)~F,] 
= (MS - I: A(a) do) E[G?u) ) Fsl 
= MS - ’ A(o) da. 
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By a theorem of Dellacherie[l2] (see also theorem T 19 of [7, p. 3021), 
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tAt, 
Mt~r, - Ms - I 
fAln 
E X(a) da L;“\fn(~) ( F, = E s 1 [J L:(u) dx I Fs , s 1 
where 
Tr f = M, - * X(a) dol. 
But $6’“‘*n L;(U) dr, is a (P, FJ-martingale, since E[Jf’/\‘” 1 Lg(u> ) X(a) do] < C=Z and ITS is 
a (P, F&martingale. Consequently, E[ _I?’ L:(u) dT, 1 Fs] = 0. Therefore, E”[M,A,, - 
J$‘rn h(a) da 1 FJ = M, - J,f, X(4 da, i.e. M,/\,, - JkA’n II(CI) dcl, 0 5 r 5 T, is a (P”, 
F,)-martingale for n 2 1. Then by theorem T9 of [7, p. 281, M,, 0 % t 5 T, is a point 
process admitting a (P”, FJ-intensity A(t) > 0. (ii) This can be proved exactly the same 
way as (i) was done. (iii) For any non-negative F,-predictable process Ct, t L 0, and any 
u = {un}Z= 1 satisfying (i) of Definition 2.1, 
This implies that dP”(o) dY,(o) is absolutely continuous with respect to the measure 
dP”(w) dM,(w) on P(F,)-predictable u-algebra on (0, ~0) x R. (see Definition D4 of [7, p. 
81 for a definition of predictable processes and predictable u-algebra). Now let 
dP”(w) dY,(w) 
tif(w) = dP”(w) dM,(w) ’ 
w E !a. 
Since, by definition of the intensity (see Definition D7 of [7, p.27]), 
dP”(w) dtiz(w) = dP”(w)A(t) dt on P(F,), 
we have 
dP”(w) dY,(w) = dP”(w)A(t)cl,(w) dt on P(Ft). 
In other words A(t)& is the (P”, FJ-intensity of Yt, 0 I f % T. Note that ti, E [O, 11 and 
F,-predictable. Moreover, fit,, = P[X,, = 1 ) G,], n 1 1. Therefore the process kit, 0 I t 
5 T, has been the desired properties as described in the lemma. 
Remark 3.5. (1) Lemma 3.4 (i), (ii) together with Remark 2.2 imply the existence of 
an admissible (random) admission policy. (2) The F,-predictable process ti,, 0 5 t 5 T, 
obtained in Lemma 3.4 (iii) is a predictable version of vr, 0 5 t 5 T, defined in (3.1). In 
fact if vt, 0 5 t zs T, is also F,-predictable, then one can show that ii, = uLI, PU-a.s. 
Let 0 be the collection of F,-predictable processes li,, 0 I t 5 T, such that Lemma 
3.4 (iii) holds. Define L:(G) as that of (3.1) with u E U replaced by fi E 0 and define a 
probability measure P” by dP”/dP = LOT@). Again let E” be the expectation operator 
corresponding to P”. 
We consider the following intensity control problem. 
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Problem P. Given Q. = x E Z,, find ti* E 0 such that 
jX(6*) = inf 3,(ti), 
liE:ir 
where 
The following result proves that the original optimal admission problem Problem P is 
equivalent to Problem p. The control process in Problem P is ti,, 0 5 t d T, which plays 
the role of (P”, F,)-intensity A(t)& of Yt, 0 I t 5 T. 
Proposition 3.6. Problem P is equivalent to Problem P. Moreover if zi* = {z.$} E ti 
is an optimal solution for Problem P, then U* = {un*}z= I E U defined by 
* .-* 
& = Urn, nrl 
is an optimal solution for Problem P. 
Proof. To any li = {i&} E 0, we can associate u E U by ii, = fit,, n 2 1, and moreover 
P” = P”, since dP”ldP = L;(u), dP”ldP = L:(k), and L;(u) = L;(C) P-a.s. For v, = 
u, = I%*, = Ur, t, 5 t 5 tn+l. Similarly, to each u = {un}r=i E U one can associate, 
according to Lemma 3.4 (iii) cl = (6,) E ir such that u, = 17,” and moreover P” = P” by 
the same argument. Consequently, j,(G) = JJu), x E Z, . 
4. OPTIMAL ADMISSION POLICY 
In this section, the sufficient conditions for an optimal admission policy for Problem 
P (and hence, for Problem P) will be described. This set of sufficient conditions will be 
expressed in terms of a dynamic programming equation (see Theorem 4.1). The optimal 
admission policy will be described explicitly in Theorem 4.2. 
THEOREM 4.1. (Dynamic Programming Equation) If the function V(t, x), V: [O, T] x 
Z + + R + , solves the following dynamic programming equation: 
dV 
dt (t, x) + h(t) ~$;i, u(V(t, Ax) - V(t, x) - cz) 
+ p,(V(t, Dx) - V(t, x)) + c1 x = 0, (t, x) E [O, T] x Z+ (4.1) 
V(t, X) = 02 ) 
IJ- 
then f,(fi*) = V(0, x) and ti* = {IzT} can be characterized as 
-* 1 
u* = 
if V(t, 
0 if V(t, 
AQr-) < v(t,Q,-) + CZ, 
AQ,-) 2 v(t, Q,-) + ~2. 
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Remark 4.2. (1) The solution of (4.1) exists and is unique. In fact one can prove by 
a tedious but straightforward computation that 
V(t, x) = inf E” hh. Qs ds - c2 dY,) + c:/u2Q: 1 Qf = x 
Ii~O 1 
solves (4.1). The detail of this computation will not be given here. (2) Since {Y,, t 2 0) 
is a point process with (P”, F,)-intensity A(t)&, 
E” [~=CsdYs] = E” [~k~)&dS] 
for all non-negative F,-predictable process {C,, t z 0) (see Definition D7 of 17, p. 271). In 
particular, we have 
E” [[W’s] = E” [s’h(s)a,ds] , tro. 
Proof. For each 17 E t!?, let { t,}r= I be a sequence of E+-valued random variables 
defined by 
t, = inf{t > tnel 1 Qt # Qr_}. 
Clearly, 0 < tl < t2 < **a < t, < a** < 03 P”-a.s. and t, is a (P”, F,)-stopping time for 
each 12, since it is assumed that {N,, t 2 0) and {M,, t z 0) will not have simultaneous 
jumps and that {N,, t 2 0}, { Yt, t 2 0) and {Dr, t 2 0) as point processes with respect to 
P”. 
First let us decompose V(t, Qr> as follows. 
V(t, QJ = VW4 x> + c [V(tn, Q.> - Vtn, Qtn-,>I 
OZSf"5f 
+ x [Vtn, Qtn-2 - V&-l, Qin-,>I (4.2) 
o<t,5r 
+ V(t, QJ - We(t), Qed, 
where e(t) : = sup{t, 1 t, 5 t} is the last jump of Qt before t. Now, observing Qtn_ 1 = 
Qtm- and Qt = Qw, we have 
,<T5, [Vtn, et,-,I - Vtn- 1, et,-,)I + Vt, Qt> - V(e(t), Qed = lo’ g 6, Qs> ds. 
n 
(4.3) 
Also, 
E”[Mtn, QJ - V(tn, et,-,)I 4tn 5 t)l 
= E”[E”KWn, Qt,, - V&t, et,-,)I I(& 5 t) I Ft,-11 
= E”Mtn 5 t) Wtn, AQt,-1 - V(tn, et,->> h(tn)&,l 
+ E”Mtn 5 t) (W&z, DQtn-> - W&z, Qt,-11~1 
by using the fact that t, is F,,-measurable. 
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E” ,<& (WL, Qr,> - V&z, et,-,)I 
1 
= E” ’ W>& (W, AQs-1 - Vb, Qs>> ds 
+ I of W(s, W-) - V(s, es-)) ds . (4.4) 1 
Combining (4.2)-(4.4), we obtain 
E”[V(t, Qt)] = V(0, x) + E” [J of g6, Qs> ds 
+ I ot A(s)& (V(s, W-1 - W, Qs->> ds 
+ I of p(V(s, W-1 - W, Qs-1) ds 1 . 
Consequently, by (4.1) 
jx(E*) = inf E” 
liEir 1 
= V(0, x) + inf E” 
LiEli 
lo*g(s, QJ ds 
+ 
/ 
T 
0 X(s)&(V(s,AQ,-) - V(s, Qs-) - c2)ds 
+F kT(V(s,DQs-) - V(s,Qs-))ds + s;Q&] 
= w,.d, 
and 
-* 1 U[ = if V(t, AQt-) < V(t, et-) + ~2, 
0 if V(t, AQ,_) 2 V(t, Qt-> + ~2, 
since h(t) > 0. 
THEOREM~.~. (The Optimal Admission Policy) The optimal admission policy for Prob- 
lem P (and hence, for Problem P) is given by 
I 1 if $ (2Q,_ + 1) < ~2, -* ut = 
0 if $ (2Qf_ + 1) s ~2. 
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Proof. Let c* = {fi;} be the process as described in Theorem 4.3, i.e. whenever t = 
t,forsomen> 1, 
I 
V(r, Ax) if $ (2x + 1) < cz, 
V(t-,X) = 
V(t, x) if $ (2x + 1) 2 c2. (4.5) 
To show that pi* is optimal for Problem Is, it is sufficient by Theorem 4.2, to show that 
for all t E [O, Tl, 
V(t, Ax) < V(t, x) + c2 
d if 7(2x + l)<c2 
p 
V(t, Ax) 3 V(t, x) + c2 if <(2x + l)>c2. _ (4.6) 
where V(t, x) satisfies (4.5). This assertion shall be proved 
l as follows. 
(i) For t = T, V( T, Ax) = $ (x + 1)2 < V(T, x) + c2 
by the backward induction in 
L 
= c’x2 + c2ifandonlyifc(2x + l)<c2. 
p2 p2 
Therefore (4.6) holds. 
(ii) Assume that (4.6) holds for t # t,, n 2 1. Then for At sufficiently small such that 
Qr = Q,-A~, 
V(t - At, AX) = E”*[V(t, AQl) 1 Qt-~t = X] 
= pAt V(t, DAx) + (1 - pAf) V(t, Ax) 
c /.~ht V(t, x) + (1 - pht) (V(t, x) + ~2) 
< V(t, x) + c2 
= V(t - At, x) + c2 if and only if 
(c?lk’) (2x + 1) < ~2, since Qt = Qt- At. Consequently, (4.6) also holds for t - At. 
(iii) Assume that (4.6) holds for t = t, for some n 2 1. Then, by (4.5), 
V(t-, Ax) = V(t, A24 
< V(t, Ax) + c2 
= V(t-, x) + c2 if 
d 
-g (2x + 1) < c2, 
whereas, if (c?/k’) (2x + 1) z ~2, then 
V(t-, Ax) = V(t, Ax) 
2 V(t, x) + c2 
= V(t- , x) + c2 by the induction hypothesis. 
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Therefore, the control process ti* = {ti:} as given in the statement is an optimal solution 
of Problem p. 
Remark 4.4. From Theorem 4.3, the optimal admission policy for Problem P is to 
admit the customer who arrives at t, if (c?/k*) (2Q,,_ + 1) < c2, otherwise dispatch the 
customer somewhere else. 
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