Abstract. The Feigenbaum constants arise in the theory of iteration of real functions. We calculate here to high precision the constants a and S associated with period-doubling bifurcations for maps with a single maximum of order z , for 2 < z < 12. Multiple-precision floating-point techniques are used to find a solution of Feigenbaum's functional equation, and hence the constants.
History
Consider the iteration of the function (1) fßZ(x) = l-p\x\z, z>0;
that is, the sequence (2) *(+i =/",*(*/)> i'=l,2,...; x0 = 0.
In 1979 Feigenbaum [8] observed that there exist bifurcations in the set of limit points of (2) (that is, in the set of all points which are the limit of some infinite subsequence) as the parameter p is increased for fixed z. Roughly speaking, if the sequence (2) is asymptotically periodic with period p for a particular parameter value p (that is, there exists a stable p-cycle), then as p is increased, the period will be observed to double, so that a stable 2/>cycle appears. We denote the critical /¿-value at which the 2J cycle first appears by Pj.
Feigenbaum also conjectured that there exist certain "universal" scaling constants associated with these bifurcations. Specifically, (3) «5 = lim ZlZJhzi The conjecture for the case z = 2 was proven by Lanford in 1982 [11] , and for z < 14 by Epstein in 1985 [7] .
Some numerical results in the literature are given in Table 1 Some examples of physical systems in which a and ô are relevant are described in [2] . Despite the theoretical and applied interest of these numbers, little is known about them, for example whether they satisfy any simple algebraic relations. On the question of the limits as z tends to oo of az and <5z, see [6] .
We propose here to evaluate a and ô to high precision for various z, in order to provide data for testing conjectures concerning these numbers.
Method
Calculating ô directly from the definition is impractical because it would involve finding high iterates of /, which are subject to accumulation of roundoff error, making it difficult to locate the bifurcation values u. accurately.
A practical algorithm for ô was described in [3] . However, this is suitable for low precision only, owing to its slow convergence. Another method for Ö was proposed in [12] , but has the same drawback. It seems that the original method of Feigenbaum [8] is still the best when high precision is desired. We briefly describe this method, which is justified in [8] .
One defines an operator T, acting on functions g : R -» E, by (5) [Tg](x) = {g(g(g(l)x))}/g(\).
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If we find an even real analytic function invariant under T, with g(0) = 1, then a is determined by a = l/g(l). The numerical method proceeds by approximating g by the form (6) g(x) = l+J2gj\x\ i=i
An approximate fixed point of T can then be found by a collocation method. We require (5) to be satisfied at n points x¡ in the interval (0, 1], and solve the resulting n nonlinear equations by an «-dimensional Newton iteration. Thus we require (for j = 1, ... , n) i+X>/ h + EW'
;=1 (=1
If we call the left side of this equation f,, the Newton iteration requires the inversion of the Jacobian matrix df/dg¡. This is the major part of the computational task. For the smaller z-values, it was found that the initial approximation to the ^-coefficients was not critical, but for the larger z-values some trial and error was necessary before convergence was obtained. For z greater than 12, all initial approximations tried produced divergence of the Newton iteration. However, it is probable that a solution to (7) does exist for all z .
Feigenbaum has shown [8] that the constant Sz is the largest eigenvalue of the local linearization of T about the fixed point function g found above. A simple calculation shows that this operator L is given by (8) [Lf](x) = -af(g(x/a)) -ag'(g(x/a))f(x/a).
Once the approximate fixed point g has been found, one may construct a finitedimensional matrix approximating L by a method similar to that used above. That is, one evaluates the right side of (8) at the n nodes x¡. The largest eigenvalue of the matrix can then easily be found by the power method [10, §7.3].
Results
We have implemented the above scheme with arbitrary-precision floatingpoint arithmetic, using the methods described by Brent [1] . The choice of the points x¡ was found to be not critical, linear spacing being adequate for small z. However, the nonlinear spacing x¡ = (i/n)x/z (i = 1, ... , n) produced more stable results for the higher z-values, and was therefore used for all the results quoted. It is observed that the ^-coefficients decrease rapidly in magnitude; for example for z = 2, \g¡\ is about 10-'. This gives a guide to the value of n needed; since a is l/g(l),we must set n about equal to the number of decimals desired for a, and preferably greater. We first found a and ô for z = 2, ... , 12 with n = 75 and a working precision of 150 decimal places. We then repeated all calculations with n = 100 and a working precision of 200 decimal places. The results given in Table 2 show as many digits as agree between the two calculations. Thus, it is probable that all quoted digits are correct. Table 2 Feigenbaum 's a and ô for z = 2,3,... ,12 
