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We report the first observation of non-Markovian stochastic resonance, i.e., noise-assisted ampli-
fication of a periodic signal in a system with memory. Our system is an oil-filled optical microcavity
which, driven by a continuous wave laser, has memory in its nonlinear optical response. By modu-
lating the cavity length while adding noise to the driving laser, we observe a peak in the transmitted
signal-to-noise ratio as a function of the noise variance. Our experimental observations are repro-
duced by numerical simulations, which further reveal that the stochastic resonance bandwidth is
enlarged by the memory time of the nonlinearity. This frequency range available for noise-assisted
amplification is 108 times greater in our oil-filled cavity than in a Kerr nonlinear cavity. Our results
pave the way for exploring the interplay of nonlinearity, noise, and memory, in oil-filled cavity arrays,
where non-Markovian dynamics could enhance noise-assisted transport and synchronization effects.
Stochastic resonance (SR) is a phenomenon wherein
an optimum amount of noise amplifies the response of a
nonlinear system to a periodic signal [1]. The essence of
SR can be recognized in the behavior of a Brownian par-
ticle in a double well potential (DWP). As explained by
Kramers [2], a Brownian particle escapes from a potential
well in a characteristic time τesc ∝ exp(∆V/kBT ), with
∆V the energy barrier and kBT the energy of thermal
fluctuations. If the potential is modulated with period
Tmod = 2τesc, the particle’s Brownian motion can syn-
chronize with the modulation. This results in two barrier
crossings per period — stochastic resonance.
SR was first proposed as an explanation for recur-
rent ice ages [3, 4]. Since then, SR has been exten-
sively observed in physics [5–15], chemistry [16–19], biol-
ogy [20–24], ecology [25], psychophysics [26–28], climate
science [29], finance [30, 31] and social science [32]. Appli-
cations of SR to imaging [33–35] and mehanical engineer-
ing [36, 37] have also emerged. To date, all observations
of SR have been described within the Markov approxi-
mation neglecting memory effects. While non-Markovian
dynamics have been experimentally observed in various
systems [38–45] and are theoretically expected to modify
SR [46–48], non-Markovian SR has not been experimen-
tally reported.
In this Letter, we report the first observation of non-
Markovian stochastic resonance. We investigate an oil-
filled optical microcavity with memory in its nonlin-
ear optical response. In contrast to the widely studied
class of non-Markovian systems introduced by Mori [49]
and described by generalized Langevin equations [50],
the memory of our cavity is unrelated to its dissipa-
tion. Moreover, non-Markovian dynamics emerge even
for Gaussian white noise. Here, we evidence SR in this
non-Markovian regime by driving our oil-filled cavity
with a continuous wave laser to which we add a con-
trolled amount of Gaussian white noise. By periodically
modulating the cavity length we imprint a signal on the
laser, and we measure the transmitted signal-to-noise ra-
tio (SNR) as a function of the added noise variance.
SR manifests as a peak in the SNR at a certain noise
variance. Our experimental observations are reproduced
by numerical simulations based on a recently developed
model accounting for the memory time of the nonlin-
earity [51]. Simulations show how the memory time
of the nonlinearity enlarges the SR bandwidth, making
it 8 orders of magnitude greater for our oil-filled cav-
ity than for conventional Kerr nonlinear cavities. This
memory-enhanced robustness of SR against changes in
signal frequency opens new perspectives for harvesting
energy from fluctuations across an unprecedentedly large
bandwidth.
Figure 1(a) illustrates our experimental setup, com-
prising a tunable microcavity filled with macadamia oil.
The cavity is made by a planar and a concave mirror.
The planar mirror is a 60 nm thick silver layer on a glass
substrate. The concave mirror (7 µm diameter, 12 µm
radius of curvature) is made by milling a glass substrate
with a focused ion beam [52], and subsequently coating
it with a distributed Bragg reflector (DBR). The DBR
has a peak reflectance of 99.9% at 530 nm. We use a
six degree-of-freedom piezoelectric actuator to align and
position the concave mirror, and a single high-frequency
piezoelectric actuator to periodically displace the planar
mirror. We can probe a single optical mode when dis-
placing the planar mirror across several nanometers be-
cause the micron-scale dimensions of the concave mirror
strongly confine the optical modes. The cavity is driven
by a 532 nm single-mode continuous wave laser, which
heats the oil and causes its refractive index to decrease.
A similar intensity-dependent refractive index underlies
the observation of SR in Kerr nonlinear cavities at cryo-
genic temperatures [9], but with two important differ-
ences. Our oil-filled cavity has a strong nonlinearity at
room temperature, and non-instantaneous thermal relax-
ation endows our system with memory, thereby enabling
us to explore non-Markovian regimes. Our excitation and
collection objectives both have 10× magnification and a
ar
X
iv
:2
00
8.
11
61
5v
1 
 [p
hy
sic
s.o
pti
cs
]  
26
 A
ug
 20
20
2numerical aperture of 0.25. In all experiments here pre-
sented, we drive the 15th longitudinal cavity mode with
a laser power of 7.8 mW at the excitation objective. The
transmitted light is measured with a photodetector and
an oscilloscope.
In a frame rotating at the laser frequency ω, the light
field α in our single-mode oil-filled cavity satisfies the
following stochastic integro-differential equation:
iα˙(t) =
[
−∆− iΓ
2
+ U
∫ t
0
dsK(t− s) (|α(s)|2 − 1)]α(t) + i√κLF + D√
2
[ξ1(t) + iξ2(t)] . (1)
∆ = ω−ω0 is the laser-cavity detuning, with ω0 the res-
onance frequency. Γ = γ + κL + κR is the total loss rate,
with γ the absorption rate and κL,R the input-output
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FIG. 1. (a) Illustration of an oil-filled optical microcavity
driven by a noisy laser. Electro-optic modulators (EOMs)
add amplitude and phase noise to a 532 nm continuous wave
laser. Light is coupled into and out-of the microcavity using
microscope objectives. The cavity length is controlled with a
piezoelectric actuator, and the transmitted power is measured
with a photodetector. (b) Measurements of the transmitted
power when slowly closing and opening the cavity, shown
as black and green curves respectively. The cavity length
was converted to ∆/Γ (see Eq. 1) using the laser frequency
and the cavity resonance linewidth at low power. Solid and
dashed gray curves are stable and unstable steady-states, re-
spectively. Purple curves are dynamic hysteresis simulations
using Eq. 1 with D = 0. (c)-(d) PDFs in the complex α-plane
calculated by evolving Eq. 1 with different realizations of the
noise. ∆/Γ = 2.007 in (c) and ∆/Γ = 5.58 in (d). The corre-
spondence between the peaks in the PDFs in (c)-(d) and the
states in (b) is indicated by the matching symbols in the two
panels.
rates through the left and right mirror. U is the strength
of the cubic nonlinearity, with non-instantaneous charac-
ter captured by the time-integral in Eq. 1. The integral
contains the memory kernel K(t) = exp(−t/τ)/τ with
τ the thermal relaxation time. This form of the kernel
ensures that steady-states (α˙ = 0 in Eq. 1) are the same
as for an instantaneous nonlinearity [51]. F is the laser
amplitude. ξ1(t) and ξ2(t) provide Gaussian white noise
in the laser amplitude and phase; the combined variance
of these stochastic processes is D2. Note that for τ → 0
and D =
√
Γ/2, Eq. 1 describes a Kerr nonlinear cavity
influenced by quantum fluctuations within the so-called
truncated Wigner approximation [53]. In Supplemental
Material we provide further details about our calcula-
tions based on the xSPDE toolbox [54] for Matlab, and
the values of the model parameters we used [55].
For vanishing noise (D = 0) and a sufficiently large F
making the mean-field interaction energy larger than the
losses (i.e., U |α|2 & Γ), Eq. 1 predicts optical bistability:
two steady-states with different intracavity intensity |α|2
at a single driving condition. To observe bistability, we
measure the transmitted laser power at constant F while
opening and closing the cavity. The cavity length maps
to ∆/Γ, with Γ the linewidth at low power. For exam-
ple, Fig. 1(b) shows transmission measurements where
bistability occurs for 2 . ∆/Γ . 5.5. The measurements
also display an overshoot at ∆/Γ ∼ 1.5, due to the oil’s
non-instantaneous thermal relaxation [51]. Steady-state
calculations assuming instantaneous nonlinearity [gray
curves in Fig. 1(b)] do not reproduce this overshoot. In
contrast, dynamic simulations [purple curves in Fig. 1(b)]
based on Eq. 1 including memory effects reproduce all
our observations, including the overshoot. The width of
the overshoot is determined by Tmod/τ . In Supplemental
Material we show that τ = 10 µs in our oil-filled cav-
ity [55].
For D 6= 0, light in a bistable optical cavity behaves
like a Brownian particle in a DWP. For constant F and
∆/Γ yielding bistability, α randomly switches between
states at the Kramers rate τ−1esc ∝ exp(D). This switch-
ing behavior can be observed in stochastic trajectories of
|α|2 shown in Supplemental Material [55]. Based on mul-
tiple trajectories α(t), we calculate a probability density
function (PDF) in the complex α-plane. Figures 1(c,d)
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FIG. 2. (a)-(d) Transmission measurements as a function of
time for increasing peak-to-peak voltage Vpp supplied to the
modulators adding noise. From top to bottom: Vpp = 1 V,
Vpp = 50 V, Vpp = 70 V, Vpp = 200 V. The arrow in (b) in-
dicates the overshoot after a switching event. (e)-(h), Power
spectral densities obtained by Fourier-transforming the cor-
responding time traces in (a)-(d). Dashed red lines indicate
the modulation frequency fmod of the cavity length.
show this PDF for two values of ∆/Γ. Notice the bi-
modal distributions reminiscent of a Brownian particle in
a DWP. The matching symbols in Fig. 1(b) and Fig. 1(c)
indicate the correspondence between high & low inten-
sity states of the bistability and the peaks in the PDF.
It follows that by modulating ∆/Γ and for the right D,
SR can emerge in the transmission of light through our
microcavity.
To demonstrate SR, we measure the transmitted laser
signal while modulating the cavity length. The cavity
acts as a transducer, converting a mirror displacement
to an optical signal. We set a subthreshold modulation
amplitude of 12 nm, which is insufficient for deterministic
switching between states given our laser power. Using the
setup illustrated in Fig. 1(a), we add uncorrelated ampli-
tude and phase noise by passing the laser through electro-
optic modulators connected to different waveform gener-
ators. In Supplemental Material we show that the noise
power is approximately constant up to 200 kHz [55], well-
above our cavity modulation frequency fmod = 42.5Hz
and above the thermal relaxation rate τ−1 = 100 kHz.
Effectively, this corresponds to white noise. We also show
that the standard deviation of the noise D is proportional
to the peak-to-peak voltage Vpp in the waveform genera-
tors [55].
Figures 2(a)-(d) and 2(e)-(h) show measurements of
the transmitted signal and the corresponding power spec-
tral density (PSD), respectively, for different Vpp. For
the smallest Vpp, the transmitted power is modulated by
the changing cavity length while noise plays a secondary
role [Fig. 2(a)]. The corresponding PSD [Fig. 2(e)] shows
a peak at fmod. For increased Vpp, noise makes the
transmitted intensity switch between high and low val-
ues sometimes. These switches occur close to the max-
imum modulation amplitude [Fig. 2(b)]. In the corre-
sponding PSD [Fig. 2(f)], this manifests as a greater
noise floor and a reduced peak at fmod. For greater
Vpp, the switching synchronizes with the modulation
[Fig. 2(c)] and the peak in the PSD grows [Fig. 2(g)].
Further increasing Vpp makes the transmitted signal more
noisy [Fig. 2(d)]. The noise floor and the peak at fmod
barely change [Fig. 2(h)], but peaks at higher harmonics
substantially decrease (see Supplemental Material [55]).
Overall, these measurements demonstrate the signature
of SR: the signal power is a non-monotonic function of
the noise strength.
Next, we analyze the measured transmitted signal-to-
noise ratio. We define the SNR as the power in the first
six harmonics including the fundamental fmod, relative
to the noise floor. Figure 3(a) shows the SNR versus
Vpp over an extended range. We can distinguish three
regimes. For small Vpp, the SNR decreases with increas-
ing Vpp. This is due to an increasing number of random
switching events and a growing noise floor. For interme-
diate Vpp, the SNR increases with Vpp. Here switching
events increasingly synchronize with the modulation. Fi-
nally, for large Vpp the SNR decreases with Vpp. This
effect can be observed in the reduced amplitude of the
signal harmonics as shown in Supplemental Material [55].
In combination, these three regimes result in a SR peak
in the SNR around Vpp = 70 V.
We further validate our model by reproducing our
SNR measurements. This will enable us to confidently
simulate the effect of the memory time τ on SR over an
extended range, which is not easily done experimentally.
Figure 3(b) shows results of simulations corresponding
to the measurements in Fig. 3(a). We consider three
values of τ , keeping the ratio Tmod/τ constant since it
determines the detuning range for which bistability oc-
curs [51]. For τ > Γ−1, we observe a SNR peak growing
with τ and remaining at approximately constant D/Γ.
This behavior is due to two competing effects. On one
hand, increasing Tmod makes the SNR peak grow and
shift to smaller D; the same is true in standard Marko-
vian SR. On the other hand, increasing τ slightly re-
duces the SNR peak and shifts it to larger D; this effect
is unique to our non-Markovian system. We attribute
the peak SNR reduction to the overshoot following each
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FIG. 3. (a) Measured signal-to-noise ratio SNR as function
of the peak-to-peak voltage Vpp supplied to the modulators
adding noise. Experimental conditions are as in Fig. 2. Each
data point is an average of 10 measurements of 2 seconds
(∼ 800 modulation cycles in total). (b) Calculated SNR as a
function of the standard deviation D of the noise (divided by
the total loss rate Γ) for three values of the thermal relaxation
time τ . The ratio Tmod/τ = 10
3 is kept constant. Model
parameters (see Supplemental Material [55]): F/Fc = 2.73,
∆min = 2.08Γ, ∆max = 5.58Γ.
switching [see Fig. 2(b)], which makes the signal further
deviate from a pure sinusoidal. The shift to largerD is as-
sociated with non-exponential distributions of residence
times in the metastable states of the cavity [51], which
is the hallmark of non-Markovian dynamics. Essentially,
thermal relaxation imposes a high-frequency cut-off for
switching events at τ−1. This results in SR at larger
input noise variance than in the Markovian case.
In Fig. 4 we calculate the average number of switches
per cycle navg as a function of Tmod, for different values
of τ . We consider a fixed noisy environment (constant
D 6= 0), and calculate navg as explained in Supplemental
Material [55]. Recall that SR corresponds to navg ≈ 2.
For an instantaneous nonlinearity (τ → 0), the black
circles in Fig. 4 show how navg simply increases linearly
with Tmod. In our system, this Markovian limit is reached
for τ  Γ−1. More interesting behavior arises in the non-
Markovian regime where τ > Γ−1. Taking Γτ = 4 and
Γτ = 10 as examples, Fig. 4 shows the emergence of a
‘plateau’ at the SR condition navg ≈ 2. This plateau
represents an enlargement of the signal frequency range
in which SR can be achieved, i.e., the SR bandwidth.
Thus, thanks to the slow nonlinearity, SR becomes robust
to changes in signal frequency. In Supplemental Material
we show that the SR bandwidth increases linearly with
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FIG. 4. Calculated average number of switches per cycle navg
as a function of the modulation period Tmod (times the total
loss rate Γ), for fixed D = 5Γ. The average is computed over
1200 modulation cycles. Inset: Zoom into fast modulations.
Model parameters are as in Fig. 3.
τ [55]. By extrapolating the SR bandwidth calculated
as a function of τ up to our experimental value τ = 10
µs, and considering Γ−1 = 4 ps in our experiments, we
deduce that the SR bandwidth is enlarged by a factor
of 108 in our oil-filled cavity relative to a Kerr nonlinear
cavity.
The enlarged SR bandwidth in our non-Markovian sys-
tem is associated with the suppression of fast switching
events by the non-instantaneous nonlinearity. Indeed, for
fast modulations satisfying ΓTmod . 100, bistability dis-
appears because the nonlinearity does not have time to
build up [51]. This high-frequency regime is character-
ized by navg < 2, as shown in the inset of Fig. 4. In
the opposite regime of slow modulations, navg increases
linearly with Tmod as in the Markovian case, albeit with
a smaller slope. The smaller slope further enlarges the
SR bandwidth.
In summary, we demonstrated noise-assisted trans-
mission of light through an optical microcavity with
non-instantaneous nonlinearity — non-Markovian SR.
Through numerical simulations we found that the
frequency range available for SR grows with the memory
time of the nonlinearity. Extensions of our work could
investigate the effects of colored or non-Gaussian noise,
which were previously shown to enhance Markovian SR
in certain regimes [56–58]. Our findings can have im-
portant applications to nonlinear energy harvesting [59].
Typically, energy harvesting is limited to a narrow
frequency bandwidth by the (instantaneous) response of
the device. In contrast, a device with non-instantaneous
nonlinearity could be used to extract energy from
environmental fluctuations across an unprecedentedly
large bandwidth. Our results also provide a plausible
explanation for the occurrence of various noise-assisted
processes at different frequencies within a single noisy
5environment, as observed in Nature. Beyond single-
resonator physics, our work paves the way to study
various noise-assisted processes (e.g. noise-assisted
transport [60–63]) in nonlinear and non-Markovian
cavity arrays. Such arrays could also be used to explore
how complex networks can be made resilient against
breakdown of synchronization thanks to non-Markovian
effects [64].
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7SUPPLEMENTARY INFORMATION
A. Calculation details
In this section we provide details about the calcula-
tions discussed in the main text, and explain how pa-
rameter values were determined. First, we consider the
steady-state calculations presented in Fig. 1(b) of the
main text. We express Eq. 1 of the main text as
two coupled ordinary differential equations by defining
w = U
∫ t
0
dsK(t− s) (|α(s)|2 − 1). Then
iα˙(t) =
(
−∆− iΓ
2
+ w(t)
)
α(t) + i
√
κ1F
w˙(t) =
{
U
[|α(t)|2 − 1]− w(t)} /τ (2)
The steady-state solutions are then obtained by requiring
α˙ = w˙ = 0. The stability of the steady states is assessed
by analyzing the spectrum of small fluctuations around
the steady-state solution.
For the dynamic simulations based on xSPDE, we use
a fourth-order Runge-Kutta algorithm and set a time
increment ∆t = Γ−1/30. The stochastic terms ξ1(t)
and ξ2(t) each have zero mean [i.e., 〈ξ1〉 = 〈ξ2〉 = 0],
and they are delta-correlated with unit variance [i.e.,
〈ξ1(t)ξ1(t + t′)〉 = 〈ξ2(t)ξ2(t + t′)〉 = δ(t′)]. Moreover,
ξ1(t) and ξ2(t) are mutually uncorrelated.
The parameters in Eq. 1 were set to model our exper-
iments as follows. First note that ∆ and D are control
parameters, fixed in experiments by the cavity length
and the peak-to-peak voltage in the waveform genera-
tors driving the modulators. Γ is fixed via measurements
of the resonance linewidth at low power. The value of
F only matters in relation to the critical amplitude for
bistability Fc. As explained in Ref. 51, by performing
measurements at several powers we identify (F/Fc)
2 = 1
as the minimum power for which bistability can be ob-
served. The thermal relaxation time τ , retrieved exper-
imentally as shown in Supplementary Section B, is far
too long to be implemented in our simulations given the
memory limitations of our computer. However, this is
not a problem because all dynamical effects scale with
the ratio Tmod/τ [51]. Therefore, by fixing this ratio to
Tmod/τ = 10
3, as in our experiments, our numerical sim-
ulations reproduce our experiments. Finally, the only
‘free’ parameter is U . The determination of this param-
eter is not trivial, since it requires precise knowledge of
the intracavity photon number. However, in the absence
of quantum effects (as in our experiments), the physics
is entirely determined by the ratio U |α|2/Γ. Changing
the value of U simply changes the intracavity intensity
and the value of F for which bistability is observed, but
the spectral lineshape and the PDF remain unchanged
provided that F/Fc and ∆/Γ remain unchanged.
The PDFs in Fig. 1(c) and (d) of the main text were
constructed as follows. For the selected F and ∆/Γ, we
first calculated steady-state solutions and assessed their
stability. Next we performed 104 stochastic simulations
with the value of α(t = 0) Gaussian-distributed around
the unstable state. The standard deviation of this
distribution was 10% of the distance in phase space
between the stable states. Finally, the PDFs were
constructed on basis of all 104 trajectories.
B. Thermal relaxation time
Here we present a measurement of the thermal relax-
ation time in our oil-filled microcavity. Our measure-
ment scheme consists of swiftly driving the cavity into
the upper branch of the bistability, and subsequently
measuring the relaxation time to a steady state. To this
end, we measure the cavity transmission while modulat-
ing the laser power in a step-like fashion using a chop-
per; the cavity length is fixed during this measurement.
Figure S1(a) shows the chopped input power as a red
curve, and the corresponding cavity transmission as a
black curve. When the chopper blocks the laser light, the
cavity transmission is negligible. Once the laser passes
through an opening in the chopper, the transmission first
rises to a transient low-intensity state. Next, there is a
build-up phase during which the temperature of the oil,
and hence the nonlinearity strength, increases. Once the
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FIG. S1. (a) Intensity transmitted by the cavity (black)
when the input laser power (red) is modulated by a chop-
per. Inset: Zoom into the overshoot. Red arrows indicate
the full-width at half-maximum (FWHM), which is 5 µs.
(b) Calculated intensity |α|2 when increasing the driving field
from F = 0 to F = 7
√
Γ at Γt = 5000, thereby driving the
system into the upper branch of the bistability. Inset: Zoom
into the overshoot. Double-sided arrow indicates the FWHM,
corresponding to τ/2.
8nonlinearity has built up, the transmission suddenly in-
creases. This leads to a sharp overshoot peak, which is
followed by thermal relaxation to a high-intensity steady-
state.
In Fig. S1(b) we reproduce the experimentally ob-
served behavior through numerical simulations based
on Eq. 1 in the main manuscript. In the simulations,
we modulate the driving amplitude F in a step-like
fashion as done by the chopper in experiments. We
performed similar simulations for many values of the
model parameters, all in the nonlinear regime. We
found that the full width at half maximum (FWHM)
of the overshoot is always ∼ τ/2 with τ the memory
time of the nonlinearity. Therefore, by analyzing the
FWHM of the overshoot in experiments we estimate
a memory (thermal relaxation) time τ = 10 µs for
our optical microcavity filled with macadamia oil.
This value of τ is close to the one deduced from dy-
namic hysteresis measurements in a microcavity filled
with olive oil, which was found to be τ = 16 µs in Ref. 51.
C. Switching behavior
Figure S2 shows simulated trajectories of |α|2 for
constant F and three different ∆/Γ, all in the bistability.
In all three cases, we observe noise-induced switching
between high and low intensity metastable states at
random times. The simulations also show how the mean
residence times in the metastable states depend on
∆/Γ. The cavity is increasingly biased towards the low
intensity state as ∆/Γ increases. This, in turn, changes
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FIG. S2. Stochastic trajectories of |α|2 for different detun-
ings. From (a) to (c) ∆/Γ = 2.4, 2.5 and 2.6, respectively.
Model parameters: F/Fc = 2.73, Γτ = 4, D = 3Γ.
Vpp (V)
D
(m
V
)
0 40 80 120 160 200
0
20
40
60
80
102 104103101 105
f (Hz)
10-6
P
S
D
(V
2
/H
z)
(a)
(b)
10-7
10-8
10-9
FIG. S3. (a) Measured noise spectrum for two different peak-
to-peak voltages Vpp provided to the modulators. Vpp = 100
V for the black curve, and Vpp = 200 V for the green curve.
(b) Measured standard deviation of the noise D as function
of Vpp. The red line is a linear fit to the data.
the shape of the PDFs as shown in Figs. 1(c) and (d) of
the main text.
D. Noise properties
Here we present a characterization of the noise imprinted
on the driving laser by the electro-optic modulators
(EOMs), to which we supply a peak-to-peak voltage Vpp.
To this end, we measured the laser power directly after
the second EOM while adding noise of variable strength.
Figure S3(a) shows the noise spectrum for two different
Vpp. The measurement time was 50 seconds, and the
sampling rate was 1 MS/s. We observe an approxi-
mately flat spectrum corresponding to white noise, and
a greater noise floor for greater Vpp. Figure S3(b) shows
the standard deviation of the noise as a function of the
Vpp provided to the EOMs by the waveform generators
plus amplifiers. The measurement time was 1 second,
and the sampling rate was 10 MS/s. We observe a linear
increase of the standard deviation of the noise with Vpp.
E. Decrease in output power
Here we explain why the SNR corresponding to the
trajectory in Fig. 2(d) of the main text is lower than
the SNR corresponding to the trajectory in Fig. 2(c).
In Fig. S4 we plot the power spectral density PSD
corresponding to the measurements in Figs. 2(c) and
(d). The PSDs show peaks corresponding to the first
six harmonics. The height of these peaks is lower for the
transmitted signal at Vpp = 200 V, most notably for the
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FIG. S4. Measured power spectral density of the transmitted
laser while modulating the cavity length. The peak-to-peak
voltage provided to the modulators is Vpp = 70 V for the black
curve and Vpp = 200 V for the green curve. Experimental
settings for the black and green curve are the same as in Fig.
2(g) and 2(h) of the main text, respectively.
third and sixth harmonics. This implies a lower total
signal power at Vpp = 200 V. Hence, although Figs. 2(c)
and (d), show a similar noise floor for Vpp = 70 V and
Vpp = 200 V, the SNR is lower for VPP = 200 V.
F. Detection of switching events
To compute the average number of switching events per
modulation cycle navg, we used the standard Matlab
function ‘findchangepts’. Given an N -point time series
{x1, ..., xN}, the function determines theK change points
{xk} minimizing the cost function
J(K) =
K−1∑
r=0
kr+1−1∑
i=kr
δ
[
xi;χ
({
xkr , ..., xkr+1−1
})]
+ βK.
(3)
Here, kr is the index of the r
th change point. δ gives the
difference between a point xi ∈
{
xkr , ..., xkr+1−1
}
and
the mean χ of the subtrajectory
{
xkr , ..., xkr+1−1
}
. β is
a fixed penalty which is added for each change point.
The number of detected change points generally de-
pends on the value of β. If β is too small (large), the
algorithm returns too many (few) change points. There-
fore, the right value of β needs to be determined for each
data set. To avoid false or missing change points related
to the value of β, we implemented the following algo-
rithm. First we set a relatively small value of β and get
all true change points and extra ones. Next, we compute
the mean and standard deviation of each subtrajectory.
If the difference in the mean of two consecutive subtra-
jectories is less than the sum of their standard deviations,
we remove the change point that separates the two sub-
trajectories. This process is repeated until no change
points are removed anymore.
Figure S5 illustrates the analysis of three represen-
tative trajectories using our algorithm. The mean and
standard deviation of each subtrajectory is indicated by
a red line and shaded box, respectively. Figures S5(a),
S5(b), and S4(c) show trajectories for which navg < 2,
navg ∼ 2 and navg > 2, respectively. In Fig. S5(c) we
show fewer modulation periods to make the multiple
switching events per cycle visible in the plot. Overall,
the results in Fig. S5 demonstrate that our algorithm
successfully detects all true change points and does not
give any false change points.
G. Memory-enhanced stochastic resonance band-
width
Figure 4 in the main text shows the emergence of a
‘plateau’ at navg ≈ 2 as τ increases. That ‘plateau’ rep-
resents an enlargement of the frequency range in which
stochastic resonance (SR) can be achieved, i.e., the SR
bandwidth. Here we show that the SR bandwidth in-
creases linearly with τ . To this end, in Fig. S6 we
plot the range of modulation periods δTmod for which
navg ∈ [2− , 2 + ]. Results of numerical simulations
(circles) are fitted by a line, demonstrating that δTmod
increases linearly with the memory time τ . We confirm
that the relation between δTmod and τ remains linear for
any  2.
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FIG. S5. Simulated intensity (blue lines) as a function of time (multiplied by the total loss rate Γ) for three different modulation
periods (black lines), at fixed noise variance. Subtrajectories following from the changepoint detection algorithm are indicated
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Simulation parameters are as in Fig. 4 of the main text.
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FIG. S6. δTmod is the range of modulation periods for
which the average number of switches per cycle is navg ∈
[2− , 2 + ], with  = 0.1. δTmod (multiplied by the total
loss rate Γ) is shown as a function of the memory time τ .
Model parameters are the same as in Fig. 4 of the main text.
