We develop Stein's method for α-stable approximation with α ∈ (0, 1], continuing the recent line of research by Xu [40] and Chen, Nourdin and Xu [11] in the case α ∈ (1, 2). The main results include an intrinsic upper bound for the error of the approximation in a variant of Wasserstein distance that involves the characterizing differential operators for stable distributions, and an application to the generalized central limit theorem. Due to the lack of first moment for the approximating sequence in the latter result, we appeal to an additional truncation procedure and investigate fine regularity properties of the solution to Stein's equation.
INTRODUCTION
1.1. Overview. Non-Gaussian stable distributions arise ubiquitously in probabilistic approximation of random phenomenon. The most fundamental example is the generalized central limit theorem for the sum of independent random variables with common distribution that presents heavy tails [18, p.161] .
Recall that a real-valued random variable Z has a stable distribution if it satisfies the distributional identity: for any a, b ∈ R, there exist c, d ∈ R, such that aZ 1 + bZ 2 d = cZ + d where Z 1 , Z 2 are independent copies of Z. It is called strictly stable, if the above relation holds with d = 0 for any choice of a, b. In this work, we focus on non-Gaussian strictly stable laws, whose definition is given equivalently by their characteristic functions as follows. The goal of this paper is to carry out Stein's method for α-stable approximation with 0 < α ≤ 1, continuing and completing the study of [40, 11] . For Z ∼ S α (δ), one prominent difference between the cases α ≤ 1 and α > 1 is that E[|Z|] < ∞ if and only if α > 1. Therefore, in the case α ≤ 1, the random variable of interest F in the approximation, e.g. sum of independent random variables with common distribution that has non-integrable tails, typically does not possess finite first moment. The usual Wasserstein distance has to be changed in order to obtain meaningful bounds. In this paper, we make use of obtaining rates of convergence in the generalized CLT. It's worthy to point out that d W β and d Kol satisfy a similar relation to that of d W and d Kol , see Corollary 1.8 below.
Another complication for approximating Z ∼ S α (δ) with α ≤ 1 arises in applying a bound like (1.2) to obtain the generalized CLT. The approach of [40] or [11] consists in applying regularity properties of the solution to Stein's equation to obtain a stochastic Taylor-like expansion which, combined with Stein's K-function or leave-one-out argument, yields the desired rates of convergence for the generalized CLT. Such a program amounts to significant changes in the case α ≤ 1, e.g. finer (compared to the case α > 1) regularity behavior of the solution to Stein's equation has to be established which may have merits on its own, and an additional truncation term has to be handled.
The discussion around rates of convergence in the generalized CLT has been made by many authors. Using the distance d Kol , Hall [26] gave two-sided bounds (tight under some assumption), see also [28] where the same distance was used. In [30, 16] were discussed the L ∞ or L 1 rate of convergence of the density function of the approximating sequence. All these efforts are made upon analysis of the characteristic function of the partial sum. By extending Lindeberg's approach and applying Dynkin's formula, Chen and Xu [12] gave a real-variable proof for the generalized CLT with explicit rates. Recently, Arras and Houdré [3] developped Stein's method for self-decomposable laws with finite first moment. The requirement of finite first moment excludes α-stable distributions with α ∈ (0, 1]. To the best of our knowledge, the present paper is the first dealing with Stein's method for nonintegrable random variables. In view of far-reaching applications of Stein's method [6, 8, 9, 24, 31, 19, 21, 27, 32, 33, 34, 20] , we believe that the present work opens the way to non-integrable stable approximation in a context where the dependence structure of the random phenomenon of interest is complex, e.g. random graphs, interacting particle systems etc.
As already said, throughout the paper, we assume Z ∼ S α (δ) for 0 < α ≤ 1 and δ ∈ (−1, 1), with the convention that δ = 0 if α = 1. We use c, C to denote generic constants, and c α , C α constants that depend only the subscript, whose value may change in each appearance. All random objects below are defined on some common probability space.
1.2. Statement of results. We start with some notation. Set for δ ∈ (−1, 1) and 0 < α ≤ 1
Then, by applying [36, Eq. (14. 18)] twice, one has
Therefore, ν α,δ and ν 1,0 are the Lévy measures associated with S α (δ) and S 1 (0), respectively. As such, strictly stable distributions are infinitely divisible with zero Gaussian coefficient and zero drift, see [36, p.37] for the general form of an infinitely divisible distribution. Define the
for any sufficiently smooth function f . Recall that L α,δ is the generator of a stable Lévy process [36, p.208] . When δ = 0, L α,0 is the usual fractional Laplacian. Our first result is the following, providing an intrinsic upper bound in the spirit of (1.2) for the d W β -distance between S α (δ) and any random variable F .
where each element of the class F β satisfies the following.
Remark 1.4. The theorem is proved by solving Stein's equation and studying the regularity of the solutions. This is achieved by Barbour's generator approach [5] where one is concerned with a Markov process with stationary distribution being the stable law. We give details in Section 2.3. Recalling the class F in (1.2), the properties satisfied by elements in F β involve less differentiability, but more on the Hölder continuity. As first sight, the obtained upper bound may be infinite for non-integrable F . It turns out that such bound gives nearly optimal rates in many examples by carefully making use the regularity estimates.
To illustrate an explicit use of our abstract Theorem 1.3, we compute the rate of convergence in the generalized central limit theorem for the partial sum of a sequence of independent and identically distributed random variables in the domain of normal attraction of an α-stable law defined as follows. Definition 1.5. A real-valued random variable X is said to be in the domain of normal attraction D α of an α-stable law if its cumulative distribution function F X has the form 1] , A > 0, and ǫ : R → R is a bounded function vanishing at ±∞. We write for simplicity X ∈ D α . Since ǫ is a bounded function, we denote
Theorem 1.6. Let X 1 , X 2 , . . . be independent and identically distributed random variables defined on a common probability space. Suppose that X 1 has a distribution of the form (1.7)
and there exists a positive constant L, such that for any |x| > L, the ǫ(x) in (1.7) is C 2 , which satisfies xǫ ′ (x) → 0 as |x| → ∞. Set σ = Aα R 1−cos y |y| 1+α dy 1 α and
where c α,δ,β,A,K is a constant which depends on α, δ, β, A, K that can be made explicit and
ii) When α = 1 and δ = 0, we have
Remark 1.7. Let us explain heuristically why these bounds can be naturally derived from (1.6).
Recall the tail probability of Z ∼ S α (δ) (see [35, p.16] )
as x → ∞. We formally regard L α,δ f in (1.6) as a weighted increment of f (the density of Z being the weight function) which, together with regularity properties of f and Taylor-like expansion, is comparable with S n f ′ (S n ). The fact that the common distribution of the sequence does not behave exactly as Z in their tails makes the role of ǫ in these bounds clear. That said, more precise expansion for the tail behavior of Z may be used to improve the bounds. It is plain that the decay at infinity of ǫ affects the decay of the above bounds.
Moreover, by the same argument as the proof of [15, Corollary I.1], we get the following convergence upper bound on d Kol (S n , Z), which will be proved in the appendix. Corollary 1.8. Keep the same notation and assumptions as in Theorem 1.6. Then
(1.9) 5 In Theorem 1.6, we observe that the function ǫ is required to satisfy ǫ(x) → 0 as x → ±∞. But that ǫ vanishes is not a necessary condition for the generalized CLT to hold. Actually, by slightly modifying the approach leading to Theorem 1.6, we can also consider examples where ǫ is a slowly varying function diverging at infinity. Because it would be too technical to state such result at a great level of generality, we prefer to illustrate an explicit situation for which our methodology still allows to conclude in appendix, and we will give a proof that rather relies on the density function.
1.3. Examples and application. We present several consequences of our main results and compare them with those previously obtained for stable approximation.
In our first example, we consider an independent sequence with common Pareto distributions, namely,
for α ∈ (0, 1] and δ ∈ [−1, 1], whose sum scaled by n − 1 α weakly converges to a stable distribution. A convergence rate 1 + 1 {1} (α)(log n) 2 n −1 + δn α−1 α in Kolmogorov distance was obtained in [30] . In the case δ = 0, that is, α-stable distribution is symmetric, the authors of [16] proved a rate n − α 1+α in total variation distance and conjectured that a better rate n −1 in total variation distance should be valid. Our result gives a partial answer to their conjecture, that the rate n −1 is valid for the d W β -distance. In the case α = 1, our result is within a log n factor of optimal.
The second example concerns a sequence of independent random variables with common distribution function
for some A > 0,Ã > 0 andα > α. We obtain the convergence rate n −1 + δn α−1 α forα > 2α, which is the same convergence rate as [30] in the case δ = 0.
The third example is suggested by Persi Diaconis, who proposed it as an open problem in AMS workshop 'Stein's method and its application in high dimensional statistics' in August 2018 [17] . This problem originates from the fact Y = d 1 Y if Y follows the symmetric Cauchy distribution S 1 (0). So we consider the reciprocal of sum of random variables and obtain the convergence rate in Kolmogorov distance.
In Appendix B, we also consider an example of [28] where the common distribution has the regularly varying density
, which is not in the domain of normal attraction of a stable law. We obtain the same convergence rate (log n) −1 as [28].
1.4. Plan of the paper. The rest of the paper is organized as follows. Section 2 is devoted to some preliminary facts and Barbour's generator approach for solving Stein's equation. In Section 3, we study the solution to Stein's equation in detail, and obtain the intrinsic bound Theorem 1.3 as a byproduct. Making use of the regularity results obtained in Section 3, we prove Theorem 1.6 in Section 4. Examples are worked out in Section 5 and auxiliary results are given in Appendix.
PRELIMINARIES
2.1. Properties of stable densities. We recall some basic facts on the densities of a strictly α-stable Lévy process (Z t ) t≥0 with Z 1 ∼ S α (δ). Denote by p t (x) the density of Z t . It is known [14] that p(t, x, y) := p t (y − x) is the fundamental solution of the operator L α,δ in the sense that
The self-similarity of the process (Z t ) t≥0 translates to the following scaling relation
Write for simplicity p 1 (x) = p(x). In the following lemma, we list a few estimates of the stable densities that will be useful for our purposes.
The following statements hold for all t > 0, x ∈ R.
(1)
In the case δ = 0, we have for k ∈ N,
Proof. By the scaling property, we only need to consider t = 1. When δ = 0, the α−stable process is symmetric, so by [13, Theorem 1.1 and Lemma 2.2], we immediately obtain the results for α = 1. Now we consider α ∈ (0, 1). (1) and (3) are from [14, (2.7) and (3.1)], respectively. By the same arguments as the proof of [13, (2.28) ]
Remark 2.2. The condition on δ is necessary when α < 1, as one can see from the specific case [39, p.19] , the distance d W β used in the paper is the Wasserstein distance corresponding to the cost function d β (x, y) = |x − y| ∧ |x − y| β with β < α such that the distance is meaningful for α-stable approximation. Though not explicitly said, it is easy to see that functions in the space H β are bounded due to the following lemma.
and split the integral into one over [y − 1, y + 1], another over [y − 1, y + 1] c . The estimate follows from some calculus and Lemma 2.1.
Recall the Fortet-Mourier distance (see [ 
In view of the fact that the Fortet-Mourier distance metrizes convergence in distribution of random variables, d W β is suitable for assessing the rate of convergence of limit theorems. Barbour' s generator approach. First we show that stable distributions are characterized by the operator
Solving Stein's equation by
Note that A α,δ is the generator of the Markov process solving the following Orenstein-Uhlenbeck type stochastic differential equation
Such an equation can be solved explicitly 
where ψ is the principal log of the characteristic function of Z. It is readily checked that this characteristic function coincides with (1.1). As a consequence, S α (δ) is the unique invariant distribution of the semigroup (Q t ) t≥0 associated with A α,δ by [36, Cor. 17.9] . Denote by µ the distribution of Z. We have
for any t ≥ 0 and smooth f . Taking derivative with respect to t at t = 0 yields E[A α,δ f (Z)] = 0, as desired. Now assume that E[A α,δ f (Y )] = 0 for all smooth f , namely, the distribution of Y is the infinitesimal invariant distribution of (Q t ) t≥0 in the sense of Albeverio, Ruediger and Wu [1] . In the symmetric case δ = 0, such a condition implies that Y ∼ S α (0), see [1, Prop. 3.2] . This statement continues to hold in the asymmetric case δ = 0. We prove this in Appendix A.1. 8 Recall that the Ornstein-Uhlenbeck type process (X x t ) t≥0 can also be represented by a timechanged stable Lévy process. To see this, set Y t := t 0 e s α dZ s and V t = Y log(1+t) . Then (V t ) t≥0 has independent increments because (Z t ) t≥0 does. On the other hand, one can prove that t≥0 . In view of (2.5), one has
where we used the self-similarity of (Z t ) t≥0 in the second identity. It follows that the transition density of (Q t ) t≥0 , namely the density of X x t , is given by
, where s(t) = 1 − e −t and we used again the self-similarity of (Z t ) t≥0 . The proof of (2.6) is given in Appendix A.2.
Now we consider and solve Stein's equation
for h ∈ H β . Lemma 2.5 below may be explained by semigroup interpolation argument. The operator A α,δ generates the semigroup (Q t ) t≥0 whose transition density satisfies (2.7). It fol-
Note that the last two identities follow from (2.7) and a change of variables. We end this section by verifying that
which is integrable with respect to 1 t>0 dt ⊗ p(y)dy, as desired. OF THEOREM 1.3 3.1. The regularity estimates of the solution f . Theorem 1.3 follows immediately once some regularity properties of the solution to Stein's equation are in place. Let us state these results first and prove them in Section 3.3. Some of the results below actually play a crucial role in the proof of Theorem 1.6. Indeed, we are going to make use of the regularity estimates in order to control the error induced by the leave-one-out argument.
STUDY OF STEIN'S EQUATION AND PROOF
• α ∈ (0, 1) : Proposition 3.1. Let α ∈ (0, 1). For any h ∈ H β with β ∈ (0, α), let f be defined as (2.8) . Then the following statements hold: (i). We have
For any γ ∈ (0, 1),
f ′ ∞ ≤ 1, and for any |x − z| < 1,
(ii) For any x, w ∈ R,
For any |x − y| < 1, (3.10)
where the supremum runs over all the functions f of the form ( (
If α = 1, then for any |x − z| < 1,
Proof: (1) Note that h ′ ∞ ≤ 1, from which it is readily checked that one can differentiate under the integral sign in (2.8 ). Hence
(2) Choose B = |x − z| α . Applying successively (3.11), change of variables, and Lemma 2.1, we get that
where in the forth inequality, we use the fact that
✷ Lemma 3.4. Let α ∈ (0, 1] and h ∈ H β with β ∈ (0, α). Let f be defined as (2.8) . If α ∈ (0, 1), then for any x, w ∈ R,
If α = 1 and δ = 0, then for any x, w ∈ R,
Proof: For α ∈ (0, 1], one has by (2.8)
Thus, for h ∈ H β with β ∈ (0, α),
It follows that , for α ∈ (0, 1),
Now it remains to bound L 1,0 f ∞ . By Lemma 3.3, for |w| ≤ 1, one has
It follows that
Lemma 3.5. Let α ∈ (0, 1] and h ∈ H β with β ∈ (0, α).
(1) If α ∈ (0, 1), then for any a > 0,
(2) If α = 1 and δ = 0, then for any a > 0,
Proof: (1) Let k δ (x) = (1 + δ)1 (0,∞) (x) + (1 − δ)1 (−∞,0] (x). By Fubini's theorem (justified by the fact that h ∞ < ∞, see Lemma 2.3), we have that, for any a > 0,
(2) Note that
By Fubini's theorem,
12
Applying Fubini's theorem, integration by parts and the estimate of p ′ (x) (Lemma 2.1), we get R |w|≤1
Thus, the assertion is proved. ✷ Lemma 3.6. Let α ∈ (0, 1) or α = 1 with δ = 0. Then
If α = 1 and δ = 0, then by Lemma 2.1 (4), we get that, for any |u| ≤ 1,
where in the last inequality, we use the fact that 2(1 + |z + u|) ≥ 2 + |z| − |u| ≥ 1 + |z|. It follows that, for any |w| ≤ 1, (1) If α ∈ (0, 1), then for any γ ∈ (0, 1),
(2) If α = 1 and δ = 0, then for any |x − y| ≤ 1,
13
Proof: (1) Set s(t) = 1 − e −t and h = h − E[h(Z)]. We claim that
The second equality follows from (2.7). To see that the first one holds, note that h ∈ H β so that Fubini's theorem implies
For each fixed t > 0, applying Lemma 2.1 (3) justifies a further use of Fubini's theorem, we are led to L α,δ q(t, ·, y) h(y)dy (x) = L α,δ q(t, ·, y)(x) h(y)dy and the claim follows. By Lemma 3.6, we get that
By Lemma 3.5 applied to h(· + e −t/α x), h(· + e −t/α y) ∈ H β , we get that,
Thus, we get that, for any γ ∈ [0, 1],
Then, by (3.12) and (3.13), we get that
(2) Case α = 1 and δ = 0. In the following, we assume that |x − y| ≤ 1. By Lemma 3.6, we get that
14 By Lemma 3.5, we get that, for t < 1,
Let B = |x − y| 1/β . Then by (3.12), we get that Proposition 4.1. Let α ∈ (0, 1] and f ∈ C 1 (R). We have, for all x ∈ R and a > 0, a.) When α ∈ (0, 1),
Proof. Note that the conditions on f ensure that all the integrals are well defined and we can use Fubini's theorem in the following proof. We first consider α ∈ (0, 1). 15 
One can write
1 d α (L α,δ f )(x) = (1 + δ) ∞ 0 du 2u 1+α u 0 dt f ′ (x + t) − (1 − δ) 0 −∞ du (−u) 1+α 0 u dt f ′ (x + t) = (1 + δ) ∞ 0 dt f ′ (x + t) ∞ t du 2u 1+α − (1 − δ) 0 −∞ dt f ′ (x + t) t −∞ du 2(−u) 1+α = 1 α ∞ 0 (1 + δ)f ′ (x + t) − (1 − δ)f ′ (x − t) 2t α dt. (4.1)
Now we deal with α = 1 and δ = 0. We have that
combining (4.3) and (4.4), we immediately obtain the results in the case α = 1.
4.2.
Taylor-like expansion. In order to prove Theorem 1.6, we shall make use of the following lemmas. Recall the definition of k δ in the proof of Lemma 3.5.
• α ∈ (0, 1) : For any δ ∈ [−1, 1], we have
which follows that for any a > 0, we have
According to (4.5), we have the following Taylor-like expansion. ∈ (0, 1) . Let X have a distribution F X with the form (1.7) , andX have a distribution FX defined in (4.7). Y is a random variable, which is independent with X andX. For any 0 < a ≤ (2A) − 1 α ∧ L ∧ 1 and f defined as above, denote
then
Proof. We have by (4.5)
|u| α+1 du = 1, we can consider a random variableX which is independent of Y and satisfies
it follows that
As a result, denoting by FX the distribution function ofX, we have
and it is easy to verify by (3.2),
For the first term, we have
According to (1.7) and (4.7), we immediately obtain On the one hand, we have by (3.2) and (4.10),
On the other hand, noting that ǫ is C 2 and xǫ ′ (x) → 0 as |x| → ∞, we have by integration by parts that
Using the same argument, we get that
the desired conclusion follows.
• α = 1 : Lemma 4.3. Consider α = 1 and δ = 0. Let X have a distribution F X with the form (1.7), X and Y are independent. For any 0 < a ≤ (2A) −1 ∧ 1 and f is defined as above, denote
Proof. By the same argument as (4.8), we have
where FX and R are defined by (4.7) and (4.6) with α = 1 and δ = 0, respectively. Moreover, by (3.7), it is easy to verify a log a) . For the first term, we have
On the one hand, we have by (3.7) and (4.10)
On the other hand, by the same argument as the proof of (4.11), we have
4.3.
Truncation for random variable X. Let X have a distribution of the form (1.7), then it is obvious that E|X| α = ∞ in the case α ∈ (0, 1]. Due to this, we need to truncate random variables Before giving the truncation Lemma, we first recall the [12, Lemma 2.6], which will be used from time to time later. Now, we are in a position to give the truncation lemma.
Lemma 4.5. Consider α ∈ (0, 1] and when α = 1 we assume δ = 0. Let X have a distribution of the form (1.7) and f be defined as above. Then for any 0 < a < 1 and z ∈ R, we have 1.) when α ∈ (0, 1)
2.) when α = 1,
When α ∈ (0, 1), one can write by (3.4) and (1.7) 19 whereas by (3.5) with γ = 1+α 2 ∈ (α, 1) and Lemma 4.4
When α = 1 and δ = 0, one can write by (3.9)
whereas by (3.10) Proof. Observe
where the first inequality thanks to (3.6) and (3.7), the last inequality thanks to (4.13) . The proof is complete.
4.4.
Leave-one out method and proof of Theorem 1.6. With the above results, we can extend the celebrated Stein's leave-one out approach of normal approximation (see [10, pages 5-6] ) .
Recall the notation introduced in Theorem 1.6, we have σ = ( 2Aα dα ) 1 α and let S n,i = S n − n − 1 α σ X i . By observing that S n,i and X i are independent, one can write
in the case α ∈ (0, 1),
and in the case α = 1, δ = 0,
1) When α ∈ (0, 1), we have by Lemma 4.5,
By Lemma 4.2, we have
In addition, we have by Lemma 4.4
which follows that
2) When α = 1 and δ = 0, we have by Lemma 4.5, I ≤C β,A,K 1 + log n + (log n) 2 n −1 . 21 In addition, we have by Lemma 4.4
By Lemma 4.3, we have
which follows from Lemma 4.6 that
Combining all of above, the desired conclusion follows.
THREE EXAMPLES
Example 1: Pareto distribution case [16, 30] . Our first example is the simplest situation, that is, the case where X 1 is distributed according to a (possibly non-symmetric) Pareto distribution of the form
with α ∈ (0, 1] and δ ∈ [−1, 1]. In this case, (1.7) holds with A = 1 2 , ǫ(x) = |x| α −1 2 1 (−1,1) (x) and K = 1 2 . Clearly, we see that L = 1, ǫ ′ (x) = 0 and F X (x) = FX (x).
According to Theorem 1.6, 1) When α ∈ (0, 1), we have
where Z ∼ S α (δ). In particular, when δ = 0, we immediately obtain d W β S n , Z = O(n −1 ).
2) When α = 1 and δ = 0, we have
Example 2: Heavy tail with mixed decay rate [30] . We consider
with α ∈ (0, 1], α < α, A + A = 1 2 and δ ∈ [−1, 1]. In this case, (1.7) holds with
and K = A ∨Ã. Since xǫ ′ (x) =Ã(α −α)|x| α−α for any |x| > 1, we have by Theorem 1.6 with L = 1 22 1) When α ∈ (0, 1), we have
Combining all of above, we have whenα = 1
where Z ∼ S α (δ).
Remark 5.1. In (5.2), when δ = 0, we immediately obtain
and R 2,n = n −1 (log n) 2 .
Hence, we have whenα ≥ 2,
and whenα ∈ (1, 2), we have
Example 3: Cauchy approximation for the reciprocal of independent sums [17] . It is known that for Z having the Cauchy distribution S 1 (0), the following distributional identity holds:
We consider
where X 1 , · · · , X n are independent and identically distributed random variables and X 1 has a distribution of the form (1.7) with α = 1, δ = 0. Since
we have by (1.9) that
In particular, if X 1 has the Pareto law as in Example 1, we have d Kol (T n , Y ) ≤ C α,β n − 1 2 log n. If X 1 has the tail of the form (5.1) as in Example 2, we have 
Applying Parseval identity (that involves Fourier transform in the sense of distribution) as in the proof of [1, Prop. 3.1] to E (A α,δ + A)f (Y + N) = 0, we obtain the following:
whereρ is is Fourier transform of ρ. We see that the unique density function such that the above differential equation holds is that of Z + N, ending the proof. When α = 1 and δ = 0, we have
and by integration by parts,
Hence, according to Lemma A.1, we can use Fubini's theorem and dominated convergence theorem to obtain
here Q ∞ = µ, the unique invariant distribution of the semigroup (Q t ) t≥0 associated with A α,δ by [36, Cor. 17.9] . The proof is complete.
APPENDIX B. EXAMPLE 4: REGULARLY VARYING TAILS [28] Assume that X 1 , X 2 , · · · be i.i.d. with a common density function p X (x) p X (x) = α 2 e α 2(1 + α) log |x| |x| α+1 1 [e,∞) (|x|), with α ∈ (0, 1].
Then, we can prove (B.1) d W β 1 σ γ n (X 1 + . . . + X n ), Z = O (log n) −1 .
According to [18, Theorem 3.7.2], we define the sequence (γ n ) n≥1 implicitly by γ n = n log γ n To prove (B.1), we shall use Theorem 1.3 with δ = 0. Let f be defined as above. We can write
We have, using among other that nγ −α n = 1 log γn ,
