Proposition 1. A Brownian Motion is a Gaussian process: for any n ∈ N * , for any 0 ≤ t 1 ≤ . . . ≤ t n and any λ 1 , . . . , λ n ∈ R, λ 1 B t 1 + . . . + λ n B tn is a real Gaussian random variable.
As a Gaussian process, it is characterized by its mean and covariance: for all t, s ∈ R + E[B t ] = 0 , Cov(B t , B s ) = min(s, t).
Theorem 1. Let B t t∈R + be a Brownian Motion. It is both a martingale and a Markov process: for all 0 ≤ s ≤ t, and any bounded measurable function f :
with F t = σ B r , 0 ≤ r ≤ t . In addition, B s+t − B s t∈R + is a Brownian Motion, independent of F s . Moreover, B 2 t − t) t∈R + is a martingale.
Definition 2. Let B t t∈R + be a Brownian Motion, and let F t t∈R + denote the natural filtration: F t = σ B r , 0 ≤ r ≤ t for all t ≥ 0.
Let T be a [0, ∞]-valued random variable. It is called a stopping time if for every t ∈ R + {T ≤ t} ∈ F t . Let F T = A ∈ F ∞ ; A ∩ {T ≤ t} ∈ F t ∀ t ∈ R + denote the associated σ-field.
Theorem 2 (Strong Markov property). Let B t t∈R + be a Brownian Motion, and let T be a stopping time. Assume that T is almost surely finite: P(T = ∞) = 0. Then B t+T − B T t∈R + is a Brownian Motion, independent of F T .
Proposition 2 (Scaling). Let B t t∈R + be a Brownian Motion, and let a ∈ (0, ∞).
Define B (a) t = a −1 B a 2 t for all t ∈ R + . Then B 
Theorem 3 (Lévy's characterization). Let M = M (t) t∈R + be a continuous stochastic process.
The following statements are equivalent:
(ii) M (t) t∈R + and M (t) 2 − t t∈R + are martingales.
Wiener measure
Definition 4. Let C = C(R + , R) denote the space of continuous functions from R + to R. Define the distance
Subtelty.
• On the one hand, a stochastic process X t t∈R + is a random variable with values in the space R R + of all functions from R + to R, equipped with the product σ-field.
• On the other hand, C = C(R + , R) is not a measurable subset of R R + for this product σ-field.
Care is needed to define the law of Brownian Motion in the space of continuous functions.
Proposition 4. The mapping d is a distance on the set C, it corresponds with uniform convergence on compact sets.
Moreover, (C, d) is a Polish space: it is complete and separable. The associated Borel σ-field B(C) coincides with the σ-field σ w ∈ C → w(t), t ∈ R + . As a consequence, the mapping
is measurable.
Definition 5. The Wiener measure W 0 is the image of the probability distribution P by the mapping Φ. In this context, C is called the Wiener space.
The Wiener measure only depends on the finite-dimensional marginals of the process.
Alternative construction: define W 0 the law of the process B t t∈R + , considered as a
, where Γ ⊂ R R + is any measurable set such that Γ = Γ ∩ C. One then checks that the probability measure W 0 is well-defined on C.
Definition 6 (Canonical process). Let (Ω, F, P) = (C, B(C), W 0 ).
Set B t (ω) = ω(t), for all t ∈ R + and ω ∈ C. Then B t t∈R + defines a Brownian Motion, referred to as the canonical version of Brownian Motion.
Brownian Motion is often called the Wiener process.
For any x ∈ R, Brownian Motion starting at x is the process x+B t t∈R + . The associated Wiener measure, starting at x, is denoted by W x .
Construction
Let I = [0, 1] or I = R + .
Gaussian process

Abstract argument
Use of the Kolmogorov extension theorem. Indeed, the family of marginals µ t 1 ,...,tn = P B t 1 ∈ dx 1 , . . . , B tn ∈ dx n , for arbitrary
This ensures the existence of a unique probability distribution, µ, on the space R R + , endowed with the product σ-field, with these marginals.
Consider B t = ω(t) (the canonical process). All the properties of Brownian Motion, except the continuity of trajectories, are satisfied.
Isonormal Gaussian process
Note that H = L 2 (I) is a separable, infinite dimensional, Hilbert space, with scalar product
Observe the key identity: for all s, t ∈ I,
Let e n n∈N be (any) complete orthonormal system of H, and ξ n n∈N be a family of independent standard real-valued Gaussian random variables, i.e. ξ n ∼ N (0, 1).
Then set, for all t ∈ I,
These random variables are well-defined, as limits in the L 2 (Ω) sense of Gaussian random variable.
All the properties of Brownian Motion, except the continuity of trajectories, are satisfied. Note that the definition above does not depend on the choice of the complete orthonormal system. At a formal level, for every t ≥ 0, B t = 1 [0,t] , ξ , where
However, almost surely, ξ L 2 (I) = ∞. This object is not an element of L 2 (I) (it is only a "distribution with negative regularity").
The quantity ξ is often interpreted as White Noise. It may be seen as the derivative of Brownian Motion; conversely, Brownian Motion may be seen as the antiderivative of White Noise. This interpretation suggests that Brownian Motion is not differentiable... More generally: let H be any separable, infinite dimensional, Hilbert space.
Definition 7. An H-isonormal Gaussian process is a mapping W : H → L 2 (Ω) (or equivalently a family of random variables (W(h)) h∈H ) such that:
• for any n ∈ N * , and any
is a Gaussian random vector, i.e. for any (λ 1 , . . . , λ n ) ∈ R n , the real random variable λ 1 W(h 1 )+. . .+λ n W(h n ) has a (possibly degenerate) gaussian law and is centered;
• for any h 1 , h 2 ∈ H, the covariance of W(h 1 ) and W(h 2 ) is given by
At a formal level, this mapping is constructed as W(h) = h, ξ , with ξ given as above. In our context, B t = W(1 [0,t] 
, this definition provides a construction of space-time white noise, which is useful for the study of Stochastic Partial Differential Equations (SPDEs).
The continuity property
Abstract argument
Use of the Kolmogorov-Centsov regularity criterion.
Definition 8. Let X = X t t∈I andX = X t t∈I denote two stochastic processes.
The processX is a modification of X, if for every t ∈ I, P(X t =X t ) = 1.
Theorem 4. Assume there exist α, β, C ∈ (0, ∞) such that for all t, s ∈ I
Then X admits a modificationX, with almost surely continuous trajectories. In addition, the trajectories ofX are almost surely Hölder continuous with exponent γ, for all γ ∈ (0, β α ).
Note that the assumption β = 0 is essential: the inequality is satisfied for a Poisson process, for instance, which of course does not admit a continuous modification.
Application for Brownian Motion: E|B
Thus there exists a modificationB of B, with almost surely continuous trajectories; more precisely, its trajectories are Hölder continuous with exponent γ for all γ ∈ (0, 1 2 ). Indeed,
Constructive argument
In fact, it is possible to directly prove the almost sure continuity of trajectories, thanks to an appropriate choice of the complete orthonormal system of H = L 2 ([0, 1]). Indeed, for all t ∈ [0, 1], and n ∈ N, 0 ≤ k ≤ 2 n − 1,
with φ = 1 (0,
it is called the Haar basis.
Define the antiderivatives 0,t] : the Schauder functions. Using the associated isonormal Gaussian process construction,
as an equality of random variables, for fixed t ≥ 0, with independent standard Gaussian random variables η, ξ n,k n∈N,0≤k≤2 n −1 .
Proposition 5. Almost surely, the series converges uniformly for t ∈ [0, 1].
Hence, as uniform limits of continuous functions, trajectories t → B t are continuous, almost surely.
Donsker's invariance principle
Let X n n∈N be a sequence of independent and identically distributed, real-valued, squareintegrable, random variables.
Assume E[X n ] = 0, and let σ 2 = Var(X n ). Assume σ = 0. For any N ∈ N, define
where s ∈ N 0 is the integer part of s and {s} = s − s ∈ [0, 1). For each N ∈ N, S (N ) is a rescaled version of the piecewise linear extrapolation of the standard random walk.
Theorem 5. When N → ∞, the C-valued random variable S (N ) converges to Brownian Motion, in distribution in C.
This means that for any bounded continuous function F : C → R,
Some selected properties of Brownian Motion
Sample path properties
In other words: almost sure properties for trajectories of Brownian Motion.
Law of Large Numbers
Theorem 6. Let B t t∈R + be a Brownian Motion. Then almost surely
Corollary 7 (Time-inversion). SetB 0 = 0 and, for t ∈ (0, ∞),B t = tB 1/t . Then B t t∈R + is a Brownian Motion.
Hitting time
For all a ∈ (0, ∞), T a = inf {t ≥ 0; B t = a}.
Proposition 6. For any a ∈ (0, ∞), T a is a stopping time. Moreover, T a < ∞ almost surely. Finally, for every λ ∈ R + , E[e −λTa ] = e − √ 2λa .
Sketch of proof:
• since trajectories are almost surely continuous, for every t ≥ 0
• apply the optional stopping theorem (at time t ∧ T a ) for the martingale exp(θB t − θ 2 2 t) t≥0 , for every θ ∈ (0, ∞). Let first t → ∞, then θ → 0.
Supremum and infimum
For every t ∈ R + , define S t = sup 0≤s≤t B s .
Proposition 7. For every t ≥ 0, P(S t > 0) = 1.
Sketch of proof: consider P(S t > 1 n
). Use the scaling property of Brownian Motion, T 1 < ∞ almost surely, and let n → ∞. Corollary 9. Almost surely, on any interval, t → B t is not monotonic. The statement that almost surely trajectories are nowhere differentiable also holds true, but the proof requires more subtle arguments.
Zeros
Proposition 9. Define the random set χ = {t ≥ 0; B t = 0}. Almost surely,
• χ is closed and unbounded,
• χ has 0 Lebesgue measure,
• 0 is an accumulation point of χ.
Quadratic variation
For a subdivision π = {t 0 = 0 < t 1 < . . . < t i < . . .}, locally finite, define
Theorem 11. When |π| = sup i |t i+1 − t i | → 0, then V π t → 0, in probability and in L 2 , for every t ≥ 0.
Moreover, if π k k∈N is a sequence of subdivisions such that k∈N |π k | < ∞, then convergence holds in the almost sure sense. 
More generally:
Definition 9. Let X(t) t≥0 be a stochastic process. It is of finite quadratic variation if there exists a finite process X t t≥0 , such that for every t ≥ 0,
Hence Brownian Motion is of finite quadratic variation, with B t = t.
Proposition 10. For every t ≥ 0, one has the following convergence, in L 2 :
However, observe that
The stochastic integral with respect to Brownian Motion is a subtle object.
Some applications of the Markov property
4.3.1 Blumenthal 0 − 1 law Theorem 13 (Blumenthal). Let F t = σ B s , 0 ≤ s ≤ t , and F + 0 = t>0 F t . The σ-field F + 0 is trivial: for every A ∈ F + 0 , P(A) ∈ {0, 1}.
Sketch of proof
• One shows that A is independent of B t 1 , . . . , B t N , for all 0 < t 1 < . . . < t N .
• For all < t 1 , A ∈ F , and B t 1 − B , . . . , B t N − B is independent of F .
• Pass to the limit → 0.
• One obtains P(A) = P(A) 2 , thus P(A) ∈ {0, 1}.
Reflection principle
Proposition 11. For any a ∈ (0, ∞), t ∈ R + ,
Remark 14. The equality S t ∼ |B t | in distribution holds only for a single time t, it is not an equality in law for the processes: trajectories t → S t are almost surely non-decreasing.
Sketch of proof
• P(S t ≥ a) = P(S t ≥ a, B t > a) + P(S t ≥ a, B t < a)
, thanks to the strong Markov property at T a < ∞.
Remark 16. Be careful, by the martingale property E[B 2 t∧Ta − (t ∧ T a )] = 0, but taking the limit t → ∞ is not useful.
On the contrary, one may prove E[T a ∧ T −a ] = a 2 with this strategy, where T −a = inf {t ≥ 0; B t = −a}, thus T a ∧ T −a = inf {t ≥ 0; |B t | = a}.
Zeros
Proposition 12. The set χ = {t ≥ 0; B t = 0} has no isolated point, almost surely.
In particular, χ is not countable.
Sketch of proof
• For every q ∈ Q + , set d q = inf {t > q; B t = 0}. Note that d q ∈ χ, and that d q is a stopping time.
• Thanks to the strong Markov property, d q is an accumulation point of χ (i.e. is a limit of points in χ \ {d q }).
• Set N = q∈Q + {d q accumulation point of χ}. Then P(N ) = 0.
• On Ω \ N , any point h is a limit of points in χ \ {h}: indeed, consider a non-decreasing sequence q n ∈ Q + , with q n → h. Then either h = d q N for some N , and d q N is an accumulation point; or d qn < h for all n, with d qn ∈ χ and d qn → 0.
PDEs and Brownian Motion
The heat equation on
Assume that the initial condition f : R d → R is bounded and continuous. The initial condition is interpreted in the following sense: u(t, ·) → t→0 f (·), uniformly on compact sets.
Theorem 17. Define
dy.
Then u is of class C ∞ on (0, ∞) × R d . Moreover, it is solution of the heat equation, with the initial condition f . This solution admits a probabilistic interpretation:
A martingale
b : this means:
• v is continuously differentiable with respect to the time variable t,
• v is twice continuously differentiable with respect to the space variable x,
• v and the associated derivatives
Define, for all t ≥ 0
Then M t t≥0 is a continuous martingale.
A probabilistic proof will be obtained using the so-called Itô's formula. An analytic proof, using the Markov property of Brownian Motion, and properties of the heat kernel, can be performed. b . Let T > 0 be given, and define
Some consequences
Then v satisfies
where E x means that B 0 = x almost surely. for every a ∈ D, r > 0 such that the ball B(a, r) ⊂ D, and µ a,r is the uniform distribution on the sphere ∂B(a, r).
Theorem 19. Assume that u : D → R is harmonic. Then u(B t ) − u(B 0 ) t≥0 is a centered continuous martingale.
Theorem 20. Let B(a, r) ⊂ D. Assume B 0 = a, and let τ a,r = inf {t > 0; B t ∈ ∂B(a, r)}. Then τ a,r < ∞ almost surely, and B τa,r ∼ µ a,r is uniformly distributed on the sphere.
Corollary 21. If a function is harmonic, then it satisfies the mean value property. with τ D = inf {t ≥ 0; B t / ∈ D}. In addition, τ D < ∞ almost surely. Conversely, under an additional regularity on the domain D, the function x → E x [f (B τ D )] is solution of the Dirichlet problem (D, f ).
Exit problem
Let B t t∈R + be a one-dimensional Brownian Motion, and a, b > 0.
Let T a,b = inf {t ≥ 0; X t / ∈ (−a, b)}. Recall that almost surely, T a,b < ∞. 
