We propose a discrete variational approach for image smoothing consisting of nonlocal data and smoothness constraints that penalise general dissimilarity measures defined on image patches. One of such dissimilarity measures is the weighted L 2 distance between patches. In such a case we derive an iterative neighbourhood filter that induces a new similarity measure in the photometric domain. It can be regarded as an extended patch similarity measure that evaluates not only the patch similarity of two chosen pixels, but also the similarity of their corresponding neighbours. This leads to a more robust smoothing process since the pixels selected for averaging are more coherent with the Computational Imaging and Vision, vol. 31, pp. 335-352, Springer, Dordrecht, 2006). In fact, the proposed approach can be considered as a generalisation of the latter filter to the space of patches. We also provide novel insights into relations of the NDS filter with diffusion/regularisation methods as well as with some recently proposed graph regularisation techniques. We evaluate our method for the task of denoising greyscale and colour images degraded with Gaussian and salt-and-pepper noise, demonstrating that it compares very well to other more sophisticated approaches.
local image structure. By slightly modifying the way the similarities are computed we obtain two related filters: The NL-means filter of Buades et al. (SIAM Multiscale Model. Simul. 4(2):490-530, 2005b ) and the NDS filter of Mrázek et al. (Geometric Properties for Incomplete Data, Computational Imaging and Vision, vol. 31, pp. 335-352, Springer, Dordrecht, 2006) . In fact, the proposed approach can be considered as a generalisation of the latter filter to the space of patches. We also provide novel insights into relations of the NDS filter with diffusion/regularisation methods as well as with some recently proposed graph regularisation techniques. We evaluate our method for the task of denoising greyscale and colour images degraded with Gaussian and salt-and-pepper noise, demonstrating that it compares very well to other more sophisticated approaches.
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Introduction
Image smoothing is a fundamental task in image processing. It serves as a noise removal tool for improving the visual quality of noisy images taken from digital cameras or scanners, as well as for providing simplified input images that are further processed in tasks such as segmentation, feature extraction and texture analysis. There exist numerous approaches to image smoothing emerging from statistical methods, information theory, transforms in the frequency domain, partial differential equations (PDEs) and variational methods (Weickert 1998; Aubert and Kornprobst 2006; Winkler 2003; Chan and Shen 2005) . Establishing equivalences and relations between the different approaches has been focus of intense research in recent years (Barash and Comaniciu 2004; Elad 2002; Mrázek et al. 2006; Saint-Marc et al. 1991; Scherzer and Weickert 2000; van den Boomgaard and van de Weijer 2002; Steidl et al. 2004; Winkler et al. 1999) . Mrázek et al. (2006) pointed out the relations between several nonlinear smoothing methods such as M-estimators (Chu et al. 1998; Winkler et al. 1999) , bilateral filtering (Tomasi and Manduchi 1998) , diffusion filters (Perona and Malik 1990; Weickert 1997) , and regularisation/Bayesian techniques (Bertero et al. 1988; Geman and Geman 1984; Mumford 1994; Winkler et al. 1999) . Although these methods seem very different at the first glance and originate in different mathematical theories, Mrázek et al. showed that they lead to highly similar discrete algorithms, and that all these methods can be cast in a single unified framework of discrete regularisation theory. The unifying model is formulated as an energy functional with nonlocal data and smoothness (NDS) terms-hence called NDS model. The data term rewards similarity of the filtered image to the input (noisy) image, while the smoothness term penalises high deviations from regularity on the solution. These terms can consider not only information from a small region around a pixel but also make it possible to involve large neighbourhoods. Pizarro et al. (2007) showed that the NDS approach can outperform the methods obtained as special cases mainly by adjusting the spatial extent where the nonlocal pixel interactions occur. These interactions take the form of nonlinear differences of intensity measuring pixel similarity. However, single differences do not carry reliable information about the local image structure/geometry too far away from a chosen pixel. Thus, truly nonlocal interactions in the NDS model are rather limited in practice. This is actually the main drawback of single differences-based approaches.
Two equivalent and simultaneously proposed methods, namely the non-local means (NL-means) filter (Buades et al. 2005a (Buades et al. , 2005b and the unsupervised, information-theoretic, adaptive (UINTA) filter Whitaker 2005, 2006) are able to cope with such a problem. Both methods consider a whole neighbourhood (or patch) around a pixel to measure similarity. In this way, if the corresponding neighbourhoods of two pixels are similar, the pixels themselves will be considered alike even if they are spatially distant from each other. This simple idea allows a real incorporation of nonlocal pixel interactions in the smoothing process, providing impressive denoising results. The NL-means filter belongs to the class of neighbourhood filters (Lee 1983; Yaroslavsky 1985; Smith and Brady 1997; Tomasi and Manduchi 1998; Buades et al. 2006 ) that average similar pixels based on their photometric and spatial proximities-where the spatial distance does not play a role in NL-means. In particular, it can be seen as a bilateral filter (Tomasi and Manduchi 1998) with a patch-based photometric similarity measure. Several variational formulations of the NLmeans filter have been proposed (Kindermann et al. 2005; Gilboa and Osher 2008; Azzabou et al. 2007; Brox et al. 2008; Liu et al. 2008) together with acceleration techniques (Mahmoudi and Sapiro 2005; Bilcu and Vehvilainen 2007; Coupé et al. 2008b; Darbon et al. 2008; Brox et al. 2008; Orchard et al. 2008 ) and invariant patch similarity measures (Vrscay 2008; Kleinschmidt et al. 2008; Zimmer et al. 2008; Lou et al. 2009 ). This method has inspired the appearance of numerous so-called patch-based approaches for image smoothing, deblurring, segmentation, inpainting, superresolution, and texture synthesis, among others.
In this paper we propose the Generalised NDS (GNDS) framework for image smoothing as an extension of the NDS model of Mrázek et al. (2006) . Instead of penalising deviations from similarity considering only single pixel differences, as in the NDS model, we introduce a discrete variational approach with nonlocal constraints that penalise general dissimilarity measures defined on image patches. As an example of such dissimilarity measures we consider the weighted L 2 distance between patches used in the NLmeans filter. In such a case the resulting GNDS filter can be considered as an iterative neighbourhood filter consisting of two terms, one prescribing the solution to be nonlocally similar to the input image and the other imposing nonlocal regularity on the solution. Another characteristic of this filtering model is that it induces a new similarity measure in the photometric domain. We regard it as an extended patch similarity measure that evaluates not only the patch similarity of two chosen pixels, but also the similarity of their corresponding neighbours. This makes the selection of the most similar pixels in the averaging (filtering) process more robust. The new similarity measure includes three special cases: (i) similarity of single pixels, in which case we get the NDS filter of Mrázek et al. (2006) , (ii) isotropic patch similarity, which leads to the NL-means filter of Buades et al. (2005b) , and (iii) anisotropic patch similarity, which results in a novel filter for removal of salt-and-pepper noise.
This article is structured as follows: Sect. 2 describes the NDS model proposed by Mrázek et al., and the most important filters that can be obtained from it as special cases are summarised in Sect. 3. In Sect. 4, we report new relations between the NDS framework and recently proposed graph regularisation techniques. In Sect. 5, we introduce the Generalised NDS model, discuss relations to other patch-based approaches, its extension to multichannel images and the use of other similarity measures. In Sect. 6, we evaluate both the NDS and the GNDS approaches for the task of denoising images degraded by Gaussian and salt-and-pepper noise. We show that the NDS model outperforms other classical non-patch-based approaches and that our GNDS model auspiciously compares to other more sophisticated patch-based methods. We conclude the paper in Sect. 7.
The Nonlocal Data and Smoothness (NDS) Model
Let f, u : Ω → R be scalar images defined on the discrete image domain Ω. f stands for the (noisy) original image while u represents a processed version of it. Let J = {1, . . . , N} be the index set of all pixels in the images. The pixel position in the bi-dimensional grid is indicated by x i (i ∈ J ). The discrete energy function E of the NDS filter presented in (Mrázek et al. 2006 ) is a convex combination of a nonlocal data (or similarity) term E D and a nonlocal smoothness term E S :
Here
are increasing functions that penalise large (greyvalue) tonal distances, e.g., the Cauchy function Ψ (s 2 ) = λ 2 log(1 + s 2 /λ 2 ) (Holland and Welsch 1977; Perona and Malik 1990) . The weights w () : R + 0 → R + 0 are nonnegative functions downweighting large spatial distances, e.g., the hard window w(x 2 ) = {1 for x 2 < 2 , 0 otherwise} (Koenderink and Van Doorn 1999) or the soft window w(x 2 ) = exp(−x 2 /(2 2 )) (Chu et al. 1998) . For a more comprehensive list of penalisers, see Nikolova (2005) .
The complete NDS model can be regarded as a discrete nonlocal variational method combining both the data (1) and the smoothness (2) terms:
with regularisation parameter α ∈ [0, 1].
Numerical Implementation
After introducing the NDS model in the previous section, we now consider a robust and stable iterative procedure for minimising the energy functional. Even if the presented iterative fixed point approach is very simple, we will see that it satisfies a maximum-minimum principle for a general set of penaliser functions, and we will prove the existence of a fixed point. Taking the partial derivatives of the data term (1) yields
where Ψ denotes the derivative of Ψ w.r.t. its argument. In a similar way we calculate the derivatives of the smoothness term (2) which leads to
It is clear that the complete derivatives then have the form
For a critical point u of the energy functional E we have
We define the abbreviations
which help us to rewrite (7) as
where we use the partial derivatives shown in (4) and (5). This can be transformed into fixed point form
To have a positive denominator we assume that Ψ D (s 2 ) > 0 and Ψ S (s 2 ) > 0, i.e., the penalisers are monotonically increasing. Furthermore we assume that w D (s 2 ) ≥ 0, w S (s 2 ) ≥ 0 as well as w D (0) > 0 and w S (0) > 0 for the spatial weights. We use this equation to build up a first iterative method to minimise the value of E where the upper index k denotes the iteration number. Note that d i,j and s i,j also depend on the evolving image u k and thus also get a superscript to denote the iteration level involved. The corresponding fixed point iteration then reads as
In the following we will write this scheme (13) in the form u k+1 = F (u k ) with F : R N → R N . We note that we calculate u k+1 using only components of the vector u k of the old iteration level:
Such a method can also be called a nonlinear Jacobi method. Let us now state two important results. 
(16) Induction shows that the fixed point scheme (13) satisfies a maximum-minimum principle, i.e.
In the next proposition, we see that this property is not only useful from a practical point of view: Together with continuity, it gives us the existence of a fixed point. Proof Let us consider the set M := {u ∈ R N | u ∞ ≤ f ∞ } with the norm u ∞ := max j ∈J |u j |. M is nonempty, compact and convex. Then the maximum-minimum stability implies that F (M) ⊆ M. With our requirements on the tonal and spatial weights, the denominator in (13) is always larger than zero. This means that each component F i : R N → R is continuous with respect to the norm · ∞ . Since this holds for all i, we know that Brouwer 1911 or Zeidler 1986 shows that F has a fixed point in M.
From the derivation it is clear that a fixed point corresponds to a critical point of E. If we have chosen our penaliser functions such that the energy functional is strictly convex, this is equivalent to the unique minimum of E.
Alternatively, the solution of the NDS energy (3) can be obtained by gradient descent optimisation:
with step size τ > 0. Considering (7)-(11), the energy minimiser is computed as
Note that by setting τ = 1 one obtains the fixed point iteration (13).
Important Special Cases
Recall that the NDS functional (3) can be optimised using the fixed point iterations (11). Let us introduce the following notation for the tonal weights,
and for the spatial weights,
where the spatial weights w implicitly contain a scale parameter specifying how quickly the weight decreases: Small means a local operation (or a smaller window), larger leads to operations with large-scale effects. The window sizes for the data and smoothness terms may differ.
Using this notation, (11) can be written as
In the following sections we show that many well known filtering and estimation methods can be derived from equation (25) (and thus from the NDS functional) by a simple choice of the parameter α which balances the smoothness and data terms, the window size , and by an appropriate selection of the weighting functions g D , g S , w D , and w S . Figure 1 gives an overview of the NDS landscape and the methods covered below.
M-Estimators and Local M-Smoothers
When estimating the underlying constant signal from noisy samples, the selected method should depend on the type of 
noise present in the data. For Gaussian noise, taking the sample mean is a good choice, providing the maximum a posteriori (MAP) estimate. For noise with heavier tails (caused either by the noise properties themselves, or because e.g. the samples were mixed from two distributions due to signal discontinuity), one has to use methods from robust statistics that are less effected by outliers, such as an Mestimator (Huber 1981; Hampel et al. 1986 ). An M-estimate of a constant value u from noisy data f j is found by minimising
where the error norm Ψ can attain for example one of the forms presented in Table 1 . The right column of Table 1 gives an overview of what element minimises the functional (26) with the given error penaliser Ψ . For the L 2 norm (a), the solution is the mean of the noisy samples. The L 1 norm (b) is minimised by the median. For the robust error norms (c) and (d), the influence of outliers is very much reduced, and the solution u minimising (26) approximates a mode (maximum) of the probability density underlying the noisy samples. The mode ideally corresponds to the most frequent value present in the data. For the discrete noisy samples, the maximum of the density can be only estimated e.g. using suitable smoothing kernels; see Cheng (1995) for some examples and a connection to iterative solvers. Note that while the L 2 and L 1 norms lead to a convex functional minimisation, the robust error norms (c) and (d) in Table 1 are nonconvex, and their corresponding functionals E(u) may exhibit multiple local minima.
The M-estimators were introduced to robustly estimate a single value from noisy samples. For images, we have to consider also the spatial distribution of the data. Such a generalisation is known as local M-smoothers, and the functional to minimise has the following structure (Chu et al. 1998; Winkler et al. 1999 ):
where w represents the spatial weight depending on sample distance. The local window B(i) is introduced in (27) for computational convenience only, to make the index j run through the neighbourhood of x i where w(|x i − x j | 2 ) exceeds some threshold of contribution importance. The energy functional (27) can be minimized using an iterative scheme called W-estimator (Winkler et al. 1999) ,
where the process is initialised with u 0 i := f i . This iterative scheme converges to a local minimum of (27) close to the input data. Depending on the penaliser Ψ , the iterations may lead e.g. to a local mode approximation (van Ginneken Comparing (28) with our scheme (25), we observe that the local M-smoothers and the W-estimator correspond to the data term of the NDS model. To obtain the W-estimator from (25), simply set the smoothness parameter α = 0. The spatial weight w will be chosen so that it covers some area around the current pixel, typically larger than the immediate neighbourhood.
Bilateral Filtering
Contrary to the previous section, let us analyse the situation for the maximum smoothness parameter, α = 1. Then, the data term from (3) and (25) vanishes, and the full scheme consists of the smoothness term only. The resulting energy functional
can be minimized by the fixed point iterations
Equation (30) is known as bilateral filter (Aurich and Weule 1995; Smith and Brady 1997; Tomasi and Manduchi 1998) . While bilateral filtering was originally proposed as a heuristic algorithm, we have shown that it can be derived as a special case from the NDS energy functional (3) where only the smoothness term is considered, and the local smoothness of the signal u is evaluated in a nonlocal window w S .
Regularisation Methods
Consider the optimality condition
with B(k) = {j ∈ Z : |x k − x k+j | ≤ S }, and the hard window
Then, following Weickert (1994) ; Didas and Weickert (2006) , (31) can be regarded as a crude approximation of the steady state of the rotationally invariant PDE
when the kernel size δ in u δ := G δ * u vanishes, g S := Ψ S , and e ϕ = (cos ϕ, sin ϕ) . Furthermore, (32) is equivalent to the anisotropic model
with the diffusion tensor
In Weickert (1994) it is shown that the eigenvectors and eigenvalues of D are given by
where (r, ϕ) are the polar coordinates of ∇u. In our case, i.e. δ → 0, the process (33) becomes isotropic with scalar diffusivity g := λ ⊥ :
This means that the solution of the smoothness term (2) approximates a Perona-Malik filter that diffuses in direction ∇u ⊥ perpendicular to the gradient, i.e. along edges.
If we now include the data term (1) with a local spatial window
the resulting process approximates
which can be regarded as a fully implicit time discretisation of the diffusion process (34) with a single time step of size 2α 1−α > 0. Following Scherzer and Weickert (2000) , it can be shown that (35) corresponds to the Euler-Lagrange equation of the continuous functional
where Ψ S := g. The continuous functional is the classical energy functional from regularisation or Bayesian frameworks; see e.g. Bertero et al. (1988) , Geman and Geman (1984) , Mumford (1994) , Winkler et al. (1999) . As an example, the continuous Mumford-Shah functional fits into this framework if we choose Ψ D (s 2 ) := s 2 and Ψ S (s 2 ) := min(s 2 , λ 2 ). Also, the diffusion filters (Perona and Malik 1990; Weickert 1997 ) and diffusion-reaction processes (Nordström 1990; Schnörr 1994; Stevenson et al. 1994; Charbonnier et al. 1997 ) can be derived from (36).
Histogram Quantisation
For the sake of completeness, let us consider the case when the spatial support window grows to 'infinite' size, and all the pixels are connected with the same weight regardless of their position in the image, w D,S ≡ 1. Then, the NDS functional simplifies to
Because the spatial information does not appear in the formula, the solution can be equivalently found in a space where the spatial information was omitted and only the tonal information remains: the image histogram. For example, minimizing the functional for the robust penaliser Ψ from Table 1 (c) or (d) corresponds to replacing each pixel value with the local mode of the corresponding image histogram. The resulting image will have a smaller number of gray values, adaptively quantised. The data and smoothness terms in this context correspond to the non-blurring or blurring mean shift process, respectively (Cheng 1995) .
NDS and Graph Regularisation
In this section we show that the discrete NDS framework is closely related to graph regularisation techniques and that it extends recent developments in the context of image and manifold regularisation on weighted graphs.
A discrete image is usually defined on a regular domain, e.g. on a rectangular grid. However, for more general image domains it is more appropriate to represent an image as a graph with arbitrary topology. Every vertex (pixel) i of the graph encodes both the pixel location x i and the pixel intensity f i . The edge connecting two vertices i and j represents the similarity between both pixels, expressed as a weight function w(i, j ) > 0. Employing such graph representation and special calculus on graphs Schölkopf 2004, 2005) , several regularisation models for general data living on discrete spaces have been recently proposed. In the context of image denoising Weickert (1998) developed a space-discrete theory for diffusion filtering that is directly applicable to functions defined on graphs, and Chan et al. (2001) introduced the digital TV filter as a discrete version of the continues ROF model (Rudin et al. 1992 ). In the context of semi-supervised learning Schölkopf (2004, 2005) proposed a discrete analogue of classical regularisation (Tikhonov and Arsenin 1977) with a p-Dirichlet regulariser; and Zhou and Burges (2008) introduced a discrete analogue of the Laplace-de Rham operator as a regulariser.
Following the ideas from graph theory presented in Schölkopf (2004, 2005) , Gilboa and Osher (2008) proposed the use of nonlocal operators to extend some known PDEs and variational techniques in image processing to a nonlocal framework. In particular, they use discretised differential operators such as gradient and divergence. The discretisations involve pixel differences that are weighted by a patch-based similarity between pixels as in Buades et al. (2005b) . Bougleux et al. (2007) , Elmoataz et al. (2008a) , Bougleux et al. (2009) designed a discrete graph regularisation framework that can be seen as a digital extension of the continuous framework (Gilboa and Osher 2008) employing a p-Dirichlet regulariser. The same discrete framework has been applied in image segmentation tasks (Ta et al. 2009 ). Furthermore, nonlocal differential operators have been used to derive nonlocal morphological PDEs (Elmoataz et al. 2008b) .
We now show that the discrete variational NDS model (3) can be regarded as a common regularisation method for general data defined on discrete spaces. Let us consider the smoothness term (2) of the NDS model using Ψ (s 2 ) = 1 p |s| p , p > 0, as penaliser:
where
is the weighted L p norm. Other definitions of the weighted gradient norm are possible using alternative weighted difference operators (see Hein et al. 2007 and references therein). The regulariser (37) has been used in Zhou and Schölkopf (2005) , Bougleux et al. (2007 Bougleux et al. ( , 2009 , Elmoataz et al. (2008a) for regularisation on arbitrary graphs. In particular, the following energy functionals have been proposed in Bougleux et al. (2009) :
The functional (38) corresponds to an isotropic model whose minimiser is obtained by solving a linear system, whereas (39) is an anisotropic model leading to a nonlinear system. The nonlocal interactions between graph nodes are introduced via the weight function w. In the general case the weight w(i, j ) := w(F i , F j ) measures the similarity between the nodes i and j with respect to a certain feature vector F . For instance, a weighted L 2 norm between image patches can be used for the task of image smoothing. This and other similarity measures are discussed later in this paper.
There exist three main differences between the NDS framework and the graph regularisation (GR) approach:
(i) in the NDS we allow the use of any penaliser for both the data similarity and the smoothness term, whereas GR only considers penalisers of the form Ψ (s 2 ) = 1 p |s| p for p ∈]0, 2]; (ii) in the NDS model nonlocal interactions are present in both the data and the smoothness term, while in the GR techniques the non-localities are only considered in the regularisation term; and (iii) in the NDS framework the functions w only depend on the spatial node/pixel locations, whereas in the GR approaches w can be defined in terms of several node characteristics.
The point (iii) suggests that the NDS model (3) can be generalised by extending the definition of the weighting functions w. However, we do not further develop this idea here. That will be part of future work. In Sect. 5 we shall consider another generalisation of the NDS framework, where we rather concentrate on the penalisers Ψ , which we allow to act on more general constraints.
Generalised NDS Model
The NDS model of the previous section was termed nonlocal data and smoothness (NDS) because of the interactions between more distant pixels than the immediate neighbourhood. However, the tonal weights in (3) depend on the single differences between pairs of connected pixels. These single differences have a limited ability to express local image structure and geometry, and for practical purposes, the pixel interactions have to be kept to a relatively small neighbourhood.
Many recent approaches for image denoising make use of self-similarity of the whole image, or similarity between several images. For filtering, pixels from very distant locations could also contribute to the result. To distinguish which pixels are compatible, a more powerful measure is needed to evaluate the similarity: Not just pixel difference, but the similarity of a whole region of interest, or image patch around the central pixel, is considered. The NL-means filter (Buades et al. 2005a (Buades et al. , 2005b ) is a typical example of this class of filters.
In this section, we combine the idea of patch similarity with the NDS functional, which leads to a Generalized Nonlocal Data and Smoothness, or GNDS model. We keep the discrete variational framework involving both data and smoothness terms, and allow for different ways to calculate the distance of the image patches. We will show which iterative filter can be derived as a minimizer of the GNDS energy functional. Inspired by its form, we will relax a constraint and present a new family of patch-based GNDS filters.
GNDS Functional and Its Minimisation
First, let us introduce the tonal distance functions d D , d S : R 2p → R + 0 in the data and the smoothness term. For example, in the data term, such a function calculates the distance between two image patches u(P i ) of the evolving image and f (P j ) of the initial image. The index sets P i and P j define image patches as neighbourhoods of the pixels i and j , respectively. Both patches are assumed to have the same size p ∈ N and the same shape.
As distance function, for example the weighted L 2 norm can be used, i.e.
where G σ (p) := exp(−p 2 /(2σ 2 )). This has also been used as a patch distance in the nonlocal means algorithm. With these definitions, the Generalised Nonlocal Data and Smoothness (GNDS) model reads
As we did in Sect. 2.1 for the NDS model, we now obtain the corresponding fixed point form for (41). The minimiser u of (41) necessarily satisfies
Using the distance function (40) in both the data and the smoothness terms, we have:
where the operator ' * ' stands for convolution. A more detailed derivation can be found in Appendix A.1. Then, with help of the abbreviations
and with the spatial weights defined as in (23)- (24), the fixed point for the GNDS model reads
for all i ∈ J . This equation can be embedded in a fixed point iteration scheme similar to (12)-(14). A maximumminimum principle and the existence of a fixed point can be proven following Propositions 1 and 2. Analogously to (18), the energy minimiser can be obtained via gradient descent.
The data similarity and smoothness constraints in our generalised model (41) penalise tonal distances between patches rather than between single pixels as in the original NDS approach (3). Comparing (45) with the fixed point form of the NDS model (25) we note that the patch distances induce convolutions with the neighbouring tonal weights. In Sects. 5.2 and 5.3 we discuss the implications of this fact and how it inspires the modelling of new filters.
Double Weighting
Considering the data term of (45) only (the situation for the smoothness term is analogous), and expanding the convolution (43), the fixed point equation for the filtered pixel u i becomes
where M i,j is the usual normalisation by the sum of all applied weights:
In (46), G σ is the Gaussian of radius r σ which represents the patch size in the patch similarity computation (40). Note that this weighting appears twice in formula (46): Once during the patch similarity calculation (summed over q) before the nonlinearity Ψ is applied. We call this G σ the inner weighting of patch pixels. Moreover, G σ appears also for a second time in (46), in the sum over p. We call this the outer weighting which is applied when summing the results of the function Ψ after it is applied to individual patch distances. Figure 2 demonstrates this: the tonal weight (43) entering in (46) not only involves the comparison of the patches about the pixels i and j , but also the patch similarity between their corresponding neighbours is considered. Equation (46), and particularly this double weighting, deserve a detailed discussion. The estimated pixel value u i in (46) is obtained as a weighted average of some data samples f j . Let us consider a single data pixel f j , and analyse what is the weight by which this pixel contributes to the weighted result. For a single value of the dummy variable p, the sum
evaluates the weighted L 2 distance between an image patch around pixel u i+p on one hand, and an image patch around pixel f j +p on the other hand (where the size of the patches is given by the weighting function G σ ). In the notation used earlier in this paper, this patch distance is denoted d(u(P i+p ), f (P j +p )). Note that the compared patches are offset with respect to the estimation and data positions i and j , respectively, by a common shift p.
Coming back to (46), after evaluating the patch distance, the nonlinearity Ψ is applied next. We remark that this nonlinearity can be related to robust statistical estimation; its role is to downweight outliers, and convert patch distance to (robust) patch similarity. Then, the resulting patch similarities are summed over variable p in a second patch neighbourhood, again defined by the weighing function G σ . Note that the inner and outer weighing functions are identical, which originates in the functional E GD of (41) and the derivatives with respect to u i which duplicated the inner weight also out of the nonlinearity (see Appendix A.1).
Summarising it in words, (46) has the following meaning: For pixels u i and f j , calculate the patch distances of all patches at positions i + p and j + p taken with the offset p around u i and f j , respectively. Then, average these patch distances (transformed first by the nonlinearity Ψ ) using the outer weighting G σ . Thus, the pixel f j will contribute to the result u i with a hight weight not only if the patches around u i and f j are similar, but also if the neighbouring patches u i+p and f j +p resemble each other.
GNDS Filter Family
In the previous section we discussed the roles of the inner (patch) weighting G σ and the outer (similarity integration) weighting. Derived from the energy functional, these two weightings are identical. In the fixed point iteration though, these two weighting functions have a different role, and it is instructive to analyse what changes if they are decoupled.
In the following, we keep the parameter r σ for the radius of the Gaussian G σ of the inner pixel weigthing for patch similarity calculation. The outer integration scale will use a different weighting function G ρ of radius r ρ , and the pixel averaging equation becomes
where M i,j is the corresponding normalisation factor. Let us now study what is the effect of varying the parameters σ and ρ which determine the size of the inner and outer weighting windows, respectively.
First, let ρ → 0, leading to the following outer weighting:
Equation (47) then simplifies to
which, using Ψ (s 2 ) = 2λ 2 (1 − exp(−s 2 /(2λ 2 ))), corresponds to the non-iterative NL-means filter introduced by Buades et al. (2005a) , Buades et al. (2005b) . NL-means weights the contribution of the pixel f j using a single patch distance comparing patches around u i and f j , and omits any additional integration of these patch similarities using the outer summation. Second, let σ → 0. This leads to
Comparing (50) with (49), we observe that these two equations have a highly similar structure, with a single difference: The position where the nonlinearity Ψ is applied. For NL-means (49), we first sum the differences of individual pixels, thus evaluating the weighted L 2 similarity, and then apply the robust weighting Ψ . In the other case of (50), we apply the nonlinearity Ψ to individual pixel differences, and then integrate the result over the window G ρ . Even in this case, the weight of pixel f j is influenced by the whole patches around u i and f j . The difference lies in the way the patch similarity is evaluated. Due to the structural resemblance of the filters (49) and (50) to isotropic and anisotropic penalisation (Weickert and Schnörr 2001) we call (50) anisotropic NL-means. As a third example, let both σ → 0 and ρ → 0. Then, the generalised NDS scheme (47) simplifies to the classical NDS scheme (11) which is based on simple pixel differences instead of patch distances. (Mrázek et al. 2006 ) Fig. 3 The tonal weight in (47) is computed over an area determined by the integration neighbourhood (solid lines)-Gaussian G ρ of radius r ρ -and the patch size (dashed lines)-Gaussian G σ of radius r σ . From left to right, different configurations where the total area described by a Gaussian of radius r ρ + r σ (dotted line) is kept constant. The first and the last configurations correspond to the weighting scheme of the filters (49) and (50), respectively
Following the previous analysis, if we allow the inner and outer Gaussian kernels in (43)-(44) to operate on different integration scales, i.e. σ (inner), ρ (outer),
the modified fixed point equation (45)
can be regarded as a full family of highly nonlinear and robust filters. A single member of this family with ρ = σ can be derived from the energy functional (41). The well known NL-means method belongs to this family. It represents the case when α ∈ {0, 1} and the outer scale vanishes. Some of these special cases are summarised in Table 2 . Practically, the inner and outer scales both act in the direction that by increasing them, we increase the area used to evaluate image similarity: Higher values lead to a more thorough (and costly) patch comparison. Consider the special situation when this combined scale is kept constant, the amount of integration just shifts between the inner and outer scales. Such a setting forms a family of filters with approximately the same spatial extent of operations. What changes is the position at which the nonlinearity Ψ enters the chain. The NL-means (49) and the summation of robust pixel similarities (50) represent the two extremes of this family.
Considering an image of N pixels, a squared search window w of s 2 pixels, and circular patch of radius r, the computational complexity of the filter family (53) is Figure 3 illustrates the effect of varying r ρ and r σ while keeping r ρ + r σ constant. The different configurations correspond to different ways of computing pixel similarity.
Alternative Formulations of the NL-Means Filter
Using the Whittaker-Tikhonov penaliser Ψ (s 2 ) = s 2 we obtain Ψ (s 2 ) := ∂ s 2 Ψ (s 2 ) = 1 and both filters (49) and (50) become equivalent to
In our setting the spatial function w acts uniquely as a search window, i.e. it delimits the spatial extent where the pixels j , neighbours of i, are taken from. However, in various works (Gilboa and Osher 2007; Bougleux et al. 2007; Chatterjee and Milanfar 2008) it is argued that (54) can be regarded as the NL-means filter by redefining the weights via
with h > 0 as a filter parameter. Note that the additional weighting term is constant as it depends on the input image f . This indicates that the filter (54) could be directly derived from the data term (1) of the NDS functional employing Ψ (s 2 ) = s 2 and w. Analogously, a filter that averages over the evolving image u can be obtained from the smoothness term (2). Similar ideas have been considered in Gilboa et al. (2006) , Azzabou et al. (2007) , Brox et al. (2008) . In Kervrann and Boulanger (2008) , Chen et al. (2008) , Peyré et al. (2008) energy functionals with weights depending on the unknown solution u via d(u(P i ), u(P j )) have been considered. However, all these methods assume constant weights in the computation of the optimality conditions ∇E(u) = 0. The variational filter proposed by Brox et al. (2008) also considers nonlocal weights depending on u. Although they do not assume constant weights in the derivation of the Euler-Lagrange equations, these become very complex and computationally expensive. To a certain extent, the mentioned filters could be obtain from the original NDS framework (3) by extending the definition of the weights w as in (55) (see also a related discussion in Sect. 4). In the proposed GNDS framework we keep regarding the weights w only as (nonlocal) spatial functions. Instead, we generalise the constraints being penalised in the energy functional. That is, in (41) we have replaced the single pixel similarity constraints of (3) by patch similarity constraints using the weighted L 2 distance between patches, obtaining a new family of neighbourhood filters. The use of other similarity measures is discussed in Sect. 5.7. It is important to mention that we do take into account the dependency of the distance measures on the solution u when deriving the optimality conditions. As a result, the classical and also some iterative versions of the NL-means filter can be obtained as special cases of the proposed filter family (53) without need of redefining the spatial weights w.
(Non-) Iterative and Steady-State Solutions
In Sect. 5.3 we explored the full family of filters that can be obtained from the proposed GNDS model by varying the inner and outer scales in the patch similarity computation. This entails the immediate extension of the filters presented in Sect. 3 to work with image patches rather than with single pixel differences.
Let us consider the fixed point (45) that iteratively minimises the energy functional (41). For 0 ≤ α < 1 this process will converge to a stationary state due to the data term dependency on the input image. Note that for α = 0 we obtain a generalised nonlocal M-smoothing process. In this case we can think, for instance, of a novel NL-means filter with a steady-state solution. For α = 1 we obtain a generalised nonlocal Bilateral filter, which needs to be stopped after certain number of iterations before the image gets completely smoothed away. This can be done by using the decorrelation criterion devised by Mrázek and Navara (2003) .
Extension to Multichannel Images
The extension of the GNDS model to multichannel images is straightforward. Let f, u : Ω → R d be the noisy image and the unknown noise-free image, respectively, both with d channels. To obtain the multichannel counterpart of the scalar GNDS model (41) we just need to redefine the patch distance (40) as
where · 2 is the Euclidean norm. Computing the optimality conditions ∇E(u) = 0 we obtain a fixed point for every channel u m (m = 1, . . . , d), cf. (45):
All channels are coupled via the tonal weights
which avoid the formation of discontinuities at different locations for the different image channels. Note that the fixed point (57) can be modified as in (53) to obtain a more flexible and robust filter.
Extension to Other Distance Measures
The proposed energy functional (41) is very general in the sense that one could choose any suitable distance measures d D , d S to impose similarity of particular image characteristics. Once the distances have been chosen, the optimality conditions ∇E(u) = 0 need to be derived in order to prescribe the corresponding energy minimiser, for instance, via a fixed point or a gradient descent scheme.
In the proposed GNDS model we have used the weighted L 2 norm (40) to measure similarity between image patches. However, one can employ different distance measures as well. For example, Kervrann and Boulanger (2008) use
where V ij is a diagonal matrix whose entries are averaged local variances of the image patches. Similarly, Goossens et al. (2008) replace V ij by a local estimation of the noise covariance matrix to filter images corrupted by correlated noise.
Another example where the selection of the patch distance is driven by the noise type corrupting the image data is due to Coupé et al. (2008a) . Based on the Bayesian nonlocal means filter (Kervrann et al. 2007 ) and on the Speckle noise model introduced in Loupas et al. (1989) , the authors propose a non-local filter for ultrasound images that uses the so-called Pearson distance for computing patch similarity:
These and other measures of similarity can be utilised in the proposed functional (41) with accordingly derived minimisation algorithms. In addition, as classically done in variational methods, the choice of the data similarity constraint can be driven by the statistical properties of the type of noise present, whereas the smoothness term must reflect desirable properties of the solution. Therefore, the issue of selecting appropriate patch distances for the data and smoothness terms of the proposed GNDS model is still open. We will explore these issues in a future work.
Experiments

Evaluating the NDS Model
The NDS framework was originally proposed by Mrázek et al. (2006) . In that paper, preliminary experiments showed the smoothing properties of the model under different parameterisations. In particular, the behaviour of the data and smoothness constraints over neighbourhoods with varying size using robust and non-robust penalisers was analysed. In several minimisation strategies for the NDS functional were compared, and in Pizarro et al. (2007) the NDS model was juxtaposed with several well known filters from the literature. For the sake of completeness, we show some of the key results presented in those papers. We focus on two main issues: (i) We show that the NDS model is able to outperform a wide range of classical filters, and (ii) we study the relations among its smoothing parameters. As motivated from a statistical point of view (Pizarro et al. 2007 ), two well suited models for filtering signals degraded by Gaussian and salt-and-pepper noise are
and
respectively, where B () is the disk-shaped hard window function used as spatial kernel with radius . We apply these models to reconstruct the noisy signals depicted in Fig. 4 (a) and (c). All parameters were optimised and the best five parameterisation for each model are shown in Table 3 , with L 1 denoting the absolute difference between the original (uncorrupted) signal and the denoised version. We also report on the performance of the mean and median filters as representatives of M-smoothers (Sect. 3.1), and classical regularisation filtering (Sect. 3.3) with four different penalisers. Without exceptions, our designed models outperform all the well known filters obtained as particular cases of the NDS framework.
As it is noticeable in Table 3 there exists a trade-off between the parameter α and the radii of the spatial kernels. For example, it is possible to achieve similar filtering results either by decreasing α or by increasing S . On the one hand decreasing α reduces the influence of the smoothness term, but on the other, increasing S considers contributions to the smoothness term from a larger neighbourhood. To illustrate this effect let us consider the original image shown in Fig. 5(a) (top left) and its degraded version with Gaussian noise of Fig. 5(a) (top right) that we restore employing the model (62). The radius D of the spatial kernel in the data term was fixed to 1. Fig. 4(a) . Right: Denoising results of the signal perturbed with salt-and-pepper noise shown in Fig. 4(c) . The best results are written in bold letters and plotted in Fig. 4(b) and Fig. 4(d examples where similar restoration quality is achieved under different parameterisation. Moreover, slightly better results are attained for α large and S small, which implies less operations and more efficiency. Additional experiments in Pizarro et al. (2007) showed the proportional relation between the weight α and the radius D of the spatial window in the data term. Although the NDS framework allows nonlocal processing by extending the support of the spatial windows w, note in Table 3 that for the best denoising results the radii D and S do not take very large values. As mentioned before, the effective utilisation of larger neighbourhoods is hindered by the limited ability of single tonal differences to express local image structure and geometry. In the next section we show how the proposed generalised NDS overcomes this problem by employing more powerful ways of measuring tonal similarity.
Evaluating the Generalised NDS Model
Comparison of Similarity Measures
The filter (47) induces a novel similarity measure between two pixels u i , u j that can be considered as an extended patch similarity measure
Choosing ρ → 0 one obtains an isotropic similarity measure
while with σ → 0, (64) becomes an anisotropic similarity measure
Considering the penaliser of Leclerc (1989) and Perona and Malik (1990) Ψ (s 2 ) = 2λ 2 1 − exp − s 2 2λ 2 (67) with filter parameter λ, (65) corresponds exactly to the similarity measure used by Buades et al. (2005b) in their NLmeans filter. A couple of recent works have proposed the use of other robust penalisers as well (Goossens et al. 2008; Peter et al. 2008) . We test these three measures on the noisy images displayed in Fig. 6 . For each one of the 16 textures we select 30 random pixels and compute their similarity to all other pixels in the image. For every chosen pixel we take its best 20 matches (pixels with the largest similarity) and check whether they belong to the same texture or not. Table 4 shows the average number of matches within the same texture and the overall performance of each similarity measure. In the case of Gaussian noise we used the Leclerc penaliser and for salt-and-pepper noise the regularised L 1 norm Ψ (s 2 ) = √ s 2 + 2 . The radii of the Gaussians were set to r ρ = r σ = 4.
The results show that the extended similarity measure is more robust and perform best under Gaussian degradation. This is due to the fact that, via the outer Gaussian weighting, the selection of similar pixels relies more strongly on the underlying image structures. On the other hand, it performs poorly under impulse noise. In this case the best choice is the anisotropic similarity measure, which acts as a noise detector at every pixel location. The same holds for higher levels of noise. Smoothing experiments will be presented in the following sections. meters (λ, τ, iterations) are displayed for the GNDS-D and GNDS-S filters (data and smoothness terms of (53) 
Comparison of Several Patch-Based Methods
We now evaluate the smoothing capabilities of the proposed GNDS model on the set of test images Barbara, House, Lena, Peppers, Boats from Portilla et al. (2003) which already contain Gaussian noise. The proposed GNDS filter is run iteratively via a gradient descent scheme. In all experiments we use the penaliser (67) with fixed contrast parameter λ for successive iterations of the filter, a search window of size 21 × 21 and patches of radius r σ = 5 (implemented as squares of (2r σ − 1) 2 pixels). The radius r ρ of the outer patch weighting was chosen between 0 and 2 pixels. With this configuration, one iteration of (53) on a 256×256 image took between 17 and 95 seconds on a Pentium IV 2.8 GHz executing C code. Table 5 juxtaposes several patch-based filters proposed in the literature. We employ the peak signalto-noise ratio (PSNR) as criterion for quality measure:
PSNR (dB) = 10 log 10 255 2
where o denotes the original noise free image and u the estimated denoised version. The shown results for Buades et al. (2005b) , Awate and Whitaker (2006) , Gilboa et al. (2006) , Gilboa and Osher (2007) were taken from Brox et al. (2008) . From those most competitive methods related to the proposed GNDS filter: Brox and Cremers (2007) , Brox et al. (2008) run an iterative NL-means algorithm that uses the noisy image for averaging and updates the weights from the estimated solution u of the previous iteration. A similar strategy is due to Boulanger (2006, 2008) who additionally adapt the size of the averaging neighbourhood at each pixel location to better capture local geometries. Azzabou et al. (2007) developed a variational filter structurally similar to Gilboa and Osher (2008) and Brox et al. (2008) that adapts the spatial extent of the local neighbourhoods. We also compare with the nonlocal TV filter as in Bougleux et al. (2009) (see Gilboa and Osher 2008 as well) . Although the proposed GNDS filter does not utilise sophisticated adaptive strategies, it also allows for a robust selection of similar pixels by making use of the extended patch similarity measure defined in (64). Note that in some cases the GNDS filter outperforms the more elaborated methods, though it is still below the state-of-the-art results provided by Dabov et al. (2007) . It is worth mentioning that the nonlocal smoothness term of GNDS model (41) reaches higher PSNRs than the nonlocal data term, which is more pronounced for higher levels of noise. Interestingly, the combined use of both terms leads to slightly better results than the smoothness term alone. We also run experiments considering models such as (i) local data terms i∈J Ψ (|u i − f i | 2 ) with a nonlocal smoothness term, and (ii) a nonlocal data term combined with semilocal smoothness terms i∈J,j ∈N (i) Ψ (|u i − u j | 2 ), where the set N (i) contains the 4 direct neighbours of pixel i. However, both models led to poorer results. This is in concordance with the findings in Gilboa et al. (2006) , Gilboa and Osher (2007) , where the proposed variational filters perform better when a nonlocal regulariser is used and the data fidelity term is disregarded.
As was mentioned above, the GNDS filter was implemented using a steepest descent algorithm. We run the iterative scheme for different time-step size τ = 0.1, 0.2, . . . , 1.0. Figure 7 shows the performance of the GNDS-D filter applied to the noisy test image House as a function of the time step τ and the filter parameter λ. Similar curves are obtained with the GNDS-S filter. As noted from Table 5 the best denoising results are attained with τ in the range [0.8, 1.0], in which case the number of iterations needed to reach the highest PSNR ranges between 1 and 3. Figure 8 shows a visual comparison of the proposed GNDS filter with the two most competitive methods (Dabov et al. 2007; Kervrann and Boulanger 2008) . The absolute method noise (AMN) |o − u| (×5) between the noise free images o and the restored versions u are shown in Fig. 9 . All three approaches provide very good results, while the method of Dabov et al. (2007) gives the highest PSNRs. Although our GNDS approach does not outperform these two methods in terms of PSNR, our results look much more pleasant and natural than those from Kervrann and Boulanger (2008) . That filter tends to over-enhance edges, creating staircasing artifacts that make the images look less natural, which can be observed in Fig. 10 . Another visible effect of the method of Kervrann et al. is noticeable in the AMN images of Fig. 9 . The black areas reveal that many edges remain untouched in the filtering process, i.e. no noise is removed at those locations. Our GNDS results do not show any visible artifacts and almost no loss of structures is perceived in the method noise images. These findings suggest that PSNR is not a fully reliable measure for denoising capability and perceptual quality altogether. Alternative Kervrann and Boulanger (2008) , and (c) the proposed GNDS filter ways of assessing these criteria are necessary, but this goes beyond the scope of our paper. Figure 11 demonstrates the application of our GNDS filter to denoising colour images. The noisy Boy images were created adding zero-mean Gaussian noise in every {R, G, B} channel independently. As it was indicated in Sect. 5.6 we apply the filter (57) on every image channel using the socalled channel coupling technique in order to avoid the formation of false colours and the dislocation of edges. That is, the same tonal weights (58)-(59) are used in all channels. The accurate localisation and restoration of edges can be observed in the zoomed images of Fig. 12 . This is especially visible in the transition between the Boy's cheek and the red collar. Our filter is able to restore gentle facial features and to preserve small details such as the pullover's zip.
We finally test our approach for removing impulse noise. Kervrann and Boulanger (2008) also shows some staircasing artifacts that make the images look less natural slightly improves the results obtained by the NDS model. It is worth mentioning that the method of Chan et al. initially detects the noisy pixels (salt or pepper) which are subsequently restored, while the other pixels remain unchanged. Although our approach does not recourse to a noise detector as a pre-processing step, it provides reasonable results for high levels of noise. Other interesting approaches dealing with simultaneos restoration and deblurring can be found in Bar et al. (2006) , Cai et al. (2008) , Liu et al. (2009), Jung and Vese (2009) .
Conclusions
We have introduced a general nonlocal discrete variational framework for image smoothing. It arises as a generalisation of the Nonlocal Data and Smoothness (NDS) filtering approach of Mrázek et al. (2006) . Although the NDS model allows nonlocal interactions between pixels, these are effective only semi-locally. This is caused by that fact that its model constraints just penalise single pixel differences that cannot propagate reliable information about the local geometry too far away from a chosen pixel. Therefore, we propose the Generalised NDS (GNDS) model with data and smoothness terms penalising general dissimilarity measures defined on image patches. They allow us to incorporate structured pixel information from truly nonlocal neighbourhoods in the smoothing process. We showed that by using the weighted L 2 norm as distance measure the energy minimiser results in a robust and versatile neighbourhood filter that can be adjusted to restore vector-valued images corrupted by Gaussian and salt-and-pepper noise. With respect to restoration quality our GNDS approach can outperform other related patch-based methods and compares fairly well to more advanced approaches (Dabov et al. 2007; Kervrann and Boulanger 2008) .
Our discrete variational framework includes as special cases patch-based generalisations of M-smoothers and bilateral filtering. We showed that a slight modification of the fixed-point solution leads to a more general family of nonlocal nonlinear filters, from which the NL-means filter of Buades et al. (2005b) and some of its iterative variants can be obtained. The proposed smoothing framework is closely related to the methods of Kervrann and Boulanger (2008) , Azzabou et al. (2007) , Brox et al. (2008) as well as to the approaches of Gilboa et al. (2006) , Gilboa and Osher (2007) and Bougleux et al. (2009) inspired from graph regularisation techniques. Some of these filters can be derived from our energy model by employing a different similarity measure and/or by redefining the spatial weight functions that we use as search windows.
In this work we have mainly exploited the use of the weighted L 2 norm to compute patch distances. However, there is a rich opportunity for future work concerning alternative similarity measures better suited for different types of noise contamination as well as for other applications such as deblurring, inpainting, super-resolution and segmentation.
