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We study the logarithmic error of numerical methods for the integration of
monotone or unimodal positive functions. We compare adaptive and nonadaptive
methods in the worst case setting. It turns out that adaption significantly helps for
the class of unimodal functions, but it does not help for the class of monotone
functions. We do not assume any smoothness properties of the integrands and obtain
numerical methods that are reliable even for discontinuous integrands. Numerical
examples show that our method is very competitive in the case of nonsmooth and/
or peak functions.  1996 Academic Press, Inc.
1. EXAMPLES
Let us begin our discussion with some examples. Assume that we want
to compute
I( f ) 5 Eb
a
f(x) dx
for a function with an extreme peak, such as
f(x) 5
1
102k 1 x2
, a 5 21, b 5 1, (1.1)
with k 5 10. Using symbolic calculation, such as Maple, one obtains
I( f ) P 314157 P 2 ?E1025
21025
f(x) dx.
Assume now that f is not known by its formula but only via a black box
that outputs f(x) on input x. In this case we have to apply a numerical
358
0885-064X/96 $18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
NUMERICAL INTEGRATION 359
scheme and it is apparent that existing software will have difficulties to find
I( f ) since half of the integral is in an interval of relative length 1/100000.
In this paper we present an algorithm (called PEAK) that will estimate
I( f ) for any positive unimodal function f on the basis of n function values.
The method uses Fibonacci-search to approximate the maximum of the
function and then computes an approximation of the integral. For given a
and b (with a , b), the input of PEAK is a triple ( f, n, k), where f is a
positive unimodal function, n is the total number of knots that can be used,
and k is the number of knots used for the approximation of the maximum.
The output of PEAK is denoted by Ikn( f ).
We tried the special example (1.1) with n 5 100 function values. The
best values of k are between 27 and 40. The results lie between
Ik100( f ) 5 314010, Ik100( f ) 5 315086.
This is not bad, given the extreme properties of the function. We even
obtain meaningful (but not accurate, of course) results for n 5 30. For such
a small number of knots, most of them should be used for the approximation
of the maximum. For k between 25 and 28 we obtain values between
Ik30( f ) 5 317876, Ik30( f ) 5 321930.
Another class of integrands is given by characteristic functions
f : [0, 1] R R, f 5 1[c,d] . (1.2)
Consider a nonadaptive quadrature formula Qn with n ordered knots x1 ,
. . . , xn . Then there exists a subinterval [xi , xk] such that
(xk11 2 xi21) 2 (xk 2 xi) $
2
n 1 1
,
where x0 5 0 and xn11 5 1. Consider the two functions 1[xi , xk] and
1[xi211«, xk112«] which agree on all knots if « . 0 is sufficiently small. It follows
that the maximal error of Qn (on the set of functions of the form (1.2)) is
at least
1
n 1 1
. (1.3)
This lower bound is optimal since the midpoint rule has an error 1/(n 1
1). The adaptive method PEAK is exponentially faster on functions (1.2)
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with an error bounded by an for an a , 1. We tried PEAK with functions
of the type f 5 1[c,c11/2] with different c [ [0, As] and 30 knots. We always
got 0.499 # I1530( f ) # 0.500. The algorithm PEAK is defined in Section 6
which you may want to read now. There you also find a discussion of the
choice of k; see Remark 4.
2. INTRODUCTION
We derive almost optimal methods for the numerical integration of posi-
tive unimodal functions with respect to the logarithmic error. We compare
adaptive methods with nonadaptive methods and also the absolute error
criterion with the logarithmic error criterion.
Our results can be compared with two other possibilities for the integra-
tion of peak functions discussed in the literature.
(1) One can use adaptive methods that are based on an heuristic
strategy for choosing the knots, based on some error estimator. Guaranteed
error bounds are usually not obtained for such methods.
(2) Adaptive methods are used that are based on upper bounds of
supx[J u f (k)(x)u, where k [ N and J is a given subinterval of [a, b]. If
such upper bounds are available, then this approach leads to guaranteed
error bounds.
We do not assume that bounds for the derivatives can be computed. In
fact, we do not even assume smoothness properties of the integrand. We
prove error bounds using the a priori information that f is monotone or
unimodal, respectively.
In many applications we want to calculate an integral
I( f ) 5 E
V
f(x) dx,
where V 5 Rd and the following is known about f :
(1) The function f is nonnegative, f $ 0.
(2) The function f has a single maximum x* and, furthermore, the
sets hx u f(x) $ cj are convex for any positive c.
We study numerical methods In of the form
In( f ) 5 w( f(x1), . . . , f(xn)),
i.e., In only uses n function values to compute an approximation of I( f ).
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It is not possible to prove any error bound for any quadrature formula In
if we do not know more about f. We must know something about the
location of large values of f and therefore assume that (possibly after some
rescaling) the integral can be replaced by
I( f ) 5 E
V
f(x) dx,
where V 5 [0, 1]d. In this paper we only study the case d 5 1 and assume
that f : [0, 1] R R10 is increasing in [0, x*] and decreasing in [x*, 1].
Further assumptions on f are not required in the final algorithm but they
are necessary to prove error bounds and the optimality of the algorithm.
Therefore, for the theoretical considerations, we restrict our class of func-
tions further and assume that f # 1. In some cases we know the unique
maximum x*. In this case one can treat the intervals [0, x*] and [x*, 1]
separately and, after some simple rescaling, we obtain the class
F m0 5 h f : [0, 1] R [0, 1] u f(0) 5 0, f(1) 5 1, f is nondecreasingj.
For the case where the maximum x* is unknown, we consider the class
F u0 5 h f : [0, 1] R [0, 1] u f is increasing in [0, x*]
for an x* and decreasing in [x*, 1]j.
Functions from F u0 are called unimodal. The classes F m0 and F u0 are suitable
classes if we want to study the absolute error of numerical methods. For
the logarithmic error, however, we additionally need a lower bound on the
integral I( f ) and therefore we define the classes
F md :5 F m0 > h f u I( f ) $ dj
and
F ud :5 F u0 > h f u I( f ) $ dj.
The parameter d is between 0 and 1 and is usually rather small.
In some cases we may only know that f : [0, 1] R [0, 1] is nondecreasing
in an interval [0, x*] and nonincreasing in [x*, 1], for some unknown
x* [ [0, 1]. This information is much weaker than f [ F u0 because it is
more difficult now to find x*. Assume, for example, that we know f(Af) 5
f(Df) 5 1024. If f [ F u0 then f(x) [ [0, 1024] for all x [ [0, Af] and x [ [Df, 1]
and x* [ [Af, Df]. This is important information on f. If, however, we only
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know that f is unimodal in the weaker sense then we do not know anything
about the position of x* and the integral of f in the interval [0, Af] may be
large. We stress that PEAK works fine for all positive unimodal functions
with the stronger monotonicity condition. It also works in some other cases,
such as for functions of the form (1.2), but we do not analyze this in detail.
To compute the integral I( f ) approximately we first compute some func-
tion values
N( f ) 5 ( f(x1), . . . , f(xn))
of f. If the knots xk are fixed in advance we speak of nonadaptive informa-
tion. We also consider adaptive methods, where xk 5 ck( f(x1), . . . , f(xk21))
depends on what is already known. We consider all methods of the form
In( f ) 5 w( f(x1), . . . , f(xn)) 5 w(N( f )),
where w : Rn R R and the knots are chosen adaptively or nonadaptively.
If we want to stress that In is nonadaptive then we write Inonn . Much is
known about the power of adaption, see Traub et al. (1988) and the recent
survey Novak (1996).
The usual error criterion in theoretical studies of numerical analysis is
the absolute error, defined by uI( f ) 2 In( f )u. In the worst case setting we
study the maximal error
Dabs(In) 5 sup
f[F
uI( f ) 2 In( f )u,
where F is a function class, such as F md or F ud .
We now motivate the logarithmic error. Assume, for example, that after
computing N( f ) 5 y [ Rn we know that either I( f ) [ [1026, 1025] or
I( f ) [ [As 1 1026, As 1 1025]. In both cases we can estimate I( f ) up to an
error of 4.5 3 1026, so both cases are similar if we consider the absolute
error. However, we also could say that in the first case the largest possible
value of I( f ) is 10 times larger than the smallest value, while this factor is
much smaller in the second example. Such a logarithmic scaling is more
adequate in many applications and therefore we want to study the logarith-
mic error, defined by
Dlog(In) 5 sup
f[F
ulog I( f ) 2 log In( f )u.
We use the natural logarithm in this paper, but of course this is not im-
portant.
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Instead of the logarithmic error also the relative error,
Drel(In) 5 sup
f[F
uI( f ) 2 In( f )u
uI( f )u
,
can be used. The logarithmnic error and the relative error are similar, if
both are small.
Assume that
l( y) 5 infhI( f ) u f [ F, N( f ) 5 yj . 0
and
u( y) 5 suphI( f) u f [ F, N( f ) 5 yj.
With respect to the logarithmic error, the optimal estimate of I( f ) is the
geometric mean
wlog( y) 5 Ïl( y)u( y) (2.1)
with a local logarithmic error
log u( y) 2 log l( y)
2
.
With the same information the optimal estimate wrel( y) 5 x for the relative
error is given by (u 2 x)/u 5 (x 2 l)/l, i.e., by the harmonic mean
wrel( y) 5
2l( y)u( y)
l( y) 1 u( y)
(2.2)
and the local error is
u( y) 2 l( y)
u( y) 1 l( y)
, 1.
Observe that the optimal estimate is quite different if c 5 u/l is large. In
this case we still have wlog( y) 5 Ïl( y)u( y) while wrel( y) P 2l( y) is almost
independent of u( y). In both cases, however, the error is determined by
the quotient c 5 u/l; i.e., good information tries to minimize this ratio.
This means that optimal information N for the logarithmic error is also
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optimal for the relative error and the optimal methods wlog n N and wrel n N
only differ with respect to the w. We have
Drel(wrel n N) 5 sup
y[N(F)
c( y) 2 1
c( y) 1 1
#
1
2
sup
y[N(F)
log c( y) 5 Dlog(wlog n N)
for any N and always Drel(wrel n N) # 1. The relative error is bounded by
the logarithmic error and, in particular, our upper bounds for Dlog also
apply to Drel . The logarithmic error seems to be more natural to us and so
we prefer this notion.
It is well known that the definitions of Drel or Dlog do not lead to interesting
worst case results if the class F is convex and balanced, because algorithms
with small relative errors only exist in trivial cases. See Traub et al. (1988),
in particular Section 4.6, for this and related results. The relative error
leads to very interesting results, also for a convex and symmetric F, if the
probabilistic setting is used. See Traub et al. (1988, Section 8.6).
For the classes F md and F ud with d . 0 the study of relative or logarithmic
errors makes sense, also, in the worst case setting. We will study the class
F md in Section 4, the main results are the following:
(a) Adaptive methods are not better than nonadpative methods,
inf
In
Dlog(In) 5 inf
Inonn
Dlog(Inonn ).
(b) We characterize the optimal (nonadaptive) knots. For small d,
equidistant knots are far from being optimal. Equidistant knots lead to an
error Dlog(In) P 1/(2nd), while optimal methods lead to an error
Dlog(I*n ) P
log (1/d)
2n
.
The class F ud of unimodal functions is studied in Section 5; the results
are quite different:
(a) In the class of nonadaptive methods, equidistant knots are almost
optimal with an error Dlog(In) P 1/(dn).
(b) Adaptive methods are much better and lead to an error of the
order
Dlog(I*n ) }
log (1/d)
n
.
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See Remark 1 and Remark 3 for some numerical values. The algorithm
PEAK is described in Section 6. We begin with some results for the abso-
lute error.
3. THE ABSOLUTE ERROR
The class F m0 was already studied by Kiefer (1957); see also Novak (1992).
It is easy to see that the same results are true for all F md with 0 # d # Af.
In the case of a large d the difference between the absolute and the relative
error is small and therefore we are more interested in the case of small d.
Hence, for simplicity, in this section we only consider the case d # Af.
PROPOSITION 1. Consider the class F md with 0 # d # Af. Then we have
inf
In
Dabs(In) 5 inf
Inonn
Dabs(Inonn ) 5
1
2n 1 2
and the (nonadaptive) method
I*n ( f ) 5
1
2n 1 2
1
1
n 1 1 O
n
i51
f S in 1 1D
is optimal.
Sketch of proof. For the lower bound it is enough to study the informa-
tion for the function f(x) 5 x, i.e., we consider
N( f ) 5 ( f(x1), . . . , f(xn)) 5 (x1 , . . . xn) 5: y
with the knots xi that are taken for f. Then we have
u( y) 2 l( y) $
2
2n 1 2
for all n [ N and the lower bound follows. It is easy to prove the well-
known upper bound for I*n . n
For the classes F ud we prove that adaption may help insignificantly. We
obtain infIn Dabs(In) P infInonn Dabs(I
non
n ) P n21 and, hence, the error of the
optimal method is about twice as large as for the class F md .
PROPOSITION 2. Consider the class F ud with 0 # d # Af. Then we have
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1
n 1 2
# inf
In
Dabs(In) # inf
Inonn
Dabs(Inonn ) #
1
n 1 1
and the (nonadaptive) method
I*n ( f ) 5
1
n 1 1 O
n
i51
f S in 1 1D
is almost optimal with Dabs(I*n ) 5 1/(n 1 1).
Proof. First we prove the upper bound for the special method I*n .
Assume that we know N( f ) 5 ( f(x1), . . . , f(xn)) 5 ( y1 , . . . , yn) 5 y,
where xi 5 i/(n 1 1) and f [ F ud . Then there is a unique k [ h1, . . . , nj
such that
0 , y1 , y2 , ? ? ? , yk21 , yk
and
yk $ yk11 . yk12 . ? ? ? . yn . 0.
We know that the maximum x* is in the interval [xk21 , xk11]. Here we put
x0 5 0 and xn11 5 1 for simplicity. A lower bound of the integral is given by
I( f ) $ Ok21
i51
yi ? (xi11 2 xi) 1 On21
i5k
yi11 ? (xi11 2 xi) 5
1
n 1 1 SOni51 yi 2 ykD .
Similarly, an upper bound for the integral is given by
I( f ) #
1
n 1 1 SOni51 yi 1 1D .
Therefore it is clear that I*n ( f ) is a good estimate of I( f ) with
uI( f ) 2 I*n ( f )u #
1
n 1 1
for f [ F ud . We already know from the discussion in Section 1, see (1.3),
that this upper bound is optimal for any nonadaptive method, at least for
small d.
Now we assume that In is any adaptive method. We apply In to the
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function f* [ F ud , defined by f*(x) 5 f*(1 2 x) 5 2x for all 0 # x # As and
obtain (for this function) some knots x1 , x2 , ? ? ? , xk # 0.5 ,
xk11 ? ? ? ,xn . We know that yi 5 f*(xi) 5 2xi for i # k and yi 5 f*(xi) 5
2(1 2 xi) for i . k. Let u 5 suphe10 g dx u g [ F ud , N(g) 5 N( f*)j and l 5
infhe10 g dx u g [ F ud , N(g) 5 N( f*)j. If l . d then
u 2 l 5 On
i50
2(xi11 2 xi)2 1 (xk11 2 xk) ? (1 2 2(xk11 2 xk) 2 min( yk11 , yk)).
For which knots is u 2 l as small as possible? We can assume that xi11 2
xi 5 a for i 5 0, . . . , k 2 1 and xi11 2 xi 5 c for i 5 k 1 1, . . . , n. We
also put xk11 2 xk 5 b and obtain
u 2 l 5 2ka2 1 2(n 2 k)c2 1 b ? (1 2 min( yk11 yk)).
Using b 5 1 2 ka 2 (n 2 k)c we obtain
u 2 l 5 2ka2 1 2(n 2 k)c2 1 b ? max(1 2 2(n 2 k)c,
1 2 2ka) $ 2ka2 1 2(n 2 k)c2 1 b2.
Some trivial calculations show that the right side of the last display takes
its smallest value if a 5 c 5 1/(n 1 2) and b 5 2/(n 1 2). Hence we obtain
u 2 l $
2
n 1 2
and therefore Dabs(In) $ 1/(n 1 2). n
By the results on the absolute error we get directly some results for the
logarithmic error. First we assume that Fd is any class of functions such that
0 , d # E1
0
f(x) dx # 1
for all f [ Fd . There are simple relations between inf Dabs(In) and inf Dlog(In).
Observe that it is enough to consider optimal methods wlog n N and wabs n N
for both error criteria. The method wlog is defined by (2.1) and it is clear that
wabs( y) 5
l( y) 1 u( y)
2
.
For any N and y [ Rn we have uu( y) 2 l( y)u # 2 ? infw Dabs(w n N) and
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ulog l( y) 2 log u( y)u # ulog d 2 log(d 1 (u( y) 2 l( y)))u.
Hence we obtain
Dlog(wlog n N) # Asu log d 2 log(d 1 2 Dabs(wabs n N))u
and therefore
Dlog(wlog n N) #
Dabs(wabs ? N)
d
. (3.1)
Similarly we obtain
Dlog(wlog n N) $ Asu log 1 2 log(1 2 2 Dabs(wabs n N))u
and therefore
Dlog(wlog n N) $ Dabs(wabs n N). (3.2)
As a consequence of (3.1) and (3.2) we obtain the following estimates from
Propositions 1 and 2.
PROPOSITION 3. Consider the class F md with 0 # d # Af. Then we have
1
2n 1 2
# inf
In
Dlog(In) # inf
Inonn
Dlog(Inonn ) #
1
d(2n 1 2)
.
Consider the class F ud with 0 # d # Af. Then we have
1
n 1 2
# inf
In
Dlog(In) # inf
Inonn
Dlog(Inonn ) #
1
d(n 1 1)
.
In the interesting case of very small (positive) d, these estimates are
rather poor. In the following we construct new methods and prove error
bounds for these methods and so improve the upper bounds of Proposition
3 significantly. In particular we will see that equidistant knots are far from
being optimal, with respect to the logarithmic error.
4. MONOTONE FUNCTIONS
Let 0 , d , 1 and let N : F md R Rn be a nonadaptive information,
N : f ° ( f(x1), . . . , f(xn)).
We assume that the xi are ordered and also put x0 5 0 and xn11 5 1; hence
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0 5 x0 # x1 , x2 , ? ? ? , xn # xn11 5 1.
The optimal algorithm wlog using N is given by
wlog(N( f )) 5 Ïu(N( f )) ? l(N( f )),
where
u(N( f )) 5 On
i50
(xi11 2 xi) f(xi11)
and
l(N( f )) 5 max Sd, On
i50
(xi11 2 xi) f(xi)D .
By our general discussion above we also know that
Dlog(wlog n N) 5 sup
y[N(Fmd )
As ulog u( y) 2 log l( y)u.
The following result shows that the supremum over all y [ N(F md ) can be
replaced by a maximum over a finite set. We skip the proof, as well as the
proof of other results. We hope that the main ideas are still clear and refer
the reader to Roschmann (1995) for the technical details.
PROPOSITION 4. For any nonadaptive information N : F md R Rn the error
of the optimal method wlog n N is given by
Dlog(wlog n N) 5 max
y
As ulog(u( y)) 2 log(l( y))u.
Here the maximum runs over all y [ Rn of the form
y 5 (0, 0, . . . , 0, y˜, . . . , y˜, 1, . . . , 1),
with
l( y) 5 d 5 On
i50
(xi11 2 xi) yi .
Using Proposition 4 it is possible to characterize the optimal nonadaptive
knots which yield the optimal nonadaptive method I*n for a given n and
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d [ ]0, 1[. Again we skip the details. It turns out that the optimal knots
are ‘‘equidistant in a logarithmic sense.’’ Only in the special case d 5
n/(2n 1 2) we obtain equidistant points.
THEOREM 1. Assume that d ? n/(2n 1 2). Then the optimal nonadaptive
knots x1 , . . . , xn are given by
xi11 5 xi 5 abn2i ;
i.e., 1 2 xn 5 a and xn 2 xn21 5ab and so on, or
xi 5 1 2 a ?
bn2i11 2 1
b 2 1
, i 5 1, . . . , n.
The parameter b [ R1 is defined by
d 5
nbn11 2 (n 1 1)bn 1 1
(bn11 2 1)2
(3.3)
with a 5 (b 2 1)/(bn11 2 1). In the case d 5 n/(2n 1 2) the optimal knots
are equidistant ; i.e.,
xi 5
i
n 1 1
.
The error of the optimal nonadaptive method is
Dlog(I*n ) 5
1
2
log
(n 1 1)bn12 2 (n 1 2)bn11 1 1
nbn11 2 (n 1 1)bn 1 1
5
1
2
log Sad 1 bD (3.4)
if d ? n/(2n 1 2) and
Dlog(I*n ) 5
1
2
log
n 1 2
n
if d 5 n/(2n 1 2).
Remark 1. It follows from Theorem 1 that, if d . 0 is small, optimal
knots are much better than equidistant knots. Consider the case d 5 1026.
For n 5 10 the optimal parameter b, given by (3.3), is b 5 4.21125. The
error of the optimal method is Dlog(I*n ) 5 0.768. For n 5 100 the respective
values are b 5 1.1771 and Dlog(I*n ) 5 0.087.
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Now we compare these values with the optimal method In that uses
equidistant knots xi 5 i/(n 11 ) for i 5 1, . . . , n. The error of In is
Dlog(In) 5
1
2
log
d(n 1 1) 1 1
d(n 1 1)
.
For d 5 1026 we obtain, for example,
Dlog(I10) 5 5.71, Dlog(I100) 5 4.60, Dlog(I105) 5 1.20, Dlog(I106) 5 0.35.
With equidistant knots we need more than 250,000 function values to obtain
the same error as with 10 optimal knots.
Adaptive Methods. The local error As ulog u( y) 2 log l( y)u of the optimal
nonadaptive method I*n is maximal for information y of the form that was
described in Proposition 4. For the proof of lower bounds for adaptive
methods, however, it is important that the maximal local error is also
attained by a different y [ Rn. Let f0 be the smallest function in F md such that
f0(xi) 5 1 2 xn2i11 ,
where the xi are the optimal knots from Theorem 1. The integral of this
function is given by
E1
0
f0(x) dx 5
nbn11 2 (n 1 1)bn 1 1
(bn11 2 1)2
5 d
and it turns out that the error of the optimal method I*n can also be written as
Dlog(I*n ) 5 As ulog(u(N( f0)) 2 log(l(N( f0))u.
Now consider any adaptive method In for the particular function
k(x) 5
cx
1 2 x 1 c
with c 5
1
bn11 2 1
and observe that
k(xi) 5 f0(xi) 5 1 2 xn2i11
for the knots xi of the optimal nonadaptive information. One can show
that for any n knots u(N(k))/l(N(k)) is minimal for the special knots of
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I*n . It follows that I*n is optimal even in the larger class of all adaptive
methods.
The optimal b is given by (3.3) and the respective error of the optimal
method I*n is given by (3.4). If particular values of n and d are given, then
it is easy to compute b and Dlog(I*n ) numerically. We can apply Newton’s
method to (3.3); i.e., we compute the zero b [ R1 of the function
h(b) 5
nbn11 2 (n 1 1)bn 1 1
(bn11 2 1)2
2 d.
The function h is monotone decreasing and continuous on R1 if we also put
h(1) :5 lim
bR1
h(b) 5
n
2n 1 2
2 d.
We want to prove more explicit error bounds, in particular for fixed d and
n R y. We put b 5 1 1 c/n and consider the function
Hn(c) 5
n(1 1 c/n)n11 2 (n 1 1)(1 1 c/n)n 1 1
((1 1 c/n)n11 2 1)2
.
We obtain
lim
nRy
Hn(c) 5
c ? ec 2 ec 1 1
(ec 2 1)2
5: Hy(c).
Also the sequence
n ? (Hn(c) 2 Hy(c))
converges and therefore is bounded; i.e.,
Hn(c) 5
c ? ec 2 ec 1 1
(ec 2 1)2
1 O(n21).
We are looking for c 5 c(n, d) such that Hn(c) 5 d. Then the optimal
b 5 b(n, d) is given by b(n, d) 5 1 1 c(n, d)/n. The function Hy is decreasing
on R with
lim
cR2y
Hy(c) 5 1, lim
cR0
Hy(c) 5 As, lim
cRy
Hy(c) 5 0.
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Hence for 0 , d , 1 we obtain a unique c(y, d) [ R1 such that
Hy(c(y, d)) 5 d
and we also obtain
b(n, d) 5 1 1
c(y, d)
n
1 O(n22).
For large n it follows from (3.4) that the error of the optimal method is
asymptotically given by
Dlog(I*n ) P
1
2
?
(n 1 1)bn12 2 (2n 1 2)bn11 1 (n 1 1)bn
nbn11 2 (n 1 1)bn 1 1
5
bn(n 1 1)(b 2 1)2
2(nbn11 2 (n 1 1)bn 1 1)
.
We again replace b by 1 1 c/n and define
Fn(c) 5
(1 1 c/n)n ? (n 1 1) ? c2/n2
2(n(1 1 c/n)n11 2 (n 1 1)(1 1 c/n)n 1 1)
.
We obtain
lim
nRy
n ? Fn(c(n, d)) 5
c2ec
2(cec 2 ec 1 1)
.
So we get for each 0 , d , 1 the following result.
THEOREM 2.
lim
nRy
n ? Dlog(I*n ) 5
c2ec
2(cec 2 ec 1 1)
,
where c is given by
cec 2 ec 1 1
(ec 2 1)2
5 d.
Remark 2. If d is very small then c P 2log d and, hence, b P 1 2 log d/n
and Dlog(I*n ) P 2log d/2n. This proves that the error of the optimal method
weakly depends on d and the lower bound in Proposition 3 is almost optimal.
374 NOVAK AND ROSCHMANN
An Adaptive Method for F md . We already know that adaption does not
help in the worst case setting. It is true, however, that adaption helps on
the average concerning the absolute error (see Novak, 1992), and we also
expect that an adaptive ‘‘greedy’’ algorithm is better on the average with
respect to the logarithmic error. We do not prove error bounds here but
want to suggest an adaptive method In which was usually better than I*n in
our numerical experiments. This adaptive method In is also similar to one
part of our algorithm PEAK.
We describe In without further comments and assume that d and f [
F md and n are given. We take the first knot x1 2 1 Ïd. After m steps
(m [ N) we have ordered knots x1 , . . . , xm . We also put x0 5 0 and
xm11 5 1. First define
um(x, f) 5 Om
i50
(xi11 2 xi) f(xi11), lm(x, f) 5 max Sd, Om
i50
(xi11 2 xi) f(xi)D .
Furthermore, put
l 5
um(x, f)
lm(x, f) 1 um(x, f)
and
x*k 5 lxk11 1 (1 2 l)xk [ [xk , xk11], k 5 0, . . . , m.
Now the new knot x* 5 x*k is from hx*0 , . . . , x*mj such that
um(x, f) 2 (x*k 2 xk) ? ( f(xk11) 2 f(xk))
lm(x, f)
is minimal. Finally, renumber the (m 11 ) knots x1 , . . . , xm and x* to get
the ordered knots 0 5 x0 , ? ? ? , xm12 5 1.
5. UNIMODAL FUNCTIONS
Now we discuss results for the class F ud . It is intuitively clear that equidis-
tant knots are almost optimal in the class of nonadaptive methods. Let
Ieqn be the optimal method wlog n N based on equidistant knots. One can
prove that
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Dlog(Ieqn ) 5
1
2
log
d(n 1 1) 1 2
d(n 1 1)
P
1
d(n 1 1)
.
For every nonadaptive method In and odd n one can prove the lower bound
Dlog(In) $
1
2
log
d(n 1 1) 1 2
d(n 1 1)
P
1 2 d
d(n 1 1)
.
The main ideas for the proof of these results are the following. First we
define the slightly larger class F˜ ud . Here we only require that f is nondecreas-
ing in [0, x*] and nonincreasing in [x*, 1]. The different monotonicity
conditions are important for adaptive methods but do not lead to different
results in the case of nonadaptive methods. Now one can prove a result
which is analogous to Proposition 4.
LEMMA. For any nonadaptive information N : F˜ ud R Rn the error of the
optimal method wlog n N is given by
Dlog(wlog n N) 5 max
y
As ulog(u( y)) 2 log(l( y))u.
Here the maximum runs over all y [ Rn of the form
y 5 (0, 0, . . . , 0, y˜, y˜, . . . , y˜, 1, . . . , 1, 0, 0, . . . , 0),
or
y 5 (0, 0, . . . , 0, 1, 1, . . . , 1, y˜, y˜, . . . , y˜, 0, 0, . . . , 0),
with l( y) 5 d.
Adaptive methods are much better. We define an almost optimal adaptive
method I˜n for the class F ud and n 5 3m, where m $ 2.
Step 1. We use m knots to compute the maximum x* by the Fibonacci
search method of Kiefer (1953). We obtain an interval [xleft , xright] such
that f(xleft) and f(xright) are known and x* [ [xleft , xright]. We do not use
the other (m 2 2) function values in the following. In our implementation
of the method we always have
cm :5 xright 2 xleft 5
2
fib(m 1 1)
,
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where fib(k) denotes the kth Fibonacci number, fib(1) 5 1, fib(2) 5 2,
fib(k 1 2) 5 fib(k) 1 fib(k 1 1).
Step 2. We define m knots in the left interval [0, xleft] and use, more
or less, the optimal nonadaptive method for monotone functions, discussed
in Section 4. More exactly, we define xm11 , . . . , x2m by
xi11 2 xi 5 alb2m2i, i 5 m, . . . , 2m,
where x0 5 0 and (only here!) x2m11 5 xleft . The parameter b is defined by
d 5
mbm11 2 (m 1 1)bm 1 1
(bm11 2 1)2
and
al 5 xleft ?
b 2 1
bm11 2 1
.
Step 3. We define m knots in [xright , 1] analogously.
In this way to obtain the knots of a method and, with (2.1), the method
I˜n itself. One can prove the following error bound.
THEOREM 3. For the class F ud and the method I˜n
Dlog(I˜n) #
1
2
log S2b 2 1 1 a(1 2 cm) 1 cmd D ,
where a 5 (b 2 1)/(bm11 2 1) and cm 5 2/(fib(m 1 1)).
Remark 3. For large n 5 3m the upper bound tends to
As log(2b 2 1 1 a/d).
This tends to b 2 1 1 a/2d for n R y and d R 0. Compare this with the
optimal error bound
Dlog(I*m) 5 As log(a/d 1 b) P As (b 2 1) 1 a/2d for F md
of Section 4. This means that the error of I˜n is (for n 5 3m) only slightly
larger than the error of the optimal method I*m for the class F md . For large
n and small d the error of I˜n is bounded by 23 log d/n.
We give some numerical values. Assume that d 5 1026 and n 5 90. We
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take 30 values for the Fibonacci search, m 5 30. The optimal value b is
given by b 5 1.690 and we obtain the error bound Dlog(I˜90) # 0.61. Compare
this with nonadaptive methods. We have the lower bound
Dlog(In) $
1
2
log
d(n 2 1) 1 2
d(n 1 1)
,
and it follows that more than 800,000 function values are necessary to
beat I˜90 .
6. THE ALGORITHM PEAK
The algorithm PEAK works well for all positive unimodal functions,
without the knowledge of an upper bound for i f iy or a lower bound d for
the integral of f. It is usually favorably compared to the method of Section
5, independently of d. It is easier, however, to prove error bounds for the
method of Section 5.
To define Ikn( f ) for a positive unimodal function and 2 # k # n we
proceed as follows.
Step 1. We use k knots to compute the maximum x* by the Fibonacci
search method. We obtain an interval [xleft , xright] with length ck such
that f(xleft) and f(xright) are known and x* [ [xleft , xright]. Again, ck 5
2/fib(k 1 1), where fib(k) is kth Fibonacci number.
Step 2. Assume now that m function values were already computed,
k # m , n. We renumber the knots such that
0 5 x0 # x1 , ? ? ? , xm # xm11 5 1
and define k by
0 5 y0 , y1 , y2 , ? ? ? , yk21 , yk
and
yk $ yk11 . yk12 . ? ? ? . ym . ym11 5 0,
where yi 5 f(xi) for i 5 1, . . . , m. We know that the maximum x* is in
the interval [xk21 , xk11]. We define the numbers um(x, f) and lm(x, f) by
378 NOVAK AND ROSCHMANN
um(x, f) 5 Ok
i51
(xi 2 xi21) ? yi 1 Om11
i5k11
(xi 2 xi21) ? yi21
and
lm(x, f) 5 Ok
i51
(xi 2 xi21) ? yi21 1 Om11
i5k11
(xi 2 xi21) ? yi .
Observe that lm(x, f) is the smallest possible value of the integral, while
um(x, f) is the largest possible value of the integral only for unimodal
functions with i f iy # f(xk). Since we do not know an upper bound on f
the actual value of the integral of f might be larger than um(x, f). Now
we define
l 5
um(x, f)
lm(x, f) 1 um(x, f)
and x*l [ [xl , xl11], for l 5 0, . . . , m by
x*l 5 lxl11 1 (1 2 l)xl , l 5 0, . . . , k 2 2,
x*l 5 lxl 1 (1 2 l)xl11 , l 5 k 1 1, . . . , m,
x*k21 5 (xk 1 xk21)/2, x*k 5 (xk11 1 xk)/2.
Now we compute for each l 5 0, . . . , m a number pl and take the new
knot x* 5 x*l such that pl is minimal. The number pl is defined by
pl 5
um(x, f) 2 (x*l 2 xl) ? ( f(xl11) 2 f(xl))
lm(x, f)
, l 5 0, . . . , k 2 1,
pl 5
um(x, f) 2 (xl11 2 x*l ) ? ( f(xl) 2 f(xl11))
lm(x, f)
, l 5 k, . . . , m.
Step 3. After we have defined the ordered knots x1 , . . . , xn in this
way we define the algorithm by
w(N( f )) 5 Ïun(x, f) ? ln(x, f).
Remark. We should say one word about the choice of k, the number
of knots for the Fibonacci search. If n is small, say n # 30, then most of
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the knots should be used for the Fibonacci search. For n 5 30, a good
choice is k 5 25.
For larger n it is not necessary to increase k very much since the Fibonacci
numbers increase rapidly. If n 5 100 or n 5 200 then k between 30 and
35 seems to be reasonable.
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