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ABSTRACT
We present an overview of the Semantic Audio Feature Ex-
traction (SAFE) Project, a novel data collection architec-
ture for the extraction and retrieval of semantic descrip-
tions of musical timbre, deployed within the digital au-
dio workstation. By embedding the data capture system
into the music production workflow, we are able to max-
imise the return of semantically annotated music produc-
tion data, whilst mitigating against issues such as musical
and environmental bias. Users of the plug-ins are able to
submit semantic descriptions of their own music, whilst
utilising the continually growing collaborative dataset of
musical descriptors. In order to provide more contextually
representative timbral transformations, the dataset is parti-
tioned using metadata, captured within the application.
1. INTRODUCTION
In music production, audio effects are controlled using pa-
rameters that interface with statistical, low-level properties
of the audio signal. In order for users to achieve the de-
sired timbral transformation, they need to be familiar with
this low-level parameter space, often requiring extensive
training. Generally, the desired characteristics of sounds
can be described using semantic or high-level descriptors
such as bright, warm or fuzzy. These perceptual descrip-
tors are not always defined mathematically, and often have
some nonlinear relationship to the audio effect’s parame-
ter space. It is therefore useful to interpret the relation-
ship between these low-level parameter spaces and high-
level descriptions of musical timbre, allowing us to design
audio effects that can be controlled with semantically un-
derstandable parameters [2]. For this to take place, it is
important to compile a dataset of timbral transformation
data, complete with reliable semantic annotation.
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Musical semantics data is commonly collected using
controlled listening tests, with predefined samples and de-
scriptors [4]. The sample sizes are generally small (10-50
subjects), and the descriptive terminology is often limited
to a corpus of terms provided by the researcher. Both of
these factors suggest that the results may not be scalable to
large user-groups, and furthermore dismiss the influence of
contextual factors such as genre, musical instrument and
location. In this work we present an overview of the Se-
mantic Audio Feature Extraction (SAFE) Project, a system
for the extraction and retrieval of semantic audio descrip-
tors from within the music production workflow.
1.1 The SAFE Project
The SAFE project 1 comprises a suite of Digital Audio
Workstation (DAW) plug-ins, which encourage the anno-
tation of parameter states during the production process.
Users are presented with a free-text field on the UI, allow-
ing them to input multiple text labels simultaneously. As
the descriptors are entered into the system, they are up-
loaded anonymously to the server along with a time-series
matrix of audio features, a static parameter space vector
and a selection of metadata tags. To motivate the user base
to provide this data, the plug-ins allow them to load se-
mantic profiles that are stored on the server, from within
the same interface (see Fig. 1).
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Figure 1. A schematic representation of the plug-in archi-
tecture, providing users with load and save functionality.
1 Plug-ins can be downloaded from http://www.semanticaudio.co.uk
(a) Equaliser (b) Compressor (c) Algorithmic Reverb
Figure 2. Graphical user interfaces of the equalisation, compression and reverberation plug-ins, with example descriptors.
2. SYSTEM OVERVIEW
2.1 Digital Audio Effects
The system currently consists of four audio effect plug-ins,
packaged for VST, Audio Unit, and LV2 formats; an am-
plitude distortion effect with tone control, an algorithmic
reverb based on the figure-of-eight technique proposed by
Dattorro [3], a dynamic range compressor with attack and
release parameters, and a five band parametric EQ with
three peaking filters and two shelving filters. All visible
parameters are included in the parameter space vector, and
can be modulated via the text input field. The UI for three
of the plug-ins is illustrated in Fig. 2, along with examples
of current parameter settings.
2.2 Analysis Framework
To represent the signal associated with each descriptor, we
store an N ×M matrix of audio features, where N is the
number of frames and M is the number of audio features.
These are extracted using the LibXtract library [1], an au-
dio feature extraction framework which includes around
40 different features, taken from 10 different input repre-
sentations. These include temporal features such as log
attack time, spectro-temporal features such as spectral cen-
troid and kurtosis, and augmented feature vectors such as
MFCCs and ERBs. An analysis block size of N values
is used for each feature vector, where N can be read from
the host or set empirically. In order to represent the timbral
transformation imposed by the audio effect, the feature ma-
trix is computed before and after the processing occurs and
differential measurements are taken.
Along with the feature matrix, a 1 × P parameter vec-
tor is stored, where P is the number of UI parameters.
Based on the current system, P ranges from 6 to 13 pa-
rameters. Furthermore, an optional metadata stage is pro-
vided to store user and context information. This allows
users to disclose their age, location, production experience,
the genre of the song and musical instrument of the track.
These were deemed to be statistically significant factors
in the variance of semantic terminology between different
user groups.
2.3 Parameter Modulation
To modulate the UI parameters, users can search for ex-
isting semantic profiles on the server and apply them to
their own audio signals. Each semantic profile is updated
in real-time, meaning they change dynamically based on
new input to the server. To provide users with a more reli-
able representation of their semantic term, the terms are hi-
erarchically partitioned (when possible) into metadata cat-
egories. This means that users are able to load instrument,
genre and location-specific terms, as opposed to generic
terms that cover a wide range of musical conditions. Addi-
tionally, transformations from nonlinear effects are applied
relative to the signal’s RMS to ensure timbral modifica-
tions are applied independently of signal level.
2.4 Missing Data Approximation
Due to the nature of the system, users frequently omit op-
tional metadata tags, providing only audio data, the param-
eter space and text descriptors. In these cases, we are able
to approximate missing data using a number of techniques,
thus improving the reliability of the semantic parameter
settings. Here, the user’s location is approximated by stor-
ing the geolocation data relating to the IP address and both
the musical instrument and genre tags are estimated using
an unsupervised machine learning algorithm, applied to a
reduced-dimensionality representation of the audio feature
set.
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