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ABSTRACT 
This note contains some theorems and conjectures concerning the average 
distance between two independent random shots in/on n-dimensional cubes and 
spheres. 
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I. RANDOM DISTANCES IN THEN-DIMENSIONAL UNIT CUBE. 
For n = 1,2,3, ..• let p(n) be the mathematical expectation of the 
distance between two independent (homogeneously distributed) random points 
in then-dimensional unit cube In: = [O,l]n, i.e. 
For example 
'n 
p(n) , - J JI 
I2n i=l 
(x.-y./ n 
i i i=I 
p (I) 
I 
= J J /cx-y) 21 dx dy 
0 0 0 
dx.dy .• 
1 1 
0 
I (x-y) dy = 3 . 
Numerical computations indicate that, for example, 
p(2) - .52, p(3) - .66 and p(4) - .77. 
From the definition of p(n) it is easily seen that 
and 
Defining 
p(I) < p(2) < p(3) < ••• 
p(n) < Vn, 
q(n) P (n) 
,rn 
we thus have 
q(n) < I. 
Computational work indicates that 
q(I) < q(2) < q(3) < ••• 
2 
In addition, Monte Carlo estimates of p(n) indicate that the sequence 
00 {q(n)}n=l is even concave. This leads us to the following 
CONJECTURE. The sequence {q(n)}:=l is (i) increasing and (ii) concave. 
Since the sequenee under consideration is bounded it is clear that (ii) 
implies (i). However, we were unable to prove any part of the above conjec-
ture. 
More positively we have the following 
THEOREM I . I . lim q(n) = hn 
n~ vo. 
PROOF. Let x 1,x2, ••• ,xn,yl,y2, ••. ,yn be mutually independent stochastic 
variables all of them being homogeneously distributed on the interval I = 
[0,1] . Let the stochastic variables be defined by 
n 
so that 
s 
n 
q(n) 
Observing that 
n 
= I 
i=I 
2 (x.-y.) ' l. l. 
= E ( A. 
n 
2 2 2 2x.y.) µ = E(x.-y.) = E(x. + y. - = 
l. l. l. l. l. l. 
and 
2 2 2 = E(x.) - 2 E (x.) 
l. l. 
2 
cr 
2 
= Var (x. - y.) 
l. l. 
4 
= E(x. - y.) 
l. l. 
we find that 
2 2 I 
= - - - = 6 3 4 
= E((x.-y.)2 - µ)2 = 
l. l. 
and 
= E(s ) 
n 
2 
n 
= nµ = 6 
2 7n 
a : = Var (s ) 
n n 
= na 
= 180 • 
3 
In order to complete our proof we make use of Chebychef's inequality, saying: 
If xis a real random variable with cumulative probability distribution 
F(x) and 
00 
µ = E(x) = f x dF(x) 
-oo 
(the integral being absolutely convergent) 
and 
00 
2 2 f · 2 a = E(x-µ) = (x-µ) dF(x) > O, 
-oo 
then for any a> 0 we have 
f dF(x) ~ -½- . 
jx-µI ~ aa a 
Denoting the cumulative probability distribution of s by F (s) we have 
n n 
q(n) = E( ~ )· = OOJ Ji_ 
n n 
dF (s). 
n 
Now observe that for a> 0 
-oo 
aa 
n 
/"i_ dF (s) + Jr ;-;_ dF (s) :,; 
n n Is-µ I ~aa n n 
n n 
(since O:,; s:,; n and;;_ is increasing ins for s ~ O) 
• n 
f \/2~~0 _+ _ao.LL-0 
I s-¢nl <a.on n 
dF (s):;; 
n 
I 
:,; 2 
a 
from which it is clear that 
liI!lsup E (✓5n ) 
n-+oo n 
1 76". 
On the other hand we have for any fixed a> 0 (and n large enough) 
= 
~ 
/µn 
<aa 
n 
- acr 
n 
n 
/ I _ acr' 
6 Tn 
/"i._ dF (s) ~ J 
n n Is-µ I <acr 
n n 
{ I- J dF (s) 
! s-µ I ~acr n 
· n n 
{ I I } ' 2 
a 
from which it is clear that 
liminf 
n-+oo 
completing our proof. 
I 
~' 
}~ 
;-;_ dF (s) ~ 
n n 
- aon dF (s) = 
n 
n 
The reader will find no difficulties to construct more general versions 
of the ~bove theorem. 
4 
Similarly one might investigate the average distance between two independent 
5 
random shots on the boundary of then-dimensional unit cube. 
We conclude this section by stating some related observations. 
In order to compute the multiple integrals p(n) one may use some discreti-
zation process (or the Monte Carlo method). 
In relation to p(I) we observe that 
I di (m) : = 2 
m 
m 
I 
i=I 
m 
I j=I 
i 
m 
i 
m = ~ ( I- -½- ) 
m 
which converges concavely to its limit p(I) as m + 00 
00 
In the 2-dimensional case we have to deal with the sequence {d2(m)}m=I where 
1 m m m m 
5 I I I I 
m ii "'I i2= I j I= I j 2= I 
✓ (il-j1)2 + (i2-j2)2', 
and numerical computations suggest that this sequence is also tending con-
cavely (and hence increasingly) to its limit p(2). 
Similar observations were made in the 3,4 and 5-dimensional cases, the 
higher dimensional cases being too much time consuming for any reasonable 
numerical verification. 
n 
m 
I 
2 
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7 
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12 
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18 
19 
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! 
TABLE of d (m) 
n 
3 4 
.000000 .000000 
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I 
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' ! 
I 
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I 
However, so far we were unable to give a theoretical explanation for the 
00 
numerically observed concavity of the sequences {dn(m)J=t , where n is 
a fixed positive integer greater than I. 
Similarly one might investigate the set of lattice points on the boundary 
n 
of the cube [ I ,m] . 
2. Random distances in/on n-dimensional spheres. 
Let B1 and B2 be two closed solid spheres, with radius R1 resp. R2, 
in then-dimensional space ]Rn and let the distance between the centers 
of B1 and B2 bed. Let x =(x 1,x2, ••• ,xn) and y = (y1,y2, ••. ,yn) be two 
independent (homogeneously distributed) random points in B1 resp. B2. 
Denoting the mathematical expectation of the distance between x and y by 
Pn(R1,d,R2) we have the following 
THEOREM 2. I • 
In order to prove this we make some preparatory observations. 
7 
It is well known that the volume V (r) of a sphere with radius r in n-dimen-
n 
sional space is given by the formula 
V (r) = 
n 
n 
112 
r<tt) 
n 
r . 
If x = (x 1, ••• xn) is a random point 1n the unit sphere inn-dimensional 
space then: 
a. 
I k Vn(r) I 
=Jr d V (I)= f 
0 n 0 
for every k > - I , Where r = II X II 
b. E(x.) = 0 for .everyi E 1 
' 
k n-1 
r nr dr = n 
n+k 
2 + ••• X
.2) ½ 
n 
{1,2, ... ,n} 
c. 
2 
.!_ E(r 2) for everyi {1,2, .•• ,n} E(x.) = = E n+2 1 n 
d. 
e. 
E(x.x.) = O for if j 
l. J 
E(II x 112 x.) = O for every i E {1,2, .•• ,n}. 
l. 
8 
If y = (y 1, •.• ,y~) is also a random point in then-dimensional unit sphere 
and if x and y are independent then 
f. 
g. 
h. 
i. 
Var(x.y) 
n 
= l E(xk) E(yk) = 0 
k=I 
2 
= E(x.y) 
2 2 2 2 \' 
= E(x 1y 1+ •.. +xnyn+2 l x.y.x.y.) •• l.l.JJ 
l. ":] 
E(llxll~ (x.y)) = 0 
E(x. (x.y)) = 0 i_or every i E {1,2, ••. ,n}, 
l. 
= 
the last three properties being proved by means of arguments based on con-
ditional probabilities. 
PROOF OF THEOREM 2.1. 
Without loss of generality we may assume that B1 is the sphere with radius 
R1 around the origin and that B2 is the sphere with radius R2 around the 
point (d,0,0, •.• ,0). From now on a.point in B2 will be denoted by 
y = (yl+d,y2,··•,Yn). 2 n 2 n 
Let S : = II x-y 11 2 = (x 1-y1-d) + l (xk-yk) =j (x. -yk)
2
-2d(x 1-y 1)+d
2
= 
n 2 k=2 k=l K 
2 2 2 
= llxll 2 + llyll 2 - 2(x.y) - 2d(x -y) + d ' so that by our introductory remarks I I 
,. 
nR2 nR2 
E(S) 1 2 2 
n n+2 n+2 + d , 
and hence 
so that our solution will be complete (as a consequence of Chebychef's 
inequality) if we can show that the variation of S tends to zero as 
n 
n + oo. 
Since 
Var (S) 2 Var ( llxll~ 2 - 2(x.y) -= Var(S -d) = + llyll 2 
n n 
- 2d(x -y )) = E( 4 2 4d 2(x2 - 2 l l llxll 2 + 4(x.y) + l 2xlyl) + 
2 2 2 2 
+ 2 llxll 2 llyll 2 + - 4 llxll 2 (x.y) - 4d llxll 2 (x -y ) -l l 
it follows from our introductory remarks that 
9 
+ 4 n R 2 R22 + 4d 2 _2_ + 2 ~ R 2 ~ R 2) ( n R 2 ~ R2) 2 (n+2)2 I n+2 n+2 I n+2 2 - n+2 I n+2 2 
so that 
completing the proof. 
THEOREM 2.2. If x = (x1, •.. ,xn) resp. y = (y 1, ... ,yn) are -two independent 
random points on the boundaries of the spheres B1 resp. B2, then the 
mathematical expectation of the distance be-tween x and y tends to 
(Ri + d2 + R;)½ as n ➔ 00 • 
IO 
PROOF.If x = (x 1, ... ,xn) and y = (y 1, ••. ,yn) are two independent random 
points on the boundary of then-dimensional unit sphere then, similarly as 
in the proof of 'theorem 2.1, we have: 
a. E (rk) = E (I ) = I , for any k E lR , where r: = II xii 2 ( = I) 
b. E(x.) = 0 for every i E {1,2, ••. ,n} 
1 
c. E(x~) = .!. E(r2) =.!.for every i E {1,2, .•• ,n} 
1 n n 
d. E(x.y.) 
1 J 
e. E( II xii; 
=Oififj 
x.) = o for every i E {1,2, ••• ,n} 
1 
f. E(x.y) = o 
g. Var(x.y) = -
n 
h. E( llxll; (x.y)) = o 
i. E(x.(x.y)) = for every i E {1,2, •.• ,n} 
1 
The remaining part of the p_roof is very similar to that of theorem 2. I. 
We conclude this section by stating a related observation. 
Let p*(n) be the mathematical expectation of the distance between the 
two independent random points x and yon the boundary of the n-dimensio-
nal unit sphere. Then, as one may verify, 
* * 4 * 4 p (I) = I, .p (2) = ; and p (3) = 3 
and Monte Carlo estimates of p*(n) for n 2 4 indicate that the sequence 
{p*(n)}:=l is increasing. However, we were unable to prove this. 
,. 
I I 
3. GENERATING RANDOM SHOTS IN/ON N-DIMENSIONAL SPHERES 
Virtually all modern electronic computers are equipped with a "random 
generator" returning (homogeneously distributed) values in the interval 
(0,1). Since successive values produced by this generator are stochasti-
cally independent it is clear that we may generate "random shots" in the 
n-dimensional unit cube [O,l]n. By a simple transformation we obtain random 
shots in the cube [-1,l]n. 
The Monte Carlo method, in its most simple form, is based on the prin-
ciple: "Shoot and tally". 
However, applying this procedure to then-dimensional unit sphere as a 
subset of the cube [-1,l]n one will experience that if n is quite large 
(n ~ 15, say) practically speaking none of the shots will hit the sphere. 
This observation is easily explained by observing that in high dimensional 
spaces the volume of the unit sphere is very small: 
V = 
n 
n 
1T 2 
r<.e+I) 
2 
n 
= 1T 
2 
Below we will describe simple procedures which transform every random shot 
in the cube [-1,l]n into a weighted shot in/on the corresponding unit sphere. 
Let x = (x 1, •.. ,xn) be a random shot in the cube [-1,1] n and define 
x = x / llxll , where llxll , : = max I x. I, so that x is the projection of 
00 00 1 1 
x (from the origin) onto the boundary of the cube. 
Defining x* = x/llx11 2 (in the unit sphere) with weight llxll;n, we may obtain 
a Monte Carlo estimate of p(n) by means of the formula 
I llx* - y* 11 2 llxll;n llgll;n 
I lixll;n llyll;n 
Defining x* : = x/ llxll 2 (on the boundary of the unit sphere) the last for-
mula may also serve to give a Monte Carlo estimate of p*(n). 
All Mo~te Carlo estimates referred to in the previous sections were based 
12 
on the procedures just described. 
ACKNOWLEDGEMENT. The author expresses his gratitude to L.G.L.T. Meerteris 
and M. Voorhoeve for their useful coimD.ents on the subject. 
