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The dorsolateral prefrontal cortex (dlPFC), which is regarded as the primary site for
visuospatial working memory in the brain, is significantly modulated by dopamine (DA)
and norepinephrine (NE). DA and NE originate in the ventral tegmental area (VTA) and locus
coeruleus (LC), respectively, and have been shown to have an “inverted-U” dose-response
profile in dlPFC, where the level of arousal and decision-making performance is a function
of DA and NE concentrations. Moreover, there appears to be a sweet spot, in terms of the
level of DA and NE activation, which allows for optimal working memory and behavioral
performance. When either DA or NE is too high, input to the PFC is essentially blocked.
When either DA or NE is too low, PFC network dynamics become noisy and activity levels
diminish. Mechanisms for how this is occurring have been suggested, however, they have
not been tested in a large-scale model with neurobiologically plausible network dynamics.
Also, DA and NE levels have not been simultaneously manipulated experimentally, which
is not realistic in vivo due to strong bi-directional connections between the VTA and LC.
To address these issues, we built a spiking neural network model that includes D1, α2A,
and α1 receptors. The model was able to match the inverted-U profiles that have been
shown experimentally for differing levels of DA and NE. Furthermore, we were able to
make predictions about what working memory and behavioral deficits may occur during
simultaneous manipulation of DA and NE outside of their optimal levels. Specifically, when
DA levels were low and NE levels were high, cues could not be held in working memory
due to increased noise. On the other hand, when DA levels were high and NE levels were
low, incorrect decisions were made due to weak overall network activity. We also show
that lateral inhibition in working memory may play a more important role in increasing
signal-to-noise ratio than increasing recurrent excitatory input.
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INTRODUCTION
The prefrontal cortex (PFC) is associated with executive func-
tions and plays a primary role in flexibly controlling activity in
other brain regions (Miller and Cohen, 2001). To achieve this in
a task-dependent manner, one of the key functions of the PFC is
to hold on to information in the absence of sensory stimulation
(Goldman-Rakic, 1995). This act of holding onto information is
known as working memory and is important for many cognitive
processes, including attention and goal-directed actions. The con-
tents of workingmemory are actively shaped by neuromodulatory
systems, including the dopaminergic, noradrenergic, cholinergic,
and serotonergic systems, which are highly interactive and ubiq-
uitous in the PFC (Briand et al., 2007). These systems have been
shown to be important for online adaptation of behavior in order
to guide attention to important stimuli (Krichmar, 2008; Avery
et al., 2012). In fact, dopaminergic and noradrenergic depletion
in the dlPFC has been shown to be as detrimental as completely
lesioning the dlPFC itself (Brozoski et al., 1979). For the pur-
pose of this paper, we will focus on the dopaminergic (DA) and
noradrenergic (NE) interactions with the dorsolateral prefrontal
cortex (dlPFC), which is a subset of neurons near the princi-
pal sulcus in the PFC that are involved in visuospatial working
memory.
The DA and NE systems, which originate in the ventral
tegmental area (VTA) and locus coeruleus (LC), respectively, have
an activity-dependent effect on the dlPFC (Arnsten, 2011). At
optimal levels of DA and NE, precise representations of informa-
tion are held in working memory. As DA and NE levels decrease
due to relaxation, fatigue, or sleep, the PFC has less precise and
noisier representations of information (e.g., during relaxation) or
becomes non-functional (e.g., during sleep). As DA and NE levels
increase due to stress (e.g., fight or flight responsemode), input to
working memory neurons is markedly decreased, making it func-
tionally disconnected from the rest of the brain. These changes
in the functionality of the dlPFC due to variations of DA and
NE concentrations produce the characteristic “inverted-U” dose-
response. That is, working memory is impaired at very high or
low concentrations of DA and NE leading to deficits in behavioral
performance in terms of the accuracy with which saccades were
made (Vijayraghavan et al., 2007; Wang et al., 2007). The DA and
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NE’s ability to rapidly and flexibly adapt synaptic efficacies with-
out changing the network architecture has been suggested to be
a new form of plasticity, dubbed Dynamic Network Connectivity,
or DNC (Arnsten et al., 2010).
The underlying mechanisms that give rise to DA and NE
related changes in working memory are well established (Arnsten
et al., 2010), and include: suppression of lateral excitation (D1
dopamine receptors), enhancement of recurrent excitation (α2
adrenergic receptors), and reduction in the overall input to a
neuron (D1 and α1 adrenergic receptors). These mechanisms,
however, have not been tested and verified in a neurobiologically
plausible, large scale network model. Furthermore, experiments
typically involve independent manipulation of DA or NE. This
disjoint change in neuromodulatory levels is unlikely in vivo due
to reciprocal connections between the VTA and LC (Sara, 2009).
To verify the current mechanistic understanding of how DA
and NE affect working memory, as well as explore changes to
working memory and behavior when DA and NE concentrations
are both at non-optimal levels, we developed a spiking neural net-
work model of the dlPFC that included simulated D1 dopamine
receptors, as well as α2A and α1 noradrenergic receptors. By
manipulating the levels of dopamine and noradrenaline in our
model, we were able to reproduce the inverted-U profiles seen in
experimental studies. We also were able to make predictions of
how working memory would change in situations that involve
simultaneous manipulations of DA and NE outside of optimal
levels. That is, we examined how working memory was altered
when DA and NE concentrations were both low, both high, and
when one concentration was high and the other was low. Finally,
we show how these changes in neuromodulatory levels lead to
behavioral deficits. This study helps to verify current circuit-level
theories on how D1, α2A, and α1 receptors sculpt PFC activity
and provides further predictions of how working memory will
change with neuromodulatory levels that have previously been
unexplored experimentally.
METHODS
We developed a spiking neural network model that included
a dlPFC with four-two layer columns each with a preferred
saccade direction, a parietal cortex, basal ganglia, superior col-
liculus, and four motor output areas (Figure 1A). In addition,
the model incorporated dopaminergic and noradrenergic neuro-
modulation, including simulated D1, α2A, and α1 receptors. We
tested our model on the oculomotor delay response (ODR) task,
in which a subject must remember the location of a briefly flashed
cue over a delay period of 2.5 s then saccade to that location
FIGURE 1 | Network architecture, experiment, and neural responses.
(A) The model contained 4 input areas (PC 7a) that projected
topographically to layer 3 of four cortical columns (that is, PC neurons
coding for 180◦ projected to layer 3 neurons coding for 180◦). The layer 3
neurons also outputted topographically to motor output areas in order to
bias motor responses. Layer 5 neurons in each cortical layer received input
from the MD/SC in a non-topographic manner. These neurons, in turn,
projected to a basal ganglia layer in order to clear working memory after a
behavioral response was made. (B) We modeled our experiment after the
oculomotor delayed response (ODR) behavioral paradigm. This task is
broken down into four stages: fixation, cue, delay, and response. The
subject must fixate on a visual screen until a cue is briefly presented.
After the cue is flashed there is a delay period (2.5 s in our model) during
which the subject must remember where the cue was. Lastly, the subject
must saccade to the place on the screen where the subject thought the
cue was presented. (C) Typical response of a recorded neuron in the ODR
task. As you can see, the neuron in this case shows persistent activity
when a cue is presented at 180◦. This is considered the neurons
“preferred direction.” This neuron is non-responsive to cues at other spatial
locations (non-preferred directions) [adapted from Wang et al. (2007)].
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(Figure 1B). Figure 1C shows the firing rate of a PFC neuron that
was recorded during anODR task (Wang et al., 2007). The neuron
showed persistent firing during the delay period when the cue was
presented at 180◦. This is considered the “preferred direction” for
this neuron. If the cue was presented at any other spatial location
(non-preferred direction), the neuron would not show persistent
firing during the delay. This suggests that neural ensembles, of
which this neuron is a part of, are holding onto stimulus informa-
tion in working memory. Our goal was to develop a model that
was able to successfully replicate the inverted-U dose-response
seen when varying dopamine and norepinephrine levels in ODR
tasks order to better understand how neuromodulation affects
PFC activity and influences behavior.
NETWORK MODEL
The dlPFC portion of the model contained four, two layer corti-
cal columns representing visuospatial workingmemory circuits in
the dlPFC, in which each column had a preferred saccade direc-
tion of 0, 90, 180, or 270◦ (Figure 1A). The two layers make up
the deep supragranular (layer 3) and upper infragranular (layer
5) layers. Our current understanding of the microcircuity of the
dlPFC suggests that supragranular is where working memory
activity occurs and the infragranular layers is where response-
related activity is located (Arnsten et al., 2012). The supragranular
layers of each of the four columns receive visual input from four
different parietal cortex (PC 7a) layers and from lateral excitatory
and inhibitory connections within the PFC as shown in Figure 1A
(Goldman-Rakic, 1995). These neurons fire in response to the
stimulus, hold delay related activity in working memory, and are
modulated by D1, α2A, and α1 receptors (Figures 2A, 3). Each
supragranular layer in a column is also involved in biasing motor
outputs through projections to four motor output (MOT) areas,
which accumulate evidence in order to make a saccade direction
decision (Schall et al., 2011). Between areas inMOT there is lateral
inhibition, promoting competition.
Figures 1A, 2A show that infragranular layers receive subcorti-
cal inputs from the superior colliculus via the mediodorsal thala-
mus (MD/SC layer) (Stepniewska and Kosmal, 1986; Sommer and
Wurtz, 2006). The SC→ MD→ PFC pathway has been studied in
detail and it has been suggested that the response in infragran-
ular layers is from a corollary discharge that takes place after an
eye movement and acts as an efference copy of the motor move-
ment (Wang et al., 2004; Sommer andWurtz, 2008). The corollary
discharge was an external input in our model that was simulated
by briefly driving MD/SC neurons with Poissonian spike trains
(40Hz) for 500ms at the beginning of the response phase (4 s into
the trial). MD/SC neurons drove infragranular (layer 5) neurons
in all cortical columns as can be seen in the L5 firing rate plot in
Figure 3. L5 neurons, in turn, output to the BG layer (Arnsten,
2011), which sends inhibitory projections to all cortical columns,
clearing working memory in infragranular layers. The clearing of
working memory mediated by BG inhibitory projections to L3
can be seen in the dip in firing rates of L3 neurons during the
response phase in Figure 3. This “cortico-striatal loop,” which
acts as a means for updating working memory, has been sug-
gested by Frank and colleagues (Frank et al., 2001; Frank, 2011).
In their model, however, they use the basal ganglia as a means for
selectively gating information into working memory, rather than
clearing information from working memory as we suggest.
To construct our model, we used a publicly available sim-
ulator, which has been shown to simulate large-scale spiking
neural networks efficiently and flexibly (Richert et al., 2011).
The model contained a total of 57,212 neurons and approx-
imately 30 million synapses. The number of neurons in each
area is shown in Table 1. Connection probabilities in our corti-
cal column model, which were adapted from Wagatsuma et al.
(2011), can be found in Table 2. Within each column layer,
there are excitatory–excitatory, excitatory–inhibitory, inhibitory–
excitatory, and inhibitory–inhibitory connections (not shown in
Figure 2A). There are no connections existing between layer 3
and layer 5 neurons within a column because the model aimed to
match the response profiles of the groups to empirical data (see,
e.g., Arnsten et al., 2012), rather than understand their interac-
tion. All other connections probabilities between neural groups
were set equal to 0.1. The connections that exist between groups
are shown in Table 3. The simulation consisted of 50 trials at 6 s
per trial for each set of parameters. Thus, the total simulation time
was 5min, which took approximately 37min to run on a Tesla
M2090 GPU.
Neuron model
The Izhikevich model was used to govern the dynamics of the
spiking neurons in this simulation. The computational efficiency
of these point neurons (single compartment) makes them ideal
for large-scale simulations. Izhikevich neurons are also highly
realistic and are able to reproduce at least 20 different fir-
ing modes seen in the brain, which include: spiking, bursting,
rebound spikes and bursts, sub threshold oscillations, resonance,
spike frequency adaptation, spike threshold variability, and bista-
bility of resting and spiking states (Izhikevich, 2004). Inhibitory
and excitatory neurons in the cortex were modeled using the
simple Izhikevich model, which are described by the following
equations (Izhikevich, 2003):
v˙ = 0.04v2 + 5v − u − I ∗ μDA,NE, grp (1)
u˙ = a(bv − u) (2)
if v = 30, then v = c, u = u + d (3)
where v is the membrane potential, u is the recovery variable, I is
the input current, μ is a neuromodulatory factor, and a, b, c, d are
parameters chosen based on the neuron type. For regular spik-
ing, excitatory neurons, we set a = 0.01, b = 0.2, c = −65.0, d =
8.0. For fast-spiking, inhibitory neurons, we set a = 0.1, b = 0.2,
c = −65.0, d = 2.0. μ is a neuromodulatory factor that is depen-
dent upon the dopamine concentration (DA), norepinephrine
concentration (NE), and neural group grp. Neuromodulatory fac-
tors are summarized inTable 4 and explained inmore detail in the
Neuromodulation section below.
Synapse model
The synaptic input, I, driving each neuron was dictated by
simulated AMPA, NMDA, GABAA and GABAB conductances
(Izhikevich and Edelman, 2008; Richert et al., 2011). The
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FIGURE 2 | Individual column architecture and neuromodulatory
effects. (A) Within a column in the PFC, neuromodulators were modeled
by changing the strength of recurrent excitatory inputs (α2A receptors),
inputs from non-preferred directions (D1 receptors), and the overall inputs
to the neurons (D1 and α1 receptors) depending on concentrations of
dopamine and norepinephrine. As in Figure 1, this architecture also shows
how layer 5 neurons in each column received input from the MD/SC and
output to the basal ganglia in order to clear working memory. (B) On the
left and right we show the affects that dopamine and norepinephrine levels
have on layer 3 neurons in the columns of our model. When DA is low
(top left), connections between columns (non-preferred excitatory inputs)
are enhanced, which leads to degradation in spatial tuning. When NE is
low (top, right) recurrent excitatory connections are weakened leading to
weak firing rates. At optimal levels of DA and NE, non-preferred inputs are
blocked from other columns and recurrent excitatory inputs within a
column are enhanced. This enhances spatial tuning with the working
memory circuits. When DA or NE are high, D1 receptors or α1,
respectively weaken all inputs to neurons in layer 3 of the cortical columns.
(C) Figure demonstrating, in detail, how activation of α1 or overactivation
of D1 receptors can block all inputs to layer 3 neurons, including recurrent
excitatory inputs within a column, lateral excitatory inputs from other
columns, and lateral inhibitory inputs from other columns.
conductance equations used are well established and have been
described in Dayan and Abbott (2001); Izhikevich et al. (2004).
The total synaptic input seen by each neuron was given by:
I = gAMPA(v − 0) + gNMDA
[ v + 80
60
]2
1 + [ v + 8060
]2 (v − 0)
+ gGABAA(v + 70) + gGABAB(v + 90) (4)
where v is the membrane potential and g is the conductance.
The conductances change according to the following first order
equation:
g˙i = − g
τi
(5)
where τi = 5, 100, 6, 150ms for i = AMPA, NMDA, GABAA,
GABAB conductances, respectively. When an excitatory
(inhibitory) neuron fires, gAMPA and gNMDA (gGABAA and gGABAB)
increase by the synaptic weight,wμi,DA,NE.conn, between pre- and
post-synaptic neurons. μ, in this case, is a neurmodulatory factor
that is dependent on the conductance (i), dopamine concentra-
tion (DA), norepinephrine concentration (NE), and connection
(conn). Neuromodulatory factors are summarized in Table 4 and
explained in more detail in the Neuromodulation section below.
If not otherwise specified in Table 4, μ is set equal to 1.
NEUROMODULATION
Our model incorporated simulated D1, α2A, and α1 receptors
(Figure 2B). To understand the action of these receptors, it is first
important to make clear the distinction between “preferred” and
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FIGURE 3 | Firing rate activity of neurons in the PC, PFC, and MOT for a
single trial. Typical firing rate activity of PC, layer 3, layer 5 and MOT
neurons during a single working memory trial when DA and NE levels were
optimal. PC neurons encoding the preferred direction (blue) are briefly
activated when the cue is presented. Layer 3 neurons then hold onto this
direction in working memory and drive neurons in the motor response
layer, MOT. Layer 5 neurons, on the other hand, fire during the response
phase of the task due to a corollary discharge mediated by the MD/SC and
clear working memory in layer 3. Fixation (F), cue (C), delay (D) and
response (R) periods are indicated at the top. Firing rates were smoothed
using a simple moving average.
“non-preferred” directions and inputs. A neuron, for example,
that shows persistent firing for a cue presented at 180◦ has a “pre-
ferred direction” of 180◦. Preferred inputs to these neurons are
excitatory inputs that also show persistent firing for a cue pre-
sented at 180◦ (i.e., recurrent excitatory connections, within a
column). Non-preferred inputs are excitatory connections from
Table 1 | Number of neurons in each area of the network.
Neural area Excitatory neurons Inhibitory neurons
SUBCORTICAL
BG – 1000
MD/SC 1000 –
VTA (dopamine) 1000 –
LC (norepinephrine) 1000 –
CORTICAL COLUMN
Layer 3 2585 729
Layer 5 606 133
OTHER CORTICAL
PC 7a 1000 –
MOT 1000 –
Table 2 | Cortical connection probabilities within a column.
From
To L3e L5e L3i L5i
L3e 0.3584 0.0000 0.1552 0.0000
L5e 0.0000 0.0758 0.0000 0.3765
L3i 0.1008 0.0000 0.1371 0.0000
L5i 0.0000 0.0566 0.0000 0.3158
neural groups that have other preferred directions, such as 0 or
90◦ (i.e., lateral excitatory connections, between columns). As
discussed below, D1 receptors enhance non-preferred excitatory
synapses onto preferred excitatory neurons (lateral excitation)
and α2A receptors enhance excitatory connections for neurons
encoding the same preferred direction (recurrent excitation).
D1 receptors have been shown to be important for blocking
non-preferred excitatory inputs to cortical columns in the dlPFC
(Arnsten, 2011). D1 receptors mediate the blocking of non-
preferred inputs by increasing cAMP levels in spines where non-
preferred inputs synapse onto preferred inputs (Vijayraghavan
et al., 2007). Thus, when dopamine levels are low in PFC (weakly
activating D1 receptors), non-preferred inputs to columns are
enhanced. When dopamine levels are optimal, non-preferred
inputs are weakened (see Figure 2B). At high levels of dopamine,
which may occur during stress, it has been suggested (Arnsten,
2009) that cAMP levels in dendritic spines increase to the point
that they weaken all inputs to dlPFC neurons (Figure 2C).
In contrast to D1 receptors, α2A receptors have been shown
to be important for enhancing preferred excitatory inputs (i.e.,
inputs that code for the same saccade direction) within a
cortical column in the dlPFC (Arnsten, 2011). Thus, when nore-
pinephrine levels are low in PFC (weakly activating α2A recep-
tors), recurrent excitatory inputs are weakened (see Figure 2B).
When norepinephrine levels are optimal, on the other hand,
recurrent excitatory inputs are enhanced within a column and an
item can be heldmore robustly in workingmemory. This has been
shown to occur by blocking cAMP in the dendrite (Wang et al.,
2007). When NE levels are high, α1 receptors are activated due to
a weaker affinity between NE and α1 receptors than NE and α2A
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Table 3 | Cortical connection types between groups.
From
To PC7a(1–4) L3e(1–4) L3i(1–4) L5e(1–4) L5i(1–4) MOTe(1–4) MOTi(1–4) MD/SC BG
PC7a(1–4) – – – – – – – – –
L3e(1–4) 1-to-1 Full 1-to-1 – – – – – –
L3i(1–4) 1-to-1 Full – – – – – – –
L5e(1–4) – – – 1-to-1 1-to-1 – – 1-to-All 1-to-All
L5i(1–4) – – – 1-to-1 1-to-1 – – –
MOTe(1–4) – 1-to-1 – – – – 1-to-1 –
MOTi(1–4) – – – – – Full – –
MD/SC – – – – – – – – –
BG – – – All-to-1 – – – – –
Table 4 | Neuromodulatory factor (µ) effects for differing neuromodulatory concentrations.
Low DA + low NE Low DA + optimal NE Low DA + high NE
AMPA NMDA I AMPA NMDA I AMPA NMDA I
L3 exc(pref) → L3 exc(pref) 0.1 10 – 0.1 15 – 0.1 15 –
L3 exc(npref) → L3 exc(pref) 1.4 1.4 – 1.4 1.4 – 1.4 1.4 –
L3 exc – – – – – – – – 0.8
Optimal DA + low NE Optimal DA + optimal NE Optimal DA + high NE
AMPA NMDA I AMPA NMDA I AMPA NMDA I
L3 exc(pref) → L3 exc(pref) 0.1 10 – 0.1 15 – 0.1 15 –
L3 exc(npref) → L3 exc(pref) 1 1 – 1 1 – 1 1 –
L3 exc – – – – – – – – 0.8
High DA + low NE High DA + optimal NE High DA + high NE
AMPA NMDA I AMPA NMDA I AMPA NMDA I
L3 exc(pref) → L3 exc(pref) 0.1 10 – 0.1 15 – 0.1 15 –
L3 exc(pref) → L3 exc(npref) 1 1 – 1 1 – 1 1 –
L3 exc – – 0.8 – – 0.8 – – 0.67
receptors (Figures 2B,C). This causes a similar affect as highly
stimulated D1 receptors and blocks all inputs (recurrent excita-
tory, lateral excitatory, and lateral inhibitory) to neurons (Mao
et al., 1999).
We simulate the enhancement of non-preferred inputs when
DA levels are low by increasing the strength of lateral exci-
tatory connections (i.e., AMPA and NMDA conductances; see
Equation 5) between columns encoding different preferred direc-
tions. When DA levels were low, then, μ in Equation 5 was set
equal to 1.4 for AMPA and NMDA conductances on connec-
tions from non-preferred to preferred L3 excitatory connections
(Table 4). When DA levels were optimal, μ was set equal to 1.0
for AMPA and NMDA conductances on connections from non-
preferred to preferred L3 excitatory connections.When dopamine
levels are high, it has been shown that, not only non-preferred
inputs, but all inputs to dlPFC neurons are weakened as shown
in Figure 2C (Vijayraghavan et al., 2007). This was simulated by
setting μ equal to 0.8 in Equation 1, which decreases the overall
input to a neuron. These neuromodulatory factors were chosen to
match experimental data (Vijayraghavan et al., 2007), which sug-
gest low overall activity and spatial tuning degradation in dlPFC
with high DA levels and a high overall activity and spatial tuning
degradation in dlPFC at low DA levels.
We simulate α2A receptor affects by decreasing the strength
(i.e., NMDA conductances; see Equation 5, Table 4) of recur-
rent excitatory connections within a column when NE levels are
low and increasing the strength of recurrent excitatory connec-
tions when NE levels are optimal and high (see Figure 2B). Thus,
when NE levels were low, μ in Equation 5 was set equal to 10 for
NMDA conductances on recurrent excitatory connections of L3
neurons within a column.When NE levels were optimal and high,
μ was increased to 15 for NMDA conductances (see Table 4).
In all of these cases, μ was set equal to 0.1 for AMPA conduc-
tances. A stronger influence of NMDA receptors on recurrent
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excitatory connections has been suggested previously as a means
for increasing the stability of persistent states (Wang, 1999; Brunel
and Wang, 2001). High NE levels, which activate α1 receptors,
were simulated by multiplying the total synaptic current to a cell
(see Equation 1) by a factor of 0.8. This factor was chosen to
match experimental data seen in Birnbaum et al. (2004), where
an α1 agonist was applied resulting in decreased firing rates and
spatial tuning degradation in the dlPFC. When both NE and DA
levels were high, we multiplied the total synaptic current to a cell
by 0.67.
INPUT PRESENTATION AND SACCADE GENERATION
The input to our network was structured according to the oculo-
motor delayed response (ODR) behavioral paradigm (Goldman-
Rakic, 1995). Each individual experiment can be broken down
into four stages: fixation, cue, delay, and response (Figure 1B).
During the fixation stage, a constant, random Poissonian input
drove all four columns in the network. The cue was presented
for 500ms at the 0◦ location, driving PC 7a inputs, and, hence,
layer 3 neurons in the dlPFC encoding this saccadic direction
(see blue line in PC chart of Figure 3). This biased drive was
removed during the delay period, allowing for recurrent exci-
tatory connections in a column to reverberate and hold onto
the working memory. During the response period, Poissonian
spike trains drove the MD/SC layer for 500ms, simulating a
corollary discharge, driving neurons in layer 5 of all columns.
Layer 5 neurons, in turn, cleared working memory in layer 3
via GABAergic projections from the BG (Figure 3). The fact that
response-related activity of layer 5 neurons is driven by a corol-
lary discharge and PFC-BG interactions are involved in working
memory updating is well established (Frank et al., 2001; Wang
et al., 2004; Sommer and Wurtz, 2006). The behavioral response
was obtained from the MOT layer, whose activity was biased by
the layer 3 excitatory neurons in the dlPFC. To get the behavioral
response, we chose the MOT group that had the greatest num-
ber of spikes in the 500ms before the response period was cued.
This is reminiscent of accumulator models that have been seen in
decision making and proposed to exist in the brain in the MOT
(Schall et al., 2011).
RESULTS
We first demonstrate in our results that we can match the
inverted-U profiles seen with DA and NE manipulation. We then
make predictions as to what working memory might look like in
conditions that have not been explored experimentally, includ-
ing: low DA + low NE, low DA + high NE, high DA + low
NE, and high NE + high DA. Finally, we look at the behavioral
responses of our model and show that they match well with those
seen experimentally.
INVERTED-U DA AND NE PROFILES
We first examined the responses of neurons in the four dlPFC
columns of our model as we varied the concentration of DA
and NE from low to high. The peristimulus spike histograms
(PSTH) in Figure 4A shows average firing rate summed over all
neurons in layer 3 during a single trial as DA levels vary from
low to high. Figure 4A shows the changes in working memory
responses for the preferred direction (0◦ column) and a non-
preferred direction (90◦ column) when keeping the NE concen-
tration optimal and varying the DA concentration (behavioral
results found in Table 5). The columns coding for 180 and 270◦
had similar working memory patterns to the 90◦ column; how-
ever, we displayed the data in this way for ease of comparison
with experimental data (Figure 4B). Our results show a similar
inverted-U dose-response function as was seen in experimen-
tal results (Vijayraghavan et al., 2007) and shown in Figure 4B.
That is, when DA concentrations are low (Figure 4A, left), both
preferred and non-preferred columns show high firing rates
due to excess noise (∼20Hz preferred, ∼20Hz non-preferred;
p > 0.1 using a t-test comparing the firing rates of each col-
umn). This noise is caused by the strengthening of non-preferred
inputs to all columns due to a weak activation of D1 recep-
tors. When DA concentrations are high (Figure 4A, right), input
to all neurons is diminished and the firing rates for both pre-
ferred and non-preferred directions decrease and the neurons lose
their spatial tuning (∼10Hz preferred, ∼10Hz non-preferred;
p > 0.1, t-test). This is thought to be caused by an increase
in cAMP and may occur with high levels of stress (Arnsten,
2011).
When keeping the DA concentration optimal and varying the
NE concentration (Figure 5A), we also find a similar inverted-
U dose-response function as was shown in Arnsten (2011).
The PSTH in Figure 5A shows average firing rate summed over
all neurons in layer 3 during a single trial as NE levels vary.
This result matches well with the experimental result shown
in Figure 5B. When NE concentrations are low (Figure 5A,
left), recurrent excitatory connections within a column are
weakened due to decreased activation of α2A receptors. This
causes a decrease in the firing rates of both preferred and
non-preferred columns and impairs delay-related firing. It has
been shown that α2A activation may enhance firing by inhibit-
ing cAMP (Wang et al., 2007). When NE concentrations are
high (Figure 5A, right), inputs to all neurons are diminished
(∼10Hz preferred, ∼10Hz non-preferred; p > 0.05, t-test) due
to activation of α1 receptors and the firing rates for both pre-
ferred and non-preferred directions decrease (Mao et al., 1999;
Birnbaum et al., 2004). These two receptors are activated at
different concentrations of NE due to their different affinities
for NE. That is, α2A receptors have a high affinity for NE
and are activated at lower NE concentrations, while α1 recep-
tors have a low affinity for NE and are activated at high NE
concentrations.
When both NE and DA levels are optimal (Figures 4A, 5A,
center), α2A and D1 receptors are optimally activated and the
spatial tuning of the working memory columns are enhanced
(∼20Hz preferred, 10Hz non-preferred; p < 10−8, t-test). This
is due to the fact that, in our model, when α2A receptors are
optimally activated there is a strengthening of recurrent excita-
tory connections in layer 3 within each column. This, along with
lateral inhibition, allows for the preferred column to be activated
and stable at a persistently higher firing rate than non-preferred
columns. When D1 is optimally active, excitatory connections
between columns are weakened, decreasing the amount of noise
that can activate any one column.
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FIGURE 4 | Inverted-U dose-response with changing DA levels. (A)
Plot showing average firing rate summed over all neurons in layer 3 in
a single trial. When DA levels were varied from low to high, we saw
changes in the firing rate of working memory neurons that were
consistent with those found experimentally. When DA levels were low,
D1 receptors were only weakly activated causing an increase in the
strength between columns (i.e., between non-preferred inputs). This
lead to a degradation of spatial tuning as can be seen by both
preferred (column encoding 0◦ in the model) and non-preferred (column
encoding 90◦ in the model) columns showing high firing rates (left).
The firing rates of preferred direction neurons vs. non-preferred
direction neurons during the delay period were not significantly different
(p > 0.1; t-test). When DA levels were high (right), all inputs to neurons
in the PFC network were partially blocked due to D1 receptor
over-stimulation, leading to a decrease firing rate to both preferred and
non-preferred neurons (p > 0.1; t-test). When DA levels were optimal,
preferred neuron firing rates were higher than non-preferred neurons as
is characteristic in successful working memory traces (p < 10−8; t-test).
(B) Experimental results obtained from Vijayraghavan et al. (2007);
Arnsten (2011) showing a similar inverted-U with varying DA levels.
Table 5 | Behavioral results—percentage of correct, incorrect, and no
response behaviors.
Low NE (%) Optimal NE (%) High NE (%)
Low DA 70, 30, 0 68, 32, 0 20, 80, 0
Optimal DA 90, 10, 0 98, 2, 0 62, 38, 0
High DA 4, 0, 96 62, 38, 0 68, 0, 32
MAKING PREDICTIONS FOR COMBINED HIGH AND LOW NE AND
DA LEVELS
VTA and LC have reciprocal connections with each other and the
PFC, suggesting that the activities of these two regions are highly
dependent upon one another and that DA and NE concentra-
tions should co-vary (Sara, 2009). Experimental studies, however,
only manipulate one of these neuromodulators locally, potentially
leaving the other at an optimal level. To understand how work-
ing memory changes when both NE and DA are at non-optimal
levels, we also ran our model when both DA and NE were low,
when DA and NE were high, when DA was high and NE was low,
and when DA was low and NE was high. Figure 6 depicts what
happens in these four cases (4 corners of the figure), as well in the
optimal cases as has been shown in Figures 4, 5. We discuss the
results of each of the four cases below.
Weak and noisy delay related activity results when both NE
and DA levels are low (Figure 6A). When NE is low, excitatory
recurrent activity is decreased due to decreased α2A receptor acti-
vation, leading to low firing rates. When DA is low, the strength
of non-preferred synapses is increased due to decreased D1 recep-
tor activation, leading to an increase in the amount of noise and a
degradation of spatial tuning. In this case, the general pattern of
the firing rates looks very similar to the case in which DA is low
and NE is optimal, except with lower firing rates. This low firing
rate may lead to an attentional deficit in subjects in vivo due to a
weaker top-down signal.
We see a similar result when DA is low and NE is high
(Figure 6C). In this case, high NE decreases the overall input
to the neurons due to activation of α1 receptors, which has
a similar effect on the overall firing rate as decreasing recur-
rent activity as seen in the low NE case. Because lateral inhi-
bition is weakened in addition to recurrent excitation (see
Figure 2C), however, a further degradation in spatial tuning
may result with stimulation of alpha1 receptors that wasn’t
seen when NE levels were low and alpha2A receptors were only
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FIGURE 5 | Inverted-U dose-response with changing NE levels. (A)
When NE levels were varied from low to high, we saw changes in the
firing rate of working memory neurons that were consistent with those
found experimentally. When NE levels were low (left), α2A receptors
were only weakly activated causing a decrease in the strength of
recurrent connections within a column and, ultimately, a degradation of
working memory as can be seen by the low firing rates in both
preferred (column 1) and non-preferred (column 2) neurons. The firing
rates of preferred direction neurons vs. non-preferred direction neurons
during the delay period were significantly different since non-preferred
direction neurons showed no response at all (p < 10−8; t-test). When
NE levels were high (right), all inputs to neurons in the PFC network
were partially blocked due to α1 receptor stimulation, leading to a
decrease firing rate to both preferred and non-preferred neurons
(p > 0.05; t-test). When NE levels were optimal, preferred neuron firing
rates were higher than non-preferred neurons as is characteristic in
successful working memory traces (p < 10−8; t-test). Note that the
optimal and high NE conditions are the same as in Figure 4A due to
the fact that identical neuromodulatory changes in the network are
imposed in each of these states. (B) Experimental results from
Birnbaum et al. (2004); Wang et al. (2007); Arnsten (2011) showing a
similar inverted-U response with varying NE levels.
weakly stimulated. This weakening of lateral inhibition can be
seen in comparing the low DA/high NE plot (Figure 6C) with
Figures 6B,F. In Figures 6B,F, when the stimulus is presented
the firing rate of all non-preferred directions simultaneously
decrease as the preferred direction increases due to lateral inhi-
bition. In Figure 6C, however, we see that, while some firing
rates decrease with stimulus presentation (red line), others are
only weakly affected (teal line). This is discussed further in the
Behavioral Results section. As in the low DA and low NE case
above, the low firing rate in this case may lead to an attentional
deficit in subjects in vivo due to a weaker top-down signal. In
addition to the low firing rates, the network is noisy due to
decreased activation of D1 receptors as in the low DA and low
NE case.
High DA combined with low NE (Figure 6G) led to significant
impairments in working memory by causing very low overall fir-
ing rates. In this case, low NE decreases the strength of recurrent
excitatory connections due to inactivation of α2A receptors. High
DA decreases the overall input to the working memory neurons.
As can be seen in Figure 6G, the neural groups are no longer able
to persistently fire during the delay period, suggesting that it will
have a weak or no influence on the saccade generation process
in MOT since it depends on activity in the last 500ms before the
response period. This is explained inmore detail in the Behavioral
Results section.
A similar result is seen when both NE and DA levels are
high (Figure 6I). This happens as a result of the activation of
α1 receptors and the over-activation of D1 receptors, which both
cause a decrease in the overall input to all working memory neu-
rons in the columns. There is, however, a slightly longer tail of
activation in the delay period than the high DA/low NE case, sug-
gesting that performance will not be as bad behaviorally when
both DA and NE are high as compared to the high DA/low
NE case described above. Compared to the optimal NE/high
DA and optimal DA/high NE cases, this state could potentially
cause significant behavioral and attentional deficits depending
on how strongly alpha1 and D1 receptors block inputs to PFC
neurons. We chose neuromodulatory parameters such that some
persistent activity would remain to drive behavioral responses,
however, it is possible that high DA and high NE completely
block inputs to PFC neurons, which would cause more severe
impairments.
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FIGURE 6 | Simultaneous alteration of NE and DA levels. Figure shows
firing rates for the all neurons of the four columns for low, optimal, and
high concentrations of DA and NE. The column encoding the 0◦ saccade
direction is shown in blue, 90◦ saccade direction in green, 180◦ in red
and 270◦ in teal. Panels (B,E,H) and (D–F) are averages of the results
seen in Figures 5, 6, respectively. The four corner conditions include:
low DA + low NE (A), low DA + high NE (C), high DA + low NE (G),
and high NE + high DA (I). To our knowledge, these four conditions
have not been experimentally tested. Firing rates were smoothed using a
simple moving average.
BEHAVIORAL RESULTS
We were able to capture how changes in neuromodulatory lev-
els would affect behavior by having neurons in layer 3 project to
MOT groups, which acted as a motor output layer. The responses
of MOT neurons are shown in Figure 7 for low, optimal and
high neuromodulatory level combinations. To get the behavioral
response, we chose the MOT group that had the greatest number
of spikes during the 500ms prior to the response cue. This is rem-
iniscent of accumulator models that have been seen in decision
making and proposed to exist in the brain in the MOT (Schall
et al., 2011). Table 5 shows the percentage of correct, incorrect,
and null responses by the model. A null response occurs when no
neuron fires during 500ms before the response period.
Notice in comparing Figures 6, 7 that even when working
memory is noisy due to low DA or high NE, behavioral perfor-
mance may not significantly decline due to the architecture of the
MOT. Specifically, because there is lateral inhibition in MOT, ini-
tially strong excitation of the preferred direction from L3 of the
dlPFCwill make it more likely it to “win out” over the other direc-
tions and choose the correct saccade direction. This is illustrated
in comparing Figures 6, 7. Notice the low DA (Figures 7A–C),
optimal DA + high NE (Figure 7F), and optimal NE + high
DA (Figure 7H) conditions and compare them with the working
memory plots in Figure 6. Working memory is extremely noisy
during the last 3 s of the trial, however, since the earliest input
to the MOT layer is most significant, lateral inhibition in the
MOT will filter out the noise later in the delay period and the
correct saccade direction will have a higher probability of being
chosen. This suggests that lateral inhibition in the MOT may be
another means for filtering out noise and optimizing behavioral
performance.
Behavior was the worst when NE was low and DA was high as
a result of extremely low firing rates in all layers (Figure 6G). This
was due to weakened recurrent excitatory activity as a result of
weakly activated α2A receptors and the overall input to the net-
work was diminished due to overactive D1 receptors. As a result,
the percentage of non-decision trials (meaning no neurons fired
during last 500ms before the response phase) was 96%. The only
other case that had non-decision trials (32%) was when both NE
and DA were high. Behavioral deficits were also quite high when
NE was high and DA was low. This is due to activation of α1
receptors and inactivation of D1 receptors. Inactive D1 receptors
strengthened non-preferred inputs and led to a large amount of
noise leaking into each cortical column, whereas activation of α1
receptors decreased firing rates to all neurons. Low firing rates
due to activation of α1 receptors (i.e., high NE) seems to hinder
behavioral performance more than deactivation of α2A receptors
(low NE), which also decrease firing rates. This behavioral deficit
was explicitly due to noise as opposed to non-decision trials as
discussed above in the low NE + high DA case.
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FIGURE 7 | The MOT filters out noise to improve behavioral
performance. This figure shows the firing rates of all MOT neurons for a
single trial. During low DA (A–C), optimal DA + high NE (F) and optimal NE +
high DA (H) conditions, working memory in the PFC is extremely noisy and it
is difficult to differentiate which of the columns would correctly drive the
motor response (D,E,G,I do not show significant noise). As can be seen in
this figure, however, some of this noise is filtered out in the MOT with lateral
inhibition. Lateral inhibition allows the initially strong response from the
preferred direction (blue, in these cases) to dominate and win out over other
directions. This suggests that lateral inhibition may be a means for the MOT
to improve behavioral performance even noise in the PFC is high. Firing rates
were smoothed using a simple moving average.
Another interesting result found in our model is that behav-
ior is significantly worse under optimal DA + high NE condi-
tions compared to optimal DA + low NE conditions. In low
NE conditions, α2A receptors are only weakly stimulated, which
decreases recurrent activity, whereas, at high NE conditions, α1
receptors are activated and decrease all inputs to the neurons.
Physiologically these changes have the same end result: a decrease
in overall activity and a degradation of spatial tuning. Our behav-
ioral results, however, further suggest that α1 activation may be
more detrimental to behavior than α2A inactivation. Decreasing
the overall input to a neuron (via α1 receptor activation) intro-
duces more noise into working memory than decreasing recur-
rent excitatory activity (via α2A receptor deactivation). This is
likely due to the fact that α1 receptor activation decreases recur-
rent activity and lateral inhibition between columns in dlPFC (see
Figure 2C). Decreasing lateral inhibition degrades spatial tun-
ing more so than decreasing recurrent excitation alone, leading
to a greater amount of noise in the network. Thus, the strength
of the signal, which depends on recurrent excitation, seems less
important in terms of behavioral performance than the ability to
block out noise with lateral inhibition. This highlights the impor-
tance of GABAergic neurons in working memory and behavioral
performance.
Our behavioral results also match quite well with monkey
behavioral results. Systemic injection of cirazoline, an α1 agonist,
showed a 20% reduction in the number of correct responses
(Birnbaum et al., 2004), whereas local application of yohimbine,
an α2 antagonist, showed a 10% reduction in the number of
correct responses (Li and Mei, 1994). These results match well
with the above result suggesting that the optimal DA, high NE
condition, which activates α1 receptors, is more detrimental to
behavioral performance than the optimal DA, low NE condition,
which weakens α2A receptor activation. Likewise, local applica-
tion of a D1 antagonist caused an approximately 30% reduction
in the number of correct responses (relate to our optimal NE, low
DA case) and local application of a D1 agonist caused an approx-
imately 20% reduction in the number of correct responses (relate
to our optimal NE, high DA case).
DISCUSSION
The model presented in this paper is able to correctly match
experimental data showing an inverted-U dose-response with
varying levels of dopamine and norepinephrine. We showed that
when DAwas low, inactivation of D1 receptors strengthened non-
preferred inputs to working memory columns, increasing the
amount of noise in working memory. When NE was low, working
memory is weak due to weak activation of α2A receptors on recur-
rent excitatory synapses. When either NE or DA levels were high,
all inputs to the network are weakened due to over activation of
D1 receptors and activation of α1 receptors. In addition, we make
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predictions regarding the type of working memory and behav-
ioral deficits that might occur in conditions that have not been
experimentally tested. For example, when DA levels were low and
NE levels were high, we saw significant behavioral deficits result-
ing from a large amount of noise in working memory. When DA
levels were high and NE levels were low, on the other hand, we
saw behavioral deficits due to weak overall network activity. We
were also able to show that lateral inhibition in working mem-
ory may play a more important role in increasing signal-to-noise
ratio than increasing recurrent excitatory input. Lateral inhibi-
tion in MOT also plays an important role in reducing noise in the
motor output in order to improve behavioral performance when
working memory was noisy.
The importance of neuromodulators in working memory has
been known for decades (Brozoski et al., 1979). Today, we not
only know the specific role that dopaminergic and noradrener-
gic receptors play in working memory, we also know intracellular
synaptic signaling events that likely occur as a result of activation
of these receptors (Arnsten et al., 2012). Due to the inherent com-
plexity that arises with multiple interacting cortical circuits, it is
important to test the experiment-based theories of how these cir-
cuits behave with models. We developed our model to test at the
circuit level the current understanding of how noradrenergic and
dopaminergic receptors modulate working memory and, further,
come up with experimentally testable predictions.
Because of interactions between the LC and VTA (Sara, 2009),
NE and DA levels may covary in dlPFC. Thus, an important pre-
diction of ourmodel is howworkingmemory and behavior might
change when bothNE andDA are low or high.When bothNE and
DA levels are low (Figure 6A), we observe that working mem-
ory in the model is both noisy and dlPFC neurons have a low
firing rate due to weak activation of D1 and alpha2A receptors,
respectively. Behavioral results, however, in this condition were
comparable to the low DA/optimal NE condition, suggesting that
weakening recurrent excitation alone does not have a profound
effect on behavior.
When DA levels are low and NE levels are high (Figure 6C),
working memory is also noisy and has a low firing rate due to
weak activation of D1 receptors and activation of alpha1 recep-
tors, respectively. This led to a significant behavioral deficit. That
is, it is worse behaviorally to have a low firing rate due to activa-
tion of α1 receptors (high NE) than deactivation of α2A receptors
(low NE). This can also be seen in comparing the optimalDA +
lowNE (Figure 6D) and the optimalDA + highNE (Figure 6E)
cases. This suggests that it is more optimal to decrease the overall
recurrent excitation than decrease the overall input to excita-
tory neurons. This is likely due to the fact that activation of α1
receptors decreases both recurrent excitation and lateral inhibi-
tion, which degrades spatial tuning and introduces noise into the
network. This further highlights the importance of GABAergic
neurons for working memory and points to the fact that it may
be more important for working memory and behavioral perfor-
mance to block noise with strong lateral inhibition than increase
the “signal” with strong excitation.
When both NE and DA levels are high (Figure 6I), we observe
that our workingmemory is significantly impaired due to an over-
all low activity in the PFC. A similar result is seen when DA is high
andNE is low (Figure 6G). Behavioral deficits, however, are much
worse in the highDA + lowNE case. That is, it is better behav-
iorally to have a low firing rate due to activation of α1 receptors
(high NE) than deactivation of α2A receptors (low NE) in a high
DA situation. This is interesting because it contradicts the low
DA case explained above, suggesting an important role that noise
might play in increasing behavioral performance when NE levels
are low.
These results are especially interesting because PFC projects to
both the VTA and LC and the VTA and LC have reciprocal pro-
jections to each other and respond to similar stimuli (Sara, 2009).
Therefore, it is quite likely that the concentrations of these two
neuromodulators are dependent upon one another. For example,
high DA levels may excite neurons that project to the LC, leading
to high NE levels and vice versa. It may also be that changes in DA
levels counteract changes in NE levels in order to optimize behav-
ior via reciprocal connections to the VTA and LC. This could be
tested experimentally by manipulating DA levels and measuring
NE levels or stimulating the VTA and LC and measuring the lev-
els of NE and DA, respectively. Experimental procedures typically
involve manipulating only of these neuromodulators and seeing
how this affects working memory. Simultaneously changing DA
and NE concentrations, however, seems more biologically plausi-
ble and is easily implemented experimentally. It will be interesting
to test this in the future to verify or disprove our model.
Our model also suggests that the corollary discharge from the
SC projects to layer 5 neurons in the PFC and that this signal
is important for clearing working memory. The idea that corol-
lary discharge projects to layer 5 neurons is not new (Wang et al.,
2004). Layer 5 neurons in the PFC show firing timed with the
saccadic response during an ODR task. Wang et al. showed that
this response is attenuated by applying a D2 antagonist. Because
D2 receptors have been shown to be important for cognitive flex-
ibility (Floresco et al., 2006) and layer 5 neurons project to the
basal ganglia, which has also been shown to be important for
updating working memory (Frank et al., 2001), we proposed this
SC→PFC→BG circuit for clearing working memory. It will be
interesting to verify this circuitry and investigate the D2 receptor’s
role in working memory updating in addition to the computa-
tional role that the corollary discharge plays in informing the rest
of the brain that a movement has just been made (Sommer and
Wurtz, 2008).
Several interesting models of working memory have been
recently developed (Compte et al., 2000; Brunel and Wang, 2001;
Mongillo et al., 2008; Szatmary and Izhikevich, 2010; Martinet
et al., 2011; Chen et al., 2013; Hansel and Mato, 2013). Instead
of relying solely on NMDA/AMPA ratios, Mongillo et al. (2008)
andHansel andMato (2013) developed a workingmemorymodel
that also uses short-term plasticity to drive persistence. Hansel
and Mato found that short-term plasticity is particularly impor-
tant for maintaining working memory when increasing the size
of the network as well as introducing high variability in spiking
as has been observed in vivo. Though we did not see any size-
related deficits in working memory, it would be interesting to see
in future studies whether our model is robust to such changes.
Compte et al. (2000) developed a prefrontal cortical network
model that demonstrated the importance of NMDA and GABA
currents in maintaining a stable working memory and realized
an excitatory–inhibitory circuit architecture that was necessary
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for iso-directional tuning. Brunel and Wang (2001) had several
important findings, including showing the how external drive
can affect the inverted-U shape, how distracting inputs can affect
the network, and the importance of GABA and NMDA currents.
These models were mainly focused on constructing a working
recurrent neural model of working memory and trying to better
understand mechanisms that might influence the stability of rep-
resentations. Our model, on the other hand, goes a step deeper by
focusing on recent experimental findings involving the location
and effects that D1, α2A, and α1 receptors have on working mem-
ory networks. In this sense, our model builds upon these models
by adding another layer of experimental detail that wasn’t known
when these models were developed.
A couple of important differences should be discussed in com-
paring our model with other models of working memory. First,
many models of working memory include a large number of
saccade directions so that these directions may be stored continu-
ously as a “bump attractor” (Compte et al., 2000;Wei et al., 2012).
Ourmodel, on the other hand, only includes 4 different directions
so we are not able to assess how neuromodulationmight affect the
stability and size of the attractor states. We speculate that decreas-
ing NE would cause the attractor to become smaller or perhaps
disappear, whereas decreasing DAwould cause the attractor activ-
ity to spread, introducing uncertainty into the working memory
representation. It would be interesting to see in the future how
neuromodulator concentrations affect the spread and stability
of these attractor states. Our model also has a unique way of
choosing the saccade direction by incorporating a motor out-
put layer with lateral inhibition. Other models (see, e.g., Compte
et al., 2000) choose the saccade direction by decoding thememory
trace using population vector decoding in the last several hun-
dred milliseconds of the delay period. This would result in far
poorer behavioral performance in our model due to the fact that
recurrent inhibition in the motor output layer makes the decision
heavily weighted on the initial excitation of the dlPFC neurons.
Further modeling and experimental studies will be needed to
assess the validity of either of these approaches.
In sum, this study focused on modeling the effects that D1,
α2A, and α1 receptors have working memory. We were able
to reproduce experimental results showing inverted-U dose-
dependent changes that occur for differing dopamine and
noradrenaline concentrations. In particular, we showed that D1
receptors were important for improving spatial tuning in work-
ing memory by blocking noise induced by lateral excitation in the
PFC. α2A receptors, on the other hand, strengthened recurrent
excitatory connections within a column, leading to more robust
working memory representations. In addition, our model was
able to predict how working memory and behavior will change
under low DA + low NE, low DA + high NE, high DA + low
NE, and high NE + high DA conditions, which has not yet been
shown experimentally. Finally, we demonstrated the important
role that inhibition plays in reducing noise in both working mem-
ory and motor output layers. We hope these results will solidify
current experimental theories on working memory as well as
provide researchers with testable predictions for non-standard
experimental conventions that involve manipulating DA and NE
levels simultaneously.
ACKNOWLEDGMENTS
Supported by the Defense Advanced Research Projects Agency
(DARPA) subcontract 801888-BS, Intelligence Advanced
Research Projects Activity (IARPA) via Department of the Interior
(DOI) contract number D10PC20021, and NSF award number
IIS-0910710. The U.S. Government is authorized to reproduce
and distribute reprints for Governmental purposes notwithstand-
ing any copyright annotation thereon. The views and conclusions
contained hereon are those of the authors and should not be
interpreted as necessarily representing the official policies or
endorsements, either expressed or implied, of IARPA, DOI, or
the U.S. Government.
REFERENCES
Arnsten, A. F. (2009). Stress signalling
pathways that impair prefrontal cor-
tex structure and function.Nat. Rev.
Neurosci. 10, 410–422. doi: 10.1038/
nrn2648
Arnsten, A. F. (2011). Catecholamine
influences on dorsolateral pre-
frontal cortical networks. Biol.
Psychiatry 69, e89–e99. doi: 10.
1016/j.biopsych.2011.01.027
Arnsten, A. F., Paspalas, C. D., Gamo,
N. J., Yang, Y., andWang, M. (2010).
Dynamic network connectivity: a
new form of neuroplasticity. Trends
Cogn. Sci. 14, 365–375. doi: 10.1016/
j.tics.2010.05.003
Arnsten, A. F., Wang, M. J.,
and Paspalas, C. D. (2012).
Neuromodulation of thought:
flexibilities and vulnerabilities
in prefrontal cortical network
synapses. Neuron 76, 223–239. doi:
10.1016/j.neuron.2012.08.038
Avery, M. C., Nitz, D. A., Chiba, A.
A., and Krichmar, J. L. (2012).
Simulation of cholinergic and nora-
drenergic modulation of behavior
in uncertain environments. Front.
Comput. Neurosci. 6:5. doi: 10.3389/
fncom.2012.00005
Birnbaum, S. G., Yuan, P. X., Wang,
M., Vijayraghavan, S., Bloom, A. K.,
Davis, D. J., et al. (2004). Protein
kinase C overactivity impairs pre-
frontal cortical regulation of work-
ing memory. Science 306, 882–884.
doi: 10.1126/science.1100021
Briand, L. A., Gritton, H., Howe,W.M.,
Young, D. A., and Sarter, M. (2007).
Modulators in concert for cogni-
tion: modulator interactions in the
prefrontal cortex. Prog. Neurobiol.
83, 69–91. doi: 10.1016/j.pneurobio.
2007.06.007
Brozoski, T. J., Brown, R. M., Rosvold,
H. E., and Goldman, P. S. (1979).
Cognitive deficit caused by regional
depletion of dopamine in prefrontal
cortex of rhesus monkey. Science
205, 929–932. doi: 10.1126/science.
112679
Brunel, N., and Wang, X. J. (2001).
Effects of neuromodulation in a cor-
tical network model of object work-
ing memory dominated by recur-
rent inhibition. J. Comput. Neurosci.
11, 63–85. doi: 10.1023/A:101120
4814320
Chen, Y., McKinstry, J. L., and
Edelman, G. M. (2013). Versatile
networks of simulated spiking
neurons displaying winner-take-all
behavior. Front. Comput. Neurosci.
7:16. doi: 10.3389/fncom.2013.
00016
Compte, A., Brunel, N., Goldman-
Rakic, P. S., and Wang, X. J.
(2000). Synaptic mechanisms and
network dynamics underlying spa-
tial working memory in a corti-
cal network model. Cereb. Cortex
10, 910–923. doi: 10.1093/cercor/
10.9.910
Dayan, P., and Abbott, L. (2001).
Theoretical Neuroscience:
Computational and Mathematical
Modeling of Neural Systems.
London: The MIT Press.
Floresco, S. B., Magyar, O., Ghods-
Sharifi, S., Vexelman, C., and Tse,
M. T. (2006). Multiple dopamine
receptor subtypes in the medial pre-
frontal cortex of the rat regulate set-
shifting. Neuropsychopharmacology
31, 297–309. doi: 10.1038/sj.npp.
1300825
Frank, M. J. (2011). Computational
models of motivated action selec-
tion in corticostriatal circuits. Curr.
Opin. Neurobiol. 21, 381–386. doi:
10.1016/j.conb.2011.02.013
Frank, M. J., Loughry, B., and O’Reilly,
R. C. (2001). Interactions between
frontal cortex and basal gan-
glia in working memory: a
Frontiers in Computational Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 133 | 13
Avery et al. Modeling working memory with neuromodulation
computational model. Cogn.
Affect. Behav. Neurosci. 1, 137–160.
doi: 10.3758/CABN.1.2.137
Goldman-Rakic, P. S. (1995). Cellular
basis of working memory. Neuron
14, 477–485. doi: 10.1016/0896-
6273(95)90304-6
Hansel, D., and Mato, G. (2013).
Short-term plasticity explains irreg-
ular persistent activity in work-
ing memory tasks. J. Neurosci.
33, 133–149. doi: 10.1523/JNEURO
SCI.3455-12.2013
Izhikevich, E. M. (2003). Simple model
of spiking neurons. IEEE Trans.
Neural Netw. 14, 1569–1572. doi: 10.
1109/TNN.2003.820440
Izhikevich, E. M. (2004). Which model
to use for cortical spiking neu-
rons? IEEE Trans. Neural Netw.
15, 1063–1070. doi: 10.1109/TNN.
2004.832719
Izhikevich, E. M., and Edelman, G. M.
(2008). Large-scale model of mam-
malian thalamocortical systems.
Proc. Natl. Acad. Sci. U.S.A. 105,
3593–3598. doi: 10.1073/pnas.0712
231105
Izhikevich, E. M., Gally, J. A., and
Edelman, G. M. (2004). Spike-
timing dynamics of neuronal
groups. Cereb. Cortex 14, 933–944.
doi: 10.1093/cercor/bhh053
Krichmar, J. (2008). The neuromod-
ulatory system: a framework for
survival and adaptive behav-
ior in a challenging world.
Adapt. Behav. 16, 385–399. doi:
10.1177/1059712308095775
Li, B. M., and Mei, Z. T. (1994).
Delayed-response deficit induced
by local injection of the alpha
2-adrenergic antagonist yohimbine
into the dorsolateral prefrontal
cortex in young adult monkeys.
Behav. Neural Biol. 62, 134–139. doi:
10.1016/S0163-1047(05)80034-2
Mao, Z. M., Arnsten, A. F., and Li,
B. M. (1999). Local infusion of
an alpha-1 adrenergic agonist into
the prefrontal cortex impairs spa-
tial working memory performance
in monkeys. Biol. Psychiatry 46,
1259–1265. doi: 10.1016/S0006-32
23(99)00139-0
Martinet, L. E., Sheynikhovich, D.,
Benchenane, K., and Arleo, A.
(2011). Spatial learning and action
planning in a prefrontal cortical net-
work model. PLoS Comput. Biol.
7:e1002045. doi: 10.1371/journal.
pcbi.1002045
Miller, E. K., and Cohen, J. D. (2001).
An integrative theory of pre-
frontal cortex function. Annu. Rev.
Neurosci. 24, 167–202. doi: 10.1146/
annurev.neuro.24.1.167
Mongillo, G., Barak, O., and Tsodyks,
M. (2008). Synaptic theory of
working memory. Science 319,
1543–1546. doi: 10.1126/science.
1150769
Richert, M., Nageswaran, J. M., Dutt,
N., and Krichmar, J. L. (2011). An
efficient simulation environment
for modeling large-scale cortical
processing. Front. Neuroinform.
5:19. doi: 10.3389/fninf.2011.
00019
Sara, S. J. (2009). The locus coeruleus
and noradrenergic modulation of
cognition. Nat. Rev. Neurosci. 10,
211–223. doi: 10.1038/nrn2573
Schall, J. D., Purcell, B. A., Heitz,
R. P., Logan, G. D., and Palmeri,
T. J. (2011). Neural mechanisms
of saccade target selection: gated
accumulator model of the visual-
motor cascade. Eur. J. Neurosci.
33, 1991–2002. doi: 10.1111/j.1460-
9568.2011.07715.x
Sommer, M. A., and Wurtz, R. H.
(2006). Influence of the thalamus on
spatial visual processing in frontal
cortex. Nature 444, 374–377. doi:
10.1038/nature05279
Sommer, M. A., and Wurtz, R. H.
(2008). Brain circuits for the inter-
nal monitoring of movements.
Annu. Rev. Neurosci. 31, 317–338.
doi: 10.1146/annurev.neuro.31.
060407.125627
Stepniewska, I., and Kosmal, A. (1986).
Distribution of mediodorsal thala-
mic nucleus afferents originating in
the prefrontal association cortex of
the dog. Acta Neurobiol. Exp. (Wars)
46, 311–322.
Szatmary, B., and Izhikevich, E. M.
(2010). Spike-timing theory of
working memory. PLoS Comput.
Biol. 6:e1000879. doi: 10.1371/
journal.pcbi.1000879
Vijayraghavan, S., Wang, M.,
Birnbaum, S. G., Williams, G.
V., and Arnsten, A. F. (2007).
Inverted-U dopamine D1 receptor
actions on prefrontal neurons
engaged in working memory. Nat.
Neurosci. 10, 376–384. doi: 10.1038/
nn1846
Wagatsuma, N., Potjans, T. C.,
Diesmann, M., and Fukai, T. (2011).
Layer-Dependent attentional pro-
cessing by Top-down Signals in a
visual cortical microcircuit model.
Front. Comput. Neurosci. 5:31. doi:
10.3389/fncom.2011.00031
Wang, M., Ramos, B. P., Paspalas, C. D.,
Shu, Y., Simen, A., Duque, A., et al.
(2007). Alpha2A-adrenoceptors
strengthen working memory net-
works by inhibiting cAMP-HCN
channel signaling in prefrontal
cortex. Cell 129, 397–410. doi:
10.1016/j.cell.2007.03.015
Wang, M., Vijayraghavan, S., and
Goldman-Rakic, P. S. (2004).
Selective D2 receptor actions
on the functional circuitry of
working memory. Science 303,
853–856. doi: 10.1126/science.
1091162
Wang, X. J. (1999). Synaptic basis
of cortical persistent activity: the
importance of NMDA receptors to
working memory. J. Neurosci. 19,
9587–9603.
Wei, Z., Wang, X. J., Wang, D. H.
(2012). From distributed resources
to limited slots in multi-item
working memory: a spiking net-
work model with normalization.
J. Neurosci. 32, 11228–11240. doi:
10.1523/JNEUROSCI.0735-12.2012
Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.
Received: 12 June 2013; accepted: 11
September 2013; published online: 03
October 2013.
Citation: Avery MC, Dutt N and
Krichmar JL (2013) A large-scale neural
network model of the influence of neu-
romodulatory levels on working memory
and behavior. Front. Comput. Neurosci.
7:133. doi: 10.3389/fncom.2013.00133
This article was submitted to the
journal Frontiers in Computational
Neuroscience.
Copyright © 2013 Avery, Dutt and
Krichmar. This is an open-access arti-
cle distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or repro-
duction in other forums is permitted,
provided the original author(s) or licen-
sor are credited and that the original
publication in this journal is cited, in
accordance with accepted academic prac-
tice. No use, distribution or reproduction
is permitted which does not comply with
these terms.
Frontiers in Computational Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 133 | 14
