PENGARUH PERENCANAAN PAJAK, BEBAN PAJAK TANGGUHAN,

UKURAN PERUSAHAAN, DAN LEVERAGE TERHADAP  





3.1 Teknik Penentuan Populasi dan Sample 
3.1.1 Populasi 
Populasi adalah wilayah generalisasi yang terdiri atas obyek atau subyek 
yang mempunyai kualitas dan karakteristik tertentu yang diterapkan oleh peneliti 
untuk dipelajari dan kemudian ditarik kesimpulannya. Jadi populasi bukan hanya 
orang, tetapi juga obyek dan benda-benda alam yang lain. Populasi bukan sekedar 
jumlah yang ada pada obyek yang dipelajari, tetapi meliputi seluruh karakteristik 
yang dimiliki oleh subjek atau obyek itu (Sugiyono, 2014:115).  
Populasi dalam penelitian ini adalah perusahaan manufaktur sector 
industry barang konsumsi yang terdaftar di Bursa Efek Indonesia periode 2014-
2016 . Peusahaan sektor industri barang konsumsi disini yaitu yang meliputi  : 
1. Makanan dan Minuman 
1. ADES (Aksara Wira Internasional Tbk) 
2. AISA (Tiga Pilar Sejahtra Food Tbk) 
3. ALTO (Tri Banyan Tirta Tbk) 
4. CEKA (Cahaya Kalbar Tbk) 
5. DAVO (Davamas Abadi Tbk) 
6. DLTA (Delta Djakarta Tbk) 
7. ICBP (Indofood CBp Sukses Makmur Tbk) 
8. INDF (Indofood Sukses Makmur Tbk) 
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9. MLBI (Multi Bintang Indonesia Tbk) 
10. MYOR (Mayora Indah Tbk) 
11. PSDN (Prasidha Aneka Niaga Tbk) 
12. ROTI (Nippon Indosari Corporindo Tbk) 
13. SKBM (Sekar Bumi Tbk) 
14. SKLT (Sekar Laut Tbk) 
15. STTP (Siantar Top Tbk) 
16. ULTJ (Ultrajaya Milk Industry and Trading Company Tbk) 
2. Rokok 
1. GGRM (Gudang Garam Tbk) 
2. HMSP (Hanjaya Mandala Sampoerna Tbk) 
3. RMBA (Bentoel Internasional Investama Tbk) 
4. WIIM (Wismilak Inti Makmur Tbk) 
3. Farmasi 
1. DVLA (Darya Varia Laboratorium Tbk) 
2. INAF (Indofarma Tbk) 
3. KAEF (Kimia Farma Tbk) 
4. KLBF (Kalbe Farma Tbk) 
5. MERK (Merek Tbk) 
6. PYFA (Pydam Farma Tbk) 
7. SCPI (Sehering Plough Indonesia Tbk) 
8. SIDO (Industri Jamu dan Farmasi Sido Muncul Tbk) 
9. SQBI (Taiso Pharmaceutical Indonesia Tbk) 
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10. TSPC (Tempo Scan Pasific Tbk) 
4. Kosmetik 
1. KINO (Kino Indonesia Tbk) 
2. MBTO (Martina Berto Tbk) 
3. MRAT (Mustika Ratu Tbk) 
4. TCID (Mandom Indonesia Tbk) 
5. Unvr (Unilever Indonesia Tbk) 
5. Peralatan Rumah Tangga 
1. CINT (Choitose Internasional Tbk) 
2. KDSI (Kedawung Setia Industrial Tbk) 
3. KICI (Kedaung Indag can Tbk) 
4. LMPI (Langgeng Makmur Industri Tbk) 
3.1.2. Sampel 
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh 
populasi tersebut. Bila populasi besar, dan peneliti tidak mungkin mempelajari 
semua yang ada pada populasi, misalnya karena keterbatsan dana, tenaga dan 
waktu, maka peneliti dapat menggunakan sampel yang diambil dari populasi itu 
(Sugiyono, 2014:116). Adapun metode pengambilan sampel dalam penelitian ini 
adalah metode purposive sampling yaitu teknik penentuan sampel dengan 






 Adapun kriteria sampel dalam penelitian ini meliputi : 
1. Perusahaan yang bergerak dibidang manufaktur sektor Industri Barang 
Konsumsi   yang telah terdaftar di BEI pada tahun 2014-2016. 
2. Perusahaan sektor industry barang konsumsi yang menerbitkan laporan 
keuangan lengkap secara berturut-turut selama tahun pengamatan 2014-
2016. 
3. Perusahaan sektor industri barang konsumsi yang memperoleh laba dan 
melaporkan beban pajak secara berturut-turut dari tahun pengamatan 
2014-2016 
Tabel 3.1 
Kriteria Pemilihan Sampel 
No Keterangan  Jumlah 
1 Perusahaan Manufaktur Sektor Industri Barang Konsumsi 
yang terdaftar di BEI pada tahun 2014-2016 
40 
2 Perusahaan Manufaktur Sektor Industri Barang Konsumsi 
yang  tidak menyajikan laporan tahunan yang berturut- 
turut periode 2014 – 2016 
(7) 
3 Perusahaan Manufaktur Sektor Industri Barang Konsumsi 
yang rugi 
(8) 
Jumlah sampel yang digunakan dalam penelitian  25 
Jumlah tahun yang diteliti 3 










Adapun perusahaan yang dijadikan sampel dilihat pada tabel 3.2 
Tabel 3.2 
Sampel Perusahaan Manufaktur Sektor Industri Barang Konsumsi 
No Kode Nama Perusahaan 
1 ADES Akasha Wira International Tbk 
2 CEKA Wilmar Cahaya Indonesia Tbk 
3 DLTA Delta Djakarta, Tbk 
4 DVLA Darya Varian Laboratorium, Tbk 
5 GGRM Gudang Garam, Tbk 
6 HMSP Hanjaya Mandala Sampoerna, Tbk 
7 ICBP Indofood CBP Sukses Makmur Tbk, PT 
8 INAF Indofarma Tbk 
9 INDF Indofood Sukses Makmur Tbk, PT 
10 KAEF Kimia Farma (Persero) Tbk 
11 KICI Kedaung Indah Can Tbk 
12 KLBF Kalbe Farma, Tbk 
13 LMPI Langgeng Makmur Industry, Tbk, PT 
14 MBTO Martina berto Tbk 
15 MERK Merck Tbk 
16 MLBI Multi Bintang Indonesia Tbk 
17 MYOR Mayora Indah Tbk 
18 ROTI Nippon Indosari Corporindo, Tbk,PT 
19 SIDO Industri Jamu dan Farmasi Sido Muncul, Tbk 
20 SKBM Sekar Bumi Tbk 
21 TCID Mandom Indonesia Tbk 
22 TSPC Tempo Scan Pasific Tbk 
23 ULTJ Ultrajaya Milk Industry and Tranding Compeny Tbk 
24 UNVR Unilever Indonesia, Tbk 
25 WIIM Wismilak Inti Makmur, Tbk 
Sumber : www.idx.co.id 
3.2 Jenis dan Sumber Data 
 Jenis data yang digunakan dalam penelitian ini adalah data sekunder dari 
perusahaan manufaktur yang terdaftar di Bursa Efek Indonesia (BEI). Sumber 
data yang digunakan ini diperoleh melalui Financial Report dan Annual Report 
yang terdapat dalam situs resmi BEI yaitu www.idx.co.id.  
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3.3 Metode Pengumpulan Data 
 Data yang digunakan dalam penelitian ini adalah data sekunder. 
Sedangkan metode pengumpulan data berupa metode dokumentasi yaitu 
penggunaan data yang berasal dari sumber-sumber yang sudah ada. Data yang 
dipakai dalam penelitian ini berupa annual report dari perusahaan-perusahaan 
yang terdaftar di BEI tahun 2014-2016. 
3.4 Definisi Oprasional dan Pengukuran Variabel 
 Pada penelitian ini, variabel yang akan diteliti adalah Pengaruh 
Perencanaan Pajak, Beban Pajak Tangguhan, Ukuran Perusahaan dan Leverage  
terhadap Manajemen Laba. Variabel independen penelitian ini yaitu Perencanaan 
Pajak, Beban Pajak Tangguhan, Ukuran Perusahaan dan Leverage . Sedangkan 
variabel dependen adalah manjemen laba. 
3.4.1 Variabel Independen 
 Variabel independen (bebas) merupakan jenis variabel yang dipandang 
sebagai penyebab munculnya variabel dependen yang diduga sebagai akibatnya 
(Kuncoro, 2013). Dalam penelitian ini, variabel bebas yang digunakan adalah : 
3.4.1.1 Perencanaan pajak (X1) 
   Menurut Suandy dalam bukunya akuntansi pajak (2008:6) perencanaan 
pajak adalah langkah awal dari manajemen pajak. Pada tahap ini dilakukan 
pengumpulan dan penelitian terhadap peraturan perpajakan agar dapat diseleksi 
jenis tindakan penghematan pajak yang akan dilakukan. Pada umumnya 
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penekanan perencanaan pajak adalah untuk meminimumkan kewajban pajak. Jika 
tujuan perencanaan pajak adalah merekayasa agar beban pajak (tax burden) dapat 
ditekan serendah mungkin dengan memanfaatkan peraturan yang ada tetapi 
berbeda dengan tujuan pembuat undang-undang, maka perencaan pajak disini 
sama dengan tax avoidance karena secara hakikat ekonomi keduanya berusaha 
memaksimalkan penghasilan setelah pajak (after tax return) karena pajak 
merupakan unsur pengurang laba yang tersedia, baik untuk dibagikan kepada 
pemegang saham maupun untuk diinvestasiakn kembali. 
 Variabel perencanaan pajak diukur dengan menggunakan rumus tax 
retention rate (tingkat retensi pajak), yang menganalisis suatu ukuran dari 
efektivitas manajemen pajak pada laporan keuangan perusahaan tahun berjalan 
(Wild et al., 2004 dalam Aditama dan Purwaningsih 2014). Ukuran efektifitas 
manajemen pajak yang dimaksud dalam penelitian ini adalah ukuran efektifitas 
perencanaan pajak. Rumus tax retention rate (tingkat retensi pajak) adalah (Wild 
et al., 2004):  
TRR =            Net Income it  
     Pretax Income (EBIT)it 
Keterangan:  
TRRit  = Tax Retention Rate (tingkat retensi pajak) perusahaan i pada tahun t.  
Net Incomeit  = Laba bersih perusahaan i pada tahun t.  




3.4.1.2 Beban Pajak Tangguhan (X2) 
Menurut Mohammad Zain (2008:187) beban pajak tangguhan terjadi 
akibat “perbedaan antara PPh terutang (pajak penghasilan yang dihitung berbasis 
pada penghasilan kena pajak yang sesungguhnya dibayar kepada pemerintah) 
dengan beban pajak tangguhan (pajak penghasilan yang dihitung berbasis 
penghasilan sebelum pajak) sepanjang menyangkut perbedaan temporer”. 
 Variabel beban pajak tangguhan di ukur dengan formula beban pajak 
tangguhan (DTE) mengikuti pendekatan yang dilakukan oleh Philips, et al, (2003) 
dalam Gede dan Darma (2017), 
 DTE = Beban Pajak Tangguhan it 
         Total Asset it -1 
 
Keterangan : 
DTE =  Deffered Tax Expense ( Beban Pajak Tangguhan) 
Beban Pajak Tangguhan it = Beban pajak tangguhan perusahaan i pada tahun t 
Total Asset it = Total Asset Perusahaan i pada tahun t-1 
3.4.1.3 Ukuran Perusahaan (X3) 
   Ukuran perusahaan merupakan ukuran atau besarnya asset yang dimiliki 
perusahaan. Semakin besar ukuran suatu perusahaan, maka informasi tentang 
perusahaan tersebut juga semakin banyak diketahui investor. Dalam penelitian ini, 
indikator yang digunakan untuk mengukur tingkat ukuran perusahaan adalah total 




   SIZE = Ln (TotalAsset)   
   Untuk mencari total asset dapat ditemukan di Ikhtisar keuangan 
perusahaan dalam annual report. 
 
3.4.1.4 Leverage (X4) 
Dalam penelitian Rahmanto (2017) menjelaskan bahwa Rumus leverage 
adalah rasio yang digunakan untuk menghitung jumlah aset bersih perusahaan 
yang sebagian besar diperoleh oleh kreditur. Leverage yang tinggi menandakan 
banyaknya dana yang dipakai perusahaan dari kreditur untuk kegiatan oprasinya 
dalam mendapatkan laba. Perhitungan nilai leverage dalam penelitian ini 
mengikuti  rumus yang digunakan oleh penelitan Rohmanto (2017) yaitu : 
DTA = Total Liabilitas 
   Total Asset 
 
Keterangan : 
DTA = Debt to Total Asset  
Total Liabilitas = Total Liabilitas (Total Utang/Kewajiban) 
Total Asset = Total Aset        
 Total Liabilitas disini adalah keseluruhan totoal Liabilitas perusahaan 
pada tahun tersebut dan total asset disini juga keseluruha total asset pada 







3.4.2   Variabel Dependen 
 Variabel dependen (terikat) merupakan jenis variabel yang dijelaskan 
atau dipengaruhi variabel independen (Kuncoro, 2013). Variabel dependen yang 
digunakan dalam penelitian ini adalah : 
3.4.2.1 Manajemen Laba 
 Manajemen laba merupakan upaya untuk mengubah, menyembunyikan, 
dan merekayasa angka-angka dalam laporan keuangan dan mempermainkan 
metode dan prosedur akuntansi yang digunakan perusahaan (Sulistyanto, 2008 
dalam Gede dan Darma, 2017).  Pihak manajemen memiliki wewenang dan 
keleluasaan dalam memaksimalkan laba perusahaan yang mengarah pada proses 
memaksimalkan kepentingan pribadi dengan biaya yang harus ditanggung oleh 
pemilik perusahaan. Upaya untuk meningkatkan nilai perusahaan tidak lagi 
mencerminkan kinerja manajemen yang sesungguhnya, namun telah direkayasa 
sedemikian rupa sehingga menjadi lebih baik sesuai dengan keinginan 
manajemen. Dalam menghitung Manajemen laba penelitian ini mengikuti 
pendekatan yang dilakukan oleh Philips et al. (2003) dalam Aditama dan 
Purwaningsih (2014). 
   
    –      





∆E   = Perubahan Laba  
Eit  = Laba Perusahaan i pada tahun t-1 
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Eit   = Laba Perusahaan i pada tahun t1 
MVEt-1 = Market velue of equity perusahaan i padan tahun t-1 
 
Cara mencari rumus manajemen laba ialah laba perusahaan pada tahun 
berjalan dan pada tahun sebelumnya di dapat dari laporan keuangan pada laporan 
laba rugi, dan untuk mencari MVE merupakan hasil dari perkalian jumlah saham 
yang beredar dengan harga saham yang dapat dilihat di informasi sekuritas annual 
report dari perusahaan. 
3.5   Metode Analisis Data 
3.5.1 Statistik Deskriptif 
 Menurut Ghozali (2016), statistik deskriptif memberikan gambaran atau 
deskripsi suatu data yang dilihat dari nilai minimum, maksimum, nilai, rata-rata 
(mean), standar deviasi. Analisis deskriptif dapat digunakan untuk mengetahui 
gambaran mengenai manajemen laba dengan menggunakan pendekatan distribusi 
laba pada perusahaan manufaktur yang terdaftar di Bursa Efek Indonesia dari 
tahun 2012-2016. 
3.5.2 Asumsi Klasik 
Uji asumsi klasik merupakan uji yang digunakan untuk mengetahui 
apakah terjadi penyimpangan terhadap asumsi klasik, apabila terjadi 
penyimpangan terhadap asumsi tersebut maka akan menghasilkan asumsi yang 
tidak benar. Uji asumsi klasik digunakan setelah penggunaan model analisis 
regresi berganda.Asumsi klasik yang harus dipenuhi diantaranya data harus 
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berdistribusi normal, non multikolinear, homokedasitas, dan non autokorelasi 
(Ghozali, 2016; 105). 
3.5.2.1 Uji Normalitas Data 
Menurut Ghozali (2016:154) uji normalitas bertujuan untuk menguji 
apakah dalam model regresi, variabel pengganggu atau residual memiliki 
distribusi normal. Seperti diketahui bahwa uji t dan F mengasumsikan bahwa nilai 
residual mengikuti distribusi normal. Ada dua untuk mendeteksi apakah residual 
berdistribusi normal atau tidak yaitu dengan analisis grafik dan uji statistik 
Kolmogorov-Smirnov. 
3.5.2.2 Uji Heteroskedastisitas 
 Uji Heteroskedastisitas bertujuan menguji apakah dalam regresi terjadi 
ketidak seimbangan variance dari residual suatu pengamatan ke pengamatan lain. 
Menurut Ghozali (2016:135), pengujian untuk mendeteksi ada atau tidaknya 
heteroskedastisitas dapat dilakukan dengan melihat grafik ploy antara nilai 
produksi variabel terikat (ZPERD) dengan residualnya (SRESID). Deteksi ada 
tidaknya heteroskedastisitas dapat dilakukan dengan melihat ada tidaknya pola 
tertentu pada grafic scatterplot dengan kriteria sebagai berikut: 
a. Jika pola tertentu seperti titik-titik yang ada membentuk pola tertentu terukur 
(bergelombang, melebar kemudian menyempit), maka mengindikasikan adanya 
heteroskedastisitas. 
b. Jika tidak ada pola yang jelas, serta titik-titik menyebar keatas dan dibawah 
angka 0 pada sumbu y, maka tidak terjadi heteroskedastisitas. 
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3.5.2.3 Uji Multikolinearitas 
 Menurut Ghozali (2016:104) uji multikolinieritas bertujuan untuk 
menguji apakah model regresi ditemukan adanya korelasi antar variabel bebas. 
Model regresi yang baik seharusnya tidak terjadi korelasi di antara variabel bebas. 
Salah satu cara untuk mengetahui ada tidaknya multikolinearitas pada suatu model 
regresi adalah dengan melihat nilai tolerance dan VIF (Variance Inflation 
Factor). Jika nilai tolerance > 0,1 dan VIF < 10, maka dapat diartikan bahwa 
tidak terdapat multikolinearitas pada penelitian tersebut. 
3.5.2.4 Uji Autokorelasi 
Menurut Ghozali (2016:107) uji autokorelasi bertujuan untuk menguji 
apakah dalam regresi linier ada korelasi antara kesalahan penganggu pada periode 
t dengan kesalahan pengganggu pada periode t-1 (sebelumnya). jika terjadi 
korelasi maka dinamakan autokorelasi. Untuk menguji ada tidaknya autokorelasi 
dalam penelitian ini menggunakan uji Durbin-Watson (DW Test). Pengambilan 
keputusan ada tidaknya autokorelasi sebagai berikut: 
a. Terjadi autokorelasi positif apabila 0 < DW < dL 
b. Terjadi autokorelasi negatif apabila 4-dL < DW < 4 
c. Tidak terjadi autokorelasi positif apabila dL   DW   dU 
d. Tidak terjadi autokorelasi negatif apabila 4-dU   DW  4-dL 




3.5.3 Analisis Regresi Berganda 
Pengujian terhadap masing-masing hipotiesis yang diajukan dapat 
dilakukan dengan analisis statistic regresi berganda. Pengujian regresi berganda 
disini terdiri dari uji F, yang digunakan untuk menguji signifikansi koefesien 
regresi secara keseluruhan dan pengaruh variabel independen secara bersama-
sama terhadap variabel dependen (Ghozali, 2016) 
Persamaan regresi berganda dapat dinyatakan dengan fungsi persamaan 
linier berikut : 
Y = a + b1X1 + b2X2 + b3X3 + b4X4 + e 
Dimana:  
Y  =    Manajemen Laba  
a  =    Konstanta  
b (1,2,3,4) =    Koefesien Regresi Model 
X (1,2,3,4) =    Perencanaan Pajak, Beban Pajak Tangguhan, Ukuran 
        Perusahaan dan Leverage 
ɛ   =    eror 
3.6  Pengujian Hipotesis 
 Dasar pengambila keputusan dalam analisis regresi ini adalah dengan 
menggunakan uji koefisien determinasi, dan uji statistik t. Perhitungan statistik 
disebut signifikan secara statistik apabila nilai uji statistiknya berada dala daerah 
kritis (daerah dimana HO ditolak). Sebaliknya disebut tidak signifikan secara 
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statistik apabila nilai uji statistiknya berada dalam daerah kritis (daerah dimana 
HO diterima).(Ghozali : 2016) 
Kriteria pengujiannya: 
1. Tingkat kepercayaan yang digunakan adalah 95% atau tarif signifikan 5% 
(a=0,05). 
2. Kriteria penolakan atau penerimaan hipotesis didasarkanpada signifikan p-
value. 
3.6.1 Pengujian Koefisien Regresi Parsial (Uji t) 
 Uji t adalah pengujian secara statistik untuk mengetahui apakah variavel 
independen secara individual mempunyai pengaruh terhadap variabel dependen. 
Jika tingkat probolotasnya lebih kecil daro 0,05 maka dapat dikatan variabel 
independen berpengaruh terhadap variabel dependen. Pada pengujian ini juga 
menggunakan uji dua arah. Adapun prosedur pengujiannya adalah setelah 
melakukan perhitungan terhadap t hitung, kemudian membandingkan nilai t 
hitung dengan t tabel, Kriteria pengambilan keputusan adalah : 
1. Apabila t hitung > t tabel dan tingkat signifikan  (a) < 0,05, maka Ho yang 
menyatakan bahwa tidak terdapat pengaruh variabel dependen ditolak. Ini 
berarti secara parsial variabel independen berpengaruh signifikan terhadap 
variabel dependen. 
2. Apabila t hitung < t tabel dan tingkat signifikan  (a) < 0,05, maka Ho diterima, 
yang berarti secara parsial variabel independen tidak berpengaruh signifikan 
terhadap variabel dependen. 
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3.6.2 Uji Simultan (Uji F) 
  Uji simultan (Uji F) digunakan untuk mengetahui ada tidaknya pengaruh 
secara bersama-sama (simultan) variabel bebas (X) terhadap variabel terikat (Y). 
Yaitu dengan membandingkan F hitung dengan F tabel dengan tingkat 
kepercayaan 95% dan signifikansi 0,05. 
1. Jika nilai F hitung > f tabel maka hipotesis diterima. 
2. Jika nilai F hitung < f tabel maka hipotesis ditolak. 
 Uji statistik F pada dasarnya menunjukan apakah semua variabel 
independen atau bebas yang dimasukkan kedalam model mempunyai pengaruh 
secara bersama-sama terhadap variabel dependen atau terikat. Hipotesis diterima 
jika nilai probabilitas signifikansi ≤0,05. Hipotesis ditolak jika nilai probabilitas 
signifikansi ≥0,05 (Ghozali, 2016) 
3.6.3 Uji Koefisien Determinasi (R²) 
  Uji Koefisien Determinasi (R²) digunakan untuk mengetahui persentase 
pengaruh variabel independen (prediktor) terhadap perusahaan variabel dependen. 
Dari sini akan diketahui seberapa besar variabel dependen akan mampu dijelaskan 
oleh variabel independennya, sedangkan sisanya dijelaskan oleh sebab-sebab lain 
diluar model. Nilai nilai yang mendekati satu berarti variabel-variabel independen 




 Hasil uji koefisien determinasi (R²) mengukur seberapa besar 
kemampuan model dalam menerangkan variasi variabel depende. Nilai koefisien 
determinasi adalah antara nol dan satu (Ghozali, 2016). Makin kecil nilai SEE 
akan membuat model regresi semakin tepat dalam memprediksi variabel 
dependen (Ghozali, 2016). 
