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This dissertation deals with advanced compu-
tational concepts for quantum transport and 
spintronics in graphene and magnetic tunnel 
junctions.
The first part is devoted to developing generic 
transport algorithms, applicable to any tight-
binding Hamiltonian. After a review of Green‘s 
function based quantum transport formalisms, 
the dissertation presents a numerically stable 
algorithm for computing the surface Green‘s 
function of a lead, as well as a generalized Fisher-
Lee relation. A matrix reordering algorithm 
is introduced to extend the applicability of 
established quantum transport algorithms.
The second part discusses spin-dependent 
transport in magnetic tunnel junctions and 
graphene nanoribbons, making use of the 
numerical techniques developed in the first 
part as well as analytical models. In particular, 
this includes an investigation of the tunneling 
anisotropic magnetoresistance in a strong 
magnetic field, a thorough discussion of the 
transport in the graphene edge state, and a study 
of spin currents in rough graphene nanoribbons.
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1.1 Beyond Moore’s law
Nowadays, electronic devices are abundant in our daily lives. Electronics has created
previously unthought possibilities for communication and information processing in
the form of computers and communication devices, but has also found its way into
everyday items, such as telephones or cars—for the better or the worse. A few decades
ago, a simple table-top calculator used to be a high-end device, but today even a coffee
machine can have more computing power. Indeed, the field of electronics has evolved
tremendously in the second half of the last century.
This development is commonly visualized in the form of Moore’s law : In 1965, Gor-
don Moore predicted that the number of transistors on a chip would double every year
[1]. Although Moore was only bold enough to make a prediction for the next ten years,
and chips at that time only involved a few tens to a hundred transistors, remarkably
this exponential growth has continued until today, with a few billion transistors in
high-end computer processors. This exponential growth is best presented as a picture:
In Fig. 1.1 we show Moore’s law on the example of the number of transistors in Intel
processors as a function of time, together with Moore’s original prediction. Indeed, we
observe a doubling of the number of transistors approximately every 18 months, valid
in the last 40 years since Moore’s prediction. However, as any exponential growth, this
increase must end at some point.
Increasing the performance of electronic devices was always driven by scaling down
the system sizes. On the way from dimensions of a few millimeters to a few ten
nanometers, conventional semiconductor electronics has overcome many technological
obstacles, despite skeptics predicting the end of Moore’s law due to these difficulties
[2–6]. However, apart from these technological obstacles, there are fundamental limits
for scaling from the laws of physics: For example, there are limits imposed by quantum
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Figure 1.1 – Moore’s law on the example of Intel processors (data from
www.intel.com/technology/mooreslaw/index.htm), together with Moore’s original pre-
diction (from [1]). The long dashed line is a fit to an exponential, doubling every 18 months.
mechanics, such as the Heisenberg uncertainty principle [7, 8], or limits imposed by the
material, such as heat removal or fluctuations in the number of dopants per transistor
[9]. Today, it seems that the scaling in conventional semiconductor electronics may very
well continue for about another two decades [9, 10]—but not beyond. In the meantime,
the search for alternative approaches to a future electronics has already begun.
Whereas conventional electronics makes use of the charge of the electron, the field of
spintronics seeks to use the electron spin. Spintronics is a wide field including topics
with many different aspects (for reviews, see [11–13]). Amongst the earliest examples
of spintronics are the various magnetoresistance effects, where the giant magnetoresis-
tance (GMR) effect [14, 15] and the tunneling magnetoresistance TMR effect [16–18]
are the most prominent examples. In both cases, the resistance of two (or more) fer-
romagnetic layers, separated by a spacer layer, depends on the relative angle between
the magnetizations in the ferromagnets. While this spacer is a non-magnetic metal in
the case of the GMR effect, and the underlying physics is governed by diffusive trans-
port, it is an insulator in the case of the TMR effect, where the physics is governed by
quantum mechanical tunneling. Apart from these differences, the magnetoresistance
effect can be understood in both cases from the different density of states for spin up
and down in the ferromagnets. Since the resistance depends strongly on the orienta-
tion of the layers, the GMR effect can be used as a very sensitive sensor for magnetic
fields and has found its way into the read heads of hard drives, being a tremendous
technological success. As a consequence, the 2007 Nobel Prize has been awarded to the
discovery of the GMR effect. The most prominent application of the TMR is magnetic
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random access memory (for a review of the applications of the GMR and TMR effect,
see Ref. [19]).
The magnetoresistance effects are mostly applied to store and retrieve information.
In order to use spin for logic operations, it must be possible to store, transport and
manipulate the electron spin. Semiconductors are good candidates, as they typically
exhibit a long spin relaxation time and allow the manipulation of spin via spin-orbit
coupling, hence forming the field of semiconductor spintronics [13].
The spin field-effect transistor proposed in the seminal work of Datta and Das [20]
is a good example for the fundamental ideas in a spin-based logic. In the spin field-
effect transistor, source and drain contacts are formed by ferromagnetic metal contacts
with parallel magnetizations. The electrons injected from the source pass through a
two-dimensional electron gas, where the orientation of the spin can be manipulated
by a gate voltage, tuning the Bychkov-Rashba spin-orbit coupling [21, 22]. When the
orientation of the spin is not changed, it can easily exit through the drain contact
(which has the same magnetization direction as the source contact) leading to a low
resistance (“ON”-state), whereas it will be scattered back, if the spin has been flipped,
leading to a large resistance (“OFF”-state). Switching from “ON” to “OFF” then
only requires the energy needed to flip a spin, which is much smaller than the energy
needed to remove an electron from the conduction channel in a conventional field-effect
transistor. Hence, spintronics may lead to a logic with a reduced power consumption.
Whilst it is not clear if the spin field-effect transistor of Datta and Das will ever be
realized experimentally [13], a number of spin field-effect transistors based on similar
ideas have been proposed, such as in Refs. [23, 24].
Another prominent spintronics example is the spin Hall effect, where in a charge
current flow spin up and down are deflected into opposite directions due to spin-orbit
coupling. The spin Hall effect comes in an extrinsic version [25, 26], where this spin-
dependent deflection is due to scattering from impurities, and in an intrinsic version [27,
28] even in the absence of impurities, due to the spin-orbit coupling in semiconductors.
The spin Hall effect may lead to a dissipationless, pure spin current [27], i.e. a spin
current without any accompanying charge current, possibly paving the way towards
dissipationless logic circuits.
The physics of graphene is another field that has seen a tremendous amount of
interest since the experimental discovery of single layer graphene in 2004 [29]. Graphene
is a rather remarkable material: It is a two-dimensional honeycomb lattice of carbon
atoms, i.e. a single layer of graphite, and was believed not to exist, as two-dimensional
crystals are thermodynamically unstable [30]. The fact that graphene nevertheless is
found in the experiment, has been explained by a stabilization through the underlying
substrate or intrinsic rippling [31].
In fact, now it is believed that every pencil trace contains a few flakes of single-
layer graphene—the main problem is to find and identify them (for a review on the
experimental fabrication and identification of graphene, see Ref. [31]). The low-energy
physics of graphene is governed by the Dirac equation, and hence graphene exhibits
many unique electronic properties, such as the odd-integer quantum Hall effect [32]
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that can be observed even at room temperature [33] and Klein tunneling [34] (for
reviews, see Refs. [31, 35]). Moreover, graphene shows an exceptionally high mobility
[36, 37] even at room-temperature [29, 32]. Thus, with graphene it might be possible
to realize a room-temperature ballistic field-effect transistor, allowing for operation at
much higher frequencies than conventional transistors.
Apart from these unique electronic properties, graphene is also a promising candidate
for spintronics and spin-based quantum computing [38], as the spin relaxation time in
graphene is expected to be very long [39–41]. Spin injection from ferromagnetic metals
has already been demonstrated experimentally [42–46].
In this thesis, we discuss two different spintronics examples: First, we study the mag-
netic field dependence of the tunneling anisotropic magnetoresistance (TAMR) effect,
explaining recent experimental results [47, 48]. The TAMR effect is a prototypical ex-
ample of a spintronics device, as it exhibits characteristics both of the magnetoresistive
effects and of semiconductor spin-orbit coupling.
Second, we study the generation of spin currents in graphene-only devices. In par-
ticular, we show that the edge state in zigzag graphene nanoribbons can be used to
generate spin-polarized currents. Moreover, this edge state can induce a spin Hall effect
analogous to semiconductors with spin-orbit coupling, allowing for the generation of
pure spin currents. The effects proposed in this work may help towards achieving an
all-graphene based spintronics.
1.2 The need for numerics
In this work, we are concerned with calculating transport properties of systems that
are neither very small, nor very large. For example, the graphene nanoribbons that we
discuss in this work typically have a few ten to hundred thousand atoms. Hence, these
systems are more complicated than a very small system where only the properties of a
single atom may matter, but due to their finite size also more complicated than a very
large system which may be approximated by bulk properties. When calculating the
properties of such a system, one can choose between two approaches: Designing a sim-
plified model, that can still be solved analytically, or performing numerical simulations
on a more detailed description of the system.
Numerical simulations are a crucial component whenever more quantitative predic-
tions are sought. In addition, numerics is a valuable tool for validating the predictions
of simplified models. Moreover, numerical simulations can give an insight into the
physical processes of not yet understood, complicated systems. From the information
gained in the numerics it is then often possible to build a simplified model, captur-
ing the essential physics. In this work we are concerned with advanced numerical
calculations of spin transport properties which also serve as reference calculations for
corresponding analytical models.
In fact, numerics has been in the toolbox of physicists even before the invention of
electronic computers. The first large-scale numerical calculation seems to have been
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carried out by Alexis-Claude Clairaut in 1758, for computing the orbit of comet Halley.
Working together with two friends, the numerical calculations took nearly five months
[49]. Of course, the advent of electronic computers has changed the way numerical
computations are done. As computers have become more and more powerful, numerical
simulations can deal with ever more complex problems. However, these increased
capabilities have also led to scientific computer programs that become more and more
complex. When writing a code for numerical computations, it is now also important
to follow general programming paradigms.
One such paradigm is code reusability. Code reusability means that program code
should not be written specifically for a single problem, but should be applicable to
a general class of problems. Applying such a general code decreases the necessary
development time. Moreover, any time code is written, mistakes are made, and hence
reusing existing code can help avoiding mistakes. In addition, code reusability can also
help to increase code quality, as the respective program parts can be tested thoroughly.
From the point of view of physics, the development of generic algorithms, i.e. algo-
rithms that can be applied to a wide class of physical problems, is a prerequisite for
code reusability. In this work, we will develop new algorithms for a generic approach
to quantum transport, applicable to arbitrary tight-binding systems. These techniques
serve as the foundation of the numerical simulations of this work. Moreover due to
its generic nature, the program developed in the course of this work has also has been
applied to other transport problems [50–57].
1.3 Outline
Every chapter of this thesis starts with an introductory section, motivating and/or
defining the problem under investigation, and ends with a summary of the main find-
ings.
The thesis is organized in two parts: In the first part we develop new algorithms for
a generic approach to transport in arbitrary tight-binding models.
To this end, Chapter 2 reviews the established transport formalism based on
Green’s functions and the scattering approach of Landauer and Bu¨ttiker. In particu-
lar, the equivalence of the Green’s function and the scattering approach is emphasized.
This equivalence can be written in a compact form using the generalized Fisher-Lee
relation of Appendix C. From the general transport theory, we identify two challenges
on the way to a generic and efficient numerical approach for transport in tight-binding
models: the calculation of the lead Green’s function and the efficient calculation of the
retarded Green’s function of the system. Novel solutions to these problems are then
presented in the following two chapters.
Chapter 3 is concerned with the calculation of the Green’s function of the leads. For
this we prove rigorously a general expression for the lead Green’s function, extending
the expressions known from previous works. Since this general expression is found to be
numerically unstable in certain, important systems, we then develop a new, numerically
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stable algorithm to evaluate the Green’s function of the lead.
In Chapter 4 we develop a matrix reordering algorithm based on graph partitioning
techniques that brings the Hamiltonian matrix of a tight-binding system to a form
optimal for transport. In particular, through this reordering well-established quantum
transport algorithms that were previously restricted to linear geometries can now be
applied to arbitrary geometries, including multi-terminal structures. Moreover, the
matrix reordering can lead to a significant speed-up of calculations.
The results of the first part together with Appendix C are the foundation of a general
transport code that can be applied to arbitrary tight-binding systems. In the second
part of this thesis, this transport code is used to perform numerical simulations of
spintronics effects in magnetic tunnel junctions and graphene.
In Chapter 5 we investigate the magnetic field dependence of the TAMR effect in an
epitaxially grown Fe/GaAs/Au tunnel junction, in order to explain recent experimental
findings. To this end, we extend a previously developed model that relates the TAMR
effect to the effects of spin-orbit coupling in the tunnel barrier to include the orbital
effects of the magnetic fields. The characteristic features of the experimental findings
are reproduced by the numerical simulations, and the underlying physics is highlighted
within a qualitative model.
Chapter 6 is devoted to an extensive study of the charge transport properties of
the graphene edge state. The graphene edge state is a peculiar state localized at a
zigzag edge of graphene. In particular, we find that the paradigm model of transport
in graphene, the nearest-neighbor tight-binding approximation, cannot be applied to
study transport properties of the edge state, as exponentially small corrections to
this model can change the edge state properties fundamentally. This is demonstrated
by numerical simulations and can be understood from symmetry considerations in a
perturbative analysis of the edge state. We especially highlight the importance of
next-nearest neighbor hopping for the graphene edge state.
These results on the charge transport properties of the edge state are the foundation
for the spin transport properties of graphene nanoribbons, studied in Chapter 7. We
show ways how to generate spin-polarized and pure spin currents from the theoretically
predicted edge magnetism. In particular, rough graphene nanoribbons are found to
be a natural source of spin-polarized electrons, exhibiting universal spin conductance
fluctuations. Moreover, the edge state leads to a geometrically induced spin Hall effect,
that can be used to generate spin-polarized currents in three-terminal devices, and pure
spin currents in four-terminal devices. The results of this chapter show an alternative
to ferromagnetic metal contacts for generating spin currents, paving the way to an
all-graphene based spintronics.
Finally, the results of this thesis are summarized and further perspectives are dis-
cussed.
The appendix contains additional information and technical details complementing
the main text. Appendix A gives general expressions for probability and current
densities in tight-binding models, including spin. Appendix B reviews the recursive
Green’s function method that is the quantum transport algorithms used in this work,
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including its extension to non-equilibrium. In Appendix C we derive a novel, compact
form of a generalized Fisher-Lee relation, valid for any tight-binding model. This
Fisher-Lee relation connects transmission and reflection amplitudes with properties of
the Green’s function, thus bringing together the Green’s function and the scattering
formalism. In Appendix D we present the details of the derivations of some equations
used in Chapter 3. Appendix E reviews in more detail the Fiduccia-Mattheyses
graph partitioning algorithm employed in Chapter 4. In Appendix F we review the
method of finite differences, used in Chapter 5, that recasts the Schro¨dinger equation
into an effective tight-binding problem. Finally, Appendix G reviews in detail the
tight-binding model for graphene and the derivation of the effective, low-energy Dirac
equation. Both approaches to graphene are employed extensively in Chapters 6 and 7.

Part I
Computational concepts: A generic
approach to transport in
tight-binding models

“Seit Jahrhunderten hatten die Astronomen Verfahren zur Berechnung der
Bewegung eines Himmelsko¨rpers entwickelt (...) Die Mitarbeiter des As-
tronomischen Recheninstituts, das damals in Berlin-Babelsberg angesiedelt
war (...), hatten viel Erfahrung in der Berechnung von Planetenephemeri-
den. Ein Jahr vor der Anna¨herung von Amor an die Erde [Author’s
note: this was in 1955] schritt man ans Werk. Doch damals arbeitete
in Go¨ttingen bereits die G2 [Author’s note: an early computer], und so
bot es sich an, auch die Astrophysiker des dortigen Max-Planck-Instituts
einzuladen, die Bahn des Amor zu berechnen. Da wu¨rde man sehen, was
die neuen Maschinen, von denen so viel die Rede war, wirklich zu leisten
vermochten. (...)
Doch das Ergebnis der Go¨ttinger unterschied sich deutlich von den in Ba-
belsberg nach klassischen Verfahren berechneten Ephemeriden. (...) Das
war alles andere als die Empfehlung, in Zukunft solche Rechnungen einem
Computer zu u¨berlassen.
Und dann kam Amor. Wo aber stand er am Himmel? Dort wo ihm die
Babelsberger Rechnungen seinen Platz zugewiesen haben? Nein, er stand
genau dort, wohin ihn die G2 platziert hatte! Im Jahr darauf konnte
man im Jahresbericht des Babelsberger Instituts lesen: Soweit ein Urteil
schon jetzt mo¨glich ist, ist bei Rechnungen der ho¨chsten Genauigkeit die
Maschine der Handrechnung u¨berlegen.
Heute ist das eine Binsenweisheit, aber auch Binsenweisheiten setzen sich
eben nicht immer leicht durch”
Rudolf Kippenhahn – Amor und der Abstand zur Sonne

Chapter 2
Green’s function formalism for
transport
2.1 Introduction
Calculating transport properties of a system involves a complicated many-body prob-
lem that as such cannot be hoped to be solved exactly. Therefore, any transport
calculation involves approximations motivated by physical arguments. Here, we will
consider systems with a considerable number of electrons, i.e. high density, and strong
coupling to external leads. In this limit, the system can be modeled usually in terms
of non-interacting particles in an effective potential, resulting from external and mean-
field potentials [58]. It will not be the subject of this work to derive such an effective
Hamiltonian from first principles, but we will instead use well-established models in
order to derive new physical phenomena.
A common approach to transport is based on the Green’s function formalism [58–63].
In particular, the non-equilibrium Green’s function (NEGF) formalism pioneered by
Kadanoff and Baym [64] and Keldysh [65] has gained a lot of popularity in the recent
years. The non-equilibrium Green’s function formalism is capable to describe systems
including a finite bias and interactions. In addition, the central results of the NEGF
formalism can be summarized in a few equations that can be conveniently implemented
on a computer. Due to this fact, the NEGF formalism is more and more applied also
to non-interacting systems, and so will we do in this work.
However, the generality and power of the non-equilibrium Green’s function formalism
comes at the cost of complicating the physical understanding, as an intuitive picture
of the underlying physics is not obvious there, and a rather involved derivation of
the central results. Especially for the beginner, the NEGF formalism is thus hard
to understand. Being a formalism it can still be applied to a given problem without
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full understanding, but the results obtained thereby lack physical intuition. In fact,
an intuitive picture may not be possible for an interacting system. However for non-
interacting systems, such an intuitive understanding is still possible, as we discuss
below. Applying the non-equilibrium Green’s function formalism to non-interacting
systems is justified because of the numerical convenience it provides, but may comprise
the danger of obscuring the physical intuition, if not discussed properly.
Below, we will therefore discuss the non-equilibrium Green’s function formalism in
detail. Being an introduction to the subject, this chapter tries to be as self-contained
as possible. We start with some basic definitions and introduce the concept of Green’s
functions. In order to give a physical meaning to these Green’s functions, we will explic-
itly calculate them for the case of a non-interacting system. We then derive the main
results of the non-equilibrium Green’s function formalism in the form of a perturba-
tion theory. From these results we develop a set of transport equations in tight-binding
approximation, suitable for a computer implementation. By showing connections be-
tween the non-equilibrium Green’s function and the scattering formalism, we will then
provide an intuitive picture of transport valid for non-interacting systems, that to some
extent also carries over to interacting systems. We conclude this chapter by identifying
problems that remain to be solved in order to apply the non-equilibrium formalism to
arbitrary systems. Solutions to these problems will then be presented in the following
two chapters.
2.2 Basic definitions
We start with a very general description of a many-body system with the Hamiltonian
H(t) = H0 + Hint + Hext(t) = H0 + H
′(t) , (2.1)
where H0 is the Hamiltonian of a non-interacting system, Hint describes interactions
and Hext(t) is a (possibly) time-dependent external perturbation which is assumed to
vanish before some time t0, Hext(t) = 0 for t < t0. The time-dependence of a quantum




|ψ(t)〉S = H(t) |ψ(t)〉S . (2.2)
Note that we use here the Schro¨dinger picture of quantum mechanics, where all the
time-dependence is carried by the quantum mechanical state. Since any theory of
Green’s functions in many-body systems inevitably involves using different quantum
mechanical pictures, we will carefully distinguish these by appropriate subscripts when-
ever such a distinction is necessary.
The Schro¨dinger equation can be formally solved by some time evolution operator
U(t, t0), that evolves the state from time t0 to t,
|ψ(t)〉S = U(t, t0) |ψ(t0)〉S . (2.3)
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U(t, t0) = H(t)U(t, t0) , (2.4)
as







where T is the time ordering operator that orders operators according to their time
argument, with the latest times to the left.
The time-dependent expectation value of an observable A with respect to some pure
quantum mechanical state is given as
A¯(t) = 〈ψ(t)|S AS |ψ(t)〉S , (2.6)
where AS is an operator in the Schro¨dinger picture. However, commonly we will
consider the more general situation that the system is not in a pure state, but in a




pi 〈ψi(t)|S AS |ψi(t)〉S , (2.7)
where pi is the probability of being in state ψi. Introducing the density matrix ρS(t) =∑
i pi |ψi(t)〉S 〈ψi(t)|S, this expectation value can be written in a compact form,
A¯(t) = Tr (ρS(t)AS) . (2.8)
Note that the density matrix ρS(t) is not an operator in the usual sense—contrary to the
usual Schro¨dinger operators it is time-dependent. This is due to the time-dependence





ρS(t) = [H(t), ρS(t)] (2.9)
as can be seen easily from the Schro¨dinger equation (2.2). Here, [A,B] = AB −BA is
the commutator.
Contrary to the Schro¨dinger picture, in the Heisenberg picture all the time de-
pendence is carried by the operators, whereas the states are time-independent. The
Schro¨dinger and the Heisenberg picture are supposed to coincide at some time t0, such
that
|ψ〉H = |ψ(t0)〉S and AH(t0) = AS . (2.10)
Operators in the Heisenberg picture are then related to operators in the Schro¨dinger
picture via the time evolution operator U(t, t0), Eq. (2.5),
AH(t) = U
†(t, t0)ASU(t, t0) , (2.11)
16 Chapter 2. Green’s function formalism for transport




AH(t) = [AH(t),HH(t)] . (2.12)
Since the Heisenberg states are time-independent, so is the density matrix ρH, and the
expectation value of an observable is given as
A¯(t) = Tr (ρHAH(t)) . (2.13)
In this work, we will assume that the system is initially in thermal equilibrium, for
t < t0. In order to simplify the discussion, we take the limit t0 → −∞ and assume
that the interaction Hamiltonian Hint is switched off adiabatically when going back in









Here, β = 1/kBT , where T is the temperature, kB the Boltzmann constant, and Z =
Tr(e−β(H0−Y0)) the partition function. In general, we will consider systems consisting
of parts with different electrochemical potential. Consequently, we assume Y0 to be
of the general form Y0 =
∑
i μiNi, where μi is the electrochemical potential and Ni
the number operator for the respective subsystem [69]. A particular example is a
system consisting of leads with different electrochemical potentials, as considered in
Section 2.5.2. With respect to the grand canonical ensemble, the expectation value of
an observable is given as







Many-body operators are most conveniently written in terms of creation and an-
nihilation operators in second quantization (for an introduction see, e.g. [70]). The
1 Note that the Hamiltonian in the Heisenberg picture is defined as HH(t) = U †(t, t0)H(t)U(t, t0).
If H is time-independent, we have HH(t) = H, as then U(t, t0) = e
i

H(t−t0) commutes with H.
However, if H(t) is explicitly time-dependent, U(t, t0) does not necessarily commute with H(t), as
H(t) itself does not necessarily commute with H(t′) at some other time t′ = t.
2 In taking this limit, we neglect initial correlations imposed by Hint. It is in principle possible
to include these correlations when developing a perturbation theory for the Green’s function, as
is, for example, done in Refs. [61, 63, 64, 66]. These accounts take the limit t0 → −∞ after the
perturbation theory has been developed—but this is equivalent to already taking the limit t0 → −∞
in the very beginning, as we do here. Taking the limit early simplifies the subsequent discussion
considerably, and nevertheless yields identical results.
Usually it is argued that initial correlations are washed out by the interactions, as eventually steady
state is reached [61]. It is possible to develop a perturbation theory including the initial correlations
[67, 68], but such a treatment becomes quite involved. In any case, as we are not considering
interacting systems in this work anyway, we need not worry about this point.
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operator cn (c
†
n) removes (creates) a particle in state |n〉, with corresponding single-









= {cn, cm} = 0 , (2.16b)
where {A,B} = AB + BA is the anti-commutator. If the ϕn(x) form a complete set,















= δ(x− x′) , (2.18a){
ψ(x)†, ψ†(x′)
}
= {ψ(x), ψ(x′)} = 0 . (2.18b)
These commutation relations are valid for both the Schro¨dinger and the Heisenberg
picture. It should be noted though that in the Heisenberg picture both operators have
to be evaluated at the same time t. Otherwise, the complicated time-evolution leads
to non-trivial relations.
Green’s functions are defined as an expectation value of two or more field operators.
There is a number of different definitions for Green’s functions, each of them useful
in a specific situation. In this work, we will consider in particular the retarded, the
advanced, the lesser and the greater Green’s function:
Gr(x, t,x′, t′) = − i

Θ(t− t′) 〈{ψH(x, t), ψ†H(x′, t′)}〉 , (2.19a)
Ga(x, t,x′, t′) =
i

Θ(t′ − t) 〈{ψH(x, t), ψ†H(x′, t′)}〉 , (2.19b)
G<(x, t,x′, t′) =
i

〈ψ†H(x′, t′)ψH(x, t)〉 , (2.19c)
G>(x, t,x′, t′) = − i

〈ψH(x, t)ψ†H(x′, t′)〉 , (2.19d)
where Θ(t) is the Heaviside step function. The anti-commutator in the definitions
of advanced and retarded Green’s function involves field operators at different times
and can thus not be evaluated with the anti-commutation relations at equal times,
Eq. (2.18a).
These various Green’s functions carry different information. For example, the lesser
Green’s function directly allows the evaluation of physical observables, such as the local
charge carrier density,
n(x, t) = 〈ψ†H(x, t)ψH(x, t)〉 = −iG<(x, t,x, t) . (2.20)
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As a further example, the retarded Green’s function can be used to extract the trans-
mission probability of charge carriers through a system (see Section 2.5.2).
From the definitions (2.19a)–(2.19d) it is obvious that these various Green’s functions
are not independent. For example, we find the useful identities
Gr(x, t,x′, t′) = (Ga(x′, t′,x, t))∗ , (2.21)
G<(x, t,x′, t′) = − (G<(x′, t′,x, t))∗ , (2.22)
Gr −Ga = G> −G< . (2.23)
In equilibrium [58] and in non-equilibrium steady state [61] the Green’s functions
only depend on the time difference, G(x, t,x′, t′) = G(x,x′; t− t′). In this situation, it








Et G(x,x′; t) . (2.24)
The inverse Fourier transformation is then given by







E(t−t′) G(x,x′;E) . (2.25)
For the purpose of developing a perturbation theory for the ground state, the causal
(or time-ordered) Green’s function
Gc(x, t,x′, t′) = − i

〈T ψH(x, t)ψ†H(x′, t′)〉 (2.26)




+A(t1)B(t2) for t1 > t2,
−B(t2)A(t1) for t2 > t1,
(2.27)
and analogously for more than two operators, with a minus sign for every operator
interchange3. A generalization of this causal Green’s function will be the foundation
of a non-equilibrium perturbation theory in Section 2.4. However, before rising to this
challenge, we first examine the various Green’s functions defined here in the limit of a
non-interacting system.
3 There was no minus sign in the definition of the time ordering operator in Eq. (2.5): The operator
to be ordered there, H(t), always consists of an even number of fermionic operators, as does any
observable.
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2.3 Green’s functions of non-interacting systems
We now consider the particular case of a non-interacting system, where H = H0. The




where H0(x) is a single particle Hamiltonian
4. Alternatively, introducing the set of










n) removes (creates) a particle in state ϕn.
Since the non-interacting Hamiltonian is time-independent, the time-dependence of
the field operator in the Heisenberg picture is given by














Here, we use the subscript H0 to emphasize that the dynamics is governed by the




ψH0(x, t) = [ψH0(x, t),H0] = H0(x)ψH0(x, t) , (2.31)





cn,H0(t) = [cn,H0(x, t),H0] = En cn,H0(t) (2.32)




En(t−t0) cn . (2.33)







En(t−t0) cn . (2.34)
Equipped with these expressions for the time dependence of the field operators,
we now turn to the Green’s functions. Note that we subsequently mark these with a
4 For example, the Hamiltonian of an electron in a potential V , H0(x) = − 2m∇2 + V (x)
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subscript as G0, in order to indicate the dependence on the non-interacting Hamiltonian











Θ(t− t′) 〈{ψH0(x, t), ψ†H0(x′, t′)}〉]
= δ(t− t′) 〈{ψH0(x, t), ψ†H0(x′, t)}〉
− i








In the first term we have set t = t′ because of the delta function. Using the anti-
commutation relation (2.18a) to simplify the first term and the equation of motion for







′, t′) = δ(t− t′)δ(x− x′) . (2.36)
The retarded Green’s function thus obeys the single particle Schro¨dinger equation with







′, t′) = 0 . (2.37)







, we can summarize these results formally as
G−10 G
r,a




0 = 0 (2.38)
After deriving the equation of motions for the Green’s functions for non-interacting
systems, we now turn to explicitly calculating them.
The retarded Green’s function is given as
Gr0(x, t,x
′, t′) =− i





























where we made use of Eq. (2.34) and the anti-commutation relations (2.16). Note that
the dependence on the density matrix dropped out completely.
5 The Green’s function thus obeys a equation of the form of LG(x, x′) = δ(x−x′), where L is a linear
differential operator. This kind of equation is known in the context of inhomogeneous differential
equations, e.g. in electrodynamics, where the concept of a Green’s function was introduced first.
This similarity in the the equation of motion is the reason for the name “Green’s function” in the
context discussed here.
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In order to calculate the energy dependent retarded Green’s function, we use the
representation








E ′ + iη
(2.40)







































dE′ δ(E − En − E ′) 1








E −En + iη . (2.41)
The non-interacting many-body retarded Green’s function is thus identical to the well-
known single-particle retarded Green’s function [59, 60]. The retarded Green’s function
does not carry any information about temperature or chemical potential, it only de-
pends on the eigenfunctions and -energies of the single-particle Hamiltonian H0. From









E − En − iη . (2.42)
These expressions may be written in a more compact form in terms of an operator












E −H0 ± iη
∑
n




= 〈x| (E −H0 ± iη)−1 |x′〉 . (2.43)
In order to calculate G<0 and G
>
0 , we derive relations connecting them with G
r
0 and
G>0 , following an argument by Kadanoff and Baym [64]. We assume that the system
is in equilibrium, governed by a single electrochemical potential μ. Then, the density
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where we made use of the cyclic invariance of the trace. Since ψ†H0(x
′, 0) creates a
particle, we have
ψ†H0(x
′, 0)f(N) = f(N− 1)ψ†H0(x′, 0) (2.45)
for any function f(N) of the number operator, as can be seen by operating on states
with a given number of particles. Therefore, we find
eβμNψ†H0(x, 0)e







=eβμ ψ†H0(x, iβ) . (2.47)
Here we used the fact that the number operator N commutes with the Hamiltonian,















=− eβμG>0 (x, t,x′, iβ) . (2.48)


















=− e−β(E−μ) G>0 (x,x′;E) , (2.49)
where we made use of the fact that G>0 (x,x
′; t− t′) is an analytic function for −β <




′;E)−G<0 (x,x′;E)) , (2.50)
where the second equality is due to Eq. (2.23). Inserting Eq. (2.49) we find
A(x,x′;E) = −i (G<0 (x,x′;E) + eβ(E−μ) G<0 (x,x′;E)) , (2.51)
and hence
G<0 (x,x
′;E) = if0(E)A(x,x′;E) , (2.52a)
G>0 (x,x
′;E) = −i (1− f0(E)) A(x,x′;E) , (2.52b)
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where f0(E) = 1/(e
β(E−μ)+1) is the well-known Fermi-Dirac distribution. Eqs. (2.52a)
and (2.52b) are known as the fluctuation dissipation theorem and also hold for inter-
acting systems in equilibrium6.
Inserting the previous results for the retarded and advanced Green’s function from
Eqs. (2.41) and (2.42), Eq. (2.52a) yields an explicit expression for G<0 . Making use of
the Sokhotsky-Weierstrass theorem,
1











′)δ(E − En) , (2.54)
and corresponding equations forG<0 and G
>
0 . From the diagonal elements of the spectral













Im (Gr0(x,x;E)) . (2.55)
The electron density for a non-interacting system in equilibrium is then given as









dE f0(E) d(x, E) . (2.56)
Thus, in the case of an equilibrium system without interactions, the various Green’s
functions have a clear interpretation: The retarded Green’s function contains the spec-
trum, i.e. the eigenfunctions and -energies, whereas the lesser Green’s function describes
how this spectrum is filled with particles. Even in a non-equilibrium situation, includ-
ing interactions to some degree, this interpretation still holds, as is discussed below.
However, the system is not described by a single Fermi-Dirac distribution anymore,
and Eqs. (2.52) are replaced by a more complicated relation. The derivation of this
relation for G< is the subject of the next section.
6 The proof, as presented here, carries over to the interacting case unchanged [64].
7 The local density of states, d(x, E) =
∑
n|ϕn(x)|2δ(E−En) is the usual density of states,
∑
n δ(E−
En), weighted by the spatial probability density |ϕn(x)|2 of the respective electronic level.
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2.4 Non-equilibrium perturbation theory
2.4.1 The need for a non-equilibrium theory
The non-equilibrium perturbation theory has been originally developed by Kadanoff
and Baym [64], and from a complementary point of view by Keldysh8 [65], and inde-
pendently by Craig [71]. Since then, it has been the subject of many reviews and books
[59, 61, 63, 66, 67, 72, 73].
The basic idea of perturbation theory, equilibrium and non-equilibrium, is to express
operators with a time dependence governed by the full Hamiltonian H, such as ψH(x, t),
in terms of operators governed only by the non-interacting Hamiltonian H0, such as
ψH0(x, t). Whereas the time dependence of ψH(x, t) is in general not known, the time
dependence of ψH0(x, t) can be calculated, as seen in the previous paragraph.









instead of the full Hamiltonian H, it is said to be in the interaction picture. Formally,
the Heisenberg and the interaction picture are connected by
AH(t) = u
†(t, t0)AH0(t) u(t, t0) , (2.58)
where









u(t, t0) =− e iH0(t−t0) H0 U(t, t0) + e iH0(t−t0) H(t)U(t, t0)








=H′H0(t) u(t, t0) , (2.60)
where we made use of the Schro¨dinger equation for the time evolution operator U(t, t0),
Eq. (2.4). As for U(t, t0), we can formally integrate this equation as







for t > t0 . (2.61)
Again, T denotes the time-ordering operator.
Note that the perturbation Hamiltonian in the interaction picture, H′H0(t), itself only
contains operators in the interaction picture, i.e. with a time-dependence governed by
8 Often, the non-equilibrium Green’s function theory is thus referred to as Keldysh Green’s function
theory.
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H0. In principle, the complicated time dependence of the Heisenberg operators has thus
been reduced to the simple time dependence of operators in the interaction picture—at
the cost of a time-ordering operator and an infinite power series of operators, due to
the exponential. In practice, this series is often only considered up to some order, in
the form of a perturbation theory.
Before pursuing further into this direction, we first collect some useful identities for
u(t, t0). Taking the Hermitian conjugate of Eq.(2.61), we obtain






′) for t > t0 , (2.62)
where T˜ denotes the anti-time ordering9. Whereas u(t, t0) corresponds to a movement
forward in time from t0 to t within the interaction picture, u
†(t, t0) takes the time back
from t to t0. From these, we can define the time-evolution operator in the interaction
picture for arbitrary times t1 > t2 > t0 as u(t1, t2) = u(t1, t0)u
†(t2, t0) and find:
u(t1, t2)u
†(t1, t2) = u†(t1, t2)u(t1, t2) = 1 for t1 > t2 , (2.63a)
u(t1, t2)u(t2, t3) = u(t1, t3) for t1 > t2 > t3 , (2.63b)
u†(t1, t2)u(t1, t3) = u(t2, t3) for t1 > t2 > t3 . (2.63c)
Up to now, we have only collected ideas that are also used in the well-established
ground state Green’s function formalism, such as presented in [58]. Why, respectively
when is a non-equilibrium theory needed?
In order to answer this question, we follow an argument by Craig [71]. Suppose
|ψn(t0)〉 denotes a non-interacting many-body quantum state for t0 → −∞. The
matrix element of an operator with respect to this state is given as
〈ψn(t0)|AH(t) |ψn(t0)〉 = 〈ψn(t0)|u†(t, t0)AH0(t)u(t, t0) |ψn(t0)〉





〈ψm(t0)| u(tα, t)AH0(t)u(t, t0) |ψn(t0)〉 , (2.64)
where tα > t is some time later than any other time in the problem. Here, we made use
of Eqs. (2.63) and inserted a complete set of states. If |ψn(t0)〉 is a non-degenerate state,
and interactions are switched on adiabatically, the time propagator in the interaction
picture (that contains the interaction Hamiltonian) cannot cause transitions between
states, and
〈ψn(t0)|u†(tα, t0) |ψm(t0)〉 = 〈ψn(t0)| u†(tα, t0) |ψn(t0)〉 × δnm . (2.65)
This is the case, when |ψm(t0)〉 = |Φ0〉, where |Φ0〉 is the non-degenerate ground state
of the non-interacting system. Furthermore, from u†(tα, t0)u(tα, t0) = 1 and Eq. (2.65)
we obtain
〈ψn(t0)|u†(tα, t0) |ψn(t0)〉 =
(〈ψn(t0)|u(tα, t0) |ψn(t0)〉)−1. (2.66)
9 Taking the Hermitian conjugate of a product of operators reverses the order of the operators. Thus,
the Hermitian conjugate of a time-ordered product of operators is anti-time-ordered.
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In the limit tα →∞ and t0 → −∞, we then arrive at
〈AH(t)〉 = 〈Φ0|u(∞, t)AH0(t)u(t,−∞) |Φ0〉〈Φ0|u(∞,−∞) |Φ0〉 (2.67)
which is the foundation of the ground state Green’s function theory [58].
However, this is only true for a non-degenerate state and an adiabatic time depen-
dence of the interactions. There may very well be transitions between states for finite
temperatures, as excited states are commonly degenerate, and for non-equilibrium situ-
ations, where transitions between states happen by definition. In these cases, Eq. (2.65)
does not hold, and it is not possible to eliminate u†(t, t0) from the equations.
In the general case, we have to take a non-interacting state in the far past, evolve it
in time up to t, act on this evolved state and then bring it back into the far past again,
before taking the overlap with the non-interacting state again. This is the essential
content of Eq. (2.64),
〈ψn(t0)|AH(t) |ψn(t0)〉 = 〈ψn(t0)| u†(t, t0)AH0(t)u(t, t0) |ψn(t0)〉 . (2.68)
In contrast, in the ground state formalism, the ground state evolves uniquely in time,
and as the interaction is switched of again in the far future, we arrive again at the
ground state10. In the ground state Green’s function theory it therefore suffices to only
consider time-evolution in one direction, whereas the non-equilibrium theory necessarily
involves going forward and backward in time, as no state in the future can be uniquely
identified with a state in the past. The next section will render these arguments into
a rigorous theory.
2.4.2 Contour-ordered Green’s function theory
We now develop a non-equilibrium Green’s function theory taking into account the
arguments of the preceding section, and start by considering the causal Green’s function
Gc that is the foundation of a perturbation theory in the ground state formalism.
Without loss of generality, we assume t > t′ and find
Gc(x, t,x′, t′) = − i







〈u†(t,−∞)ψH0(x, t) u(t,−∞) u†(t′,−∞)ψ†H0(x′, t′) u(t′,−∞)〉
=− i

〈u†(t,−∞) u†(∞, t)u(∞, t)︸ ︷︷ ︸
=1





〈u†(∞,−∞)× u(∞, t)ψH0(x, t) u(t, t′)ψ†H0(x′, t′) u(t′,−∞)〉 , (2.69)
10Up to some infinite phase. For details on the ground state formalism, see Ref. [58].
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Figure 2.1 – The Keldysh contour
where we made extensive use of Eqs. (2.63). Note that all operators in the second term
are time-ordered. We can therefore simplify it as
u(∞, t)ψH0(x, t)u(t, t′)ψ†H0(x′, t′) u(t′,−∞) =
=T {u(∞, t)ψH0(x, t) u(t, t′)ψ†H0(x′, t′) u(t′,−∞)}
=T {u(∞,−∞)ψH0(x, t)ψ†H0(x′, t′)}
=T {e− i R∞−∞ dt1H′H0(t1)ψH0(x, t)ψ†H0(x′, t′)} . (2.70)
Here, we made use of the fact that the operators commute within the time-ordering
operator, and that the time-evolution operator u always contains an even number of
Fermion operators. Thus, no additional minus signs appear when interchanging the
operators. Using Eq. (2.62), we finally arrive at
Gc(x, t,x′, t′) =
=− i

〈T˜ {e− i R−∞∞ dt1H′H0 (t1)} T {e− i R∞−∞ dt1H′H0(t1)ψH0(x, t)ψ†H0(x′, t′)}〉 . (2.71)
In the ground state theory, we would only have the second, time-ordered term. How-
ever, we can formally bring the result (2.71) into a form equivalent to the ground state
Green’s function formalism, by introducing the ordering TC along a contour C, with a
part
−→
C from −∞ to ∞, and a part ←−C from ∞ to −∞, as depicted in Fig. 2.1. The
contour C is often referred to as the Keldysh contour.
We will in general denote a time on the contour C as τ , and the corresponding real
time as t. When it is necessary to distinguish whether a real time variable t belongs to
the upper or lower branch, i.e. t ∈ −→C or t ∈ ←−C , we will use the notation t and t to
indicate the respective branch. Note that ordering along the contour
−→
C corresponds to
the normal time-ordering, whereas ordering along
←−
C corresponds to anti-time ordering.
Therefore we find:








































}〉 for t, t′ ∈ −→C . (2.72)
Note that the definition of the contour-ordering operator TC also includes a minus sign
for every interchange of fermionic operators.
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Up to now, the contour-ordering is only a neat trick to compactify the notation:
Eq. (2.72) is only a formal paraphrase of Eq. (2.71). However, the power of the contour
ordering lies in the possibility to describe several Green’s functions at once in a unified
way. In order to demonstrate this, we next consider the lesser Green’s function:























































}〉 for t ∈ −→C ,t′ ∈ ←−C , (2.73)
where the minus sign in the last line is due to the interchange of the field operators.
Thus, the contour-ordered expression for G< is formally identical to Gc, only the time
arguments belong to different branches of the contour.
The fact that the contour ordering provides a unified expression for several Green’s
functions which only contain field operators in the interaction picture motivates the
definition of the contour-ordered Green’s function,
G(x, τ,x′, τ ′) = − i

〈TC ψH(x, τ)ψ†H(x′, τ ′)〉 for τ, τ ′ ∈ C. (2.74)
This contour-ordered Green’s function contains several of the already known Green’s
functions:
G(x, τ,x′, τ ′) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Gc(x, t,x′, t′) for t, t′ ∈ −→C ,
G<(x, t,x′, t′) for t ∈ −→C , t′ ∈ ←−C ,
G>(x, t,x′, t′) for t ∈ ←−C , t′ ∈ −→C ,
Gac(x, t,x′, t′) for t, t′ ∈ ←−C .
(2.75)
Here, Gac is the anti-causal (anti-time-ordered) Green’s function.
Analogous to the derivations above, we may derive an expression for the contour-
ordered Green’s function only in terms of field operators in the interaction picture


























}〉 for τ, τ ′ ∈ C.
(2.76)
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Note that the denominator in this expression is simply unity. This expression allows
for the formulation of a perturbation theory analogous to the ground state formalism11.
In particular, the Green’s function can be expressed in the form of a Dyson equation
[58],







dx1dx2 G0(x, τ,x1, τ1)Σ˜(x1, τ1,x2, τ2)G(x2, τ2,x
′, τ ′) , (2.78)
where Σ˜ is the proper self-energy consisting only of irreducible diagrams [58]. For the
non-equilibrium theory, it is useful to divide the proper self-energy Σ˜ into two parts,
Σ˜(x1, τ1,x2, τ2) = V (x1,x2, τ1) δC(τ1 − τ2) + Σ(x1, τ1,x2, τ2) , (2.79)
where δC is the delta function on the contour C. Here, V depends only on at most one
time on the contour C, whereas Σ depends explicitly on two times on C. Such a V may
11Eq. (2.76) is formally equivalent to the corresponding expression of the ground state Green’s func-
tion formalism, Eq. (2.67). Thus, we will not present a detailed derivation of a non-equilibrium
perturbation theory here, but merely outline briefly how this perturbation arises from Eq. (2.76).
All the technical details are equivalent to the ground state formalism, and the reader is referred to
the extensive literature reviewing this subject [58, 62, 74].




























H0(τ2) + . . . , (2.77)
as a power series in terms of the perturbing Hamiltonian HH0(τ), and thus also in terms of field
operators ψH0 , ψ
†
H0
in the interaction picture. The contour-ordered Green’s function is then given
as a sum of expectation values involving a contour-ordered product of an even numbers of field op-
erators, 〈TC ψ(†)H0(x1, τ1) . . . ψ
(†)
H0




theorem, these expectation values are then reduced to a product of expectation values involving
only two field operators, 〈TC ψH0(x, τ)ψ†H0 (x′, τ ′)〉 = G0(x, τ,x′, τ ′). Thus, the Green’s function
of the interacting system, G, can be expressed solely in terms of Green’s functions of the non-









with Wick’s theorem is often expressed in terms of Feynman diagrams which are a convenient way
of graphically representing all the different terms arising in this expansion. Because of the formal
equivalence of the contour-ordered Green’s function to the ground state formalism, the Feynman
rules for the contour-ordered Green’s function are simply obtained by replacing real time variables
with a time variable on the Keldysh contour C. Thus, all results from the ground state formalism,
such as the resummation of diagrams in the form of a Dyson equation, can also be applied to the
non-equilibrium formalism.
Finally, a comment on the applicability of Wick’s theorem to a contour-ordered product of operators.
Note that there are two versions of Wick’s theorem: an operator identity that is only applicable to
the ground state formalism and an identity involving only expectation values, that also holds for
example in the finite-temperature formalism. For constructing a perturbation theory, it is enough
to consider expectation values of contour-ordered products. In order to prove Wick’s theorem it is
therefore more convenient to follow the proof of Wick’s theorem for finite temperatures, as given
for example in chapter 24 of Ref. [58]. Indeed, this proof only requires some time-like ordering and
can be applied directly to the non-equilibrium case.
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arise for example from a time-dependent or time-independent potential, or within the
Hartree-Fock approximation to the Coulomb-interaction [58]. In contrast to Σ, which
is an expression involving two-time Green’s functions, V only contains potentials or
observables such as the particle density, arising from Green’s functions with equal time
arguments in the perturbation expansion. The Dyson equation then takes the form
G = G0 + G0V G + G0ΣG , (2.80)
where we compactified the notation by suppressing the arguments of the Green’s func-
tion and the integrations. We will continue to do so in the following, as long as this
compactified notation is unambiguous. The Dyson equation can also be written in an
alternative form as
G = G0 + GVG0 + GΣG0 . (2.81)
In the ground state formalism, the distinction between V and Σ is not important.
However, it will be in the case of the non-equilibrium theory, when the perturbative
terms in the contour-ordered Green’s function are recast into a form involving only
real-time Green’s functions, such as G< and Gr,12 as presented in the next section.
2.4.3 Real-time formulation
The contour-ordered Green’s function allows for the development of a perturbation
theory, but does not have any clear physical meaning. It is thus advantageous to rewrite
the Dyson equations (2.80) and (2.81) in terms of the real-time Green’s functions Gr,
Ga, G<, and G> that can be directly used, e.g. for calculating an observable. In order
to do so, we follow an approach by Langreth [72, 75].
The perturbation expansion contains terms that depend on two times on the contour:
These can be single contour-ordered Green’s functions, or products of contour-ordered
Green’s functions with internal times integrated out. In order to treat these terms
on equal footing, it is useful to consider a general two-time function A(τ, τ ′) on the
contour, τ, τ ′ ∈ C. For such function, we define the corresponding real-time functions
A(τ, τ ′) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ac(t, t′) for t, t′ ∈ −→C ,
A<(t, t′) for t ∈ −→C , t′ ∈ ←−C ,
A>(t, t′) for t ∈ ←−C , t′ ∈ −→C ,
Aac(t, t′) for t, t′ ∈ ←−C ,
(2.82)
Ar(t, t′) = θ(t− t′) [A>(t, t′)− A<(t, t′)] , and (2.83)
Aa(t, t′) = −θ(t′ − t) [A>(t, t′)− A<(t, t′)] , (2.84)
in analogy to the definitions (2.75), (2.19a), and (2.19b). This formal definition coin-
cides with previous Green’s function identities, if A(τ, τ ′) is a single contour-ordered
Green’s function.
12 In essence, this distinction between V and Σ is necessary, because the definition of “lesser” or
“retarded” involves two times on the contour C.
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dτ ′A(τ1, τ ′)B(τ ′, τ2) , (2.85)
where A, B and C are two-time functions on the contour C. Specifying which branch









dτ ′A(t1 , τ













dt′Ac(t1, t′)B<(t′, t2)−A<(t1, t′)Bac(t′, t2) .
(2.86)




dt′Ar(t1, t′)B<(t′, t2) + A<(t1, t′)Ba(t′, t2) , (2.87a)













dt′Aa(t1, t′)Ba(t′, t2) . (2.87d)
These identities are commonly called analytic continuation or Langreth rules. Applying
the Langreth rules repeatedly, any product of contour ordered Green’s functions G can
be reduced to an expression involving only G<,> and Gr,a. In particular, for a product








D<,> = Ar Br C<,> + Ar B<,> Ca + A<,> Ba Ca , (2.89a)
Dr,a = Ar,a Br,a Cr,a . (2.89b)
Here we again switched to a more compact notation, where we do not explicitly write
all integration and Green’s function arguments.
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When applying the Langreth rules to the Dyson equations (2.80) and (2.81), it is
essential to realize that the term∫
C
dτ1G0(τ, τ1)V (τ1)G(τ1, τ
′) (2.90)
is (in terms of applying the Langreth rules) of the form C =
∫
C
AB. For the retarded
Green’s function, we then obtain the Dyson equations
Gr = Gr0 + G
r
0 V G
r + Gr0 Σ
r Gr (2.91)
and
Gr = Gr0 + G
r V Gr0 + G
r Σr Gr0 . (2.92)
From the nature of the Langreth rules, i.e. that a retarded function can always be
expressed only in terms of retarded functions, it might seem that this equation can
only contain retarded functions, for any choice of the proper self-energy Σ˜. However,
due to the nature of the perturbation expansion, in general there are terms containing
G< or G> already in the contour-ordered expression13, and thus V and Σr may also
contain G< and G>.
For G<, we obtain from the Langreth rules
G< = G<0 (1 + V G
a + Σa Ga) + Gr0 Σ




Using Eq. (2.92) and (1 + Gr V + Gr Σr)(1 + Gr0 V + G
r
0 Σ
r) = 1, we finally obtain
G< = (1 + Gr V + Gr Σr)G<0 (1 + V G
a + Σa Ga) + Gr Σ< Ga . (2.94)
Commonly, the first term of this expression is neglected: From the Dyson equation for
the retarded function (2.92) and equivalently for the advanced function we can rewrite







a, where the arrows indicate on which function G−10 acts.




0 = 0, according
to Eq. (2.38), and thus only a boundary term at times ±∞ is left. This boundary term
can usually be neglected, as the initial correlations decay with time [76], except for
certain cases, that we will comment on further in the next section. Hence, we obtain
a compact expression for G<,
G< = Gr Σ< Ga , (2.95)
which is commonly referred to as the Keldysh equation.
13The perturbation expansion contains terms of the form TCH ′H0(τ1) . . . H ′H0(τn)ψH0(τ)ψ†H0 (τ ′). The
perturbation Hamiltonian H ′H0(τ1) itself contains several field operators, at the same time τ1. These
cannot be ordered by TC , but are kept as they are ordered in the expression for H ′H0(τ1). Then,
when applying Wick’s theorem, field operators at the same time are paired, and the result is G<0 or
G>0 . In Feynman diagrams, such terms appear, for example, in the form of Fermion bubbles, and
are already present in the ground state formalism [58].
2.5. Transport in tight-binding models 33
Up to now, all expressions were for Green’s functions in the time domain. In steady-
state, i.e. when the properties of the (non-equilibrium) system are constant in time
and the Green’s functions only depend on time differences, it is more convenient to
consider the real-time Green’s functions in the energy domain. Note that this is not
possible for the contour-ordered Green’s function, as the contour C has two different
branches.
Working in the energy domain is especially useful for steady state, as all expressions
for real-time Green’s functions involve convolutions that are reduced to simple mul-
tiplications: The Fourier transform of A(t − t′) = ∫∞−∞ dt1 B(t − t1)C(t1 − t′) yields
A(E) = B(E)C(E). This gives, for example, the Keldysh equation in the energy
domain as
G<(E) = Gr(E) Σ<(E)Ga(E) , (2.96)
where again we suppressed the remaining spatial integrations. Our compact notation
is particularly useful in this regard: All expressions can be understood to be valid
both for the time and the energy domain. In the remainder of this work, we restrict
ourselves to steady state and work exclusively in the energy domain.
During the course of the discussion about the Green’s function theory, we have
introduced the self-energy contributions V and Σ as general concepts. In the next
section, we will derive explicit expressions for these objects.
2.5 Transport in tight-binding models
2.5.1 Green’s functions in tight-binding
The non-equilibrium Green’s function formalism of the previous chapter in principle
provides a systematic prescription to perform a transport calculation for any system.
However, even in the case of a non-interacting system, an exact analytic solution is
usually not possible. Therefore, numerical computations are often the method of choice.
As presented above, the Green’s functions obey differential or integral equations
and depend on variables x, x′ with a continuous range of values. These continuous
degrees of freedom are difficult to treat on a computer, and thus a numerical solution
is in general only attempted within a discrete basis set {|i〉}. In this basis set, the




Hij |i〉 〈j| , (2.97)
where Hij = 〈i|H |j〉. Very often, only few of the matrix elements Hij are nonzero.
Such tight-binding representations of the Hamiltonian are ubiquitous in quantum trans-
port calculations and can arise from finite differences [77–79], from the finite element
method [80], from atomic orbitals in empirical tight-binding [81–83] or Kohn-Sham
orbitals within density functional theory [84–86]. In this work, we will employ both
the finite difference approximation to the effective mass Schro¨dinger equation (Chapter
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5 and Appendix F) and an empirical tight-binding model for graphene (Chapters 6–7
and Appendix G). In both cases, the states |i〉 form an orthonormal basis. In the
following we therefore restrict the discussion to orthogonal tight-binding models.







and is simply obtained by replacing the states |i〉 with the corresponding annihilation
and creation operators [70]. Instead of the real-space Green’s functions, that are given
as expectation values of two field operators ψ(x) and ψ†(x′), we now consider the
Green’s functions in the representation of the discrete basis set |i〉. These are obtained
by replacing ψ(x) → ci and ψ†(x′) → c†j . For example, the lesser Green’s function in
the basis set representation is then given as
G<(i, t, j, t′) =
i

〈c†j(t′) ci(t)〉 . (2.99)
Note that in many cases, the basis states |i〉 are sufficiently localized at a point xi.
In these cases, ci plays the role of ψ(xi) and the interpretation of the Green’s func-
tions remains unchanged. However, in any case, the Green’s functions in tight-binding
representation can be used to calculate any desired observable (see Appendix A).
Because of the discreteness of the basis set, the Green’s functions can be interpreted
as matrices, and we will use the notation Gij(t, t
′) = G(i, t, j, t′) or Gij(E) = G(i, j;E)
to emphasize this fact. All the results of the previous section also carry over to the
Green’s function in basis set representation, with integrations over x replaced by sums
over basis states i,
∫
dx1A(x,x1)B(x1,x
′) → ∑k AikBkj. Therefore, in tight-binding
representation, the results of the previous section can be directly interpreted as matrix
equations. This is another advantage of the compact notation employed there.
2.5.2 Transport equations
We consider a non-interacting system consisting of a scattering region (also called
central region) and NL leads, as schematically depicted in Fig. 2.2. The leads and the
scattering region are assumed to be disconnected in the far past, and the hopping is
switched on adiabatically at later times [61]. The Hamiltonian of the system is then
given as
H = H0 + H
′ . (2.100)




Hl + HS , (2.101)
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Figure 2.2 – In a transport calculation, the system under consideration consists in general
of a scattering region attached to a number of leads.
where Hl is the Hamiltonian of lead l and HS of the scattering region, and H
′ gives




HlS + HSl (2.102)
where HlS and HSl describe the hopping from the scattering region to lead l and vice
versa. Since H is a Hermitian Hamiltonian, we have HlS = H
†
Sl. The Hamiltonians of



















Here, the creation and annihilation operators are marked with a subscript, depending
on whether they act in the scattering region (cS,i, c
†
S,i) or in lead l (cl,i, c
†
l,i). Note that
the Hamiltonian is marked with a single subscript S or l only, if it contains operators
within a single subsystem, and with two subscripts otherwise. We will employ the same
notation for the Green’s function later.
In the far past, the isolated subsystems are assumed to be in thermal equilibrium
with electrochemical potential μl in lead l and μS in the scattering region
14. The
14The electrochemical potential of the leads μl is determined by the number of particles in lead l and
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electrochemical potentials μl may be different for every lead, and this difference will
be the driving force for non-equilibrium. Such a difference may be for example due to
different electron densities, temperatures or electrical potentials in the leads. Here, we
consider in particular the case of an applied bias, such that μl = μ0 + qVl, where Vl is
the electrical potential in lead l, q the charge of the particles, and μ0 the equilibrium
chemical potential. In the following, we will specialize to electronic transport, where
q = −e is the charge of an electron.
We now apply the results of the non-equilibrium Green’s function formalism of the
previous section for the perturbation Hamiltonian H′ and obtain the Dyson equation
for the contour-ordered Green’s function,
G = G0 + G0V G = G0 + GV G0 (2.106)
where V =
∑
l HlS + HSl. Note that this equation is exact to all orders in the pertur-
bation, as H′ is simply a (off-diagonal) potential, and the proper self-energy given by
a single term V [60].
In particular, we are interested in the Green’s function within the scattering region,
GS. Since the leads and the scattering region are decoupled in the far past, there are
no correlations between them, and as a consequence G0,Sl = G0,lS = 0. Using this fact,
we find





GlS = G0,lHlS GS (2.108a)
GSl = GSHSl G0,l . (2.108b)
Inserting Eq. (2.108a) into (2.107), we obtain
GS = G0,S + G0,S ΣGS , (2.109)
where Σ =
∑
l HSl G0,l HlS is the self-energy due to the leads.
We can now apply the analytic continuation rules of the previous section to obtain






r GrS. The analytic continuation of the contour-ordered self-energy Σ
is particularly simple in this case, as it consists only of a single Green’s function, and








0,l HlS, where Σ
r
l is the retarded self-energy due to a
single lead l. In a tight-binding model, the hopping matrices HlS only couple states at
the boundary between the scattering region and the leads. Thus, Σr only depends on
the electrical potential arising from some applied voltage. In contrast, the electrochemical potential
of the scattering region μS is somewhat ill-defined, as there is no connection to a reservoir with a
well-defined electrical potential. Fortunately, the electrochemical potential of the scattering region
does not enter the final result.
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the values of Gr0,l on the surface of lead l, decoupled from the scattering region. We
denote the values of Gr0,l on the surface as the surface Green’s function g
r






l HlS , (2.110)
Using furthermore G0,S = (E−HS + iη)−1, Eq. (2.43), we arrive at the final expression
for the retarded Green’s function,
GrS = (E −HS − Σr + iη)−1 . (2.111)
Since the scattering region is finite, so are the matrices HS and Σ
r, and the problem of
calculating the retarded Green’s function has been reduced to the problem of inverting
a finite matrix. The infinitesimal iη can be neglected in a numerical calculation, if the
self-energy of the leads has a nonzero imaginary part, Im (Σr) = 0. This is the case, if
there are propagating states in the leads at the energy E.









l HlS. Since the leads were assumed to be in equilibrium in the














if0(E, μl) Γl , (2.113)
where we defined Γl = i(Σ
r
l − Σal ) = i(Σrl − (Σrl)†).
These Green’s functions can now be used to calculate the current through the system.
For this, we define the current in lead l as Il =
d
dt
Ql, where Ql is the charge in lead
l. With this definition, a positive current Il > 0 corresponds to an increase of positive





l,icl,i is the number operator in lead l, we obtain through direct calculation



















Sl −HSl G<lS) . (2.114)
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Here, we used the definition of the lesser Green’s function, Eq. (2.19c), and the defini-
tion of the trace.
Note that the expressions are up to now still in the time-domain. In steady-state15,
the current is constant in time, Il(t) = Il(0) = Il. Hence, it is possible to work in the
energy domain and write




dE Tr (HlS G
<
Sl(E)−HSl G<lS(E)) . (2.115)
For brevity, in the following we will again omit the dependence of the Green’s functions







































where we made use of the cyclic invariance of the trace and Eq. (2.113). The expression
for the current (2.116) was first derived by Meir and Wingreen [87], and holds also for
a system with interactions in the scattering region. For the case of non-interacting
particles—or more precisely for systems where Σ< only has contributions from the











GrS if0(E, μl′)Γl′ G
a
S + if0(E, μl)Γl G
r
S (Σ






























f0(E, μl)− f0(E, μl′)
)
, (2.117)




S). In the next section, we will give a physical
meaning to this object.
15There is a seeming contradiction between the assumption of steady state, i.e. time-independent
observables, and the definition of current as Il = ddtQl. Per definition,
d
dtQl = 0 in steady-state,
and thus it seems as there could not be any current under steady-state conditions. However, this
is a problem of the order of taking limits: The leads are assumed to be infinitely large. Therefore,
we have to take both the limit of approaching steady state (limt0→−∞) and infinitely large leads,
limQl→∞. Physically, this means that the electrochemical potential of the leads is not changed by
a current flow.
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When the difference in the electrochemical potentials, i.e. the applied voltage, is small
such that μl ≈ μl′, it makes sense to define a Fermi energy EF ≈ μl for the whole system.
The current (2.117) depends on the difference between the electrochemical potentials
μl and μl′ through the difference of the Fermi functions. Thus, only a small energy
window between and around μl and μl′ contributes to the energy integral. Provided
that Tll′(E) does not vary significantly in this energy window, we can approximate
Tll′(E) ≈ Tll′(EF) and take it out of the energy integral. For small bias voltages and
























Gll′(Vl′ − Vl) , (2.118)












between two leads l and l′.
The equations for GrS and G
<
S , (2.107) and (2.112) respectively, are the central results
for calculating transport properties in a tight-binding model: The currents Il can
be calculated from GrS, while any local observable may be obtained from G
<
S (see
Appendix A). The non-equilibrium formalism thus provides a framework that can be
applied to both interacting and non-interacting systems, with equations that are very
suitable for a computer implementation, as they only involve matrix multiplications
and inversions. For this reason the NEGF formalism has become rather popular for
numerical computations, even for non-interacting systems. As a matter of fact, the non-
equilibrium formalism can even be applied as a black box to obtain physical results.
However, in such an approach it is difficult to develop a physical intuition of the
underlying processes.
Unfortunately, the physical meaning of the Green’s functions in the non-equilibrium
formalism is clouded by the rather involved derivation of the basic equations. In fact,
for a fully interacting system an intuitive picture may not be possible at all. This is
however not true for non-interacting systems: In the next section we will give a physical
meaning to the Green’s functions by showing the equivalence of the NEGF and the
scattering formalism for non-interacting systems, and further discuss to what extent
this interpretation carries over to interacting systems.
2.5.3 Connection with the scattering formalism
A very intuitive approach to quantum transport in non-interacting systems has been
pioneered by Landauer and Bu¨ttiker [88, 89]. As already observed in the case of
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Figure 2.3 – An incoming wave from a certain lead is scattered inside the scattering region
and may be either reflected back, or transmitted into another lead.
Green’s functions, a non-interacting system can be characterized by the eigenstates
of the single-particle Hamiltonian H . In the leads, these eigenstates are longitudinal
plane waves with a transverse wave function with quantum index n (also called channel
n; here n includes both the orbital and spin degrees of freedom). An incoming wave
is scattered within the scattering region, and can be either reflected back into the
same lead or transmitted into a different lead (see Fig. 2.3). The quantum mechanical
wave function that describes the scattering of an incoming wave in channel n from
lead l is the scattering wave function Ψ
(l)
n . The central result of the Landauer-Bu¨ttiker
formalism, also called scattering formalism, relates the conductance of a system to the
properties of the scattering wave functions: the linear conductance between two leads
is given by the sum of the transmission probabilities between the different channels in







where tll′,nm is the transmission amplitude from channel m in lead l
′ to channel n in lead
l at the Fermi energy EF. A detailed exhibition of the Landauer-Bu¨ttiker formalism in
a tight-binding model is given in Appendix C.
Whereas the transport properties in the Landauer-Bu¨ttiker formalism are uniquely
defined by the scattering wave function, they are given in terms of Green’s functions
in the non-equilibrium Green’s function formalism. In order to connect these comple-
mentary approaches, we need a relation between the scattering wave function and the
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Green’s function. Such a relation is commonly called Fisher-Lee relation16. As shown
in Appendix C for an arbitrary tight-binding model, Eq. (C.30), the scattering wave
function at some (lattice) point xi in the scattering region is given as





n,> is the transverse wave function of an incoming channel n in lead l, and 0l
denotes the surface of lead l. This is the central result for showing the equivalence of
the Green’s function and the scattering formalism.
As shown in detail in Appendix C, we obtain












proving the equivalence of the scattering and the non-equilibrium Green’s function
formalism. Thus, Tll′(EF ) can be interpreted as the total transmission probability of
all channels in lead l′ into all channels in lead l. In addition, we obtain an expression










∗D1d,(l)n (E) , (2.123)
where D
1d,(l)
n (E) is the one-dimensional17 density of states for a channel n in lead l.
Thus, the lesser Green’s function describes which scattering states are occupied at
energy E. Whether a scattering wave function Ψ
(l)
n is occupied or not is determined
solely by the electrochemical potential μl of the respective leads.
Eq. (2.123) thus leads to a rather intuitive physical picture, depicted for the case of
two leads, left (L) and right (R), in Fig. 2.4: The electronic states of the system are
given by the scattering wave functions from left and right lead. For energies smaller
than μR < μL, both scattering wave functions emanating from the left lead (right-
moving wave functions) and from the right lead (left-moving) are occupied18. In the
energy window μR < E < μL, only right-moving states are occupied, and there are no
occupied states for energies above μL. This is a generalization of the interpretation of
the lesser Green’s function in Section 2.3, where we assumed a constant electrochemical
potential throughout the whole system.
16 It was Fisher and Lee that first published a relation between the retarded Green’s function and the
transmission amplitudes [90].
17A channel n has an energy dispersion En,k depending on a one-dimensional real wave vector k (see
Section 3.1). Thus, a single channel behaves like a one-dimensional system.
18For the sake of simplicity, we assume in our interpretation very low temperatures, T ≈ 0, such that
the Fermi function can be replaced by a step function f0(E, μ) = θ(μ−E). For finite temperatures,
there is some energy region around μR and μL where the smearing of the Fermi function also allows
some additional occupancy.
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Figure 2.4 – Schematic of a two-terminal system in non-equilibrium: scattering states ema-
nating from the left (right) lead are occupied up to the electrochemical potential μL (μR), as
depicted by wavy lines. In principle, there may also be localized states, as indicated by the
dashed line.
From this picture, we can also understand the appearance of the factor f0(E, μL)−
f0(E, μR) in the current equation (2.117): For E < μR, where f0(E, μL)−f0(E, μR) = 0
the currents carried by the left- and right-moving states cancel exactly. In contrast,
for μR < E < μL there are only right-moving states leading to a finite current from
left to right.
In principle, there could also be localized states in the scattering region, that are not
connected to any scattering state emanating from the leads, as indicated in Fig. 2.4. For
example, such a state could lie below the band edges of the leads, and since there are no
transitions between states of different energy in a non-interacting system, this localized
state cannot be connected to any scattering state. These states are thus not included
in the simplified form of the Keldysh equation (2.95). Instead, they are contained in
the first term of Eq. (2.94) that is usually neglected [76]. Note that the first term of
Eq. (2.94) involves the lesser Green’s functionG<0,S of the disconnected scattering region,
and thus μS. Essentially, this means that the electrochemical potential μS in the far past
determines whether a localized state is occupied or not. This comes at no surprise,
since it cannot be filled from the states of the leads that are at a different energy.
Since μS is somewhat ill-defined as mentioned above, additional physical arguments are
required to determine the occupancy of localized states. Fortunately, localized states
do not contribute to transport in non-interacting systems, as they do not couple to the
scattering states, and are thus of minor importance in this work. In interacting systems
however, they may influence transport through the interaction term, and additional
care must be taken to account for these states [85, 91].
Transport in a non-interacting system can thus be understood in a rather intuitive
picture. To which extent does this interpretation carry over to the interacting case?
Eqs. (2.122) and (2.123) are of central importance in showing the equivalence of the
scattering and the non-equilibrium Green’s function formalism. The main assumption
behind the derivation of these equations is that the lesser self-energy Σ< only contains
contributions from the leads. This is the case in non-interacting systems, but also for
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the example of Coulomb interaction within Hartree-Fock approximation and generally
for any interaction in mean-field approximation (including density functional theory19).
In all these cases, transport can be still understood in terms of scattering wave functions
in an effective potential. Only if the interaction is treated beyond mean-field, leading
to a contribution to Σ<, this interpretation breaks down, as then (virtual) transitions
between states of different energies become important.
Since the scattering formalism and the NEGF formalism for non-interacting systems
are equivalent, often concepts of both approaches are used in a calculation at the same
time. For example, since calculating the scattering wave function directly is in general
numerically unstable [92], numerical calculations in the Landauer-Bu¨ttiker formalism
usually first compute GrS from Eq. (2.111), and then the transmission amplitudes tll′,nm
through the Fisher-Lee relation. Note that the tll′,nm contain more information than
just the total transmission Tll′(E). Because of that, and since in addition calculating
the total transmission probability Tll′(E) from tll′,nm is computationally less expensive
than computing Tll′(E) from the Green’s functions, we also employ this approach in
the numerical work. The main conceptual difference between the Landauer-Bu¨ttiker
formalism and the non-equilibrium Green’s function formalism is the calculation of
G<S , and in this sense Eq. (2.112) contains the “non-equilibrium”. As seen above, this
quantity could also be calculated from the scattering wave functions, but this is usually
not done. It should be emphasized that of course also the Landauer-Bu¨ttiker formalism
is a non-equilibrium theory—there would be no current and hence no conductance in
equilibrium. A non-equilibrium situation, i.e. different electrochemical potentials in
the leads, enters explicitly in the derivation of the Landauer-Bu¨ttiker formula.
The scattering formalism has the advantage of providing a more intuitive picture of
transport. In contrast, the Green’s functions in the non-equilibrium Green’s function
formalism are very convenient to compute numerically, and the formalism can be easily
extended to include interactions. Because of this the NEGF formalism has become
rather popular for numerical computations.
2.6 Challenges for a numerical implementation
The transport formalism presented in the previous section is very general, as it is
applicable to any tight-binding model. Central results were Eq. (2.111), GrS = (E −
HS − Σr)−1, and Eq. (2.112), G<S = GrSΣ<GaS. However, directly implementing these
equations in a computer program still faces some difficulties. In this section, we will
identify the remaining steps necessary to build a generic transport code for arbitrary
19 In the case of density functional theory, the physical interpretation is complicated by the fact that
the scattering wave functions are then solutions to the Kohn-Sham equations. However, the solutions
of the Kohn-Sham equations do not have any physical meaning by themselves and neither do the
corresponding scattering wave functions. But then, transport theory in density functional theory
must assume anyway that the wave functions obtained like that are close to physical wave functions
[84].
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tight-binding models. In the following two chapters we will then present novel solutions
to these problems.
The first step is obvious from Eq. (2.111): we need to compute Σr. In Chapter
3 we thus derive an expression for the self-energy Σrl of a lead l, valid for arbitrary
tight-binding models, paying close attention to the numerical stability of this method.
The second step is the calculation of GrS. At first glance, this does not appear prob-
lematic, as GrS can be in principle computed by direct inversion as given in Eq. (2.111).
This inversion involves a matrix of size Ngrid, where Ngrid is the number of degrees of
freedom in the tight-binding model, i.e. the number of lattice sites or orbitals in the
scattering region. However, physical simulations involve in general large-scale systems,
and a direct inversion is then computationally intractable.
Then again, it is often not necessary to calculate the full retarded Green’s function
GrS: For example, to obtain the conductance, it is enough to compute the Green’s
function between the leads, as can be seen from Eqs. (2.117) and (C.31) and the fact
that the self energies from the leads Σrl only couple to the surface of the scattering
region. This and the fact that, in a tight-binding model, HS is a sparse matrix, is
the foundation of several quantum transport algorithms that avoid the direct inversion
of Eq. (2.111). These transport algorithms however have the disadvantage of relying
on some assumptions or geometrical restrictions on the underlying system, and are
thus not applicable to arbitrary tight-binding models. In Chapter 4 we review several
well-established transport algorithms and develop a preconditioning step that allows to
apply these algorithms to an arbitrary tight-binding model. A detailed description of
the quantum transport algorithm employed in this work, the recursive Green’s function




Calculating transport properties in the non-equilibrium Green’s function formalism
requires the evaluation of the lead self-energies Σrl = HSl g
r
l HlS, as seen in the previous
chapter. Finding an expression for the surface Green’s function of the lead grl , and thus
for Σrl , is the intent of this chapter. Below, we will drop the subscript l since we are
dealing here with a single lead only, and simply denote grl = g
r. In addition, for the
sake of briefness, we will often refer to the surface Green’s function of the lead simply
as the lead Green’s function.
In general, a lead is a semi-infinite structure attached to the scattering region. In
particular, we consider leads that in addition exhibit some periodicity, so that asymp-
totic scattering states can be defined. In tight-binding representation, such a lead
is a semi-infinite repetition of unit cells, governed by the unit cell Hamiltonian H0,
with neighboring unit cells connected by hopping Hamiltonians H1 and H−1 = H
†
1,
as depicted in Fig. 3.1. If there are Nu.c. degrees of freedom within a unit cell, these
Hamiltonians can be represented by Nu.c. ×Nu.c. matrices.
For transport, we have to calculate the surface Green’s function of the lead detached
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Figure 3.1 – Schematic view of a lead: A semi-infinite series of unit cells.




H0 |j〉 〈j|+ H1 |j〉 〈j + 1|+ H−1 |j〉 〈j − 1| , (3.2)
where j is the unit cell index. The surface Green’s function gr is defined only within
the first unit cell of the semi-infinite wire, gr = 〈0|Gsemi-infinite |0〉, where Gsemi-infinite is
the full Green’s function of the isolated lead. Therefore, the quantity that we desire to
calculate is a well-defined, finite matrix and its size is given by the size of the unit cell
Hamiltonian H0.
A problem related to that of the semi-infinite lead is the infinite wire that extends















H0 |j〉 〈j|+ H1 |j〉 〈j + 1|+ H−1 |j〉 〈j − 1| . (3.4)




where j again denotes the unit cell index, k ∈ [−π, π], and φn,k is a vector representing
the “transverse” part of the wave function within a unit cell. The wave function ϕn,k
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is a solution of the Schro¨dinger equation
(En,k −Hinfinite)ϕn,k = 0 (3.6)
if the transverse wave function φn,k obeys(
En,k −H0 −H1eik −H−1e−ik
)
φn,k = 0 . (3.7)
The effective Hamiltonian H(k) = H0 + H1e
ik + H−1e−ik is Hermitian and thus, for a
given k, the wave functions {φn,k} form a complete orthonormal set.
The infinite wire is related to the problem of the semi-infinite lead in several ways:
First, away from the contact to the scattering region, the asymptotic eigenstates of the
semi-infinite lead are given by the eigenstates ϕn,k of the infinite wire. Furthermore,
the Green’s functions of the semi-infinite lead and the infinite wire are connected via
Dyson’s equation, as discussed below.
In principle, it would possible to calculate gr using the eigenfunction expansion of the
Green’s function, Eq. (2.41). For that, we would need to calculate the eigenstates of
Hsemi-infinite. Such an eigenstate can in principle be constructed as a linear combination
of solutions of the infinite wire. The coefficients of this linear combination must be
chosen such that the boundary conditions of the isolated semi-infinite lead are fulfilled.
This can be done easily if the transverse wave functions φn,k do not explicitly depend
on k [59]: By combining propagating and counter-propagating modes, ϕ(j) ∼ φneikj−
φne
−ikj ∼ φn sin(kj), the wave function can be made zero at the end of the semi-infinite
lead and thus satisfies the boundary condition there.
However, in general the transverse wave function φn,k can depend on k. For exam-
ple, in a wire including a strong magnetic field the wave function propagating in one
direction is localized at one edge of the wire, whereas the mode propagating in the
opposite direction is localized at the opposite edge. In this case the construction of an
eigenstate of the semi-infinite lead becomes very difficult and it is essential to include
not only the propagating eigenstates ϕn,k, but also evanescent modes. The construc-
tion is even further complicated by the fact that different transverse wave functions
φn,k and φn′,k′ are in general not orthogonal anymore, if k = k′. This is due to the fact
that they are solutions to different effective Hamiltonians H(k) and H(k′). Only the
full wave functions ϕn,k form an orthonormal set. Because of these difficulties we will
not attempt to compute the eigenstates of the semi-infinite lead. Instead, we will first
calculate the Green’s function of the infinite wire for which the eigenstates are known
and from that obtain the surface Green’s function of the lead.
The problem of calculating the surface Green’s function of a lead has been addressed
frequently in the literature. First of all, the problem is strongly related to earlier
accounts calculating the Green’s function of an ideal crystal surface [94–97]. In contrast
to a lead of finite transverse size as considered here, such a crystal surface is infinite
and such are the respective Hamiltonian matrices. However, the problem can finally be
reduced to a finite size invoking Bloch’s theorem for the directions along the surface.
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The numerical algorithms for computing the surface Green’s function of a lead can
be classified into two groups: Iterative methods and eigendecomposition based meth-
ods. The iterative algorithms calculate an approximate Green’s function through some
recursion relation [98–100] and require explicitly shifting the energy E by some small,
but finite imaginary part. The eigendecomposition based methods compute the sur-
face Green’s function exactly—within the numerical precision—from the eigensolutions
of an infinite wire. These methods have been derived independently several times
[82, 86, 95–97, 101, 102], and equivalent expressions are also found in the mode match-
ing method [103, 104], where instead of the surface Green’s function the matching of
lead eigenstates is considered1. Compared to the iterative methods, the eigendecom-
position based methods have been shown to be superior in accuracy and performance
[101], and they provide additional information, such as the eigenmodes (channels) of
the lead.
All of the accounts of the eigendecomposition based methods assume the hopping
matrices H1, H−1 to be non-singular. However, singular—i.e. non-invertible, rank-
deficient—hopping matrices arise naturally in important examples and are not at all
unusual: For instance, a unit cell size larger than the range of the hopping in tight-
binding approximation immediately leads to singular H1 and H−1 [82, 86]. Graphene
nanoribbons, subject of Chapters 6 and 7, are such an example. Iterative methods
would be applicable to the case of singular hopping matrices, but their performance
for singular hopping matrices is even worse than for non-singular hopping matrices.
Still, in principle any problem involving singular hopping matrices could be recast into
a problem involving only invertible hopping matrices [86]. However, the algorithm to
do so is much more complicated than the expressions we will derive in the course of
this chapter.
Thus, we will derive an eigendecomposition based expression for the surface Green’s
function equally valid for singular and non-singular hopping matrices H1, H−1. To this
end, the chapter is organized as follows: First, we will rigorously derive an expression for
the surface Green’s function of a lead analogous to previously derived expressions [82,
86, 101, 102], but without assuming the hopping matrices H1, H−1 to be invertible. We
then discuss cases for which a direct implementation of this expression is numerically
unstable and develop an algorithm circumventing these stability problems.
3.2 A general expression for the lead Green’s func-
tion
3.2.1 Green’s function of the infinite wire
Before we begin to calculate the Green’s function of the infinite wire, we collect some
useful relations that will allow us to extract the surface Green’s function from that of
1 The mode matching method is equivalent to the Green’s function methods, as discussed in Ref. [105].
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Figure 3.2 – (a) A infinite wire can be constructed by combining two semi-infinite wires.
(b) A semi-infinite wire does not change upon adding another unit cell.
the infinite wire in the subsequent sections.
The surface Green’s function of the lead and the Green’s function of the infinite wire
can be related by the Dyson equation for the retarded Green’s function, Eq. (2.91), in a
similar fashion as in the recursive Green’s function algorithm: The infinite wire can be
regarded as a composition of two semi-infinite leads with the hopping between left and
right lead as perturbation, as depicted in Fig. 3.2(a). We denote the retarded surface
Green’s function of the right (left) lead as grR (g
r
L) and the retarded Green’s function of
the infinite wire as Gr. grR is the desired surface Green’s function of the lead. Note that
because of translational invariance the surface Green’s functions grR,L are independent
of the position j, where the infinite wire is cut. Furthermore, grL differs from g
r
R only
therein, that the hopping Hamiltonians H1 and H−1 are switched.
From the Dyson equation Gr = Gr0 +G
r
0V G
r = Gr0 +G
rV Gr0, Eqs. (2.91) and (2.92),
we can obtain relations between the surface Green’s functions and the Green’s function
of the infinite wire. In the situation as depicted in Fig. 3.2(a), the unperturbed Green’s
function Gr0 is given by the surface Green’s functions g
r
R,L of the isolated leads and the












′ ≤ j (3.9)
Similar relations hold for grL.
For the surface Green’s function, another useful relation arises from the observa-
tion that the semi-infinite lead is invariant under addition of an extra unit cell (see
Fig. 3.2(b)), and we obtain
grR = (E −H0 −H1 grR H−1)−1 . (3.10)
Using the eigenstates of the infinite wire, Eq. (3.6), and the eigenstate representation
of the retarded Green’s function, Eq. (2.41), the retarded Green’s function of the infinite
50 Chapter 3. Lead Green’s functions
























































E −H(k) + iη , (3.11)
where we have used that, for fixed k, the wave functions {φn,k} form a complete
orthonormal set. By further substituting z = eik, the integration over k can be written








(E + iη −H0)z −H1z2 −H−1 . (3.12)
It should be noted that the denominator of (3.12) is a matrix and the fraction should
therefore be interpreted as a matrix inversion. Thus, the problem is more complicated
than a scalar valued contour integral. Still, in order to solve the matrix-valued contour
integral, we first identify the zeroes of the denominator, just as in the scalar case.
3.2.2 Zeroes of (E+ iη −H0)z−H1z2 −H−1
The contour integral of (3.12) is nonzero only if the entries of the matrix ((E + iη −
H0)z − H1z2 − H−1)−1 have poles within the unit circle. The inverse of the matrix
H˜(E+ iη, z) = (E+ iη−H0)z−H1z2−H−1 has a pole at λn, if the matrix H˜(E+ iη, z)
itself is singular at z = λn. That is, we seek solutions of the (quadratic) eigenvalue
equation (
(E + iη −H0)λn −H1λ2n −H−1
)
un = 0 . (3.13)
In principle, the infinitesimal iη could be taken care of in the numerical calculations
by choosing some very small, but finite η. However, this introduces some unnecessary
parameter dependence into the system, and η might need manual tuning in order to
achieve convergence. We can avoid explicitly using η in the numerics by observing that
η enters the calculation in a twofold way:
First, it determines which poles contribute to the contour integral in Eq. (3.12). In
this respect, the infinitesimal η is crucial. Below, we will carefully distinguish different
cases in order to account for this dependence on η.
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Second, the values of the eigenvalues λn—i.e. the poles—and the eigenvectors un
depend on η: λn = λn(E + iη), un = un(E + iη). However, λn and un are analytic
functions of E + iη, and thus the dependence on η vanishes in the limit η → 0+. In
particular, limη→0+ λ(E + iη) = λn(E), where λn(E) is an eigenvalue of the quadratic
eigenproblem without the infinitesimal shift iη. The same holds for the eigenvectors
un.
2
Therefore, we seek solutions of the quadratic eigenvalue problem neglecting iη (for
a review on quadratic eigenproblems see [106])(
(E −H0)λn −H1λ2n −H−1
)




(E −H0)λn −H1λ2n −H−1
)
= 0 , (3.14b)
where un (u¯n) is a right (left) eigenvector for the eigenvalue λn. Such a quadratic
eigenproblem has 2Nu.c. eigenvalues, when Nu.c. is the size of the matrix H˜(E, z).
3
However, these eigenvalues are not necessarily finite, if H−1 is rank-deficient [106] and
thus must be discussed carefully.
The quadratic eigenproblem can be recast into a linear eigenproblem, albeit of twice
















which is a generalized eigenproblem of the form Av = λBv. Such a generalized eigen-
problem can be recast into an ordinary eigenproblem if the matrix B is invertible, i.e. if
the matrix H−1 is invertible:(
0 1











In any case, there are standard algorithms for solving both the ordinary and the gen-
eralized linear eigenproblem [107].
The eigenvalues of Eqs. (3.14a) and (3.14b) fall into two groups with |λn| = 1 and
|λn| = 1. We first consider the case |λn| = 1. Then, λn lies inside the unit circle
if |λn| < 1 and outside if |λn| > 1, regardless of the infinitesimal imaginary part of
the energy iη. In general, λn can be written as λn = e
ik = eiRe(k) e−Im(k). |λn| < 1
corresponds to Im (k) > 0 and an evanescent mode decaying to the right, whereas
2 Note that the case of degenerate eigenvalues, λn = λn′ is a little more complicated in this respect
and will be discussed in detail in the next section.
3 We can assume the quadratic eigenvalue problem to be regular. In an irregular eigenvalue problem
det((E − H0)λ −H1λ −H−1) = 0 for all λ ∈ C which is unphysical. For example, in the infinite
wire this would imply a flat band, E(k) = const., with transverse wave function φ independent of
k. This may only occur in ill-defined examples, such as a series of independent lattice points that
are not coupled all.
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|λn| > 1 corresponds to Im (k) < 0 and an evanescent mode decaying to the left.
Furthermore, there is an equal number of right- and left-decaying solutions: By taking
the complex conjugate of Eq. (3.14a) and using H†1 = H−1, we find that for every
eigenvalue λn, 1/λ
∗
n is an eigenvalue of the quadratic eigenproblem, too [102]:
u†n ((E −H0)1/λ∗n −H1 (1/λ∗n)2 −H−1) = 0 . (3.17)
Thus, for every eigenvalue within the unit circle there is a corresponding eigenvalue
outside and vice versa.
As already mentioned above, the quadratic eigenvalue problem can have the eigen-
value ∞, if the matrix H−1 (and thus also H1 = H†−1) is not invertible. In this case
there is a vector un such that H−1un = 0 and λn = 0 solves Eq. (3.14a). Then also
1/λ∗n is an eigenvalue and corresponds to ∞. It is therefore quite natural to obtain
diverging eigenvalues if the matrix H−1 is rank-deficient and not at all problematic as
opposed to the statements of Ref. [86]. The eigenvectors for λn = 0,∞ itself do not
have any physical meaning, however their contribution in terms of the contour integral
in Eq. (3.12) is well-defined. Therefore, we also call λn = 0 (which lies within the
unit circle) a “right-decaying” mode. The importance of these solutions has been first
pointed out in the context of complex band structure calculations [108].
If |λn| = |eik| = 1, the eigenvectors un are the propagating Bloch modes φn,k dis-
cussed above. Here we are considering a fixed energy E, and thus k is uniquely defined
by En,k = E and will be denoted by kn. As a consequence, we will also drop the index
kn in the notation of the transverse wave function φn for the remainder of the chapter.
Note that we will employ the notation φn if we want to emphasize that the eigenvec-
tor under consideration is a propagating mode, whereas un denotes all eigenvectors,
propagating and evanescent.
For the propagating modes φn the corresponding eigenvalues λn lie on the unit circle.
Thus, the infinitesimal imaginary shift iη becomes crucial in identifying whether the
eigenvalue lies inside or outside of the unit circle. As shown by Taylor expanding
λn(E + iη) in appendix D.1, this is determined by the group velocity vn of the Bloch
mode φn.















∣∣H0 + H1eik + H−1e−ik ∣∣φn,k〉∣∣∣∣
k=kn
. (3.18)
Using the Feynman-Hellman theorem [109, 110] this expression can be simplified yield-



























2φ†n H1 λn φn
)
. (3.19)
As shown in appendix D.1, the eigenvalue λi lies inside the unit circle if vn > 0,
corresponding to a right-moving wave, and outside if vn < 0, corresponding to a left-
moving wave.
Note that in this situation we cannot invoke Eq. (3.17) to make a statement about




= eik = λn. Eq. (3.17)
thus only shows that for any right eigenvector φn, the Hermitian conjugate φ
†
n is a left
eigenvector to the same eigenvalue λn. Still, we can determine the number of right- and
left-moving waves by considering the properties of the Bloch bands En,k. The Bloch
bands En,k are periodic in k with periodicity 2π. Therefore, at a given energy E, there
is an equal number of right- and left-moving waves, as the Bloch bands En,k intersect
the energy E equally often with positive and negative slope [82].
Summarizing the arguments of this section, we find that the eigenvalues and -vectors
of the quadratic eigenproblem, Eq. (3.14a), can be grouped into
• Nu.c. right-going modes with |λi| < 1 or |λi| = 1 ∧ vn > 0. These eigenvalues are
denoted by λi,<, the corresponding eigenvectors by ui,< or φn,<. In addition, we
define the matrix of right-going modes as U< = (u1,<, . . . ,uNu.c.,<).
• Nu.c. left-going modes with |λi| > 1 or |λi| = 1 ∧ vn < 0. These eigenvalues are
denoted by λi,>, the corresponding eigenvectors by ui,> or φn,>. In addition, we
define the matrix of left-going modes as U> = (u1,>, . . . ,uNu.c.,>).
It should be emphasized that these eigenvalues and -vectors can be computed and
classified without having to resort to a finite imaginary shift iη.
3.2.3 The role of degenerate modes
The solutions of the quadratic eigenvalue problem (3.14a) are only unique, if all
eigenvalues λn are different. If un and un′ are solutions with the same eigenvalue
λ = λn = λn′, then any linear combination solves the quadratic eigenproblem:(
(E −H0)λ + H1λ2 + H−1
)
(aun + a
′un′) = 0 for a, a′ ∈ C. (3.20)
Although this does not pose a problem for decaying solutions4, it very well can for the
propagating solutions, where λn = e
ikn. As shown in Section 3.2.2, the group velocity
4 Decaying solutions are classified only according to their eigenvalue λn, the eigenvector un does not
enter. Furthermore, the final results, given in Eqs. (3.28) and (3.29) are invariant under a change
of basis, i.e. choosing different linear combinations of degenerate solutions.
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Figure 3.3 – Schematic band structure plots for different cases of degeneracies in Bloch
modes: (a) Two bands are degenerate for a whole range of k-values. (b) Two bands cross at
a single k-point with slopes of the same sign. (c) Two bands cross with slopes of opposite
signs.
vn of propagating modes determines whether a solution lies inside or outside the unit
circle. If two or more propagating modes share the same eigenvalue, i.e. kn = kn′,
the group velocity becomes ill-defined, as different linear combinations may result in
different group velocities. Moreover, the eigensolutions φn(E) are not guaranteed to
be smooth functions around E = En,kn: Whereas at the degeneracy point En,kn any
linear combination of degenerate modes is a solution, moving away from this point in
the complex plane will lift the degeneracy and lead to definite solutions.5
The different types of degeneracies that can occur are depicted schematically in
Fig. 3.3. First, energy bands can be degenerate over a range of k-values, as shown in
Fig. 3.3(a). Such a degeneracy can be due to symmetries of the underlying lattice,
or occurs naturally if the system is degenerate with respect to an additional quantum
number, such as spin. Second, two or more bands can intersect with a slope (and thus
velocity) of the same sign (Fig. 3.3(b)). Both cases are not problematic, as then all
degenerate eigenvalues are either inside or outside the unit circle simultaneously. If
however, as in the third case (Fig. 3.3(c)), bands intersect with slopes of opposite sign,
some of the degenerate eigenvalues are located inside and some outside the unit circle.
The troublesome degeneracy of eigenstates is an artifact of neglecting the infinitesi-
mal shift iη. We can however find a remedy by observing that for non-degenerate λn the
eigenvectors φn diagonalize the velocity operator (Eq. (3.19)), as shown in appendix C;
this is not necessarily the case for degenerate eigenvalues. We can expect properties
that depend on the eigenvectors φn, such as the diagonal form of the velocity operator,
to change in a continuous way. Therefore, the condition that the velocity operator
should be diagonal with respect to the eigenvectors φn uniquely defines a set of basis
vectors with definite group velocity vn that can be used to reliably classify these modes
5 Indeed, the smoothness of φn(E) is a prerequisite of the derivation in appendix D.1 that shows that
the group velocity of propagating modes determines whether a eigenvalue lies inside or outside the
unit circle.
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as right- and left-moving.
Suppose that φn1 , . . . ,φnl are eigenvectors for the eigenvalue λ = e
ik. Let Φ =(
φn1 , . . . ,φnl
)
be the matrix built from these eigenvectors. Then, the velocity operator
in the subspace of these eigenvectors can be written as
VΦ = Φ
†i(H1eik −H−1e−ik)Φ . (3.21)
VΦ is Hermitian and thus can be diagonalized [82] as V
′
Φ = S
†VΦS with some unitary
matrix S. From the columns of Φ′ = ΦS we then find the new eigenvectors φ′n1, . . . ,φ
′
nl
with well-defined velocities. Furthermore, the rotated φ′n are smooth functions with
respect to energy E.
3.2.4 Solving the contour integral
Before proceeding further in solving the contour integral in Eq. (3.12), we first study
the eigenvalues and -vectors of grRH−1, as this can give some indication on the final
expression for the surface Green’s function. Suppose u is an eigenvector of grRH−1 with
eigenvalue λ:
grRH−1 u = λu . (3.22)
Then we find
H−1 u = (grR)
−1 λu






where we have used Eqs. (3.10) and (3.22). Every eigenvalue λ is thus also a solution
of the quadratic eigenproblem(
(E −H0)λ−H1 λ2 −H−1
)
u = 0 . (3.24)




where the matrices U and Λ are built up by choosing the appropriate eigenvectors and
-values from the 2N solutions of the quadratic eigenproblem (3.14a). Unfortunately,
these considerations do not give an indication on which solutions should be chosen.
The appropriate eigenvalues and -vectors can be selected by using the boundary
condition of the retarded Green’s function, namely that it should contain only outgoing
waves [59, 82]. However, this intuitive physical arguments break down if systems with
rank-deficient matrices H1 and H−1 are considered and, as argued above, spurious
solutions with vanishing or infinite eigenvalues appear. These solutions do not have
any physical meaning, but are well-defined in the context of the contour integral of
Eq. (3.12). Therefore we resort to this contour integration to extend the previous
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expressions for the surface Green’s function [82, 86, 101–103] also to the important
case of rank-deficient hopping matrices.

























H˜(E + iη, z)U<
. (3.26)
The denominator H˜(E + iη, z)U< now has columns H˜(E + iη, z)ui,< with zeroes at
λi,<. By carefully counting the multiplicities of the zeroes in the numerator and the
denominator of the inverse
(
H˜(E + iη, z)U<




























′ ≤ j. (3.27)




j′,j′, we then obtain the
expression:7
grR H−1 = U< Λ< U
−1
< (3.28)
valid also for singular H−1. This is the main finding of this chapter.
From Eq. (3.28) we immediately obtain an expression for the self-energy of the lead8,
ΣR = H1 g
r
R H−1 = H1 U< Λ< U
−1
< . If the surface Green’s function g
r
R itself is needed,
it can be calculated either by multiplying Eq. (3.28) with (H−1)−1 from the right, if
H−1 is invertible, or through Eq. (3.10), which is also valid for rank-deficient hopping
matrices.
6 Here we have to assume without proof that U< is invertible. It is not obvious that the Nu.c. right-
going solutions ui,< of the quadratic eigenproblem (3.14a) are linearly independent: For example,
we have already seen that they are not necessarily orthogonal, as they are solutions to different
Hamiltonians H(λi,<).
The eigenvectors of the linearized eigenproblem, (ui,<, λi,<ui,<)t do form a linearly independent
set, as they are solutions to a (generalized) linear eigenproblem. Unfortunately, this by itself does
not prove the linear independence of the ui,< alone.
7 This is uniquely defined, as Grj′,j′ = (E −H0 −H1 grR H−1 −H−1 grL H1)−1 is invertible.
8 Here, we assume that the hopping from lead l to the scattering region, HSl, is given by H1. Such a
situation can always be achieved by formally assigning the first unit cell of the lead to the scattering
region.
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In an analogous way we can show that every left eigenvector u¯ of H1 g
r
R with eigen-
value λ is a left eigenvector of the quadratic eigenvalue equation with eigenvalue 1/λ.
Consequently, we find that H1 g
r










If we were to calculate the advanced surface Green’s function gaR, we would choose in
Eq. (3.12) a negative infinitesimal shift, E − iη. The subsequent calculation proceeds
in the same fashion as for the retarded Green’s function, except that the propagating
modes are handled differently: −iη now selects left-moving instead of right-moving
propagating modes. In contrast, the decaying modes are unchanged with respect to
the retarded case.
We have found expressions for the surface Green’s function in terms of eigenstates
of the infinite wire. It should be emphasized that these expressions are fundamentally
different from the normal eigenstate representation of the Green’s function, Eq. (2.41).
In the usual eigenstate representation, the Green’s function is expressed in terms of
all eigenstates of the system, and thus all energies En,k. In contrast, the expressions
derived in this chapter express the surface Green’s function in terms of eigenstates for
a single energy E. The Green’s function is in this case not only expressed in terms of
physical eigenstates of the (infinite) system, but also unphysical ones: The decaying
eigenstates grow exponentially in one direction and thus cannot be normalized. The
fact that the eigenstates for a single energy E are enough to calculate the surface
Green’s function make these expressions very useful for numerical computations. A
summary of the algorithm based on the results of this section can be found in Ap-
pendix D.3.1.
3.3 A more stable algorithm based on the Schur
decomposition
3.3.1 Failure of the eigendecomposition based algorithm
The expressions for the surface Green’s function of a lead are well-suited for a numerical
implementation. However, it turns out that numerics based on these expressions can
fail for certain, important cases. In order to illustrate this failure and to trace its
origin, we will consider the example of an electronic wire in a magnetic field. The
lessons learned from this example will then serve as guidelines for developing a more
stable algorithm.
We will consider the case of a two-dimensional electron gas with a confinement
potential of the form V (x, y) = V (y), where
V (y) =
{
0 for 0 < y < W ,
∞ else, (3.30)
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Figure 3.4 – Local density of states of wire in a perpendicular magnet field B, obtained
numerically using the lead Green’s functions calculated with (a) the eigendecomposition based
algorithms of Section D.3.1 and (b) the Schur decomposition based algorithms of Section
D.3.2. The parameters used were W/lcycl = 9, W = 150a and E = 0.15 
2
2ma20
, where a0 is the
lattice constant of the discretization and m the effective electron mass.
i.e. the electron gas is restricted to a wire of width W . Furthermore we assume a
homogeneous magnetic field B perpendicular to the plane of the electron gas. Such a
geometry is a simplified version of the systems considered e.g. for weak localization or
quantum Hall effect, and as such reliable numerical solutions are of importance.




(−i∇− eA(x))2 + V (y) , (3.31)
where m is the effective mass of the system and e the electronic charge. We choose
the vector potential A(x) in x-direction, Ay = 0, Ax(y) = −By. After discretizing
the Hamiltonian (for details, see Appendix F), the Hamiltonian matrix of the unit cell
H0 is independent of the magnetic field. The magnetic field dependence is contained
in the hopping matrices: The hopping matrix H1 is a diagonal matrix with entries
(H1)nn = e
iαn, where α is some phase related to the magnetic field B and the lattice
constant of the discretization. Thus, H1 is invertible ((H1)
−1 = H†1 = H−1) and we can
use the expressions for invertible hopping matrices. We will measure the strength of
the magnetic field in terms of the cyclotron radius lcycl with respect to the wire width
W , where lcycl =
pF
eB
[111], with pF the Fermi momentum.
Wires are a rather useful tool for testing numerical transport algorithms: Due to
the translational symmetry in x direction, observables must be constant along the wire
direction. Any spatial dependence along the wire is thus a clear indication of numerical
errors. Furthermore, transport in large magnetic fields, i.e. in the quantum Hall regime,
is very convenient for checking numerical calculations, as the wave functions of the edge
states are relatively simple. Programming errors or failures of the numerics can then
often be detected by visual inspection of observables, such as the local density of states.
In Fig. 3.4 we show the LDOS of a wire in magnetic field. The LDOS was calculated
using the recursive Green’s function technique first with the lead Green’s function cal-
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culated from the expressions of the previous section (Fig. 3.4(a)), and second with the
lead Green’s function calculated with the stable algorithm developed in the remain-
der of the chapter (Fig. 3.4(b)). Fig. 3.4(b) shows nicely three edge modes forming a
positive LDOS that is constant in x-direction, and we can consider this solution to be
exact within the numerical limits. In contrast, Fig. 3.4(a) shows some complex spatial
behavior of the LDOS with positive and even negative values, violating the simple
physical considerations for wires mentioned above. When moving away from the leads,
further into the region calculated via the RGF algorithm, some of the unphysical states
introduced by the incorrect lead Green’s function decay and the LDOS starts to resem-
ble the exact solution. In fact, if we make the region calculated via the RGF algorithm
longer, eventually all the unphysical solutions will decay so much that the LDOS will
finally start to resemble the exact solution. This is a clear indication that indeed the
problem lies in the (failed) calculation of the lead Green’s function. Obviously this
failure has catastrophic consequences here.
As we will show below, the failure of the algorithm of Section D.3.1 can be attributed
to the inversion of U<, that becomes ill-conditioned for the problem under discussion.
To this end, we first define some mathematical measure in order to quantify how well-
posed the problem of inversion is numerically. The condition number of a matrix A is
defined as
cond(A) = ‖A‖2 · ‖A−1‖2 , (3.32)
where ‖. . .‖2 is the matrix 2-norm [112]. The numerical error in inverting a matrix
A can then be estimated as ≈ ε cond(A), where ε is the machine precision. On a
typical computer, the standard floating point data type is an eight byte double with
ε ≈ 10−16. Numerically, the condition number can be estimated from the singular value
decomposition of A as the ratio of the largest and the smallest singular value [112].
Another useful measure in this context is the rank of matrix A, rank(A). If the
columns (or rows) of a m× n-matrix A form a set of linearly independent vectors, the
matrix has full rank, i.e. rank(A) = min(m,n). A square matrix A is invertible iff it
has full rank. Numerically, we can calculate the approximate rank of a matrix A by
counting the non-zero singular values of A [112]. This rank is only approximate as
we need to specify some numerical tolerance in order to check whether a numerically
computed singular value is zero, and the rank will depend on this tolerance. Still, the
approximate rank can quantify whether the columns (or rows) of a matrix are linearly
dependent or at least close to linearly dependent. The relation of the condition number
and the approximate rank is obvious from the way they are calculated numerically: The
condition number will become large, if at least a single singular value is close to zero,
i.e. if a matrix has not full rank. In return, the approximate rank depends on the
total number of singular values close to zero and thus gives a further estimate on the
character of the ill-conditioned problem.
In Fig. 3.5(a) we show the condition number of U< as a function of W/lcycl ∝ B.
For small magnetic field, the condition number of U< is small, indicating a well-
conditioned problem. When the magnetic field increases and W/lcycl approaches 1—
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Figure 3.5 – (a) condition numbers (upper panel) and approximate rank(U1) (lower panel)
for the eigendecomposition based algorithm as a function of magnetic field strength W/lcycl.
The dashed line in the lower panel shows the value rank(U1) for linearly independent eigen-
vectors. (b) Detailed analysis of error bounds of individual eigenvalues λn for fixed magnetic
field, W/lcycl = 9: absolute value of λn (upper panel), error bound to the eigenvalue λn
(middle panel), and error bound to the eigenvector un (lower panel) as a function of eigen-
value index n. The eigenvalues and -vectors have been sorted such that the right-going set
(“<”) precedes the left-going set (“>”). The calculations were done using the same set of
parameters as in Fig. 3.4.
i.e. the magnetic field begins to influence the wave functions of the wire beyond simple
perturbations—cond(U<) takes values in the range of 10
10 − 1016. Numerically, the
inversion of U< becomes meaningless in this case and so does the calculated surface
Green’s function. Only for very large magnetic field the matrix U< becomes well-
conditioned again. The magnetic field range for which U< is ill-conditioned increases
as the width W of the system becomes larger, i.e. the numerical error increases as
the system size gets larger. This is an indication that the inversion of U< becomes
ill-defined due to numerical errors, rather than U< itself being non-invertible.
The Nu.c. ×Nu.c. matrix U< is constructed from selected eigenvectors (un,unλn)t of
the 2Nu.c. × 2Nu.c. linearization of the quadratic eigenvalue problem, Eq. (3.14a). The
full matrix U of all eigenvectors (un,unλn)











In Fig. 3.5(a) we also show that cond(U) ≈ cond(U<), in order to demonstrate that
the failure of numerics is not due to choosing the submatrix U<, but is inherent to the
linearized quadratic eigenproblem itself. This can also be seen from the approximate
rank(U1) in the lower panel of Fig. 3.5(a). Whereas the rank of U1 should be Nu.c., as
the Nu.c. eigenvectors span a Nu.c.-dimensional subspace, the numerically computed U1
is rather rank-deficient in the magnetic field range where the numerics breaks down.
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It should be noted that the linearized (generalized) eigenproblem of Eq. (3.15) in-
volves computing the eigenvalues and -vectors of non-Hermitian matrices. In contrast
to Hermitian matrices, the eigenvalues and -vectors of non-Hermitian matrices can be
rather ill-conditioned [112]. For example, the eigenvectors of a non-Hermitian matrix
need not be orthogonal, and thus the matrix U , while in principle invertible, could be
easily near-singular.
We therefore analyze the error bounds of the numerically computed eigenvalues and
-vectors. Suppose that λ′n and u
′
n is the exact eigensolution. Then the error in the
numerically computed eigenvalue λn and -vector un can be quantified as |λn−λ′n| and
the acute angle θ(un,u
′
n), respectively [107]. In Fig. 3.5(b) we show the errors on the
n-th eigenvalues and -vector together with the absolute value of the eigenvalue |λn|
for all 2Nu.c. eigensolutions in the regime where U< is ill-conditioned (W/lcycl = 9,
corresponding to the density plot in Fig. 3.4(a)). We find two clusters of eigensolutions
in both the right- and left-going solutions with large error bounds: The error in the
eigenvalues is of the order of the eigenvalue itself, and the angles between numerical
and exact eigenvectors are of the order of π. Obviously, these solutions are not reliable.
Note that these numerical problems are restricted to decaying solutions, whereas the
propagating solutions (with |λn| = 1) have small error bounds. Presumably this is due
to the fact that the propagating modes are solutions to a Hermitian Hamiltonian H(k).
Summarizing the discussion, the failure of the eigendecomposition based algorithms
for computing lead Green’s functions is due to numerical errors in computing the
eigenvalues and -vectors of a non-Hermitian matrix. This leads numerically to linearly
dependent eigenvectors and thus to non-invertible eigenvector matrices.
Having established the cause of the failure of numerics as numerical errors due to
finite precision, we are left with two options: First, we could resort to floating point
arithmetics with higher precision. However, there are no readily available numerical
routines beyond double precision, and extending the established linear algebra routines
to higher precision is a major task and not trivial. Moreover, it is not clear whether
higher precision would solve all problems. The condition numbers of Fig. 3.5(a) were
calculated numerically. Thus they are also limited by the floating point precision and
can only give a lower bound—the true condition number could be much larger. Due to
these difficulties associated with higher precision we choose the second option: Develop
an alternative algorithm that does not need to calculate all individual eigenvectors and
-values.
3.3.2 Surface Green’s function from the Schur decomposition
In order to develop a more stable algorithm for calculating the surface Green’s func-
tion of a lead, we introduce the concept of an invariant subspace [112]. An invariant
subspace of a matrix A is a vector space V such that for every v ∈ V , also Av ∈ V .
For example, a subspace spanned by eigenvectors of A is an invariant subspace.
Starting point for a more stable algorithm is the observation that it is indeed not nec-
essary to calculate individual eigensolutions, but only the invariant subspace associated
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form an invariant subspace range(U1). Any invertible Nu.c.×Nu.c.-matrix A generates a
basis transformation of this subspace and vice versa, so that the columns of U ′1 = U1A












Therefore, it is enough to compute the invariant subspace associated with the eigenval-
ues λn,< in order to compute the surface Green’s function of the lead.
In the example of the previous section, the failure of the numerics was linked to a
rank-deficient matrix U1, i.e. a too small invariant subspace. Since the eigenvectors of
a non-Hermitian matrix do in general not form an orthogonal basis, the eigenvectors
can be nearly linearly dependent and numerical errors may lead to rank-deficient eigen-
vector matrices. Therefore, we seek an alternative method to compute the invariant
subspace spanned by U1.
We start with discussing the case of invertible hopping matrices. The linearized
quadratic eigenproblem can in this case be written as an ordinary eigenproblem of
the form A(un, λnun)
t = λn(un, λnun)



















where T is an upper triangular matrix with the eigenvalues λn of A on the diagonal.
This decomposition is called Schur decomposition. Furthermore, the unitary transfor-
mation Q can be chosen such that the eigenvalues λn appear in any desired order along
the diagonal. The first M columns of Q, 1 ≤ M ≤ 2Nu.c., then form an invariant
subspace with respect to the first M eigenvalues, λ1 . . . λM [112].
Suppose now that the eigenvalues are ordered such that all eigenvalues λn,< are
located in the upper left N × N -block T11. If T11 and T22 do not share common
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After this transformation, the 2Nu.c. × 2Nu.c. eigenproblem is reduced to two separate
Nu.c. ×Nu.c. eigenproblems for the eigenvalues λn,< and λn,>, respectively. The matrix















The matrix of eigenvectors is then given by U = QXY . Hence, we find
grRH−1 = U<Λ<U
−1





The surface Green’s function can thus be calculated from the orthonormal basis vectors
of the invariant subspace associated with λn,< obtained from the Schur decomposition,
instead of the full eigendecomposition.
It should be noted that in the derivation of Eq. (3.42) it is necessary to assume that
T11 and T22 do not share any eigenvalues. Hence, Eq. (3.42) is not valid in a situation
as depicted in Fig. 3.3(c), when propagating modes share the same eigenvalue λn = λn′,
but have group velocities vn and vn′ with opposite signs. In such a case it is necessary
to explicitly shift the real energy either along the real or the imaginary axis (i.e. with
a finite iη), lifting the eigenvalue degeneracy in order to apply Eq. (3.42). In any case,
it is rather unlikely to hit such a situation numerically.
Finally, we turn to the case of a singular hopping matrix H1. The linearized quadratic
eigenproblem forms in this case a generalized eigenvalue problem A(un, λnun)
t =
λnB(un, λnun)
t, as in Eq. (3.15). Then, there are two unitary transformations Q
and Z such that
Q†AZ = T and Q†BZ = S , (3.43)
where T and S are upper triangular [112] (generalized Schur decomposition). The
eigenvalues of the generalized eigenproblem are thence given by λn = tnn/snn, where
tnn (snn) are the diagonal elements of T (S). Again, we assume that the eigenvalues
are ordered such that the λn,< are contained in the leading diagonal positions of T and
S. In a similar fashion as in the case of invertible hopping matrices, we find that the
Green’s function can be expressed in terms of the subspace spanned by the first Nu.c.




A summary of the numerical algorithms based on the results of this section can be
found in Appendix D.3.2.
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3.3.3 Numerical Stability
The Schur decomposition based algorithm developed in the previous sections is superior
to the standard, eigendecomposition based algorithms in terms of numerical stability.
Although we will not proof this statement in a strict, mathematical sense, we will give
some arguments why this is the case below.
In Section 3.3.1, the failure of the standard algorithm was linked to the rank-
deficiency of the matrix U1. The numerically computed eigenvectors did not form
a linearly independent set, and thus did not span the full invariant subspace range(U1)
associated with the eigenvalues λn,<.
In contrast to the eigendecomposition of a non-Hermitian matrix, the (generalized)
Schur decomposition can be computed more stably, as it involves only unitary trans-
formations [112]. In addition, reordering the (generalized) Schur form can be done in
a numerically stable fashion, too. Since the transformation matrix Q/Z is unitary,
its columns form an orthonormal basis set, as opposed to the basis spanned by the
eigenvectors. Therefore, the Schur decomposition yields an orthonormal basis set for
the invariant subspace range(U1) = range(Q1/Z1). Due to the orthogonality of the
N basis vectors, even when obtained numerically, the computed subspace will always
have dimensionality N , in contrast to the standard algorithm.
Apart from the correct dimensionality, the computed invariant subspace must be
associated with the correct eigenvalues. Note that we need not determine every single
eigenvalue accurately, but we only need to cluster the eigenvalues into left- and right-
going sets {λn, >} and {λn, <}. The border of these sets is within the propagating
modes where |λn| = 1. In the examples considered in this study, we have found that
the error bounds on the eigenvalues and -vectors around |λn| = 1 are rather small (for
an example, see Fig. 3.5(b)). Presumably this is due to the fact that the propagating
modes (i.e. |λn| = 1) are governed by a Hermitian operator. Hence, the eigenvalues and
-vectors separating left- and right-going sets can be calculated accurately and we can
thus expect to obtain an accurate clustering. Indeed, the examples in the next section
will show that we can calculate the invariant subspace range(U1) = range(Q1/Z1) very
accurately.
Finally, after calculating the invariant subspace we need to invert the block Q11/Z11.
Unfortunately we cannot prove that this matrix is always well-conditioned—whereas
the full matrix Q/Z is unitary and thus well-conditioned, the subblock Q11/Z11 is
in general not unitary. However, we found that it was always well-behaved in our
examples, as shown in the next section.
In summary, while eigendecomposition and Schur decomposition based algorithms
need to perform several computational steps alike, such as the classification of eigen-
values, the Schur decomposition performs significantly better in one crucial step, the
computation of the invariant subspace.
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Figure 3.6 – Condition numbers (upper panels) and error in the computed invariant sub-
spaces (lower panels) for the eigendecomposition and Schur based algorithms for the compu-
tation of the lead Green’s function. The quantities are shown as a function of W/lcycl for two
benchmark systems involving a magnetic field: (a) a wire in effective mass approximation in a
perpendicular magnetic field B, parameters as in Fig. 3.4. (b) a zigzag graphene nanoribbon
in a perpendicular magnetic field B, with a width W corresponding to 302 atoms across the
nanoribbon, and energy E = 0.39t.
3.3.4 Examples
In order to analyze their numerical performances, we apply both the eigendecomposi-
tion and Schur decomposition based algorithm to different systems. As a benchmark
for the algorithms for invertible hopping matrices we take up again the system of Sec-
tion 3.3.1, a wire in a magnetic field. For the case of singular hopping matrices, we
consider a zigzag graphene ribbon described in nearest-neighbor tight-binding approxi-
mation9 in a perpendicular, homogeneous magnetic field B. In both cases we will again
measure the magnetic field strength as W/lcycl.
In the upper panels of Fig. 3.6 we show the condition numbers for the matrices
that need to be inverted in the various algorithms: U< in the eigendecomposition
9 The tight-binding Hamiltonian is given by H =
∑
ij t |i〉 〈j|, where the summation runs over nearest
neighbors only, and t ≈ 2.7eV. For details on the model for graphene, see Appendix G
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based algorithms, and Q11, Z11 in the Schur decomposition based algorithms. In both
examples, effective mass approximation and graphene, cond(U<) ≈ 1010 − 1016 in a
rather large range of magnetic field strength. In contrast, the matrices Q11 and Z11
are always well-behaved, with condition numbers smaller than 102. As a consequence,
the inversion of Q11 and Z11 is not problematic numerically, whereas the corresponding
inversion of U< fails in the eigendecomposition based algorithms.
In the previous section we argued that the accuracy of the computed invariant sub-
space in the Schur decomposition based algorithms is expected to be superior to the
eigendecomposition approaches. In order to demonstrate this, we define the angle
between subspaces as a measure of the error in the computed subspace:






θ(v, w) for subspaces V , W with dimV = dimW . (3.45)
In the lower panels of Fig. 3.6 we show the angle of the subspaces spanned by the




11). As expected, the accuracy
of the subspaces computed from the Schur decomposition is very high, in contrast to
the eigendecomposition that even yielded subspaces with the wrong dimensionality.
Consequently, the Schur decomposition based algorithms perform very well for the
whole magnetic field range.
Finally, we discuss the run times of the different algorithms. Note that the first
step of computing numerically the eigendecomposition also involves computing the
Schur decompositions [107]. This computational step is most time-consuming in both
algorithms. As a consequence, we find similar run times: sometimes the Schur decom-
position based algorithm is faster, sometimes the eigendecomposition based algorithm,
depending on the system under consideration. However, we found only differences up
to 20%, and thus both algorithms can be considered equivalent with respect to run
time.
3.4 Summary
In this chapter we have derived expressions for calculating the surface Green’s function
of a lead valid for arbitrary tight-binding models, including singular hopping matri-
ces. A direct implementation of these eigendecomposition based expressions has been
found numerically unstable for certain cases, and an alternative algorithm based on the
Schur decomposition has been developed to remedy these problems. Since the Schur
decomposition based algorithm is in general more stable than the eigendecomposition
based algorithm and of comparable speed, it should be the method of choice.
In the literature, there is only one other algorithm that can compute the lead Green’s
function for arbitrary tight-binding models [86].10 There, the problem of computing
10 In fact, when the work on the contents of this chapter was started, there was no general algorithm
available. Ref. [86] was published after the work on the algorithms of this chapter was finished.
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the surface Green’s function for a lead with singular hopping matrices is mapped to an
equivalent problem with invertible hopping matrices. The algorithms of this chapter are
conceptually much simpler and require fewer computational steps than the algorithm
of Ref. [86]. Still, it might be interesting to compare the accuracy of these algorithms
on different models. In any case, the algorithm of Ref. [86] can also benefit from the
stability of the Schur decomposition based algorithm developed in this chapter.
For transport properties, it is necessary to calculate Green’s functions at real energies
E, and thus the derivations of this chapter assumed E to be real. For computing
equilibrium densities, it is however often convenient numerically to compute Green’s
functions energies E in the complex plane [84, 113]. When E is complex there are
no propagating modes, and the eigenmodes un can be grouped into equally large sets
of left- and right-decaying modes [97]. From these the lead Green’s functions can be




of matrices for quantum transport
4.1 Introduction
From the lead self-energies Σrl derived in the previous chapter, we can now turn to
calculating the retarded Green’s function GrS of the scattering region. As discussed at
the end of Chapter 2, the direct calculation of GrS by means of Eq. (2.111).
GrS = (E −HS − Σr)−1 , (4.1)
is usually computationally intractable. There is however a number of quantum trans-
port algorithms for two-terminal systems—i.e. systems with only two leads, that we
Figure 4.1 – Natural ordering of lattice points in a square finite difference grid leading to
a block-tridiagonal matrix structure. The different matrix blocks are marked in alternating
shades of grey.
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denote as left (L) and right (L)—that circumvent this problem by making use of the
sparsity of the Hamiltonian matrix HS. In particular, these algorithm are based on the
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where the index L (R) denotes the blocks in the left (right) lead, 1 . . . N the blocks
within the scattering region S, and 0 (N + 1) the first block in the left (right) lead.
This block-tridiagonal form of the Hamiltonian for two-terminal systems is the foun-
dation of several quantum transport algorithms: For example, the transfer matrix
approach applies naturally to block-tridiagonal Hamiltonians, but becomes unstable
for larger systems. However, a stabilized version has been developed by Usuki et
al. [92, 114]. In the decimation technique [115, 116], the Hamiltonian of the scattering
region is replaced by an effective Hamiltonian between the two leads by eliminating
internal degrees of freedom block by block. The contact block reduction method [117]
calculates the full Green’s function of the system using a limited set of eigenstates.
The recursive Green’s function (RGF) technique [103, 118, 119] uses Dyson’s equation
to build up the system’s Green’s function block by block. It has also been adapted
to Hall geometries with four terminals [120] and to calculate non-equilibrium densi-
ties [121, 122]. Furthermore, the RGF algorithm has been formulated in a way suitable
for parallel computing [123].
The block-tridiagonal form of H arises naturally, for example, in the method of fi-
nite differences, when grid points are grouped into vertical slices according to their
x-coordinates, as shown in Fig. 4.1. In fact most of the above mentioned quantum
transport algorithms are based on this natural ordering. Because of this, these algo-
rithms are in general restricted to systems with two collinear leads. In a more compli-
cated system, e.g. with non-collinear or multiple leads, a block-tridiagonal form is not
obvious or involves only a few, very large blocks. In these cases, a direct application of
the above mentioned transport algorithms is either very inefficient or even impossible.
4.1. Introduction 71
Figure 4.2 – Schematic depiction of the recursive Green’s function algorithm: (a) The
Green’s function Gr,R(i) contains all blocks ≥ i. (b) The Green’s function Gr,R(i−1) is obtained
by adding another matrix block.
The intent of this chapter is to lift these restriction.
Of course, there are also other transport techniques not directly based on the block-
tridiagonal form of the Hamiltonian matrix, such as extracting the Green’s function
from wave packet dynamics [124]. Still, such algorithms are not as widely used as
the large class of algorithms, that are directly based on the block-tridiagonal form of
the Hamiltonian. In order to illustrate the typical computational tasks of this class
of algorithms, we briefly state, as a representative example, the computational steps
of the RGF algorithm. The details of this algorithm, including its extension to non-
equilibrium, can be found in Appendix B.




up the system block by block, as depicted in Fig. 4.2. Let Gr,R(i) denote the Green’s
function for the system containing all blocks ≥ i. Then, the Green’s function Gr,R(i−1)




















R, the surface Green’s function of the right lead, N slices
are added recursively, until Gr,R(1) has been calculated. The blocks of the Green’s


















to calculate the conductance, as seen from Eqs. (2.117) and (C.31).
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Each step of the algorithm performs inversions and matrix multiplications with ma-
trices of size Mi. Since the computational complexity of matrix inversion and multi-




i . Thus, it
scales linearly with the “length” N, and cubically with the “width” Mi of the system.
This scaling also applies to most of the other transport algorithms mentioned above.
While for particular cases general transport algorithms, such as the RGF algo-
rithm, cannot compete with more specialized algorithms, such as the modular recursive
Green’s function technique [125, 126] that is optimized for special geometries, they are
very versatile and easily adapted to many geometries—provided that the system has
only two leads that are arranged collinearly.
The objective of this chapter is twofold: First, we intend to lift the discussed re-
strictions of the established quantum transport algorithms. We do this by bringing the
Hamiltonian matrix H into a block-tridiagonal form suitable for quantum transport
also for complex geometries, such as non-collinear leads or multi-terminal structures,
that would otherwise need the development of specialized algorithms. Second, we
improve the matrix H such that the block-tridiagonal form is optimal for transport.
Although the block-tridiagonal structure of H , Eq. (4.2), that arises naturally in many
problems appears to have a small “width” and thus seems to be quite suitable for
transport algorithms, optimizing the matrix structure further may lead to significant
speed-ups even in the two-terminal case, as we show below.
We achieve these goals by developing a matrix reordering algorithm based on graph
partitioning techniques, that brings an arbitrary tight-binding matrix H into a block-
tridiagonal form optimal for quantum transport. To this end, we identify a mathemat-
ical measure for this optimality and reformulate the matrix reordering problem in the
language of graph theory. Based on graph-theoretical concepts we then develop the
block-tridiagonalization algorithm. Finally, we apply this algorithm to various exam-
ples and investigate performance of the reordering and of the RGF algorithm for the
reordered Hamiltonian H , demonstrating the flexibility and power of this combined
approach.
4.2 Definition of the problem
4.2.1 Definition of the matrix reordering problem





i , does depend on the particular block-tridiagonal structure of H .
Therefore, the runtime of these algorithms can be improved in principle by conveniently
reordering H with a permutation P ,
H ′ = P H P−1 . (4.7)
In order to quantify the typical performance of a transport algorithm for a given
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where Mi is the size of block Hi,i. Optimizing the matrix for transport algorithms
is then equivalent to minimizing the weight w(H). Since
∑N+1
i=0 Mi = Ngrid, where
Ngrid is the total number of grid points, w(H) is minimal, if all Mi are equal, Mi =
Ngrid/(N + 2). Therefore, a matrix tends to have small weight, if the number N of
blocks is large, and all blocks are equally sized. The reordering problem of the matrix
H is thus summarized as follows:
Problem 4.1. Matrix reordering problem: Find a reordered matrix H ′ such that
1. H ′0,0 and H
′
N+1,N+1 are blocks given by the left and right leads (as required by
transport algorithms)
2. H ′ is block-tridiagonal (H ′i,j = 0, iff j = i + 1, i, i− 1),
3. the number N of blocks is as large as possible, and all blocks are equally sized.
In principle, this constrained optimization problem could be solved by generic opti-
mization algorithms, such as Simulated Annealing. However, for larger problems the
optimization could take much more time than the actual transport calculation, render-
ing the optimization process useless. It is therefore necessary to use heuristics especially
designed for the problem at hand. To this end, we formulate the matrix reordering
problem in the language of graph theory.
4.2.2 Mapping onto a graph partitioning problem
A graph G is an ordered pair G = (V, E), where V is a set of vertices v and E a set of
ordered pairs of vertices (v1, v2) ∈ V × V. Such a pair is called an edge. A graph is
called undirected, if for every edge (v1, v2) ∈ E also (v2, v1) ∈ E . Two vertices v1 and
v2 are called adjacent, if (v1, v2) ∈ E . In order to simplify the notation, we will also
consider a vertex v to be adjacent to itself.
There is a natural one-to-one correspondence between graphs and the structure of
sparse matrices. For a given n × n matrix H , we define a graph G = (V, E) with
V = {1, . . . , n} and (i, j) ∈ E iff the entry Hij = 0. A graph thus stores information
about the structure of a matrix, i.e. which entries are nonzero. It does not contain
any information about the values of the respective entries, although these may be
stored easily along with the graph. However, for the formulation of the quantum
transport algorithms, only the block-tridiagonal form, i.e. the structure of the matrix,
is relevant. Hermitian matrices, that are considered in quantum transport, have a
symmetric structure of zero and nonzero entries, and therefore the corresponding graphs
are undirected.
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Figure 4.3 – (a) Simple example showing the connection between a graph, its graphical
representations with dots and lines, and the zero–nonzero structure of a matrix. (b) Exam-
ple of a finite difference grid, that can be interpreted as a graph, and the structure of the
corresponding matrix. Nonzero entries are shown as black dots.
A graph can be depicted by drawing dots for each vertex v, and lines connecting
these dots for every edge (v1, v2), as shown in Fig. 4.3(a). It should be noted that
a graphical representation of a tight-binding grid, such as shown in Fig. 4.3(b), can
be directly interpreted as a representation of a graph and the corresponding matrix
structure.
In terms of graph theory, matrix reordering corresponds to renumbering the vertices
of a graph. Since we are only interested in reordering the matrix in terms of matrix
blocks (the order within a block should not matter too much), we define a partitioning
of G as a set {Vi} of disjoint subsets Vi ⊂ V such that
⋃
i Vi = V and Vi ∩ Vj = ∅ for
i = j. Using these concepts, we can now reformulate the original matrix reordering
problem into a graph partitioning problem:
Problem 4.2. Graph partitioning problem: Find a partitioning {V0, . . . ,VN+1}
of G such that:
1. V0 and VN+1 contain the vertices belonging to left and right leads,
2. (a) vertices in V0 and VN+1 are only connected to vertices in V1 and VN , respec-
tively,
(b) for 0 < i < N + 1, there are edges between Vi and Vj iff j = i + 1, i, i− 1,
3. the number N + 2 of sets Vi is as large as possible, and all sets Vi have the same
cardinality |Vi|. A partitioning with all |Vi| equally sized is called balanced.
A partitioning obeying requirement 4.2.2 is called a level set with levels Vi [127].
Level sets appear commonly as an intermediate step in algorithms for bandwidth re-
duction of matrices [127–130]. These algorithms seek to find a level set of minimal
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width, i. e. maxi=0...N+1 |Vi| as small as possible which is equivalent to requirement
4.2.3. The main difference between our graph partitioning problem and the bandwidth
reduction problem is requirement 4.2.1: In the graph partitioning problem, V0 and VN
are determined by the problem at hand, while in the bandwidth reduction problem
these can be chosen freely. Due to this difference, bandwidth reduction algorithms can
be applied successfully to our graph partitioning problem only for special cases, as we
show below.
The term graph partitioning usually refers to the general problem of finding a bal-
anced partitioning {Vi} of a graph and has many applications in various fields such
as very-large-scale integration (VLSI) design [131–133], sparse matrix reorderings for
LU or Cholesky decompositions [134], or block ordering of sparse matrices for parallel
computation [135–140]. In particular, the latter examples also include block-tridiagonal
orderings [136, 137]. However, as these reorderings are geared towards parallel compu-
tation, they obtain a fixed number N of sets Vi given by the number of processors of
a parallel computer, whereas in our block-tridiagonal reordering the number N should
be as large as possible. In addition to that, the constraints on the blocks V0 and VN+1
(requirement 4.2.1) are again not present there.
As we cannot directly employ existing techniques to solve the graph partitioning
problem, we will develop an algorithm combining ideas from both bandwidth reduc-
tion and graph partitioning techniques in the subsequent sections: Concepts from
bandwidth reduction are employed to construct a level set which is then balanced
using concepts from graph partitioning.
4.3 Optimal Matrix reordering by graph partition-
ing
4.3.1 A local approach—breadth first search
A breadth-first-search (BFS) [141] on a graph immediately yields a level set [127–130].
In our particular example, the level set is constructed as follows:
Algorithm 4.1. Level set construction by breadth-first-search.
A Start from i = 0. Then, Vi = V0, as the first level is given by the constraints of
requirement 4.2.1.
B If there is a vertex in Vi that is adjacent to a vertex in VN+1, assign all the
remaining unassigned vertices into VN+1 and end the algorithm.
C All vertices adjacent to Vi not contained in the previous levels Vi,Vi−1, . . .V0 are
assigned to Vi+1.
D Continue at step B with i = i + 1.
Note that the sets {Vi} form a level set by construction—a set Vi may only have
vertices adjacent to Vi−1 and Vi+1. The construction by BFS not only obtains the
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Figure 4.4 – Level set created by a BFS starting from V0. Different levels are shown in
alternating shades of grey.
number of levels N+2 for a particular realization, but yields a more general information:
Lemma 4.3. The number of levels N + 2 in the level set constructed by algorithm 4.1
is the maximum number of levels compatible with the constraints on the initial and final
level V0 and VN+1 for a graph G.
This can be seen from the fact that a BFS finds the shortest path in the graph
between the initial sets V0 and VN+1, (v0, v1, . . . , vi, . . . , vN+1) where v0 ∈ V0 and
vN+1 ∈ VN+1. Any vertex on this shortest path can be uniquely assigned to a single
level Vi and it would not be compatible with a larger number of levels than N + 2.
Algorithm 4.1 not only yields the maximum number of levels: All vertices contained
in the first n levels of the BFS must be contained in the first n levels of any other level
set:
Lemma 4.4. Let {V0,V1, . . . ,VN+1} be a level set constructed by algorithm 4.1, and
{V ′0,V ′1, . . . ,V ′N ′+1} another level set consistent with the requirements of problem 4.2
with N ′ ≤ N . Then V0 ∪ V1 ∪ · · · ∪ Vn ⊂ V ′0 ∪ V ′1 ∪ · · · ∪ V ′n for 0 ≤ n ≤ N ′ + 1.
The statement is proved by induction. It is true trivially for n = 0 (because of
requirement 1 in problem 4.2) and for n = N ′ + 1 (then the levels cover the whole
graph). Suppose now that the statement holds for n < N ′. Note that for the proof it
suffices to show that Vn+1 ⊂ V ′0 ∪ V ′1 ∪ . . . ,∪V ′n+1. Consider now the set of all vertices
adjacent to Vn, adjacent(Vn) = {v ∈ V | v is adjacent to a v′ ∈ Vn}. By construction,
Vn+1 ⊂ adjacent(Vn). Since Vn ⊂ V ′0 ∪ V ′1 ∪ · · · ∪ V ′n and {V ′i} is a level set, all
vertices adjacent to Vn must be contained in the set of vertices including the next level,
i.e. adjacent(Vn) ⊂ V ′0∪V ′1∪ . . . ,∪V ′n∪V ′n+1. But then also Vn+1 ⊂ V ′0∪V ′1∪ . . . ,∪V ′n+1,
which concludes the proof.
Thus, the vertices contained in the first n levels of the BFS form a minimal set
of vertices needed to construct n levels. However, this also implies that the last level
which then covers the remaining vertices of the graph, may contain many more vertices
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than the average, leading to an unbalanced level set. This is not surprising, since the
algorithm does not explicitly consider balancing and only local information is used,
i.e. whether a vertex is adjacent to a level or not. An example for this imbalance is
shown in Fig. 4.4, where the BFS construction yields a very large last level.
Note that throughout the manuscript we visualize the graph theoretical concepts us-
ing examples of graphs obtained from discretizing a two-dimensional structure. How-
ever, the ideas and algorithms presented here apply to any graph and are not limited
to graphs with coordinate information. Two-dimensional graphs have the advantage of
being visualized easily. In particular, the BFS search has an intuitive physical analog:
Wave front propagation of elementary waves emanating from the vertices of the initial
level V0.
The problem that a BFS does not yield a balanced partitioning was also noted in the
theory of bandwidth reduction. The Gibbs-Poole-Stockmeyer (GPS) algorithm tries
to overcome this deficiency by constructing a level set through the combination of two
BFS searches starting from the initial and the final levels. However, there the initial
and final levels are sought to be furthest apart, contrary to our problem. In general,
the GPS construction only yields a balanced level set if the initial and final level are
close to furthest apart, as we will show in Section 4.4.
4.3.2 A global approach—recursive bisection
In order to obtain a balanced partitioning, graph partitioning algorithms commonly
perform a recursive bisection, i.e. successively bisect the graph and the resulting parts
until the desired number of parts is obtained [131, 132, 136, 137, 142, 143]. This
approach has the advantage of reducing the partitioning problem to a simpler one,
namely bisection. Furthermore, if the resulting parts of every bisection are equally
sized, the overall partitioning will be balanced. In addition, bisection is inherently a
global approach, as the whole graph must be considered for splitting the system into
two equally sized parts. Thus, it can be expected to yield better results than a local
approach, such as BFS.
We intend to construct a level set with N + 2 levels, where N + 2 is the maximum
number of levels as determined by algorithm 4.1. To this end we start from an initial
partitioning {V0,V1,VN+1}, where V0 and VN+1 contain the vertices of the leads (re-
quirement 4.2.1), and V1 all other vertices. The level set is then obtained by applying
the bisection algorithm recursively to V1 and the resulting subsets, until N levels are
obtained, as shown schematically in Fig. 4.5. Here bisection means splitting a set Vi
into two sets, Vi1 and Vi2 , such that Vi1 ∪ Vi2 = Vi and Vi1 ∩ Vi2 = ∅. In oder to
be applicable to the graph partitioning problem 4.2, the bisection must comply with
certain requirements:
Problem 4.5. The bisection algorithm must be
1. compatible with a level set with N + 2 levels.
2. balanced.
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Figure 4.5 – Schematic depiction of recursive bisection.
3. performed such that subsequent bisections may lead to a balanced level set.
Requirement 4.5.3 is formulated rather vaguely: Usually there are many different
choices how to perform a bisection. A particular choice will influence the subsequent
bisections (for a similar problem in graph partitioning see [143]), and thus the bisection
algorithm must in principle take into account all following bisection steps. Since an
exact solution to that problem seems computationally intractable, we will resort to
heuristics there.
We start explaining how to comply with requirements 4.5.1 and 4.5.2. In the following
we assume that N > 0, as N = −1, 0 are trivial cases. Then the initial partitioning
{V0,V1,VN+1} forms a level set, and so will the final result of the recursive bisection,
if the result of every intermediate bisection yields a level set. For this, consider a set
Vi with vertices adjacent to the sets Vileft and Viright, where “left”(“right”) is defined as
being closer to V0 (VN+1). Then the sets resulting from the bisection, Vi1 and Vi2 may
only have vertices adjacent to Vileft,Vi2 and Vi1 ,Viright , respectively.
Apart from the condition of forming a level set, requirement 4.5.1 also dictates the
total number of levels. Due to the nature of the recursive bisection, the number of
final levels contained in an intermediate step is always well-defined. If a set Vi contains
Ni levels, then Vi1 and Vi2 must contain Ni1 = Int(Ni/2) and Ni2 = Ni − Int(Ni/2)
levels, respectively. Here, Int(. . . ) denotes rounding off to the next smallest integer.








Note that Ni can take any value, and usually is not a power of two.
From Lemma 4.4 we know that the minimum set of vertices necessary to form n levels
is given by a BFS up to level n. Let Vi1,BFS (Vi2,BFS) denote the set of vertices found
by a BFS starting from Vileft (Viright) up to level Ni1 (Ni2). Then, for any bisection
complying with requirement 4.5.1, Vi1,BFS ⊂ Vi1 and Vi2,BFS ⊂ Vi2. These vertices
are uniquely assigned to Vi1 and Vi2 and are consequently marked as locked, i.e. later
operations may not change this assignment. An example for the vertices found in a
BFS is shown in Fig. 4.6(a). Note that in the initial bisection, Vi = V1, Ni = N ,
Vileft = V0, and Vileft = VN+1.
The remaining unassigned vertices can be assigned to either set, and the bisection will
still be compatible with a level set containing N +2 vertices. Thus for complying with
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Figure 4.6 – (a) Example showing for a disk-type geometry the BFS from the left and right
neighboring sets that construct the minimal set of vertices Vi1,BFS (black) and Vi2,BFS (dark
grey) that must be contained in Vi1 and Vi2 , respectively. The remaining vertices (light grey)
can be assigned to either set. (b) and (c): Examples illustrating the difference between cut
edges and cut nets. The number of cut edges is 5 in both (b) and (c), while the number of
cut nets (surface vertices) is 10 in (b) and 9 in (c).
requirement 4.5.2, any prescription obeying the balancing criterion may be used. We
choose to distribute the remaining vertices by continuing the BFS from Vileft and Viright
and assigning vertices to Vi1 and Vi2 depending on their distance to the left or right
neighboring set, while additionally obeying the balancing criterion. This approach—
assigning vertices to levels according to their distance from the initial and final set—is
rather intuitive and probably the procedure that would be used if the level set were to
be constructed “by hand”. This procedure may lead to reasonable level sets, however
in general, additional optimization on the sets Vi1 and Vi2 is needed, as discussed below.
If this optimization is used, it can also be useful to distribute the unassigned vertices
randomly, as this may help avoiding local minima.
As mentioned above, there is a lot of arbitrariness in distributing the unassigned
vertices into Vi1 and Vi2 . However, the particular choice of the bisection will influence
whether a later bisection is balanced or not: If Vi1(i2),BFS contains more vertices than
given by the balance criterion (4.9), the bisection cannot be balanced. Obviously, the
BFS that constructs Vi1(i2),BFS depends on the details of the set Vi and thus on the
details of the previous bisection step.
In order to formulate a criterion that may resolve the above-mentioned arbitrariness
and help to find a balanced level set, it is useful to consider the matrix representation
of the graph G. Bisecting a graph means ordering the corresponding matrix into two






This off-diagonal matrix will be unchanged by further bisections and thus determines
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the minimum level width that can be achieved. Therefore, the size of the off-diagonal
matrix Hi1,i2 should be minimized.
In a bisection, an edge (v1, v2) ∈ E is said to be cut, if v1 and v2 belong to different
sets, i.e. v1 ∈ Vi1 and v2 ∈ Vi2 or vice versa. The entries of Hi1,i2 correspond to
edges cut by the bisection, and minimizing the number of entries in Hi1,i2 corresponds
to minimizing the number of edges cut by the bisection (min-cut criterion). This
criterion is often used in reordering matrices for parallel processing, where the off-
diagonal matrix size determines the amount of communication between processors.
However, the number of entries in Hi1,i2 is not directly related to the size of the
matrix, as has been noted in the graph partitioning problem for parallel computing
[138]. Instead, the size of the off-diagonal matrix is given by the number of surface
vertices, i.e. the number of vertices that have cut edges. For this, we define a net of a
vertex v in a graph G = (V, E) as [136, 137]
net(v) = {u ∈ V|u is adjacent to v} . (4.11)
Note that v ∈ net(v), as v is adjacent to itself. A net is said to be cut by a bisection,
if any two vertices v1, v2 ∈ net(v) are contained in different sets Vi1 and Vi2 . Then, the
number of surface vertices and thus the size of the off-diagonal matrix Hi1,i2 is given
by the number of cut nets. Thus, minimizing the number of cut nets (min-net-cut
criterion) corresponds to minimizing the the number of surface vertices, and thus to
minimizing the size of the off-diagonal matrix Hi1,i2. Furthermore, since the vertices in
Vi1/2,BFS are determined by a BFS emanating from the surface vertices, minimizing the
number of cut nets will usually also lead to a smaller number of vertices in Vi1/2,BFS,
leaving more freedom towards achieving a balanced bisection. Figs. 4.6(b) and (c)
show a comparison of the min-cut and min-net-cut criterion for simple examples. In
practice, when minimizing the number of cut nets, we also use the min-cut criterion to
break ties between different bisections with the same number of cut nets (min-net-cut-
min-cut criterion) in order to avoid wide local minima, that occur frequently in the
min-net-cut problem.
Both the min-cut and min-net-cut bisection problem have been shown to be NP-
hard [144]. Therefore, only heuristics are available to solve them. These heuristics start
from an initial (balanced) bisection, such as constructed by the steps outlined above,
and improve upon this initial bisection. Here, we choose to use the Fiduccia-Mattheyses
(FM) algorithm [132], as it is readily available for min-cut and min-net-cut bisection1.
Furthermore, the FM algorithm can naturally deal with locked vertices that may not
be moved between sets, is reasonable fast and its underlying concepts are easy to
understand. The FM heuristic is a pass-based technique, i.e. it is applied repeatedly to
the problem (several passes are performed), iteratively improving the bisection. More
detailed information about the fundamentals of the Fiduccia-Mattheyses algorithm are
given in appendix E.
1 In fact, min-net-cut bisection is a hypergraph partitioning problem, and the FM algorithm was
originally designed for this task. For more information on hypergraphs, see Appendix E.
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We now summarize the steps outlined above and formulate an algorithm for bisection:
Algorithm 4.2. Bisection of set Vi containing Ni levels, with left (right) neighboring
set Vileft (Viright).
A Stop, if Ni = 1.
B Do a BFS starting from Vileft up to level Ni1 = Int(Ni/2) and a BFS starting
from Viright up to level Ni2 = N − Int(Ni/2). The vertices found by the BFS are
assigned to Vi1 and Vi2, respectively, and are marked as locked.
C Distribute the remaining unassigned vertices taking into account the balance
criterion (4.9). The vertices may be assigned according to either one of the
following prescriptions:
a) Continue the BFSs from step B and assign vertices to Vi1 , if they are first
reached by the BFS from Vileft, and to Vi2, if they are first reached by the
BFS from Viright. If a set has reached the size given by the balance criterion,
assign all remaining vertices to the other set.
b) Distribute the unassigned vertices randomly to Vi1 and Vi2 . If a set has
reached the size given by the balance criterion, assign all remaining vertices
to the other set.
D Optimize the sets Vi1 and Vi2 by changing the assignment of unlocked vertices ac-
cording to some minimization criterion. In particular, the following optimizations
may be performed:
a) No optimization.
b) Min-cut optimization using the FM algorithm.
c) Min-net-cut optimization using the FM algorithm.
d) Min-net-cut-min-cut optimization using the FM algorithm.
Recursive application of the bisection algorithm 4.2 then leads to an algorithm for
constructing a level set complying with the requirements of the graph partitioning
problem 4.2, and thus an algorithm for block-tridiagonalizing a matrix.
Algorithm 4.3. Block-tridiagonalization of matrix H
A Construct the graph G = (V, E) corresponding to the matrix H , and the sets V0
and VN+1 corresponding to the leads.
B Use algorithm 4.1 to determine the maximum number of levels N + 2. If N < 1,
stop.
C Construct V1 = V \ (V0 ∪ VN+1), containing N levels.
D Apply the bisection algorithm 4.2 to V1 and then recursively on the resulting
subsets. Do not further apply if a set only contains one level.
It should be emphasized, that the block-tridiagonalization does not require any other
input than the graph structure. In principle, the number of FM passes may affect the
result. However, from experience, this number can be chosen as a fixed value, e.g. 10
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Figure 4.7 – Examples of level sets arising from (a) the natural ordering of grid points (as
in Fig. 4.1), and application of the block-tridiagonalization algorithm 4.3 with distribution
of vertices by BFS (algorithm 4.2, step C.(a)) (b) without further optimization, (c) with
min-cut optimization, (d) with min-net-cut optimization.
FM passes, for all situations [132]. Thus, the block-tridiagonalization algorithm can
serve as a black box.
In Fig. 4.7 we show examples of level sets arising from the natural ordering of grid
points (Fig. 4.7(a), natural level set) and from the block-tridiagonalization algorithm
developed in this work (Fig. 4.7(b)–(d)) for the case of a disk-type geometry. The level
set in Fig. 4.7(b) arises from recursive bisection, where the vertices were distributed
according to a BFS without any optimization. The resulting level set strongly resembles
the natural level set. This is due to the highly symmetric structure and the fact that
vertices are assigned to levels according to their distance from the leads—only small
deviations are present due to the balance criterion. When the bisection is optimized
according to the min-cut criterion, Fig. 4.7(c), the resulting level set changes little, as
the min-cut criterion favors horizontal and vertical cuts for a square lattice, as presented
in the example. In contrast, min-net-cut optimization (Fig. 4.7(d)) yields a new, non-
trivial level set that has less symmetry than the underlying structure. Note that the
minimization of surface vertices leads to levels in the form of “droplets”, analogous to
surface tension in liquids.
In fact, we will show in Section 4.4 that min-net-cut optimization usually leads to
level sets and thus block-tridiagonal orderings that are superior to those arising from
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other methods. In particular, they are better than the natural level sets, leading to
a significant speed-up of transport algorithms, as demonstrated in Section 4.4.1. In
addition to that, the reordering algorithms allow one to use conventional two-terminal
transport algorithms also for more complicated, even multi-terminal structures (see
Sections 4.4.1 and 4.4.2).
4.3.3 Computational complexity
We conclude the theoretical considerations with an analysis of the computational com-
plexity of algorithms 4.2 and 4.3.
The bisection algorithm involves a BFS search on Vi, which scales linearly with the
number of edges within Vi, and thus has complexity O(|Ei|), where Ei is the set of
edges within Vi. In addition to that, a single optimization pass of the FM algorithm
scales also as O(|Ei|) [132]. Usually, a constant number of passes independent of the
size of the graph is enough to obtain converged results, and therefore the optimization
process of several FM passes is also considered to scale as O(|Ei|). Thus, the full
bisection algorithm also has complexity O(|Ei|).
Usually, the number of edges per vertex is approximately homogeneous throughout
the graph. Since the recursive bisection is a divide-and-conquer approach, the compu-
tational complexity of the full block-tridiagonalization algorithm is then O(|E| log|E|)
[141]. In typical graphs arising from physics problems, the number of edges per vertex
is a constant, and the computational complexity can be written as O(Ngrid logNgrid),
where Ngrid is the number of vertices in V, or the size of the matrix H .
In contrast, many quantum transport algorithms, such as the recursive Green’s func-
tion technique, scale as O(N(Ngrid/N)3) = O(N3grid/N2) in the optimal case of N
equally sized matrix blocks (levels) of size Ngrid/N . Often, the number of blocks (lev-
els) N ∝ Nαgrid. Typically, to name a few examples, α = 1 in one-dimensional chains,
α = 1/2 in two dimensions, and the transport calculation scales as O(N3−2αgrid ). Thus,
except for the case of a linear chain, where N = Ngrid and matrix reordering is point-
less anyway, the block-tridiagonalization algorithm always scales more favorably than
the quantum transport algorithms. This scaling implies that the overhead of the ma-
trix reordering in the transport calculation will become more negligible, the larger the
system size.
4.4 Examples: Charge transport in two-dimensional
systems
4.4.1 Ballistic transport in two-terminal devices
We now evaluate the performance of the block-tridiagonalization algorithm using rep-
resentative examples from mesoscopic physics. The Schro¨dinger equation for the two-
dimensional electron gas (2DEG) is usually transformed into a tight-binding problem
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Figure 4.8 – Typical examples of structures considered in two-dimensional mesoscopic sys-
tems: (a) circle billiard, (b) asymmetric Sinai billiard, (c) ring, and (d) circular cavity with
perpendicular leads. The tight-binding grid arises from the finite difference approximation
to the Schro¨dinger equation. Note that the number of grid points used here was deliberately
chosen very small for visualization purposes. In a real calculation, the number of grid points
would be at least 2 orders of magnitude larger. dextent denotes a length characterizing the
extent for the different structures.
by the method of finite differences [77–79], where the continuous differential equation
is replaced by a set of linear equations involving only the values of the wave function
on discrete grid points, as discussed in Appendix F. Commonly, these points are ar-
ranged in a regular, square grid. This grid, together with the shape of the particular
structure under consideration then defines the structure of the Hamilton matrix and
the corresponding graph
The representative examples considered here are shown in Fig. 4.8: The circle
(Fig. 4.8(a)) and the asymmetric Sinai billiard (Fig. 4.8(b)) that are examples of inte-
grable and chaotic billiards in quantum chaos, respectively, the ring (Fig. 4.8(c)) that
may exhibit various interference physics, and the circular cavity with leads that are
not parallel (Fig. 4.8(d)) as an example of a structure that does not have an intuitive,
natural block-tridiagonal ordering. For all these structures, we introduce a length scale
dextent, given by the outer radius of the circular structures and the side length of the
square structure, characterizing the maximum extent. The fineness of the grid, and
thus the size of the corresponding graph will be measured in number of grid points per
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Table 4.1 – Weights w(H), Eq. (4.8), for the block-tridiagonal ordering constructed by
different algorithms for the examples of Fig. 4.8. Optimization was done by 10 passes of the
FM algorithm, when the initial bisection was constructed by BFS (algorithm 4.2, step C.(a)),
and 20 passes, when the initial bisection was constructed by a random distribution of vertices
(algorithm 4.2, step C.(b)). The minimal weights for each system are printed bold. In all
examples, there were 400 grid points per length dextent.




tridiagonal ordering 1.51× 10
10 1.58× 1010 8.72× 108 −
Gibbs-Poole-
Stockmeyer 1.15× 10
12 7.84× 1011 2.14× 108 7.05× 1012
distribution by BFS,
no optimization 1.51× 10
10 9.29× 109 2.1× 108 1.69× 1010
distribution by BFS,
min-cut 1.51× 10
10 9.67× 109 2.1× 108 1.59× 1010
random distribution,
min-cut 2.22× 10
10 9.95× 109 2.1× 108 5.13× 1010
distribution by BFS,
min-net-cut 1.51× 10
10 9.46× 109 2.1× 108 1.18× 1010
random distribution,
min-net-cut 1.46× 10
10 9.0× 109 2.09× 108 1.18× 1010
distribution by BFS,
min-net-cut-min-cut 1.26× 10
10 9.28× 109 2.08× 108 1.24× 1010
random distribution,
min-net-cut-min-cut 1.27× 10
10 9.16× 109 2.09× 108 2.02× 1010
length dextent.
We now apply the block-tridiagonalization algorithm using the various optimization
criteria discussed in the previous section, and compare the resulting orderings with
the natural ordering and the ordering generated by the GPS algorithm. The weights
w(H), Eq. (4.8), of the different orderings are given in Table 4.1.
The initial distributions for the bisection algorithm are done in two different ways:
The vertices are distributed both in an ordered way—by BFS—and randomly. The
outcome after the optimization however is always similar for both types of initial dis-
tributions which indicates that the resulting weights are close to the global minimum
and not stuck in a local minimum. Note that we use twice as many FM passes for a
random initial distribution than for an initial distribution by BFS, as convergence is
usually slower for a random initial distribution.
In all examples, the min-net-cut criterion yields orderings with the best weights,
as expected from the considerations of the previous section. Based on the weight,
orderings according to this criterion are expected to give the best performance in
transport calculations such as the RGF algorithm. Note that the min-net-cut-min-cut
ordering is on average closest to the best ordering. The min-net-cut ordering sometimes
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Figure 4.9 – Level (matrix block) size Mi as a function of the level (matrix block) index
i for the natural level set (dashed line) and the min-net-cut-min-cut reordering (solid line),
shown for (a) the circle billiard, (b) the asymmetric Sinai billiard, (c) the ring, and (d) the
circular cavity with perpendicular leads. Note that for (d), there is no natural ordering. In
all examples, there were 400 grid points per length dextent.
suffers from slow convergence, when the algorithm must traverse a wide local minimum.
The additional min-cut criterion helps to break ties and thus avoids these wide local
minima.
Except for the ring, where all algorithms perform well, the GPS algorithm yields
weights that are even larger than the weight of the natural ordering. As discussed
above, the GPS algorithms performs well, if both leads are furthest apart in terms
of the graph. In the case of the ring, this is approximately fulfilled. In the general
case, when the leads are at arbitrary positions, the GPS algorithm usually produces
some very large levels. As the level size enters cubically in the w(H), this results in
a prohibitively large weight. The GPS algorithm thus cannot be used as a generic
reordering algorithm for quantum transport according to problem 4.2.
In summary, the block-tridiagonalization algorithm 4.3 in the combination of initial
distribution by BFS and min-net-cut-min-cut optimization yields the best reorderings
with respect to the weight w(H). Experience shows that usually 10 FM passes are
enough for optimizing a bisection. As a consequence, we will use this combination
exclusively in the rest of this work.
The weight w(H) of a matrix is a global measure of the quality of a ordering. Ad-
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ditional insight can be gained from the distribution of the sizes Mi of the matrix
blocks/levels. In Fig. 4.9 we show this distribution before and after reordering. For the
natural ordering of the finite difference grids, the number of matrix blocks is determined
by the number of lattice points along the x-coordinate direction (see Fig. 4.1(b)). In
contrast, the number of matrix blocks after reordering is given by the length of the
shortest path between the two leads, in terms of the corresponding graph.
In the case of the circle billiard, Fig. 4.9(a), the number of matrix blocks is the same
for the natural ordering and the reordered matrix, as the shortest path between the
leads is simply a straight line along the x-coordinate direction. The improvements in
the weight originate only from balancing the matrix block sizes: While the matrix block
sizes vary for the natural ordering—the lateral size changes along the x-direction—the
reordered matrix has equally sized matrix blocks. For this particular example, the
result of the block-tridiagonalization algorithm is optimal, as it yields the best solution
with respect to the requirements set forth in problems 4.1 and 4.2. Note that it is not
always possible to find a perfectly balanced partitioning, but the circle billiard is such
an example.
In contrast, in the case of the asymmetric Sinai billiard and the ring the number of
matrix blocks generated by the block-tridiagonalization algorithm is larger than in the
natural ordering (see Figs. 4.9(b) and (c), respectively). In both cases, the obstacle
within the scattering region increases the length of the shortest path connecting the
two leads. In both examples, this increase in the number of matrix blocks leads to
a significantly decreased weight w(H) with respect to the natural ordering, although
the partitioning is only approximately balanced. For instance, in the particular case of
the ring, the number of matrix blocks after reordering is approximately given by the
number of lattice points around half of the circumference. The reordered ring thus has
a weight very similar to a straight wire with a width twice as large as the width of one
arm of the ring, and a length given by half of the ring circumference.
For the cavity with perpendicular leads, there is no natural ordering, and a spe-
cialized transport algorithm would be required. The reordering creates a matrix with
approximately balanced block sizes, and allows the direct application of conventional
algorithms.
The weight w(H) was introduced as a theoretical concept in order to simulate the
computational complexity of a transport calculation. After discussing the influence
of the reordering on this theoretical concept, we now demonstrate how the reordering
increases the performance of an actual quantum transport calculation.
To this end we use a straight-forward implementation of the well-established recur-
sive Green’s function algorithm for two terminals, as described in Appendix B. It
should be emphasized that the code that does the actual transport calculation—such
as calculation of the Green’s function and evaluation of the Fisher-Lee relation—is the
same for all examples considered here, including the non-trivial cavity with perpendic-
ular leads. The abstraction necessary for the reordering, i.e. the graph structure and
the corresponding level set, allows for a generic computational code applicable to any
tight-binding model.
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Figure 4.10 – (a)–(c): relative gain in computational time rcpu-time, Eq. (4.12), through
the reordering as a function of the grid size for the circular billiard, the asymmetric Sinai
billiard, and the ring, respectively. rcpu-time is shown excluding () and including (©) the
overhead of matrix reordering. The estimate for rcpu-time from the weights w(H) of the
different orderings is shown as a dashed line. (d): fraction of time rmatrix reordering, Eq. (4.13),
used for reordering the matrix as a function of the grid size. Data is shown for the circular
billiard (), the asymmetric Sinai billiard (©), the ring (), and the circular cavity with
perpendicular leads (+). The benchmarks were run on Pentium 4 processor with 2.8 GHz
and 2 GBs of memory.
We measure the performance gain through matrix reordering as
rcpu-time =
computing time for natural ordering
computing time for reordered matrix
. (4.12)
Note that during a real calculation, the conductance is usually not only calculated once,
but repeatedly as a function of some parameters, such as Fermi energy or magnetic
field. Thus, the respective quantum transport algorithm is executed repeatedly, too.
In contrast, the block-tridiagonalization has to be carried out again only when the
structure of the matrix and thus the corresponding graph changes. For the examples
considered here this would correspond to changing the grid spacing or the shape of
the structure. In such a case, the overhead of matrix reordering must be taken into
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account for rcpu-time. This overhead can be quantified as
rmatrix reordering =
overhead of matrix reordering
computing time including reordering
. (4.13)
In a typical calculation however, the matrix structure given by the underlying tight-
binding grid does not change, and the matrix reordering must be carried out only
once. In this common situation, the overhead of matrix reordering is negligible. For
example, any change of physical parameters such as Fermi energy, magnetic field or
disorder averages does not change the matrix structure.
In Fig. 4.10 we show the performance gain through matrix reordering, rcpu-time, as
a function of grid size for the circle billiard, the asymmetric Sinai billiard, and the
ring (Figs. 4.10(a)–(c), respectively). We include both measurements excluding and
including the overhead of matrix reordering, as discussed above. Remember that in
the case of the cavity with perpendicular leads, Fig. 4.8(d), there is no natural ordering
and thus a performance comparison is not possible. In fact for this system, only matrix
reordering makes a transport calculation possible in the first place.
We find that block-tridiagonalization always increases the algorithmic performance
in the typical situation, when the overhead of matrix reordering can be neglected.
However, even if the reordering overhead is taken into account, we see a significant
performance gain except for small systems—but there the total computing time is
very short anyway. In fact, as the system sizes increases, the overhead of reordering
becomes negligible, as predicted from the analysis of the computational complexity, and
the performance gains including and excluding the reordering overhead converge. This
can also be seen in Fig. 4.10(d), where we show the reordering overhead rmatrix reordering
as a function of system size.
Especially for large systems, the total computing time can become very long, and
any performance gain is beneficial. Reordering leads to significant performance gains
up to a factor of 3 in the case of the ring. The performance gain rcpu-time can also be
estimated from the weights w(H) of the original matrix (the natural ordering) and the
reordered matrix, shown as the dashed line in Figs. 4.10(a)–(c). The actual, measured
performance gain approaches this theoretical value, as the system size increases. Note
that we do not fully reach the theoretically predicted performance gain in the case of
the ring. On modern computer architectures, computing time does not only depend
on the number of arithmetic operations [145], and thus the weight w(H) overestimates
the performance gain, though the performance still improves significantly.
Finally, we demonstrate the O(Ngrid logNgrid) scaling of the reordering algorithm.
Fig. 4.11 shows the computing times of the block-tridiagonalization algorithm as a
function of matrix/graph size N for the geometries considered in this section. For all
systems, the computing times scale according to the prediction from the complexity
analysis in Section 4.3.3, as apparent from the fit ∝ Ngrid logNgrid. Note that for large
Ngrid, O(Ngrid logNgrid) scaling is practically indistinguishable from O(Ngrid)-scaling,
as can also be seen in Fig. 4.11.
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Figure 4.11 – Time spent for matrix reordering as a function of the total grid (matrix) size
N , for the circular billiard (), the asymmetric Sinai billiard (©), the ring (), and the
circular cavity with perpendicular leads (+). The solid line is a fit to the predicted scaling
of the computational complexity, N logN .
4.4.2 Multi-terminal structures
In the previous section, we demonstrated that matrix reordering increases the per-
formance of quantum transport algorithms for two-terminal structures and addition-
ally makes it possible to apply these conventional algorithms to non-trivial structures.
Whereas there is a great variety of quantum transport algorithms for systems with two
leads, there are only few algorithms that are suitable for multi-terminal structures,
and most of them are restricted to rather specific geometries (e.g. Ref. [120]). Only re-
cently algorithms have been developed that claim to be applicable to any multi-terminal
structure. The knitting algorithm of Ref. [146] is a variant of the RGF algorithm where
the system is built up adding every lattice point individually, instead of adding whole
blocks of lattice points at a time. Therefore, instead of a matrix multiplication, the
central computational step is an exterior product of vectors. Unfortunately, this implies
that the knitting algorithm cannot use highly optimized matrix multiplication routines
(Level 3 BLAS operations), that are usually much more efficient than their vector coun-
terparts (Level 2 BLAS operations), as discussed in Ref. [145]. Another multi-terminal
transport algorithm presented recently [147], is based on the transfer matrix approach.
However, it requires the Hamiltonian to be in a specific block-tridiagonal form, and
the corresponding level set is set up manually.
Here we show how to employ the block-tridiagonalization algorithm in order to apply
the well-established two-terminal quantum transport algorithms to an arbitrary multi-
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Figure 4.12 – A multi-terminal structure can be reduced to an equivalent two-terminal
structure by collecting all leads in two virtual leads. (a) The leads are redistributed into two
virtual leads. (b) All leads are combined in a single virtual lead, the second virtual lead is
formed by a vertex furthest away.
terminal system. The basic idea is sketched in Fig. 4.12(a): Combining several (real)
leads into only two virtual leads, the multi-terminal problem is reduced to an equivalent
two-terminal problem. After reordering, the resulting problem can then be solved by
conventional two-terminal algorithms. Note that in this approach the number of matrix
blocks is given by the shortest path between leads in two different virtual leads. If all
leads are very close together, this may lead to only few, large blocks in the reordered
matrix and respectively levels in the graph partitioning, leading to a very large weight
w(H). In such a case it is advisable to collect all leads into a single virtual lead. The
second virtual lead is then formed by a vertex in the graph, that is furthest away from
all leads as depicted in Fig. 4.12(b). Such a vertex can be found by a BFS search
originating from all leads. Thereby the number of matrix blocks/levels is maximized.
In fact, this approach yields a block-tridiagonal matrix structure as required by the
algorithm of Ref. [147].
We now demonstrate these strategies on the example of the quantum Hall effect
(QHE) in a 2DEG formed in a semiconductor heterostructure [148] and in graphene
[32]. For this we use a four-terminal Hall bar geometry as sketched in Fig. 4.12(a), on
top of a square lattice (finite difference approximation to 2DEG, see Appendix F) and
a hexagonal lattice (graphene, see Appendix G). Again, it should be emphasized that
the code of the actual transport calculation is the same as employed in the two-terminal
examples of the previous section. The results of the calculation are shown in Fig. 4.13,
where the integer QHE of the 2DEG and the odd-integer QHE of graphene are clearly
visible.
The methods outlined above make it possible to calculate quantum transport in any
system described by a tight-binding Hamiltonian. This generality is one of the main
advantages gained by using the matrix reordering. However, generality also implies
that it is difficult to make use of properties of specific systems, such as symmetries, in
order to speed up calculations. Special algorithms developed specifically for a certain
system however can, and will usually be faster than a generic approach—at the cost of
additional development time.
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Figure 4.13 – Example of a four-terminal calculation: Quantum hall effect (a) in a two-
dimensional electron gas and (b) in graphene. The Hall resistance RH is shown as a function
of W/lcycl, where W is the width of the Hall bar and lcycl the cyclotron radius in a magnetic
field B. Note that W/lcycl ∝ B. The dotted lines indicate the quantized values of the Hall
resistance, h/2e2 × n−1, where n is a positive integer.
In the case of the Hall geometry in a 2DEG, such a special algorithm was presented
by Baranger et al. [120], and we have implemented a variant of it. Comparing the
computing times for the Hall bar geometry in a 2DEG, we find that the special algo-
rithm is only a factor of 1.6 − 1.7 faster than our generic approach. Although such
a performance comparison may depend crucially on the details of the system under
consideration, experience shows that the use of the generic approach often does not
come with a big performance penalty.
4.5 Summary
We have developed a block-tridiagonalization algorithm based on graph partitioning
techniques that can serve as a preconditioning step for a wide class of quantum trans-
port algorithms. The algorithm can be applied to any Hamiltonian matrix originat-
ing from an arbitrary tight-binding formulation and brings this matrix into a form
that is more suitable for many two-terminal quantum transport algorithms, such as
the widely used recursive Green’s function algorithm. The advantages of this re-
ordering are twofold: First, the reordering can speed up the transport calculation
significantly. Second, it allows for applying conventional two-terminal algorithms to
non-trivial geometries including non-collinear leads and multi-terminal systems. The
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block-tridiagonalization algorithm scales as O(Ngrid logNgrid), where Ngrid is the size
of the Hamiltonian matrix, and thus induces only little additional overhead. We have
demonstrated the performance of the matrix reordering on representative examples,
including transport in 2DEGs and graphene.
The framework set by the non-equilibrium Green’s function formalism in tight-
binding representation, presented in Chapter 2, provides a clear pathway for numer-
ical transport calculations. Together with the novel results of the last two chapters,
namely the general expression for the surface Green’s function of the leads and the
block-tridiagonalization algorithm, it is then possible to develop a transport code ap-
plicable to arbitrary tight-binding systems. This is possible, since both the calculation
of the surface Green’s function and the block-tridiagonalization algorithm can operate
as a black box, i.e. without the need for specifying external parameters other than the
tight-binding Hamiltonian H . Such a generic transport code is desirable, as it min-
imizes development time and increases code quality, as only a few basic, thoroughly
tested transport routines are necessary.
The algorithms developed in this work have been implemented in a computer pro-
gram, as a set of transport routines requiring only the input of the tight-binding Hamil-
tonian H . Adapting this code to an arbitrary tight-binding models thus only consists
of appropriately setting up the matrix H . This has been done for the cases of a two-
and three-dimensional effective mass model as well as for graphene, including the spin
degree of freedom. In the remainder of this thesis we will employ this code to compute
spin transport properties in magnetic tunnel junctions and graphene nanoribbons.

Part II
Spintronics in graphene and
magnetic tunnel junctions

“The hype is bigger, because the
physics is richer”
Carlo Beenakker – The New York Times, April 10, 2007

Chapter 5
Magnetic field effects on tunneling
anisotropic magnetoresistance
5.1 Introduction
Amongst the various magnetoresistive phenomena, the giant magnetoresistance (GMR)
[14, 15] and the tunneling magnetoresistance (TMR) effect [16–18] are probably the
most prominent examples. In both cases, the resistance of two ferromagnetic layers
separated by a spacer layer was found to depend on the relative angle of the magne-
tizations in the two ferromagnets. While this spacer is a metal in the GMR effect, it
is an insulating material for the TMR effect. Although the basic experimental geome-
tries are very similar in both cases, the underlying physics is quite different: diffusive
transport in the case of GMR, and quantum mechanical tunneling in the case of TMR.
Both the GMR and the TMR effect are employed in various electronic devices, such
as read heads of hard disks or magnetic random access memory (MRAM) (for reviews
see Refs. [12, 13, 19]).
In recent years, several experiments have found that the resistance of a magnetic
tunnel junction (MTJ) may also depend on the absolute angle of the magnetization in
a ferromagnet with respect to some crystallographic axis, in contrast to the conventional
GMR and TMR effects, where the resistance depends only on the relative angle between
the magnetizations in two ferromagnetic layers. Amongst those, the most striking are
experiments on MTJs with only a single ferromagnetic layer that nevertheless show
a magnetoresistance effect, depending on the orientation of the magnetization in the
ferromagnet [47, 149]. This magnetoresistance effect is called tunneling anisotropic
magnetoresistance (TAMR) effect.
The TAMR effect was first observed in a (Ga,Mn)As/Al2O3/Au tunnel junction, fea-
turing epitaxially grown magnetic semiconductor (Ga,Mn)As as the ferromagnetic elec-
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Figure 5.1 – (a) Schematic view of the magnetic tunnel junction in the experiments of
Refs. [47, 150]. (b) TAMR effect for different bias voltages (Vbias = +90meV: © ; Vbias =
−90meV: ) and magnetic fields (black: B = 0.5T; red: B = 5T; blue: B = 10T) in a
Fe/GaAs/Au tunnel junction (from [150]).
trode, and an amorphous aluminum-oxide tunnel barrier [149]. The observed TAMR
exhibited a four-fold anisotropy and was explained by an anisotropic density of states
due to uniaxial strain in the magnetic semiconductor.
A qualitatively different TAMR effect was found in epitaxially grown Fe/GaAs/Au
tunnel junctions with a single-crystalline tunnel barrier [47, 150], showing a uniax-
ial anisotropy in the magnetoresistance. The GaAs barrier was grown in the [001]-
direction, as indicated in the schematic of the experiment in Fig. 5.1(a). The angular





where R(φ) is the resistance of the tunnel junction, when the magnetization in Fe forms
an angle φ with the [110]-direction, as indicated in Fig. 5.1(a). In the experiment, the
TAMR was found to be periodic in φ, with a periodicity of π, as shown in Fig. 5.1(b).
The TAMR effect shows both a peculiar bias as well as magnetic field dependence: For
different bias voltages Vbias the TAMR changes in magnitude, and may also change
sign. Moreover, the magnitude of the effect decreases with increasing magnetic field B
when the TAMR effect is positive, and it increases when the TAMR effect is negative
(magnetic field increases from the black to the blue symbols in Fig. 5.1(b)).
Theoretically, the TAMR effect for the case of small magnetic fields can be ex-
plained by the effects of spin-orbit interaction in the tunneling process [47, 151, 152].
This theory assumes that the momentum parallel to the layers (in-plane momentum)
is conserved during the tunneling process, as appropriate for epitaxially grown (in con-
trast to amorphous) systems. The interference of Bychkov-Rashba spin-orbit coupling
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at the Fe/GaAs interface and Dresselhaus spin-orbit coupling within the GaAs-barrier
then leads to the observed uniaxial anisotropy of the magnetoresistance. The bias
dependence of the TAMR is explained by a bias-dependent value of the interfacial
Bychkov-Rashba spin-orbit parameter. However, up to now, a theoretical explanation
of the magnetic field dependence of the TAMR is still missing. Such an explanation is
the objective of this chapter.
To this end, the chapter is organized as follows: First, we extend the theoretical
model of Refs. [47, 151, 152] to include the orbital effects of a magnetic field B. The
resulting model is then solved numerically and compared to experimental data. Finally,
we develop a qualitative model for the B-field dependence of the TAMR, reproducing
all characteristic features of the experiment.
5.2 Magnetic field dependence of TAMR
5.2.1 Model
Within the theoretical model of the TAMR effect, the Hamiltonian reads [47, 151, 152]








p+ V (z)− Δ(z)
2
n · σ . (5.3)
Here, p = −i∇, and the coordinate system was chosen such that the z-direction is
in the growth direction of the MTJ, as indicated in Fig. 5.1(a). m(z) is the effective
mass, with m(z) = 0.067me inside the GaAs barrier, and m(z) ≈ me within the Fe
and Au layer, where me is the bare electron mass. V (z) is the conduction band profile
and Δ(z) the spin splitting. We neglect the Zeeman splitting in the barrier and the
non-magnetic electrode, as these are much smaller than any other energy scale in the
system, and only keep the spin splitting due to the magnetization in the ferromagnet.





where θ is the angle with respect to the x-axis. The experimentally used angle φ and
θ are related through




as seen from the sketch in Fig. 5.1(a). σ is the vector of Pauli matrices. The shape of the
conduction band offset resulting from this model is shown schematically in Fig. 5.2(a).
The barrier height is approximately given by half the GaAs band gap, so that Vbar ≈
0.75 eV. In addition, the Fermi wave vectors within Fe are k↑F,Fe = 1.05× 1010 m−1 and
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Figure 5.2 – (a) Schematic depiction of the conduction band profile for spin up (red solid
line) and spin down (blue dashed line) for the theoretical model of the Fe/GaAs/Au tun-
nel junction. (b) Comparison between the TAMR calculated numerically from the finite
difference approximation with a0 = 0.01 nm (black solid line) and from an approximate an-
alytical expression [152] (red dashed line). The Bychkov-Rashba parameter was chosen as
α = 25 eV A˚2.
k↓F,Fe = 0.44 × 1010 m−1 for spin up and down, respectively. Inside the Au layer, the
Fermi wave vector is given as kF,Au = 1.2× 1010 m−1.













where the Dresselhaus parameter is γ ≈ 24 eV A˚3 within the GaAs barrier and γ = 0
outside. The Bychkov-Rashba spin-orbit coupling is only relevant at the Fe/GaAs





α (σx py − σy px) δ(z − zl) , (5.7)
where zl is the position of the left interface. In contrast to the Dresselhaus parameter
γ which is a bulk property, the interface Bychkov-Rashba parameter is not known.
Instead, α is used as a fitting parameter to describe the TAMR at a given bias volt-
age Vbias, hence resulting in a bias-dependent Bychkov-Rashba parameter α(Vbias). A
summary of the material parameters used in the model is given in Table 5.1. Further-
more, in the remainder of this chapter we fix the barrier width d = 8nm, as in the
experiments.
In order to include the orbital effects of a magnetic field B into this model, we first
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0.067me me me 0.75 eV 1.05×1010m−1 0.44×1010m−1 1.2×1010m−1 24 eV A˚3
Table 5.1 – Summary of the material parameters of the theoretical model for the
Fe/GaAs/Au tunnel junction (from Refs. [13, 47, 151]).
note that the magnetic field is antiparallel to n, so that1
B =
⎛⎝−B cos θ−B sin θ
0
⎞⎠ . (5.8)
We then choose the vector potential such that
A(z) =
⎛⎝−B sin θ zB cos θ z
0
⎞⎠ , (5.9)
where B = ∇ × A. The magnetic field then enters the Hamiltonian via minimal
coupling
p→ p+ eA(z) . (5.10)
This substitution must be done for any momentum operator in the Hamiltonian, in-
cluding the spin-orbit terms.
In the chosen gauge, the vector potential in Eq. (5.9) only depends on the longitudinal
coordinate z. Hence, the Hamiltonian is still translationally invariant in x and y-
direction, and Bloch’s theorem applies. Therefore, the full wave function can be written
as
ϕ(x) = ei(kxx+kyy)ϕ(z) , (5.11)
and the Schro¨dinger equation for the Hamiltonian H reduces to a one-dimensional
differential equation for ϕ(z). The transverse wave vector k|| = (kx, ky)t is a good
quantum number, as in the case without magnetic field.
At this point it should be emphasized that the conservation of k|| during the tunneling
process is not in contradiction to the cyclotron effects expected from a magnetic field.
In fact, physically observable quantities, such as the electron velocity v|| = 1m(k|| +
eA||(z)) do show the transverse acceleration expected from the Lorentz force2.
1 Magnetic moments μ align parallel to the magnetic field B, but the magnetic moment of an electron
is antiparallel to its spin: μe = − e2me g 2σ, where g ≈ 2 is the gyromagnetic factor of the electron.
2 For further discussion on the difference between canonical and mechanical momentum, see, for
example, Ref. [153, App. III]
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The choice of gauge in Eq. (5.9) also comes with a disadvantage: It is not possible
to include a magnetic field in the contacts3. In practice, we therefore switch off the
magnetic field after some distance away from the barrier. This is a good approximation,
as the effects of the magnetic field are expected to be strongest in the barrier and
negligible in the metallic contacts: The cyclotron radius lcycl = pF/eB [111] takes the
values lcycl ≈ 700 nm in Fe and lcycl ≈ 800 nm in Au, much larger than any relevant
length scale in the problem. Indeed, we find that the numerical results are insensitive
to the exact position where the magnetic field is switched off.
In order to solve the Hamiltonian (5.2) including a magnetic field numerically, we
employ the finite difference approximation that yields a tight-binding description of the
system (for details, see Appendix F). The Delta function in Eq. (5.7) is approximated
by a step function of width 2a0, centered at the Fe/GaAs interface. Here, a0 is the
lattice spacing of the discretization. In order to compare our numerical results with the
previous analytical results of Refs. [47, 151, 152], we choose a very fine lattice spacing
a0 = 0.01 nm, to obtain a good approximation for the Delta function in Eq. (5.7).
4
For a given k||, the transmission probability T (E,k||) at energy E can then be calcu-






dk|| T (E,k||) , (5.12)
where S is the cross-section area of the magnetic tunnel junction. Note that the finite
difference approximation as presented in Appendix F is not restricted to situations
where k|| is conserved, but can be also applied to disordered systems [155]. In terms








In Fig. 5.2(b) we show a comparison of the TAMR effect without magnetic field calcu-
lated both numerically and from an approximate analytical expression [152]. Given the
fact that the analytical expression is only approximate, we find a very good agreement
between the numerical and analytical results5 confirming the validity of the numerical
procedure.
3 First of all, scattering states can only be defined if the vector potential is parallel to the direction
of the lead [154]. Second, also the method to calculate the surface Green’s function presented in
Chapter 3 is based on translational invariance along the lead direction.
4 For the description of the experiment it is not necessary to choose such a fine lattice spacing. In
fact, no length scales smaller than the inter-atomic distance should play a role. However, the value
of the Bychkov-Rashba parameter α depends on the width 2a0 of the step function mimicking the
Delta function of Eq. (5.7); hence a fine lattice spacing is needed to compare with the previous
analytical results.
5 When comparing results from this thesis and previous work, note that Refs. [47, 151] used a different
sign convention for α.
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5.2.2 Numerical results
We now compare the results of numerical simulations on the magnetic field dependence
of the TAMR effect with the corresponding experimental data. For this, we fit the
parameter α at B = 0.5T for every value of the bias voltage Vbias to the experimental
data. In doing so, we obtain the bias voltage dependence of α = α(Vbias), as in
Refs. [47, 151]. The magnetic field dependence can then be calculated without fitting
any further parameter.
In Fig. 5.3(a) we show the angular dependence of the TAMR effect for different
values of the bias voltage and magnetic field. The numerical simulations show the
same trend as the experiment: The TAMR effect decreases with increasing B, when
the effect is positive, and it increases, when the effect is negative. Furthermore, the
numerical calculations reproduce the experimentally found change with magnetic field
within a factor of 1.5 − 2. This is an especially satisfying agreement, given the fact
that the magnetic field dependence is calculated without fitting any parameter.
In order to quantify the magnetic field dependence of the magnitude of the TAMR
effect, we show TAMR(90◦) as a function of the magnetic field B in Fig. 5.3(b). In
the experiment, we find that TAMR(90◦) changes linearly with B. Moreover, the slope
of this change is approximately independent of the bias voltage Vbias. Both of these
characteristic features are also found in the numerical simulations. As before, the
numerical results underestimate the slope of the magnetic field dependence only by a
factor of 1.5− 2.
Up to now, detailed experimental data on the B-field dependence of TAMR(90◦) is
only available up to 5T. From the magnetic field dependence of single TAMR curves
as shown in Fig. 5.3(a), it seems that TAMR(90◦) may change faster than linear in B
for B > 5T, although this is hard to decide from only a few points. In contrast, the
numerical simulations result in a linear B-dependence also for fields up to 10T. For
large fields, other terms than those considered in Eq. (5.2) may become important [13].
In any case, the discussion of this point should be postponed until further experimental
data is available.
The numerical results of this section show that the orbital effects of a magnetic field
are enough to reproduce the characteristic features of the magnetic field dependence
in the experiment. In order to understand the underlying physical mechanisms of this
effect, we develop a qualitative model of the B-field dependence of the TAMR effect in
the next section.
5.2.3 A qualitative picture
In order to develop a qualitative model for the magnetic field dependence of the TAMR,
we extend the phenomenological model of Refs. [13, 151] to include finite magnetic
fields.
The transmission probability can be written as a perturbative expansion in the spin-
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Figure 5.3 – (a) Angular dependence of the TAMR effect as found in the experiment
(left panel, from [150]) and from numerical simulations (right panel). Data is shown for
Vbias = +90meV (experiment: ©; theory: α = 25.1 eV A˚2, solid lines) and Vbias = −90meV
(experiment: ; theory: α = −25 eV A˚2, dashed lines), as well as different magnetic fields:
B = 0.5T (black), B = 5T (red), and B = 10T (blue). (b) TAMR(90◦) as a function of
magnetic field in the experiment (left panel, from [48]) and from numerical simulations (right
panel). Data is shown for Vbias = +135meV (α = 29.3 eV A˚
2, black), Vbias = +90meV
(α = 24.3 eV A˚2, red), Vbias = +50meV (α = 10.5 eV A˚
2, blue), Vbias = −50meV
(α = −33.4 eV A˚2, green), and Vbias = −90meV (α = −30.8 eV A˚2, violet).
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orbit coupling [13, 151],




+ . . . , (5.14)
where
w(k||) =
⎛⎝ α˜ky + γ˜kx−α˜kx − γ˜ky
0
⎞⎠ (5.15)
is an effective spin-orbit field, obtained by averaging the spin-orbit field Beff(z), HSO =
HD + HBR = Beff(z) · σ over the unperturbed states of the system, i.e. in the ab-
sence of spin-orbit coupling. The effective Bychkov-Rashba and Dresselhaus parame-
ters α˜ = αfα(k||) and γ˜ = γfγ(k||) are functions of k|| = |k||| only, as are the expansion
coefficients T (n)(E, k||). Note that the T (n)(E, k||) cannot be interpreted as transmis-
sion probabilities individually—for example, being expansion coefficients, T (n)(E, k||)
may very well be negative.
As before, the total transmission is obtained by integrating over all transverse wave
vectors,
T = T (0) + T (1) + T (2) + . . . , (5.16)
where T (n) =
〈
T (n)(E, k||)(n ·w(k||))n
〉
k|| and 〈. . . 〉k|| = 1(2π)2
∫
dk|| . . . . In principle,
the integration over transverse wave vectors must be restricted to values within the
Fermi sphere. However, in a tunnel junction the transmission probability is suppressed
exponentially for increasing k|| (transmission is highest for perpendicular incidence,
i.e. k|| = 0), and hence we can extend the k||-integration to infinity. To second order in
the spin-orbit coupling, the conductance of the magnetic tunnel junction is then found
as




1 αγ cos(2φ) , (5.17)
where G(0), a
(2)
0 , and a
(2)
1 are coefficients obtained by taking the respective k||-integra-
tions for the zeroth- and second-order term in Eq. (5.14) (for details, see Ref. [13]). In
particular, the coefficient a
(2)
1 does not depend on the spin-orbit parameters α and γ.
The linear term in Eq. (5.14) vanishes exactly upon integration, as w(−k||) = −w(k||).
After reviewing the phenomenological model for B = 0, we now turn to the case
of finite magnetic field B. In this situation, we can still expand the transmission
probability with respect to the spin-orbit coupling, albeit with different expansion
coefficients and a different effective spin-orbit field:
TB(E,k||) = T
(0)
B (E,k||) + T
(1)




+ . . . .
(5.18)
In the following we will derive approximate relations valid to linear order in B between
the expansion coefficients T
(n)
B and the effective spin-orbit field wB to their counterparts
for B = 0.
First, we consider the orbital effects of the magnetic field in the kinetic energy
term of the Hamiltonian, and neglect the spin-orbit coupling. The kinetic part of the
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where for the sake of argument we neglect the spatial dependence of the effective mass
m. The effect of the magnetic field is two-fold: First, the maximum of the transmission
probability is shifted with respect to k|| = 0. Instead, the maximum of TB(E,k||) is












= 0 , (5.20)
where 〈. . . 〉 denotes an average over a quantum mechanical state. Hence, k||,0 can be
written as
kx,0 = +b1B sin θ (5.21a)
ky,0 = −b1B cos θ , (5.21b)
where b1 is a coefficient that depends on both 〈z〉 and 〈z2〉. This shift can be regarded
as the effect of the Lorentz force on the electrons. Second, the overall transmission
probability decreases [156]. However, this effect is quadratic in B and will thus be
neglected in the following. These considerations motivate the approximation
T
(n)




(kx − b1B sin θ)2 + (ky + b1B cos θ)2
)
. (5.22)
In addition to the transmission probability, also the effective spin-orbit field is shifted
by the orbital terms from the magnetic field in Eqs. (5.6) and (5.7). The spin-orbit








































and therefore the effective spin-orbit field is given as
wB(k||) ≈ w(kx − b2B sin θ, ky + b2B cos θ) , (5.24)
where b2 is a coefficient that only depends on 〈z〉, as the spin-orbit terms only contain
linear momenta in the transverse directions. Thus, in general we can expect b1 = b2.
With the approximations (5.22) and (5.24) we can now evaluate the total transmis-
sion. Since the zeroth order term is to first order only shifted by the magnetic field,




≈ T (0) (5.25)
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Figure 5.4 – (a) Schematic picture of the influence of the magnetic field: The Fermi sphere
(or, more precisely, the maximum of the transmission probability) is shifted with respect to
the effective spin-orbit field w(k||). (b) Magnetic field dependence of TAMR(90◦) when the
magnetic vector potential is only included in the kinetic term (red dashed line), only in the
spin-orbit term (blue dash-dotted line), or in both terms (black solid line).












dk||T (1)(E, k||) B(b1 − b2)(−α˜ cos2 θ + γ˜ sin θ cos θ − α˜ sin2 θ + γ˜ cos θ sin θ)




γ sin(2θ)− 〈T (1)(E, k||)fα(k||)〉 α) . (5.26)
In the second line we used the coordinate substitution kx → kx + b1B sin θ and ky →
ky − b1B cos θ, and in the third line we made use of the fact that terms linear in kx or
ky vanish upon integration.
Hence, we find that the linear term, that vanished in the case without a magnetic
field, gives a finite contribution for B = 0. This is due to the fact that the Fermi sphere
is shifted by the Lorentz force. In particular, the effective spin-orbit field is shifted
with respect to the center of the transmission maximum, as sketched in Fig. 5.4(a).
In addition, we find a different angular dependence for the Bychkov-Rashba and the
Dresselhaus spin-orbit coupling. This is due to different symmetries of the spin-orbit
fields: The Bychkov-Rashba field exhibits a rotational symmetry [13] and thus leads
to an angular-independent term in Eq. (5.26), whereas the Dresselhaus field does not,
and hence leads to a angular dependence.
Finally, in addition to the original contribution for B = 0, the second-order term
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in the spin-orbit coupling also contains terms quadratic in B, due to the shift of the




≈ T (2) . (5.27)
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〈T (1)(E, k||)fα(k||)〉(b1 − b2) (5.29b)
do not depend on the spin-orbit parameters. The TAMR then evaluates to
TAMR(φ) ≈ GB(0)−GB(φ)
G(0)
∝ (a(2)1 αγ − a(1)1 γB)(1− cos(2φ)) . (5.30)
This equation gives a qualitative explanation of all characteristic features observed in
the experiment: First, it reproduces the linear change in the TAMR with magnetic
field. Second, the slope of this change is independent of the bias voltage, as it only
depends on the (bulk) Dresselhaus parameter. Thus, all the experimentally observed
features can be explained with the orbital effects caused by the magnetic field.




1 > 0. In addition, the
numerical results also confirm that a
(1)
1 contains a factor (b1− b2), i.e. opposing contri-
butions from the orbital effects in the kinetic energy and in the spin-orbit coupling. In
Fig. 5.4(b) we show the magnetic field dependence of TAMR(90◦) when the magnetic
vector potential is included only in the kinetic term (dashed line), only in the spin-orbit
terms (dash-dotted line) and in both terms (solid line). When the magnetic field is only
included in one term, we find a large change of the TAMR effect with magnetic field,
however with opposite signs. When the vector potential is included in both the kinetic
and the spin-orbit term, the contributions cancel to a large degree, leaving only a small
effect. These numerical findings support the phenomenological model developed in this
section.
Finally, it should be mentioned that although the magnetic field dependence of the
TAMR (5.30) only depends on the Dresselhaus parameter γ, the conductance (5.28)
also contains a B-dependent contribution from the Bychkov-Rashba parameter α. This
term leads to a bias-voltage dependent linear slope in the magnetic field dependence of
the conductance, in addition to the usual quadratic dependence [156]. Hence, it would
be of great interest if such a dependence was indeed observed in the experiments.
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5.3 Summary
In this chapter we have studied the magnetic field dependence of the TAMR effect in
epitaxially grown Fe/GaAs/Au tunnel junctions. For this, we have extended the model
used in previous works [47, 151, 152], which explained the TAMR effect through the
spin-orbit coupling in the GaAs barrier, to include the orbital effects of a magnetic
field. No additional fitting parameters were introduced in this step.
The observed magnetic field dependence—linear change in the TAMR with B and
a bias-independent slope—could be explained both from the numerical simulations
and a phenomenological model, where the orbital effects of the magnetic field were
included as a shift of the Fermi sphere. In particular, the phenomenological model
predicts that the slope of the TAMR change for a magnetic field B depends only
on the (bulk) Dresselhaus spin-orbit parameter, and is hence bias-independent. This
and other predictions from the phenomenological model are reproduced in numerical
simulations, supporting its validity.
The TAMR effect in Fe/GaAs/Au tunnel junctions has been attributed to the effects
of spin-orbit coupling in the GaAs barrier [47, 151, 152]. Including orbital effects into
this model, we could explain the experimentally observed magnetic field dependence
without any additional fitting parameters. This strongly supports the initial assumption
that indeed spin-orbit coupling is the reason for the TAMR effect.

Chapter 6
The graphene edge state
6.1 Introduction
Graphene is a two-dimensional crystal of carbon atoms. Since its experimental dis-
covery in 2004 [29], graphene has attracted a tremendous amount of interest (for re-
views, see [31, 35, 157]). On the one hand, this is due to the fact that charge carriers
in graphene obey an effective equation that mimics relativistic dynamics, leading to
many unique physical properties, such as the odd-integer quantum Hall effect [32] that
even prevails at room temperature [33], or Klein tunneling [34]. On the other hand,
graphene is also a very promising material for electronics, because of its high mobility
[36, 37], even at room-temperature [29], paving the road to ballistic transistors [31].
However, since (bulk) graphene does not feature a band gap, conventional transistor
action is difficult to achieve. In contrast, graphene nanoribbons, strips of finite width
cut from a graphene sheet, exhibit a finite band gap scaling with the nanoribbon
width [158–160], and, as a consequence, room-temperature transistor action has been
demonstrated [161]. The origin of this band gap is still under discussion [162–166].
Whereas the edges of graphene nanoribbons were not well-controlled in the early
experiments, recent progress in fabrication has shown that controlled manufacturing
of nanoribbons with atomically defined edges seems within experimental reach in the
near future [160, 167, 168]. From a theoretical point of view, the electronic properties
of nanoribbons are expected to depend crucially on the structure of the edge [169].
In particular, a zigzag or zigzag-like edge is expected to support a state localized at
the graphene edge [169–171]. This edge state has been observed experimentally using
scanning tunneling (STM) microscopy for a graphene edge on the surface of graphite1
[172–174]. Due to electron-electron interactions, the edge state is expected to exhibit
1 Up to now, a direct experimental confirmation of the edge state for exfoliated or epitaxially grown
graphene is still missing.
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Figure 6.1 – (a) Lattice structure of graphene. (b) First Brillouin zone of graphene.
magnetism [170, 175, 176]. This magnetism can be used in edge state based spintronics
that we present in Chapter 7.
On the theoretical side, the transport in situations, where the edge state is impor-
tant, is almost exclusively studied in nearest-neighbor tight-binding approximation (for
example, see Refs. [162, 165, 166, 177–181]). However, it has already been shown that
the effects of next-nearest neighbor hopping on the edge state are significant in terms
of the band structure [182, 183]. In addition, edge magnetism also changes the edge
state related band structure considerably [164, 176].
Therefore, it is the intent of this chapter to study the fundamental properties of
edge state transport in graphene. Doing so, we show that the paradigm model of
transport in graphene, the nearest-neighbor tight-binding model, is not suitable for
studying edge state transport: The results of edge transport in nearest-neighbor tight-
binding approximation change fundamentally upon exponentially small corrections to
this model.
To this end, the chapter is organized as follows: We begin by summarizing the main
results of the tight-binding model of graphene employed in this work (for a complete
discussion, see Appendix G). In addition, we review symmetries of the graphene Hamil-
tonian, that impose certain restrictions on the graphene wave function. These results
are then applied to characterize the properties of the edge state for different approx-
imations to the graphene Hamiltonian. Finally, we discuss extensively the transport
properties of the graphene edge state when corrections to the nearest-neighbor tight-
binding approximation are included.
6.2 Fundamentals of graphene
6.2.1 Graphene Hamiltonian
The electronic structure of graphene is usually described in terms of a tight-binding
model, that is discussed extensively in Appendix G. Here, we merely summarize the
main results.
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Graphene is a two-dimensional sheet of carbon atoms, arranged in a honeycomb
network, as shown in Fig. 6.1(a). The honeycomb network is not a primitive Bravais
lattice, but is generated by a triangular lattice with two basis atoms. These basis atoms
are labeled A and B, respectively, and the triangular lattice constant is denoted as a.




tiαjβ |i, α〉 〈j, β| . (6.1)
Here, |i, α〉 denotes the orbital at lattice site Ri+dα, where Ri is a (triangular) lattice
vector and dα the relative position of atom α = A,B within the unit cell. We consider
matrix elements up to next-nearest neighbors, so that
tiαjβ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vi + Mi if i = j, α = β = A
Vi −Mi if i = j, α = β = B
−t if i, α and j, β are nearest neighbors,
−t′ if i, α and j, β are next-nearest neighbors.
(6.2)
Here Vi is a potential that has the same value on both sublattices, and Mi is a staggered
potential, i.e. has opposite sign on atom A and B, respectively. The numerical values
of the hopping parameter are chosen as t = 2.7 eV and t′ = 0.1t [183, 184].
In the case of an infinite graphene sheet and constant potentials Vi = V0 and Mi = M ,






















σy + Mσz ,
(6.3)
where σx,y,z are the Pauli matrices and δl (δ
′
l) the distance vectors between nearest
(next-nearest) neighbors. Note that the two basis atoms in the unit cell give rise to a







such that the Hamiltonian H(k) can be written as a 2× 2-matrix in Eq. (6.3).
The wave vector k is defined within the first Brillouin zone of graphene that has
the shape of a hexagon, as shown in Fig. 6.1(b). Only two of the six corners of the
Brillouin zone are unique, as always three corners are connected by a reciprocal lattice









to represent the K (τ = +1, K = K+) and K
′-point (τ = −1, K′ = K−).
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In a system close to charge neutrality, the states at the Fermi energy EF have a wave
vector close to the K and K ′-point. States close toK and K′ are said to be in the K and
K ′-valley. In the low energy regime and for smoothly varying potentials, the particle
dynamics can be described by an effective Hamiltonian in each valley (Eq. (G.36)),
Hτ = −ivF (τ∂xσx + ∂yσy) + V (x) + M(x) σz , (6.6)
where HK = H+ is the effective Hamiltonian for the K-valley and HK ′ = H− for
the K ′-valley. Here, V (x) and M(x) are a smoothly varying potential and staggered
potential, respectively, and vF =
√
3ta/2 ≈ 106 m/s is the Fermi velocity. Again, the







and the Pauli matrices σx,y,z act within this sublattice space.
The effective Hamiltonian in Eq. (6.6) is equivalent to a Dirac Hamiltonian in two
spatial dimensions, albeit with an “effective speed of light” vF. As a consequence,
the low-energy spectrum of graphene is linear close to the K and K ′-point. This
gives rise to a cone-like shape of the band structure in the K and K ′-valley, that is
commonly referred to as Dirac cone. Furthermore, the two-component wave function
(6.7) behaves like a spinor under transformations, and the sublattice degree of freedom
is thus referred to as pseudospin.
The envelope wave function (6.7) and the tight-binding wave function (6.4) are con-
nected through (Eq. (G.38))
ϕα(j) = e
iK(Rj+dα) ϕα(Rj + dα) + e
iK′(Rj+dα) ϕ′α(Rj + dα) , (6.8)
where ϕα(x) and ϕ
′
α(x) are the envelope wave functions in the K and K
′-valley, re-
spectively.
6.2.2 Symmetries of the graphene Hamiltonian
We will now review some important symmetries of the graphene Hamiltonian, in par-
ticular particle-hole symmetries. If the Hamiltonian H is particle-hole symmetric, there
is a transformation P such that
P†HP = −H . (6.9)
Then, if ϕ is an eigenstate of H with energy E, Hϕ = Eϕ, Pϕ is an eigenstate with
energy −E, HPϕ = −EPϕ. Thus, the energy spectrum is symmetric with respect to
E = 0 and every “particle” wave function ϕ with positive energy has a “hole” partner
Pϕ with negative energy.
Writing the tight-binding Hamiltonian in terms of Pauli matrices as in Eq. (6.3) has
the advantage that we can treat it on equal footing with the effective Dirac Hamiltonian
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(6.6). The symmetries and their consequences considered below are thus valid for both
the tight-binding and the effective Hamiltonian.
The Hamiltonian is particle-hole symmetric under the unitary transformation
Pz = σz , (6.10)
if it contains only terms proportional to σx or σy. That is, Pz is a particle-hole trans-
formation if the Hamiltonian does not include potentials2 V (x) and M(x) and, in the
case of the tight-binding Hamiltonian, only includes nearest-neighbor hopping3.
In order to exist also in a system of finite extent, the particle-hole symmetry must
additionally be compatible with the boundary conditions [171]. In a finite graphene
patch, the wave function must vanish on a set of missing atoms, as discussed in Section
G.3.2. Since Pz does not mix sublattice A and B, it is compatible with any boundary.
The particle-hole transformation Pz is especially important, as it also has conse-
quences for the occupation probabilities of the two sublattices [185]. Note that 1
2
(1±σz)
is a projection operator onto the wave function of sublattice A and B, respectively.
From this projection operator we obtain the following expression for an eigenstate ϕ





















(1− σz) |ϕ〉 = E
∫
dx |ϕB(x)|2 (6.12)
and thus, combining Eqs. (6.11) and (6.12),∫
dx |ϕA(x)|2 =
∫
dx |ϕB(x)|2 for E = 0. (6.13)
Hence, if the Hamiltonian is particle-hole symmetric under Pz, every eigenstate with
energy E = 0 occupies sublattice A and B with equal probability.
Pz is not the only particle-hole symmetry in the system. For example, the effective
Hamiltonian is particle-hole symmetric under the antiunitary transformation [186]
Px = Cσx , (6.14)
2 Note that a constant potential V (x) = V0 only leads to an overall energy shift; as such, it does not
break particle-hole symmetry.
3 In the low-energy regime, the next-nearest neighbor hopping does not play a role (see Section G.2.3).
Thus, close to the Dirac point, the spectrum is still approximately particle-hole symmetric, even
if next-nearest neighbor hopping is included. However, this is not true anymore, if edge states are
present (see Section 6.3.4).
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σx, σy M(x)σz V (x)1 t′ = 0
particle-hole symmetry yes yesa no no∫
dx|ϕA(x)|2 =
∫
dx|ϕA(x)|2 yesb no no no
Table 6.1 – Summary of which terms in the graphene Hamiltonian break particle-hole sym-
metry, and which terms imply equal occupation probability on sublattice A and B.
a In bulk; for armchair boundaries; for zigzag boundaries provided that there is an additional
symmetry connecting zigzag edges of the opposite kind (such as in nanoribbons).
b For E = 0.
where C denotes complex conjugation. The tight-binding Hamiltonian, in turn, is
particle-hole symmetric under
Py = Cσy . (6.15)
Both Px and Py are particle-hole transformations if the respective Hamiltonian only
contains terms proportional to σx, σy and σz, i.e. including a staggered potential.
However, unlike Pz, these particle-hole symmetries interchange sublattice A and B
and are thus only compatible with boundary conditions that involve both sublattices on
equal footing, such as armchair boundary conditions. In particular, a zigzag edge breaks
these particle hole symmetries—unless there is an additional symmetry connecting
different zigzag edges as in a zigzag nanoribbon. Still, even if Px,y is a particle-hole
transformation, it does not give rise to a relation for the occupation probability of the
two sublattices.
The findings of this section are summarized in Table 6.1.
6.3 Characterization of the edge state
6.3.1 Edge state at a single zigzag edge
Over the course of the next sections, we will examine the graphene edge state under
different conditions. Here, we start with the simplest situation, a half-infinite graphene
sheet with a single zigzag edge in nearest-neighbor tight-binding approximation.
It has been known for some time that a zigzag edge in a honeycomb network supports
a state localized at the edge [96, 187], but it was Fujita that first noticed the physical
relevance of this state [170]. As Fujita, we consider a half-infinite graphene sheet with
a single zigzag edge in x-direction, as sketched in Fig. 6.2(a). In this situation, the
outermost atoms are all of sublattice B, and the wave function vanishes on the first
row of missing A atoms.
The half-infinite graphene sheet can be understood as a repetition of unit cells of
length a, where the unit cell is given as a chain of carbon atoms, as indicated in black in
Fig. 6.2(a). We label atoms within this unit cell by (j, α), where j = 0, 1, 2, . . . increases
when moving away from the edge and α = A,B denotes the sublattice. Note that in
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Figure 6.2 – (a) A half-infinite graphene sheet with a single zigzag edge in nearest-neighbor
tight-binding approximation. The unit cell of the system is indicated in black, and the first
row of missing atoms is indicated by crosses. (b) The same situation within the effective
Dirac Hamiltonian.
our convention, the first missing atom has index (0,A). The unit cells themselves are
labeled with an index n, that increases with increasing x.
Because of translational symmetry in x-direction, we can write the wave function of
the system in Bloch form,
ϕα(n, j) = φ˜α(j)e
i kan , (6.16)




]. Within a unit cell, the atomic positions change by ±a
2
in x-direction
when going from j to j + 1 or j − 1. In order to eliminate the phase associated with
this lateral displacement, it is convenient to define
φ˜α(j) = φα(j) for j even, (6.17)
φ˜α(j) = φα(j) e
−ika/2 for j odd. (6.18)
Making use of the Bloch form (6.16) we can then write down the stationary Schro¨dinger
equation Hϕ = Eϕ as a set of equations only involving φα(j):
E φA(j) = −t φB(j) + t e−γ φB(j − 1) (6.19)
E φB(j) = −t φA(j) + t e−γ φA(j + 1) , (6.20)
where we defined e−γ = −2 cos(ka/2). This set of equations is closed by the boundary
condition φA(0) = 0, so that
E φB(0) = −t φA(1) . (6.21)
It is easy to see that these equations have a solution for E = 0:
φA(j) = 0, φB(j) = e
−γj . (6.22)
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This solution is normalizable—and thus represents a physical solution—if |e−γ| =
|2 cos(ka/2)| < 1, i.e. −π
a












we find the normalized solution
φA(j) = 0 φB(j) =
√
1− e−2γ e−γj . (6.24)
This is the celebrated graphene edge state. Note that this state resides on a single
sublattice—since it is a zero-energy solution, Eq. (6.13) does not hold, although the
nearest-neighbor tight-binding Hamiltonian is particle-hole symmetric with respect to
Pz.
The edge state is a solution that decays exponentially in the direction perpendicular
to the edge. The perpendicular decay constant γ, and thus the perpendicular extension
of the edge state, depends uniquely on the lateral wave vector k, γ = γ(k). This is
in contrast to an edge in an ordinary, semiconductor based two-dimensional electron
gas, where the perpendicular and the lateral direction are decoupled. The edge state
is maximally localized for k = ±π
a
, where it resides on the outermost atom only,
|φB(j)|2 =
{
1 for j = 0
0 else,
(6.25)
and extends through the whole system for k = ∓2π
3a
(that is, at the K and K ′-point,
respectively),
|φB(j)|2 = const. (6.26)
Close to the K-points, we find














i.e. the perpendicular decay constant depends linearly on the lateral wave vector k.
In contrast to the decay length, the energy of the edge state E(k) = 0 is a constant,
independent of k. Thus, the edge state is dispersionless, i.e. has zero group velocity. In
Fig. 6.3 we show a schematic picture of the band structure of a half-infinite graphene
sheet including the edge state (for a discussion on how to project the two-dimensional
band structure of graphene into one dimension, see Section G.3.1). The edge state
band is perfectly flat and connects the two K-points.
After discussing the edge state within the tight-binding model, we now turn to the
effective Dirac Hamiltonian. Again, because of translational symmetry in x-direction,
the wave function of the system can be written in Bloch form
ϕ(x) = φ(y) eiqx . (6.28)
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Figure 6.3 – Schematic depiction of the edge state dispersion E(k), shown in red. The Dirac
cones are indicated in light grey.
Note that a wave vector in the effective Hamiltonian is always given with respect to
the K or K ′-point, as discussed in Section G.2.3. We will always denote such a relative
wave vector by q, in order to distinguish it from a wave vector k in the tight-binding
model.
Using Eq. (6.28) in the effective Dirac Hamiltonian (6.6) we obtain a one-dimensional
differential equation for the transverse wave function
vF (τq − ∂y)φB(y) = E φA(y) (6.29)
vF (τq + ∂y)φA(y) = E φB(y) , (6.30)
where τ = +1 for the K-valley and τ = −1 for the K ′-valley. The boundary condition
for a half-infinite graphene sheet as sketched in Fig. 6.2(b) is then
φA(0) = 0 . (6.31)
For E = 0, these equations have the solution
φA(y) = 0 φB = e
τqy . (6.32)
This solution is normalizable, if τq < 0, i.e. for negative (positive) wave vectors q with
respect to the K(K ′)-point. Note that this is consistent with the tight-binding result,
where k < −2π
3a
(K-point) or k > 2π
3a







Thus, also within the effective Hamiltonian we find an edge state solution that decays
exponentially in the perpendicular direction. Again, the decay length depends on the
lateral wave vector q. Furthermore, the perpendicular decay constant τq is in agreement
with the linear expansion of γ close to the K-points, Eq. (6.27).4 Thus, close to the
K-points, the edge state is well-described by the effective Dirac Hamiltonian.
4 For this, note that the y-coordinate of the j-th atom is given by yj = j
√
3a/2.
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Figure 6.4 – Comparison between the edge state solutions of the tight-binding (solid lines)
and the effective Hamiltonian (dashed lines). (a) shows the probability density |φB(y)|2 for
different values of k, and (b) the wave functions φB(y) for k = −2.3/a as a function of the
distance y from the edge. In (b), we denote this distance as yj in order to emphasize that the
values of the wave function are only given for fixed atom positions. In order to conveniently
compare the wave functions for different values of k, they have been normalized such that
φB(0) = 1.
In Fig. 6.4(a) we show a comparison between the edge state from the tight-binding
and the effective Hamiltonian for different values of k. As expected, close to the K-
point, both solutions agree very well. Moving away from the K-point, the edge state
from the effective Hamiltonian decays somewhat slower than the edge state within
the tight-binding model. In fact, the tight-binding edge state solution is maximally
localized for k = ±π
a
, whereas the edge state solution in the effective Hamiltonian
is localized strongest for τq → −∞. The point of maximal localization, k = ±π
a
,
is located halfway between the K and K ′-points. Around this point, the validity of
the effective Hamiltonian, that is an expansion around a single K-point, breaks down.
Thus, it is not surprising that the effective Hamiltonian underestimates the strength
of the edge state decay, but as seen in Fig. 6.4, this deviation is small.
In addition to the exponential decay, the edge state also features a change in sign
from atom to atom, since e−γ < 0. In order to obtain such an oscillation on the scale
of the lattice from the smooth envelope wave functions of the effective Hamiltonian,
we have to use Eq. (6.8) to relate the envelope wave functions to the tight-binding
solution. For the case of the edge state, this is shown in Fig. 6.4(b), where we find a
good agreement between both solutions.
Hence, the effective Dirac Hamiltonian describes the main features of the graphene
edge state rather well, but somewhat underestimates the strength of the decay. There-
fore, when keeping in mind this limitation, the effective Hamiltonian can be applied
successfully to study the edge state in more complex situations, when an analytical
solution of the tight-binding model is not possible anymore.
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Figure 6.5 – (a) A zigzag graphene nanoribbon and (b) its equivalent within the effective
Dirac Hamiltonian.
6.3.2 Edge state in a zigzag nanoribbon
We now turn to a system containing two parallel zigzag edges, i.e. a zigzag graphene
nanoribbon. It is still possible to solve the tight-binding Hamiltonian in nearest-
neighbor approximation analytically in this case [183]. However, the resulting ex-
pressions are rather unwieldy. Thus, here we restrict the discussion to the effective
Dirac Hamiltonian in order to obtain the characteristic features of the edge state in a
nanoribbon.
Since the zigzag nanoribbon again has translational symmetry in x-direction, the
eigenstates will have the Bloch form as given in Eq. (6.28). The boundary conditions
then read
φA(0) = 0, φB(W ) = 0 , (6.34)
where W is the width of the nanoribbon (see Fig. 6.5). The problem of solving the
effective Dirac Hamiltonian (6.6) with these boundary conditions has been addressed




sgn(E) sinh (z (W − y))
)
(6.35)
where the decay constant z is real and obeys
q = −τ z
tanh (zW )
. (6.36)
Again, τ = +1 for the K and τ = −1 for the K ′-valley. The edge state has the
eigenenergy
E = ± z
sinh zW
. (6.37)
The solution (6.35) is decaying exponentially in the perpendicular direction and can
thus be called an edge state, if the transcendental equation (6.36) has a real solution
z. This is the case for τq < −1/W . Note that the critical value of q for obtaining
an edge state solution has been shifted slightly with respect to the single edge, where
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Figure 6.6 – A zigzag nanoribbon in nearest-neighbor tight-binding approximation: (a) The
band structure of the zigzag nanoribbon. (b) Probability density profile of the edge state
across the zigzag nanoribbon, for k = −2.4/a. The inset shows the same density profile on a
logarithmic scale. The probability density for sublattice A is shown in red, for sublattice B
in black. In both (a) and (b) the nanoribbon had a width W = 64a/
√
3.
τq < 0 was required for the existence of an edge state. For wide enough ribbons, this
difference becomes negligible.
The state at q = −τ/W has z = 0 and connects edge state and bulk-like solutions,
as does the q = 0 state for the single edge. However, unlike for the case of the single
edge, where φB(y) = const., this connecting state decreases linearly from one edge to
the other [53], as it must satisfy the boundary conditions at both edges.
For zW  1, i.e. a very wide ribbon, or a strongly decaying state, from Eq. (6.36)







In this limit, the edge state in the zigzag nanoribbon is given as two decaying exponen-
tials at each edge, residing on opposite sublattices (the boundary conditions at both
edges are opposite to each other), reminiscent of the edge state at a single edge as
discussed in the previous section. From Eq. (6.37) we find the energy of this state as
E ≈ ∓2τq eτqW . (6.39)
This energy is exponentially close to zero, since −τqW = zW  1. Thus, we find two
states with an exponentially small, but finite energy splitting. There are two states,
since the nanoribbon features two edges.
These states appear as two almost dispersionless bands in the band structure of
a zigzag nanoribbon as shown in Fig. 6.6(a), where we calculated numerically the
band structure of a zigzag nanoribbon in nearest-neighbor tight-binding approximation.
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Since the energy of these states is exponentially small, these bands appear to have the
same energy when plotted in a linear scale. However, there is always an exponentially
small, but finite energy splitting between these states at a given value of k, with the
exception of the two zero-energy states at k = ±π
a
. There the effective Dirac theory
breaks down, as seen in the previous section. Moving closer to the K-points, the
splitting becomes larger, until the edge states join the extended, bulk-like states in
the Dirac cones (see also Section G.3.1). The existence of this splitting has important
consequences that we discuss below. Note that the edge state band merges smoothly
into a band of bulk states: The states for τq > −1/W are no longer localized to the
edge, but extend through the whole width of the ribbon.
In Fig. 6.6(b) we show the probability density profile of an edge state across the
nanoribbon. For the chosen value of the wave vector k, the edge state is localized
to the edges, and resides on a single sublattice close to the edges, as expected from
Eq. (6.38). The inset of Fig. 6.6(b) shows the probability density of the edge state in
a logarithmic scale, where the exponential decay is more apparent. Close to the edges,
we observe a small “kink” in the decay, as the state must also satisfy the boundary
condition on the opposite edge.
A picture like Fig. 6.6(b) might lead to the impression that the two edges in the zigzag
nanoribbon carry two independent edge states. This is not true: Fig. 6.6(b) shows a
single eigenstate of the nanoribbon. The nanoribbon in nearest-neighbor tight-binding
approximation is particle-hole symmetric under transformation with Pz, and thus every
eigenstate with nonzero energy must occupy both sublattices with equal probability,
as discussed in Section 6.2.2. It is thus not possible to find an eigenstate with nonzero
energy that resides at a single edge and a single sublattice only. Thus, any edge state
with k = ±π
a
is located with equal probability at both edges. Since the probability
densities at both edges arise from a single state, they are inevitably coupled: whatever
happens at one edge, will also influence the probability density at the other edge. This
must be kept in mind when discussing the edge state in a zigzag nanoribbon5.










i.e. a “bonding” and “anti-bonding” linear combination of wave functions on a single
sublattice. Combining “bonding” and “anti-bonding” solutions, it is in fact possible
to construct a wave function localized at single edge only. However, since these states
have positive and negative energy respectively, the resulting wave function is not an
eigenstate of the system.
Within the effective Dirac Hamiltonian, the “bonding” (“anti-bonding”) solution
has a positive (negative) energy. In order to obtain the lattice wave function from
the envelope wave functions, we again have to employ (6.8). The lattice structure
5 In fact, calling this state “edge state” is already a possible source of confusion.
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of the zigzag nanoribbon then leads to a peculiar even-odd effect with respect to the
nanoribbon width [188], that is of crucial importance in valleytronics [188, 189], but
does not play a role in this work.
As seen in this section, due to the symmetries of the graphene Hamiltonian it is not
possible to find a state localized at a single edge in a zigzag nanoribbon in nearest-
neighbor tight-binding approximation6. In the next sections we therefore examine the
behavior of the edge state including additional terms in the Hamiltonian that break
this symmetry.
6.3.3 Effects of a staggered potential
We first consider the effect of a staggered potential M . In a half-infinite graphene
sheet, the edge state resides on a single sublattice only. The staggered potential then
simply shifts the edge state energy by −M , if the edge state resides on sublattice B,
and +M , if the edge state resides on sublattice A.
In a nanoribbon, the situation is more complex, as the edge state is in principle
located at both edges and both sublattices, as discussed in the previous section. How-
ever, since a staggered potential breaks the particle-hole symmetry Pz, the eigenstates
of the zigzag nanoribbon need not occupy both sublattices equally, and the system
can localize to a single edge, with the energy shifted by ±M , as we show within the
framework of the effective Dirac Hamiltonian below.
The analysis of Ref. [53] that lead to the results presented in the previous section car-
ries over straightforwardly to a zigzag nanoribbon with a constant staggered potential.
We find the edge state solution as
φ(y) ∼=





sinh (z (W − y))
⎞⎠ , (6.41)
where the decay constant z is again a solution of
q = −τ z
tanh (zW )
. (6.42)












Hence, we find edge state solutions for energies |E| ≥ |M |. Thus, the staggered poten-
tial opens a band gap of 2|M | for the edge state, just as for the bulk states (see Section
6 As discussed above, this is not true for the zero-energy state at k = ±πa . However, since this is a
single state, it will only provide a negligible contribution when we are studying transport in later
sections.
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Figure 6.7 – A zigzag graphene nanoribbon in nearest-neighbor tight-binding approximation
including a staggered potential M = 0.1t. (a) shows the band structure of the ribbon and (b)
the probability density profile of the edge state across the nanoribbon, for k = −2.4/a and
E ≈ −M . The inset shows the same density profile on a logarithmic scale. The probability
density for sublattice A is shown in red, for sublattice B in black. In both (a) and (b) the
nanoribbon had a width W = 64a/
√
3.






+ 4q2 e−2τqW . (6.44)
which therefore is exponentially close to ±|M |.
In Fig. 6.7(a) we show the band structure of a zigzag graphene nanoribbon in nearest-
neighbor tight-binding approximation with a constant staggered potential M . As pre-
dicted from the effective Hamiltonian, the staggered potential opens a band gap of size
2|M |, so that we find two sets of almost dispersionless bands close to E = ±|M |.
Note that the functional form of the edge state in a staggered potential (6.41) is the
same as for the edge state with M = 0, Eq. (6.35), but the wave functions for sublattice
A and B are multiplied with different weights: For E ≈M , sublattice B is suppressed,
whereas for E ≈ −M sublattice A is suppressed. Since |E| is exponentially close to
|M | for −τqW  1, the respective sublattices are also suppressed exponentially in this
case. Hence we find an edge state solution that is predominantly localized at a single
edge, as shown in Fig. 6.7(b). This exponential suppression of one sublattice (in this
case sublattice A) and the fact that the functional form of the edge state solution does
not change with M = 0 is most obvious in the inset of Fig. 6.7(b).
Hence, we find that a staggered potential localizes the edge state towards a single
edge in a zigzag graphene nanoribbon. In this respect, the behavior of the edge state
with a staggered potential is much more intuitive than without. At first glance such
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a staggered potential seems rather artificial, but we will discuss in Chapter 7 how
antiferromagnetic ordering naturally induces such a staggered potential.
6.3.4 Effects of next-nearest neighbor hopping
Finally, we turn to the effects of next-nearest neighbor hopping and start by considering
the half-infinite graphene sheet with a single zigzag edge.
For this case, Eqs. (6.19) and (6.20) can be extended to include next-nearest neighbor
hopping:
E φA(j) =− t φB(j) + t e−γ φB(j − 1)
+ t′ e−γ φA(j + 1) + t′ e−γ φA(j − 1) + t′(2− e−2γ)φA(j) , (6.45)
E φB(j) =− t φA(j) + t e−γ φA(j + 1)
+ t′ e−γ φB(j + 1) + t′ e−γ φB(j − 1) + t′(2− e−2γ)φB(j) , (6.46)
where we used the identity 2 − e−2γ = −2 cos(ka). At the boundary, these equations
reduce to
E φA(1) =− t φB(1) + t e−γ φB(0)
+ t′ e−γ φA(2) + t′(2− e−2γ)φA(1) , (6.47)
and
E φB(0) = t e
−γ φA(1) + t′ e−γ φB(1) + t′(2− e−2γ)φB(0) . (6.48)
Unlike for the case of nearest-neighbor hopping, an analytical solution of these equa-
tions does not seem feasible. Thus, we will use perturbation theory to study the effects
of next-nearest neighbor hopping, as in Ref. [183]. To this end, note that the edge
state solution for t′ = 0 (Eq. (6.24)),
φA(j) = 0, φB(j) =
√
1− e−2γ e−γj , (6.49)
is almost a solution for t′ = 0, too. In particular, it solves Eqs. (6.45),(6.46) and
(6.47) for E = 3t′.7 However, it solves Eq. (6.48) only for E = 2t′, and thus is not
an eigenstate. Therefore, apart from a trivial overall energy shift, the next-nearest
neighbor hopping only influences the edge state close to the graphene edge. In fact,
the previous analysis shows that for the edge state, next-nearest neighbor hopping
corresponds to putting an additional on-site potential −t′ on the edge atoms. However,
since the edge state is localized at the edge, it is then influenced significantly by t′ = 0.
7 Note in this respect that the next-nearest neighbor hopping also shifts the bulk energy spectrum by
3t′, as discussed in Section G.2.2.
6.3. Characterization of the edge state 129
In first order perturbation theory, the energy of the edge state is shifted by











−t′ + 3t′ 1
1− e−2γ
)
= 4t′ + 2t′ cos(ka) . (6.50)
Thus, the edge state energy is shifted by the bulk value 3t′ at the K-points, but only
by 2t′ at k = ±π
a
where the edge state is maximally localized. The previously perfectly
flat edge state band hence acquires a dispersion given by ΔE(k).
Close to the K-points, the energy shift ΔE(k) can be expanded as













i.e. the next-nearest neighbor hopping introduces corrections to the edge state energy
dispersion linear in q = k± 2π
3a
. Note that we could neglect t′ for bulk states in the low-
energy regime, since next-nearest neighbor hopping only introduced terms quadratic
in q, as discussed in Appendix G. However, since t′ enters the edge state dispersion
already to linear order in q, next-nearest neighbor hopping may not be neglected in this
case.
We do not attempt to do perturbation theory for the zigzag nanoribbon, but we can
extrapolate the results for a single edge to the case of two edges in a nanoribbon. Hence,
we expect that the almost dispersionless bands, that we obtained in nearest-neighbor
tight-binding, will also obtain a finite dispersion for t′ = 0. This dispersion will compete
with the energy splitting due to the finite width of the ribbon, Eq. (6.39). However,
since this splitting decreases exponentially with the nanoribbon width, the width-
independent dispersion from next-nearest neighbor hopping will usually dominate.
We demonstrate these predictions in Fig. 6.8(a), where we show the band structure of
a zigzag nanoribbon in next-nearest neighbor tight-binding approximation. Note that
we have subtracted the trivial energy shift 3t′ here, and we will use this convention in
the remainder of this work, when considering next-nearest neighbor hopping. In the
band structure, we observe two edge state bands (arising from the two edges of the
nanoribbon) that now have a significant dispersion, in contrast to the almost flat bands
for nearest-neighbor hopping only (see Fig.6.6(a)).
In Fig. 6.8(b) we show the probability density of the edge state across the nanoribbon
for a given value of k. Since the ribbon has a reflection symmetry between the two
edges, the Bloch eigenstate for a fixed value of the wave vector k still occupies both
edges with equal probability. However, due to the dispersion of the edge state band,
there is an energy range where in addition to the “bonding state” we also have an
“anti-bonding”state at the same energy (and, additionally, an extended state). Thus,
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Figure 6.8 – A zigzag graphene nanoribbon in next-nearest neighbor tight-binding approx-
imation for t′ = 0.1t. (a) shows the band structure of the ribbon, where we have subtracted
the trivial energy shift 3t′. For comparison, the red dashed curve gives the energy dispersion
of the edge state obtained from perturbation theory, Eq. (6.50). In (b) we show the probabil-
ity density profile of the edge state across the nanoribbon, for k = −2.4/a. The inset shows
the same density profile on a logarithmic scale. Again, the probability density for sublattice




we can form linear combinations of these states to obtain eigenstates that are located
at a single edge8. In addition to that, the next-nearest neighbor hopping also changes
the character of the wave function, as seen in the inset of Fig. 6.8(b): Whereas the
edge state resided on a single sublattice close to the boundary in the examples of the
previous section, t′ = 0 leads to an increased (but still small) occupation probability
on the other sublattice. This has important consequences, that are discussed in the
next section.
We conclude the characterization of the graphene edge state by discussing how to
include the effects of next-nearest neighbor hopping in the effective Hamiltonian. Note
that we have argued that the influence of the next-nearest neighbor hopping on the
edge state is equivalent to a potential −t′ at the zigzag edge atoms. In the effective






t′ δ(y − yedge) , (6.52)
8 Note that the “anti-bonding” state has a slightly different wave vector than the “bonding state”,
and thus a slightly different shape of the wave function. This difference in the wave vectors is due
to the energy splitting because of the finite width of the nanoribbon. However, since this energy
splitting decreases exponentially with the ribbon width, so does the difference in the wave vector.
Thus, the linear combination of “bonding” and “anti-bonding” state is to a good approximation
localized at a single edge only.
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where yedge is the y-coordinate of the boundary. Note that
√
3a/2 is the length of
the graphene unit cell in y-direction. Such a potential will influence strongly a state
localized at the boundary, but only little a state extended through the whole system.
For a single zigzag edge, we obtain the energy shift in first order perturbation theory




e−2τqy Vt′(y) = 3t′ −
√
3at′ τq , (6.53)
in agreement with Eq. (6.51).
6.4 Edge state transport in zigzag nanoribbons
6.4.1 Model-dependence of edge state transport—some pecu-
liar examples
As mentioned in the introduction, numerical studies of edge state transport in zigzag
nanoribbons have, up to now, only considered graphene in nearest-neighbor tight-
binding approximation [177–180]. The main finding of these accounts is that edge
state transport is influenced only little by edge defects. This is a rather counterintuitive
result: Since the probability density of the edge state is strongly localized to the edges
of the ribbon, one would naively expect it to scatter strongly from defects at the edge.
In fact, edge state transport holds even more surprises, as we will demonstrate on
illustrative examples in this section.
For this, we use the numerical framework introduced in the first part of this work
to calculate transmission probabilities and density as well as current profiles of zigzag
nanoribbons. However, before presenting the calculations, it is worthwhile to spare
some thoughts about general aspects of numerical studies on edge state transport.
Usually, numerical transport studies of nanoribbons compute the transmission prob-
ability as a function of Fermi energy EF. The range of energies considered is commonly
on the order of t, implying that the almost flat edge state band in nearest-neighbor
approximation only contributes a few—or often only a single—point in the numerically
computed transmission spectrum. Computing the transmission as a function of Fermi
energy is based on the idea of mimicking the effect of a gate voltage. In an ordinary
two-dimensional electron gas in a semiconductor heterostructure, the gate voltage Vgate
and the Fermi energy EF are in fact linearly proportional, since a capacitively coupled
gate induces a charge Q = CVgate (C is the capacitance of the structure) and the
density of states is a constant. This is not the case anymore in bulk graphene, where
the density of states is linear in energy. Even worse in nanoribbons, the edge states in
nearest-neighbor tight-binding have a very high density of states due to the almost flat
edge state band. Hence, changing the Fermi energy linearly will grossly underestimate
the gate voltage region where the edge states play a dominant role in transport. Note
that this problem is less severe, if the edge states acquire a dispersion, such as due
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Figure 6.9 – Density profile (left panels) and current density profile (right panels) of the
edge state (k = −2.4/a) in a zigzag nanoribbon (width W = 34a/√3) with a large obstacle
on the lower edge. (a) shows the edge state in nearest-neighbor approximation (t′ = 0 and
M = 0), (b) for a finite staggered potential (t′ = 0 and M = 0.1t), and (c) in next-nearest
neighbor approximation (t′ = 0.1t, M = 0). In all examples, the channels are incoming from
the left.
to next-nearest neighbor hopping or other perturbations. Furthermore, we have seen
in the previous sections that the extent of the edge state wave function is determined
by the Bloch vector k, and is largely independent of the particular model employed to
describe graphene. Thus, instead of Fermi energy, we will use k in order to characterize
the edge state in this and the following sections.
In order to demonstrate the peculiarities of edge state transport, we consider a
zigzag nanoribbon with a rather large edge defect, as shown in Fig. 6.9. The wave
vector k = −2.4/a of the edge state was chosen such that the extent of the edge state
in the perpendicular direction is smaller than the size of the defect.
We begin by considering the case of graphene in nearest-neighbor approximation.
Even though the extent of the probability density at one of the edges is smaller than
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the defect itself, as shown in Fig. 6.9(a), the wave function also comprises the density
at the opposite edge, and in this sense extends through the whole width of the ribbon.
Since the edge state in this situation is situated on both edges at the same time, it is
hard to predict a priori the effect of a disturbance on a single edge only. Still, intuition
would suggest that an edge defect should result in strong scattering. Yet, we find a
rather large transmission probability of T = 0.72. Furthermore, if we made the defect
smaller, we would find almost perfect transmission, if only a single lattice site was
removed [177–179].
In order to explain this seeming contradiction between a state localized at the edge
and its insensitiveness to edge disorder, Refs. [177] and [179] considered the current
density of the edge state. Here, we will follow their arguments using the effective
Hamiltonian of graphene.







Hence, we find the current density of a state ϕ as
j(x) = eϕ†(x)vϕ(x) . (6.55)






cosh (zW )− cosh(2z (W/2− y))) . (6.56)
In Fig. 6.10 we show both the probability and current density profiles of the edge state.
Note that the current densities have been normalized such that the integrated current
carries one quantum of conductance9. The current density always has a maximum in
the middle of the ribbon, whereas it vanishes at the edges, where the wave function
of one of the sublattices must be zero, as seen from the zigzag boundary conditions
(6.34). When the edge state decays slowly and extends far into the ribbon, the current
density profile is nearly sinusoidal (more precisely, it is parabolic for z = 0), and is
almost constant throughout the whole ribbon, if the edge state is strongly localized to
the edge.
This behavior may be understood from the lattice structure of graphene: In nearest
neighbor tight-binding approximation, current flow requires hopping from one sublat-
tice to the other. Since the edge state close to a single edge is localized on a single
9 The rationale behind this normalization is that in ballistic transport every channel contributes e
2
h to
the conductance: The current density depends on the velocity of the channel, but this dependence
is cancelled exactly by the density of states. In this normalization, the current density jx(y) of the
state becomes essentially the energy-dependent current density jx(y,E) introduced in Appendix A.
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Figure 6.10 – (a) Probability density and (b) current profile of the edge state as a function
of the perpendicular position y in a zigzag nanoribbon of width W . (a) and (b) show the
behavior for different decay constants of the edge state: zW = 1 (solid lines), zW = 10
(dashed lines), and zW = 100 (dash-dotted lines). In (a), sublattice A (B) is encoded in red
(black), and the wave functions have been normalized to unity at the edges.
sublattice only, current is suppressed at the edges, and reaches a maximum in the mid-
dle, where the tails of the exponential decay overlap10. The fact that current is flowing
mainly in the middle of the ribbon explains the fact that edge defects have only little
influence of the edge state. As seen in Fig. 6.9(a) the current density merely meanders
around the obstacle. Furthermore, the value of the transmission, T ≈ 3/4 can be
understood from the ratio of the extent of the obstacle and the ribbon width which
is around 1/4. In fact, we would still find a sizeable transmission, if we introduced
defects at both edges.
Thus, although the edge state density is strongly localized at the edges, its current
density rather behaves as expected from a bulk state. Note that the current density
is zero for all states at the edges of a zigzag nanoribbon in nearest-neighbor approx-
imation, since this is dictated by the boundary conditions (6.34). Thus, we also find
extended states, where the density profile differs from the current profile. However,
the difference is most drastic for the edge state, where the density at the edges is
exponentially larger than in the middle.
We next turn to the case of a finite staggered potential M = 0.1t, depicted in
Fig. 6.9(b). In contrast to the previously considered case M = 0, the edge state is now
localized to a single edge only. Here, we have chosen the edge state at E ≈ −M which is
localized at the same edge as the defect. Even more than in the previous case, intuition
10The maximum of the current density is in the middle, where the contributions from both sublattices
are already very small, due to the exponential decay. The resulting velocity (and also the total
current) of the state is thus exponentially small, which is reflected in the almost dispersionless edge
state band.
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would suggest that the state should be scattered back with a large probability. Yet, we
find that the channel is transmitted again with a very high transmission probability
T = 0.72, which is identical to the case M = 0. This can be understood from the
shape of the wave function (6.41), which is, up to different weights for sublattice A
and B, identical to the wave function for M = 0, Eq. (6.35). Thus, the current density
profiles are equal in both cases, as can be seen in Fig. 6.9(b). Even the pattern of the
reflected wave is identical in both situations. In fact, in this situation the edge state
would be scattered as much from a defect on the opposite edge. Hence, we find the
seemingly paradoxical situation that a state localized at a single edge, and thus being
most asymmetric with regard to both edges, features a perfectly symmetric current
density, and thus is affected equally by defects on either edge.
Finally, we consider the case of finite next-nearest neighbor hopping t′ = 0.1t, which
also allows for edge state solutions located at a single edge, just as M = 0. In this
situation we find that the edge state located at the defective edge is scattered back
almost perfectly (T = 0.05), whereas the state on the opposite edge can pass unaffected
(see Fig. 6.9(c)). In addition, the current density is mainly located at the edge, in
accordance with the probability density. Thus, the transport behavior of the edge state
for t′ = 0 differs fundamentally from the previous examples, although the probability
densities look much alike.
As discussed above, the edge state in a ribbon with nearest-neighbor hopping only
is comprised of contributions from both edges, because of the particle-hole symmetry
associated with Pz. Because of this symmetry, both edges are inevitably coupled. From
this point of view, the counter-intuitive transport properties of the edge state, namely
the insensitiveness to edge disorder, may not seem too surprising. Yet, even after
breaking this particle symmetry with a mass term, localizing the edge state to a single
edge only, the transport properties of the edge state remain unchanged. In contrast,
next-nearest neighbor hopping, which also breaks Pz, changes the transport properties
fundamentally. It is thus not enough to break the particle-hole symmetry Pz alone to
change edge state transport. In the examples of this section, the shape of the current
density was most useful to understand the peculiar transport features. Thus, in the
next section, we will examine the shape of the current density systematically.
6.4.2 Where does the current flow?
In order to investigate the behavior of the current density profile of the edge state
in dependence of additional terms to the graphene Hamiltonian in nearest-neighbor
tight-binding approximation, we consider the following models of a zigzag nanoribbon:
I. nearest-neighbor hopping only.
II. nearest-neighbor hopping with a constant staggered potential M .
III. finite next-nearest neighbor hopping t′,
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−γy for y < W/2,
M0 e
−γ(W−y) for y > W/2.
(6.57)
Thus, the magnitude of the staggered potential decays exponentially away from
the edges. Such a model may be appropriate for describing edge magnetism (see
Chapter 7).
V. nearest-neighbor hopping with a position-dependent potential V (x):








This is a potential that changes linear from −V0/2 at one edge to V0/2 at the
other edge. This may model the effects of side gates (see Ref. [176]).
Note that models II–V break the particle-hole symmetry associated with Pz and thus
allow the localization of the edge state on a single edge only.
In Fig. 6.11 we show a comparative overview of the band structure and the edge
state probability as well as current density profile for all five models (for a discussion
of the respective observables, see Appendix A).
Fig. 6.11(a) and (b) show a almost constant current density profile with a maximum
in the middle, as discussed in the previous section, whereas in (c)–(e), the current
density profile has distinct maxima at the edges, in accordance with the probability
density. In these calculations, we chose the Fermi energy such that we have an edge
state with a fixed value of k = −2.4/a. Due to the band-bending in models III–V
there are three channels at the Fermi energy in Fig. 6.11(c) (two edge states and one
extended state) and two channels in (d) and (e) (one edge state and one extended
state). The finite current density in the middle of the nanoribbon in (c)–(e) is due
to the extended state. In contrast to the current density that differs fundamentally
between the different models, the probability density of the edge state wave function
is almost identical for all models—only on a logarithmic scale it is possible to observe
differences.
When we observe a difference in the current density profile for the various models,
this can be either due to a change in the wave function, or due to a change in the
current density operator. The current density operator is identical for models I, II,
IV and V, since all these comprise only nearest-neighbor hopping11. The difference in
these models thus must be due to changes in the wave function. In contrast, next-
nearest neighbor hopping (model III) also introduces changes to the current density
operator. However, it turns out that also in this case the change in the wave function
is the dominant source for altering the current density profile. This can be seen by
11The current density operator in tight-binding only depends on hopping elements, not on the on-site
energies (see Appendix A).
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Figure 6.12 – Maximum value of the (a) probability and (b) current density of the edge
state (k = −2.4/a) as a function of the ribbon width W , for nearest-neighbor hopping only
(©), next-nearest neighbor hopping (), a position-dependent staggered potential (), and
a position-dependent potential (+). Note that we have divided the probability density of the
models IV and V by 2, since there the edge state is localized on a single edge only.
comparing the current densities computed on the one hand with a current operator
including t′ and, on the other hand, with a current operator where t′ is set to zero
artificially.
In Fig. 6.11(a) and (b) we observe that the occupation probability of a sublattice
decreases monotonically from one edge to the other. This is not the case for (c)–(e):
There, the probability density increases again towards the opposite edge, so that for
every edge state that occupied a single sublattice only, there is an enhanced occupation
probability of the opposite sublattice. Furthermore, the probability densities show a
similar functional behavior in the vicinity of the edges, and seem in a sense “linked”
to each other.
Before pursuing these observations further, we briefly revisit the statement of the
previous section that the current density of the edge state in nearest-neighbor approx-
imation behaves like a bulk state. A bulk state extends through the whole system.
In particular this means that the occupation probability for a single lattice site scales
inversely proportional with the width of the nanoribbon. In contrast, a true edge state
remains unchanged when the width of the nanoribbon is varied. In Fig. 6.12(a) we
show the maximum value of the probability density for the models I and III–V (As
discussed in the previous section, model II behaves just like I in this regard, and is thus
not shown explicitly). Except for small widths, where finite size effects play a role, all
models show a constant maximum of the probability density, independent of the ribbon
width. This is the signature of an edge state. In contrast, only models III–V show
a constant maximum of the current density in Fig. 6.12(b) whereas the maximum of
the current density in model I decreases as the inverse of the nanoribbon width. Thus,
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again the current density of the edge state in nearest-neighbor tight-binding approxi-
mation shows bulk-state-like behavior, whereas models III–V behave like a true edge
state in every sense.
The enhanced occupation probability of the opposite sublattice and a current flowing
at the edges are necessarily correlated: In order to obtain current flowing close to the
edge, the value of the wave function on the sublattice that was close to zero before
must be increased, as the current density is given by the product of the wave functions
on both sublattices, Eq. (6.56). Furthermore, it seems that a maximum in the current
density at the edge is always linked to a finite bending of the edge state band, in
particular a bending beyond the exponentially small energy splitting due to the finite
width. In the next section, we will further elaborate on these connections.
6.4.3 Effects of perturbations on the current flow
In order to better understand, under which circumstances the current density changes
from bulk-like to edge-like, we study the corrections to the edge state of a single edge
in perturbation theory within the effective Dirac Hamiltonian. The results will then
be interpolated to the case of a nanoribbon.
To this end we consider again a half-infinite graphene sheet with a single zigzag
edge as in Fig. 6.2(b), governed by the Dirac Hamiltonian Hτ , Eq. (6.6), including a
perturbation:
H = Hτ + V
μ , (6.59)
where
V μ = g(∂x, ∂y, y) σ
μ . (6.60)
Here, μ = 0, x, y, z, and g(∂x, ∂y, y) is an function that may contain arbitrary deriva-
tives, but only depends on the coordinate y perpendicular to the zigzag edge. This
perturbation potential includes examples such as a magnetic vector potential (V μ ∼
σx, σy), a staggered potential (V μ ∼ σz), a potential or next-nearest neighbor hopping
(V μ ∼ σ0). The system then still exhibits translational symmetry in the x-direction,
and the solution has the Bloch form (6.28). As a consequence, Eq. (6.59) turns into a
one-dimensional differential equation for φ(y):
(Hτ (q) + V
μ(q))φ(y) = E φ(y) , (6.61)
where
Hτ (q) = vF (τqσ
x + (−i∂y)σy) (6.62)
is the unperturbed Dirac Hamiltonian and
V μ(q) = g(iq, ∂y, y) σ
μ (6.63)
the perturbation for a Bloch vector q. Within this subspace, we can then apply non-
degenerate perturbation theory (for example, see Ref. [153, Chap. 11]).
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The unperturbed Hamiltonian H0(q) together with the zigzag boundary condition








with energy Eedge = 0 (6.64)






± sin (zy + θ)
)
with energy E±(q, z) = ±vF
√
q2 + z2, (6.65)







τq − iz , (6.66)











dz φτ (z, y) (φτ (z, y′))† = 1 δ(y − y′) (6.67)
holds.























The expression for ΔE(q) contains an expectation value of a Pauli matrix σμ with an
eigenstate of σz. Hence, we find that the energy shift ΔE(q) = 0 for V μ ∼ σx, σy. This
is not surprising, as such a perturbation does not change the off-diagonal form of the
Hamiltonian. Thus, the differential equations for the two sublattices still decouple for
E = 0 and there will be a zero-energy solution. On the contrary, if V μ ∼ σ0, σz, we






g(iq, q, y′) , (6.69)
where the upper sign refers to V μ ∼ σ0 and the lower sign to V μ ∼ σz. Thus, any
perturbation V μ ∼ σ0, σz will in general lead to band bending.







〈φτ (z)| V μ ∣∣φedge〉
0−Eτ (q, z) φ
τ(z, y) (6.70)
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∣∣V μ ∣∣φedge〉) sin (zy) , (6.71a)











∣∣V μ ∣∣φedge〉) sin (zy + θ) , (6.71b)
where we made use of the relation E+(q, z) = −E−(q, z). These equations can be
simplified further by the observation that
〈
φ+(z)



















+ 〈φ−(z)| V μ ∣∣φedge〉 for V μ ∼ σx, σy,
−〈φ−(z)|V μ ∣∣φedge〉 for V μ ∼ σ0, σz.
(6.72)
Inserting these expressions into Eqs. (6.71) we find that ΔφA(y) = 0 and ΔφB(y) = 0
for V μ ∼ σx, σy, i.e. the edge state remains localized on a single sublattice. Again,
this is not surprising, since σx and σy do not change the off-diagonal structure of the
Dirac Hamiltonian, and the corresponding zero-energy solutions are located on a single
sublattice only. In particular, this applies to the case of a weak magnetic field, where
the magnetic vector potential creates a perturbation ∼ σx, σy.
In contrast, if V μ ∼ σ0, σz, we find









∣∣V μ ∣∣φedge〉 sin (zy + θ) , (6.73a)
ΔφB(y) = 0 . (6.73b)
Thus, terms proportional to σ0 and σz will in general introduce a finite occupation
probability on the sublattice that was strictly zero in the unperturbed Hamiltonian.














































where the upper sign refers to σ0 and the lower sign to σz. In order to arrive at
this expression, we used sin(x) = 1
2i
(eix − e−ix) and Eq. (6.66). We can simplify this
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τq − iz = −2πΘ(y) e
τqy , (6.75)
where Θ(y) is the Heaviside step function. Eq. (6.75) can be easily obtained by contour

















where again the upper sign is for V μ ∼ σ0 and the lower sign for V μ ∼ σz.
In order to get a feel for the nature of the perturbed wave function we now evaluate
Eq. (6.76) for the models of the previous section:
• V μ = V0 σ0 or V μ = M σz: For a constant potential or staggered potential we
obtain
ΔφA(y) = 0 . (6.77)
This is obvious for the constant potential, as this only leads to an overall energy
shift. For the staggered potential this is in agreement with the findings of Section
6.3.3, where the occupation probability on sublattice A originated solely due to
the second edge in the ribbon.














• V μ = M0 e−γy σz: For a position-dependent staggered potential we obtain
ΔφA(y) =
M (e−γy − 1)
vF (2τq − γ) φB(y) . (6.79)
• V μ = V0/W (W/2− y) σ0: For a position-dependent potential we obtain
ΔφA(y) =
V0y
vFW (−2τq) φB(y) . (6.80)
Hence, we find that the wave function of sublattice A always is of the form f(y)φB(y),
where f(y) is some function of y. In fact, this form is rather general, as can be seen from
Eq. (6.76): Provided that the perturbing function g(iq, q, y) is sufficiently benign—and
only for such functions perturbation theory is applicable—partial integration of the
second term in Eq. (6.76) will always lead to terms proportional to φB(y) =
√−2τqeτqy.
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Figure 6.13 – Comparison of edge state probability densities for (a) the full tight-binding
model and (b) for a perturbative treatment of the Dirac Hamiltonian. In order to simulate
a half-infinite graphene sheet in the numerics, we only show the region close to one of the
edges of a wide nanoribbon (width W = 154a/
√
3). The edge state (k = −2.4/a) is shown
for the case of next-nearest neighbor hopping with t = 0.1t (black), a position-dependent
staggered potential with M0 = −0.1t and γ = 0.3/a (red) and a position-dependent potential
with V0 = 0.4 (blue). The wave function on sublattice B (A) is shown as a solid (dashed)
line.
Thus, the wave functions on sublattice A and B in the vicinity of the edge are indeed
“linked”, as observed in the numerical results of the previous section.
In Fig. 6.13 we show a comparison of the probability density of the edge state wave
function at a zigzag edge from a numerical calculation within the tight-binding model
(Fig. 6.13(a)) and from Eqs (6.78), (6.79), and (6.80) obtained perturbatively within
the effective Dirac Hamiltonian. Apart from the fact that the Dirac Hamiltonian in
general slightly underestimates the strength of the edge state decay, we find excellent
agreement between the results from the full tight-binding model and the perturbation
theory of this section.
Hence, next-nearest-neighbor hopping and arbitrary position-dependent potentials
and staggered potentials lead to a bending of the edge state band and an increased
occupation probability on the sublattice that is not occupied without these corrections
to the Hamiltonian. Although these calculations have only been performed for a single
edge, we can extrapolate the results to the case of a nanoribbon of finite width W . For
simplicity, we will first concentrate on the case of next-nearest neighbor hopping.
If −τqW  1, i.e. when the edge state is strongly localized towards the edges of the
nanoribbon, the wave function of the edge state including the effects of a finite t′ can
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Figure 6.14 – (a) Current density jx(y) from Eq. (6.82) for zW = 10 and different values
of t′: t′  t′crit (black solid line), t′ = t′crit (red dashed line), and t′  t′crit (blue dash-
dotted line). (b) Numerical calculation of t′crit/t as a function of nanoribbon width W for
k = −2.4/a.
Here we extrapolated Eq. (6.78) in order to formulate Eq. (6.35) for t′ > 0: Close to
the edges, the wave functions of sublattice A and B are proportional to each other,




















(|φA(y)|2 + |φB(y)|2)+O ((t′/t)2) (6.82)
where jx,n.n.(y) is the current density in nearest-neighbor approximation as given in
Eq. (6.56). Thus, in addition to the current density in nearest-neighbor approximation
with a maximum in the middle of the ribbon, the current density for t′ = 0 contains
an additional term that is proportional to the edge state probability density, located at
the edges of the ribbon. In order to quantify which term will dominate the current




(|φA(0)|2 + |φB(0)|2) = t′crit
t
(|φA(W )|2 + |φB(W )|2) , (6.83)
i.e. the current flow at the edges equals the current flow in the middle. Then, for
t′  t′crit, current flow will be mainly through the middle of the nanoribbon, whereas
for t′  t′crit it will be dominated by the contributions from the edge. Fig. 6.14(a)
shows these different behaviors.
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We can solve Eq. (6.83) for t′crit/t (neglecting terms of order (t
′
crit/t)








cosh(zW )2 − 1 . (6.84)









Thus, it is enough to have a next-nearest neighbor hopping that is exponentially small
with the width of the nanoribbon in order to change the current density profile fun-
damentally. In Fig. 6.14(b) we show the value for t′crit within the tight-binding model,
obtained numerically by comparing current densities at the edge and in the middle
of the nanoribbon for different values of t′. Indeed, we find that t′crit decreases ex-
ponentially with the width of the nanoribbon, as predicted from the effective Dirac
Hamiltonian.
Note that the exact value of t′ for graphene is not known: In the literature one can
find values t′ ≈ 0.02t′ − 0.2t′ [35, 183, 184, 190]. In this respect, it is reassuring that
the critical value of t′ decreases exponentially with the ribbon width: For all but the
smallest ribbons, all reported values of t′ will lead to the same transport properties for
the edge state.
In the case of next-nearest neighbor hopping the extrapolation to the nanoribbon
was particularly easy, as there the wave functions on sublattice A and B were identical
up to a prefactor. This is more complicated for the other examples of this section,
where there are other functions multiplying the exponential decay (Eqs. (6.79) and
(6.80)). Still, eventually the exponential decay dominates as seen in Fig. 6.13, and
we expect a similar behavior as for next-nearest neighbor hopping. In particular, we
predict that an exponentially small perturbation will again be enough to change the
edge state transport properties fundamentally.
6.4.4 Scattering from edge defects
In the previous sections we have shown that the current density profile of zigzag
nanoribbons can change drastically upon certain additional terms in the nearest-neigh-
bor tight-binding model. However, the scattering properties of the edge state are in-
fluenced not only by the current density12: For example, the availability of states that
the edge state can scatter to is of importance. Thus, here we will demonstrate that
not only the current density changes fundamentally, but also the scattering properties.
For this we consider a zigzag nanoribbon, where a single edge atom is missing at
one of the edges, and calculate numerically the transmission probabilities. Depending
12 In fact, it is not obvious how the current density enters when calculating a scattering probability.
For example, in a perturbative treatment for very weak disorder, only the probability density enters
(Fermi’s golden rule). In contrast, here we consider strong scattering (missing atoms in the graphene
lattice).
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Figure 6.15 – Band structure E(k) (upper panels) and transmission probability T (lower
panels) as a function of the edge state wave vector k in a zigzag nanoribbon (width W =
79a/
√
3) where a single edge atom was removed at one of the edges. (a) shows data for
nearest-neighbor hopping only (black solid line), including a constant staggered potential (red
dashed line), and a position-dependent staggered potential with M0 = −0.1t, γ = 1/a (blue
dash-dotted line). (b) presents data including next-nearest-neighbor hopping for t′ = 0.1t
(black solid line), t′ = 0.01t (red dashed line), and t′ = 0.001t (blue dash-dotted line).
on the situation, there may be more than one channel, and, in addition to that, a
state localized to a single edge may be a linear combination of channels as in the case
of next-nearest neighbors. Because of that we calculate the transmission eigenvalues
Tn, obtained by diagonalizing tt
†, where t is the transmission matrix containing all
transmission amplitudes tmn. The smallest transmission eigenvalue is related to the
edge state, and all other transmission eigenvalues are found to be one. Thus, we
simply refer to the smallest transmission eigenvalue as the “transmission probability
of the edge state”.
In Fig. 6.15 we show the transmission probability as a function of the edge state
wave vector k. As discussed in Section 6.3, k determines the decay constant of the
edge state, and thus how strongly it is localized to the edges. For the case of nearest-
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neighbors only or nearest-neighbors including a constant mass term (Fig. 6.15(a)) the
transmission probability is very close to one and does not show a noticeable dependence
on k, i.e. no dependence on the localization to the edges. Note that the data does not
extend down to k = −π/a in these cases: A numerical calculation cannot access a
band edge, where the density of states diverges. In particular, it is not possible to
reach E = 0 for the edge state in nearest-neighbor approximation. Even more, in
nearest-neighbor approximation the energy of the edge state is exponentially small,
and hence there will be a whole range of k-values around k = ±π
a
that cannot be
accessed numerically, because of the finite numerical precision. Thus, any perturbation
that leads to an edge state dispersion is beneficial for numerical simulations in this
respect, too.
Fig. 6.15(a) also shows the transmission probability for a position-dependent stag-
gered potential. In this case, we see a pronounced dependence on k: As the edge state
localizes stronger to the edge, the probability of scattering increases. In addition to this
monotonic behavior, we observe some other features related to the band structure. In
particular, the transmission probability is strongly suppressed (the edge state scatters
strongly from the defect) at the extremum of the edge state band, close to the K-point
(k ≈ −2.15/a). The extremum of the edge state band separates left- and right-going
states (corresponding to a positive and negative slope of the energy band), as does
any band minimum or maximum. Close to this point, the wave functions of left- and
right-going states have a good overlap, leading to a large probability of back-scattering
from the defect. In addition, the back-scattering occurs within a single K-valley in this
case. Aside from this pronounced effect, we also observe an additional small “wiggle”
in the transmission probability (k ≈ −2.7/a). This occurs whenever a new channel
opens, as seen by comparing the respective energies with the plot of the band structure
in Fig. 6.15(a).
For finite next-nearest neighbor hopping we observe an analogous behavior, shown
in Fig. 6.15(b). In this case, the dependence of the transmission probability on k
is almost independent of the exact value of t′, except for a shift in the position of
the edge state band extremum. Note that t′ covers two orders of magnitude in the
examples shown in Fig. 6.15(b). This may be explained by the fact that the shape of
the current density is largely independent of t′, as soon as t′  t′crit. t′ only determines
the energy window where the edge state exists, as seen from the band structure plots in
Fig. 6.15(b). This is another example demonstrating that the nature of the edge state
is better characterized by the wave vector k, rather than the energy. Furthermore,
although the calculated transmission probabilities for next-nearest neighbor hopping
and the position-dependent staggered potential differ quantitatively, they show the
same qualitative behavior.
Hence, next-nearest neighbor hopping or a position-dependent (staggered) potential
not only leads to a current distribution located at the edges, but also results in sub-
stantial scattering from edge defects. The scattering is stronger, the more the edge
state is localized to the edge.
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6.5 Summary
In this chapter we have presented an exhaustive study on the properties of the graphene
edge state. Within the commonly used nearest-neighbor tight-binding approximation
for graphene, the edge state in a zigzag nanoribbon always occupies both edges, and
hence both edges are maximally correlated. Moreover, the current carried by the edge
state is mainly located in the center of the ribbon, opposite to the charge density
localized at both sides of the ribbon. Thus, the edge state is affected only little by
defects at the nanoribbon edges. With respect to transport, the edge state in this
approximation rather behaves like a bulk state. These findings are in agreement with
previous studies [177–180]. Introducing a constant staggered potential localizes the
state to a single edge only, but does not change the transport properties. In this case
we find the paradoxical situation that the charge density is asymmetric (localized at a
single edge only), but the current density is symmetric with respect to the ribbon axis
(flowing through the middle of the ribbon).
However, when next-nearest neighbor hopping, a position-dependent potential or a
position-dependent staggered potential is included, the transport properties of the edge
state change fundamentally: The current density is now also localized to the edges, in
accordance with the charge density. As a consequence, the edge state scatters substan-
tially from edge defects. This scattering is stronger, the more the state is localized to
the edge. Furthermore, the edge state at either side of the nanoribbon is not affected
by the opposite edge, and hence both edges are uncorrelated. Moreover, these funda-
mental changes prevail even if the perturbation induced by the above-mentioned terms
is exponentially small with the nanoribbon width. Thus, the properties of the edge
state that were complicated in a simple model of graphene, namely nearest-neighbor
tight-binding, become simple and intuitive in a more complex model.
The fact that current and charge density are drastically different for zigzag nanorib-
bons in nearest-neighbor tight-binding approximation leads to many counter-intuitive
effects and is unique to graphene. Yet, already an exponentially small perturbation
leads to a fundamentally different behavior of the edge state. Hence, the nearest-
neighbor tight-binding approximation is a rather singular model with respect to the
edge state, and does not apply to any realistic system.
Chapter 7
Edge state based spintronics in
graphene
7.1 Introduction
Amongst its many unusual electronic properties, graphene is also a good candidate for
spintronics applications: The spin relaxation time in graphene is expected to be very
long, since spin-orbit effects are expected to be weak [39–41, 191], and because the
predominant isotope in natural carbon is C12 which has zero nuclear spin, resulting in
a vanishing hyperfine interaction [38]. In fact, spin injection from ferromagnetic metal
contacts into graphene and coherent spin transport in graphene have been already
demonstrated experimentally [42–46].
For ohmic contacts to the ferromagnetic electrodes, the conductance mismatch be-
tween the three-dimensional ferromagnetic metal contacts and the two-dimensional
graphene sheet prevents efficient spin injection [192]. In order to overcome this obsta-
cle in the experiment, a tunnel barrier is introduced between the ferromagnetic contact
and the graphene sheet as suggested in Refs. [193, 194]. Thus, using ferromagnetic
metals as a source of spin-polarized electrons for graphene involves a complicated lay-
ered structure with very different materials: Ferromagnetic metals as electrodes, some
insulating material (Al2O3 in Refs. [43, 45, 46]), and finally graphene including the
underlying substrate. In order to avoid the conductance mismatch problem, it would
be desirable to arrive at a spin-injection design based on graphene only.
The graphene edge state at a zigzag edge is a promising candidate for magnetism,
as it was predicted to exhibit a locally ferrimagnetic state [170]: Spins within the
same sublattice are aligned parallel, whereas spins on different sublattices are aligned
antiparallel. As a result, a zigzag nanoribbon shows a magnetic structure, where the
spins at one of the edges are predominantly aligned in one direction, and the spins
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Figure 7.1 – (a) Ground state spin density of a zigzag graphene nanoribbon as obtained
from DFT [195]. Spin up (down) is shown in blue (red). (b) Band structure of a zigzag
graphene nanoribbon as obtained from DFT [196].
on the opposite edge in the antiparallel direction, as shown in Fig. 7.1(a). These
predictions have been confirmed by density functional theory (DFT) calculations [164,
175, 176, 197], but although the existence of edge states has been verified through
scanning tunneling spectroscopy, the existence of edge magnetism has not been shown
experimentally yet. The antiferromagnetic ordering between the different sublattices
opens a gap in the band structure of the zigzag nanoribbon, as shown in Fig. 7.1(b).
Hence, edge magnetism is one possible explanation for the experimentally observed
band gap of graphene nanoribbons (GNRs) [158–160].
The magnetic properties of the edge state have been studied in great detail in several
theoretical works. For example, the antiferromagnetic ordering between the different
sublattices can be understood from a theorem about the Hubbard model on a bipartite
lattice [198]. In addition, the ferromagnetic ordering at a single edge can be understood
as a consequence of the Stoner criterion [199], as the edge states give rise to a very
high density of states (see the discussion in the previous chapter). Still in general, a
high density of states at the Fermi energy does not necessarily lead to magnetism, but
may also result in some other instability, such as a geometrical distortion. However,
DFT calculations favor magnetism over other instabilities [197]. Furthermore, from
a general theorem that excludes ferromagnetic or antiferromagnetic ordering in one-
dimensional systems [200] it may seem that a zigzag graphene edge cannot exhibit true
long-range magnetic ordering. However, long-range order has been shown to prevail
at experimentally relevant, finite temperatures due to intrinsic or substrate-induced
spin-orbit effects [201]. In addition to that, edge magnetism has been shown to exists
not only in clean graphene nanoribbons, but also at disordered edges, provided that
zigzag pieces with a length of at least 3–4 unit cells exist [195, 202–205]. Moreover,
since edge states are expected to exist also for edge orientations other than zigzag [171],
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edge magnetism also prevails in nanoribbons that are tilted with respect to the zigzag
direction [204]. Finally, in order to achieve transport, the zigzag GNR must be doped
to bring the Fermi energy into a regime with open conduction channels. This can be
achieved in practice by a gate voltage or chemical doping. As the Fermi energy moves
away from the high density of states created by the edge states, the magnetization
decreases—only the edge states are spin-polarized, not the bulk states—until finally
the magnetic ordering is destroyed. Within DFT calculations, the critical value of this
doping is found to be ≈ 0.5 electrons (≈ 0.4 holes) per zigzag edge atom [195]. Hence,
the magnetic structure survives a finite amount of doping necessary for transport.
In summary, many different theoretical predictions strongly support the existence
of edge magnetism. In the remainder of this chapter we will therefore discuss the
implications of this edge magnetization for graphene spintronics. Due to the nature of
the magnetic ordering—antiferromagnetic between the two sublattices—a zigzag GNR
does not exhibit global, but only local spin-polarization. Hence, the edge magnetism in
clean GNRs cannot be used directly to generate spin-polarized currents. The objective
of this chapter is to show new concepts how to generate spin-polarized and pure spin
currents using the edge magnetism in zigzag graphene nanoribbons.
To this end, the chapter is organized as follows: First, we introduce a mean-field
model to include the edge magnetism in the tight-binding model for graphene. Then,
we show that zigzag graphene nanoribbons with rough edges exhibit universal spin con-
ductance fluctuations and are thus a natural source of spin-polarized electrons. Based
on these results we suggest an experiment to prove the existence of edge magnetism,
using an all-electrical measurement. Finally, we show that the edge state can lead to a
spin Hall effect in ballistic structures. In particular, this spin Hall effect can be used to
generate spin-polarized currents in a three-terminal device, and a pure spin current in a
four-terminal geometry. Since spin-polarized and pure spin currents are a prerequisite
for spintronics applications, these results may serve as a foundation for an all-graphene
spintronics.
7.2 Mean-field model for edge-state magnetism
We describe the edge magnetism in mean-field approximation within the tight-binding







Miα · s |iα〉 〈iα| , (7.1)
where again (i, α) denotes the lattice site (α = A,B), Miα the local magnetization and
s the vector of Pauli matrices in (real, not pseudo-) spin space. The local magneti-
zation can be determined self-consistently within the mean-field approximation to the
Hubbard model [170], or obtained from DFT calculations. In this work however, we
choose to employ a phenomenological model for Miα, capturing the essential physics.
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Figure 7.2 – Comparison between the band structure of a zigzag graphene nanoribbon,
as obtained from DFT and the mean-field model within the tight-binding approximation.
(a) shows the band structures of a GNR with width W = 13a/
√
3 and for the constant
magnetization approximation with M = 0.18t. (b) Band structures for a ribbon with width
W = 31a/
√
3 and the position-dependent magnetization from Eq. (7.4) with M0 = 0.192t
and t′ = 0.067t.
As seen in the previous section, spins are aligned in parallel within a single sublattice,
but antiparallel between different sublattices. Hence, we can write the magnetic term





sz for α = A,
−Mi
2
sz for α = B.
(7.2)
Since the local magnetization forms a collinear texture, we can choose the magnetiza-
tion to be in z-direction without loss of generality. Thus, the system can be decomposed
into two independent subsystems for spin up and spin down. Within these subspaces,
the magnetization term reduces to a position-dependent staggered potential, with op-
posite sign for spin up and spin down. Within the effective Dirac Hamiltonian, the




M(x) sz σz , (7.3)
where again σz acts in pseudospin (sublattice) space.
Finally, we have to specify the position dependence of the magnetization Mi. In the
simplest approximation, we neglect the position dependence and set Mi = M , where M
is a constant magnetization. Using the tight-binding model in next-nearest neighbor
approximation with t = 2.7 eV and t′ = 0.1t we fit the magnetization M to the results
of the DFT calculations for a narrow nanoribbon with width W = 13a/
√
3. We find a
very good agreement between the band structures of the tight-binding model and the
DFT calculations for M = 0.18t, as shown in Fig. 7.2(a).
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constant M t = 2.7 eV t′ = 0.1t M = 0.18t
position-dependent Mi (Eq.(7.4)) t = 2.7 eV t
′ = 0.067t M0 = 0.192t
Table 7.1 – Mean-field model parameters fitted to ab-initio DFT calculations.
A more realistic model, that also seeks to describe all details of the band structure in
wider ribbons, must take into account the position dependence of the magnetization.
Since the magnetization originates from spin-polarized edge states, it is largest at the
edges and decays towards the middle of the graphene nanoribbon. We can estimate the
magnetization close to an edge by summing over all edge state solutions, Eq. (6.22),
such that












dk e2γ(k)j , (7.4)
where j is an index numbering the atoms relative to the edge, and γ(k) is the decay
constant of the edge state, that depends on the lateral Bloch vector k.1 The integral
has been normalized such that the magnetization has the value M0 at the edge atom.
We now fit both t′ and M0 to the results of DFT calculations for a nanoribbon with
width W = 31a/
√
3, which is the widest nanoribbon for which we have access to DFT
data. For t′ = 0.067t and M0 = 0.192t we find very good agreement between the
band structures from DFT and the tight-binding model, as shown in Fig. 7.2(b). At
k = ±π/a the band structures exhibit a gap of size M0, since the edge state is then
localized on the outermost atoms only. Moving closer to the K and K ′-point, the band
gap decreases. In this situation the edge states decay further into the nanoribbon and
thus feel an average magnetization smaller than M0.
The parameters for the two models are summarized in Table 7.1. As we show below,
the characteristics of the spin-polarized edge state transport does not depend on the
details of the position dependence of the magnetization. The position dependence only
modifies the energy window, where transport is dominated by the spin-polarized edge
states. For this reason, we will employ the constant magnetization approximation also
for wide ribbons, unless explicitly stated otherwise.
It is important to note that in both models the transport properties of the edge
state are qualitatively the same: In both cases, current density is highest at the edge,
and the edge state transport is strongly influenced by edge impurities, as discussed in
Chapter 6. In contrast, if we had chosen a constant magnetization but t′ = 0, the
transport properties characteristics would be radically different. Such a singular model
of graphene transport would also lead to radically different spin transport properties,
as we demonstrate below.
1 Note that we used the 2π/a-periodicity of the Bloch vector k in order to write the integral in a
compact form.
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7.3 Spin currents in rough graphene nanoribbons
7.3.1 Basic ideas
In the following, we work in the linear response regime and assume that the phase
coherence length is much larger than the system size. The spin conductance of a




(T↑ − T↓) , (7.5)
where T↑(↓) is the transmission probability for spin up (down). Note that since the
magnetization is collinear, the system decomposes into two independent subsystems,
and no spin flip can occur. In contrast to the spin conductance, the total (charge)




(T↑ + T↓) . (7.6)
Note that the units of spin conductance are such that the spin current has units angular
momentum per time, whereas the charge current has units charge per time.
Since the edge magnetization has the form of a staggered potential, the edge state is
localized to a single edge only, as discussed in Section 6.3.3. Since spin up and down
feel a staggered potential of opposite sign, Eq. (7.2), the different spins are localized
to opposite edges, as shown in Fig. 7.3(a).
Due to the spatial localization of the edge state towards the zigzag edge, the edge
state is scattered strongly by defects at the same edge, whereas it remains unaffected
by defects on the opposite edge2. Hence, distinguishing a left (l) and right (r) edge of
the nanoribbon, we can thus approximate T↑(↓) by Tl(r), where Tl(r) is the transmission
probability of the corresponding edge state assuming that the opposite edge is not
disordered. The transport properties of the zigzag GNR are thus essentially those
of two independent one-dimensional wires, oppositely spin polarized and connected in
parallel between the reservoirs. We will demonstrate the validity of this two-wire model
using numerical calculations.
In a clean zigzag graphene nanoribbon, the symmetry between both edges implies
Tl = Tr such that the spin conductance of a perfect zigzag GNR vanishes. This is
demonstrated in Fig. 7.3(a): both spins are transmitted equally into the doped bulk
graphene3. In order to obtain a finite spin conductance, we need to break the symmetry
between both edges. This can be achieved by a large transverse electric field, as shown
in Ref. [176]. In this case, one of the edge states is shifted out of the Fermi window,
2 As discussed in Chapter 6, this is the case for any realistic model of graphene. Here, “realistic”
means going beyond the nearest-neighbor tight-binding approximation that behaves rather singular
with respect to edge state transport
3 Although the nanoribbon has zero spin conductance in this situation, there may be a spin Hall
effect—as seen in Fig. 7.3(a), different spins are deflected in opposite directions. We will discuss
this effect in detail in Section 7.4.
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Figure 7.3 – Spin injection from (a) a perfect zigzag GNR and (b) a zigzag GNR with a
large obstacle at one edge. Spin up (down) non-equilibrium densities (Eq. (A.22)) are shown
in red (blue). In order to simulate spin injection into bulk graphene, where many transport
channels are available, the band edge of the wider graphene ribbon has been shifted by a
potential Vgate = −0.6t, mimicking the effect of a gate voltage. Note that the interference
fringes are due to back reflection from the edge of the wide ribbon.
rendering the zigzag GNR completely spin-polarized. Here we will focus on alterna-
tive symmetry breaking method, that may be of more importance for the experiment:
disorder at the graphene edges. If one of the edges is disordered more strongly, say
the right edge, we can expect Tr < Tl, leading to a finite spin conductance. This is
demonstrated in Fig. 7.3(b) where a large obstacle at one edge blocks the corresponding
spin channel completely, leading to perfect spin injection. Hence, by controlling the
roughness of the edges, zigzag GNRs can be designed to be a source of spin-polarized
electrons.
7.3.2 Spin conductance of rough graphene nanoribbons
From an experimental perspective, unless nanoribbons are specifically fabricated with
edges of different roughness, both edges will be similarly disordered. In this case, the
average transmission probability of both edges will be equal 〈Tl〉 = 〈Tr〉, resulting in a
vanishing average spin conductance
〈Gs〉 = 0 . (7.7)
Here, 〈. . . 〉 denotes an average over edge disorder configurations. However, since the
disorder on both edges of the GNR is usually uncorrelated, a single graphene nanorib-
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Figure 7.4 – Overview of the different disorder models used in this work. Step disorder:
edge disorder created by a random walk, where the width of the nanoribbon is changed by
one hexagon at every step. Steps are made with probability a/d and the maximum deviation
of the width is ≤ s hexagons. Single vacancies: edge atoms are removed randomly with
probability a/d. Extended vacancies: similar to single vacancies, but also neighboring edge
atoms are removed. In all cases the disorder on the two edges is uncorrelated.
bon will typically exhibit Tl = Tr for a given energy, leading to mesoscopic spin con-












Since the transmission probabilities of both edges are uncorrelated, the variance of
the spin conductance is simply given by the sum of the variances of the transmission
probabilities for both edges. Hence, the variance of the spin conductance is equal to
the variance of the charge conductance, up to a factor that is only due to the different
units of spin and charge conductance.
In order to demonstrate the validity of the predictions of the two-wire model, we
now perform numerical simulations of zigzag GNRs of different length L and width
W . We employ several models of edge roughness, as summarized in Fig. 7.4, in order
to show the independence of the effects on the type of edge disorder. In all disorder
models, d denotes the average distance between scatterers. We first focus on the case
of dilute disorder, d  a, and come back to the problem of strong disorder, d ≈ a, in
the next section.
We start by considering the ensemble averaged properties of a zigzag GNR, i.e. the
average conductance and its fluctuations. Fig. 7.5(a) shows the typical behavior of
the charge and spin conductances. In order to compare the average conductance and
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Figure 7.5 – (a) Average total conductance, 〈Gtot〉 (blue solid line), rms of the total conduc-
tance, rmsGtot (black dashed line), and rms of the spin conductance, rmsGs (red solid line),
as a function of E (E = 0 is chosen to correspond to zero gate voltage). The data were aver-
aged over 1000 configurations of single vacancies with d = 40a, for a GNR with W = 34a/
√
3
and L = 800a. (b) shows the same quantities for a model with constant magnetization and
nearest-neighbor hopping only (t′ = 0).
the conductance fluctuations quantitatively, we characterize the fluctuations by the
root-mean-square conductance, rmsG =
√
VarG.
Note that over the whole energy region where the edge states are present we observe

2e
rmsGtot ≈ rmsGs, confirming the validity of the two-wire model. As the Fermi level
is raised by gating or doping, the edge states extend further into the ribbon and start




For an n-type GNR, when the Fermi level is near the band edge, the states are
localized and both the average conductance and the fluctuations are suppressed expo-
nentially. Raising the energy E, we observe in Fig. 7.5(a) a crossover to the ballistic
regime, where the conductance rises up to the quantum limit of conductance 2e2/h.
Correspondingly, we see a maximum in the conductance fluctuations before they vanish
again in the ballistic regime.
In the p-type regime, the situation is more complicated. Due to the finite dispersion
of the edge state band, there are two open channels at the Fermi level (see Fig. 7.2(a)).
One of these states is an edge state and strongly localized to the edge, whereas the
other one extends further into the ribbon. As discussed in Section 6.4.4, scattering is
strongest at the band edge, and correspondingly we observe a maximum in the spin
conductance fluctuations close to the band edge. Although the n- and p-type regimes
are seemingly quite different, they can be both described in a unified way, as we show
in the next section.
Finally, we also consider the charge and spin conductance fluctuations for graphene
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Figure 7.6 – (a) Charge conductance Gtot (black solid line) and (b) spin conductance Gs
(red solid line) as a function of energy E for a single graphene nanoribbon with W = 34a/
√
3
and L = 800a. As in Fig. 7.5, the edge disorder model is single vacancies with d = 40a,
but instead of an average over several disorder configurations, we only show the transport
properties of a single configuration. For comparison, the grey dashed curve in (a) shows
〈Gtot〉 from Fig. 7.5(a).
in nearest-neighbor tight-binding approximation with a constant magnetization. In
Chapter 6 we have shown that this is a rather singular model with respect to edge state
charge transport. In particular, the edge state was influenced equally by scatterers on
both edges. Fig. 7.5(b) shows that this also leads to a singular behavior with respect to
spin transport properties: Whereas we obtain finite charge conductance fluctuations,
the spin conductance fluctuations vanish. Since the edge state is influenced by both
edges equally, T↑ = T↓, and the spin conductance is always zero. Hence, also for spin
transport properties it is essential to go beyond the nearest-neighbor tight-binding
approximation.
After discussing ensemble-averaged properties, we now turn to the transport proper-
ties of a single, disordered nanoribbon. Experimentally, the average conductance would
be observed when measuring an array of different nanoribbons at the same time. In
this case, spin conductance would be quenched. However, if a single GNR is measured,
the results will be dominated by the conductance fluctuations.
In Fig. 7.6 we show both the charge and the spin conductance of a single GNR as
a function of energy E in the n-type regime. In order to compare the average charge
conductance 〈Gtot〉 with the charge conductance of a single ribbon, we show both
quantities in the upper panel of Fig. 7.6. We can clearly identify different regimes:
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Figure 7.7 – Non-equilibrium spin (upper and middle panel) and current density (lower
panel) of a zigzag GNR with W = 34a/
√
3 and L = 600a. The figure shows one configuration
of a GNR with step disorder (d = 10a and s = 6). In the upper two panels, Spin up (down)
density is shown in blue (red). The lower two panels show a magnified part of the nanoribbon,
as indicated in the upper panel.
For low energies, close to the band edge, the system is localized and the conductance
is dominated by rare events that appear as sharp peaks in the transmission function
with a large transmission probability. These are due to the long tail of the distribu-
tion function for the transmission probabilities, and the average conductance is not a
representative quantity [206]. Remarkably, every one of these rare events leads to a
large spin conductance. Since these large transmission probabilities are “rare”, only
one of the spin-polarized edges will transmit, whereas the other one is blocked, leading
to a completely spin-polarized current. For large energies, where the edge state starts
to extend further into the ribbon and scattering from the edge becomes weaker, the
conductance of the single GNR follows the average conductance, albeit with sizable
smooth fluctuations. These fluctuations somewhat resemble the universal conductance
fluctuations (UCF) known from quasi-one-dimensional wires [207] with many channels.
Strictly speaking, this is not true: The conductance arises from a single channel only at
each edge, thus acting as a one-dimensional wire. A one-dimensional system however
always localizes, and a metallic regime is not present [206, 207]. Again, these charge
conductance fluctuations give rise to (smooth) spin conductance fluctuations. In the
intermediate regime we observe a mixture of smooth fluctuations and rare events, that
again carries over to the spin conductance. In fact, as seen from Fig. 7.5(a), the spin
conductance fluctuations are largest in this case.
Finally, we illustrate the wave function associated with a rare event in Fig. (7.7).
There, we chose to plot the non-equilibrium spin density and the charge current for
an energy E where the transmission probability is strongly peaked with T (E) ≈ 1.
The edge state “meanders” along the strongly disordered edge, as seen both from the
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spin as well as current densities, that exactly follow the shape of the edge. While one
of the edges transmits with a high probability, the edge state on the opposite side is
eventually blocked, leading to a completely spin-polarized current. In fact, it is quite
remarkable that the edge state, which is strongly localized towards the edge in this
case, can follow variations of the ribbon edge larger than its own extent. This is due to
the fact that a few hexagons in zigzag orientation are enough to support a local edge
state [169]; in order to transmit, the edge state then only has to overcome a single step
to arrive at the next available state. We will comment on this topic some more at the
end of the next section.
7.3.3 Universal spin conductance fluctuations
After discussing the typical behavior of the spin conductance and verifying the pre-
dictions of the two-wire model for a given disorder model, we will now show that the
properties of the spin conductance are in fact independent on the model for edge dis-
order. In particular, we will find a universal maximum value of the spin conductance
fluctuations.
Within the two-wire model, we have stated that the conductance of a zigzag GNR
is given by the conductances of two independent, disordered wires. The transmission
eigenvalue statistics of disordered wires is governed by the Dorokhov-Mello-Pereyra-
Kumar (DMPK) equation [208, 209] (for a review, see Ref. [207]). For the one-




P (λ, L) =
∂
∂λ
λ (1 + λ)
∂
∂λ
P (λ, L) , (7.9)
where l is the man free path, L the wire length, λ = (1 − T )/T , T the transmission
probability and P (λ, L) a probability distribution function for λ, normalized such that∫∞
0
dλP (λ, L) = 1. From this distribution function, we can calculate the expectation
value of any function of the transmission probability, and this value is uniquely deter-
mined by the ratio L/l of the mean free path l and the length of the wire L.4 This fact
is also referred to as single-parameter scaling.
Note that the differential equation (7.9), that is an equation for the distribution
function, can be converted to a differential equation for expectation values. This is
particularly useful for
〈lnT 〉 = −
∫ ∞
0
dλ ln(1 + λ)P (λ, L) , (7.10)
4 This can be seen by a change of coordinates L → L/l.
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dλP (λ, L) = −1 , (7.11)
where we used Eq. (7.9), the normalization of P (λ, L) and integration by parts twice.
Together with the boundary condition limL→0〈lnT 〉 = 0 (i.e. T → 1) we arrive at
〈lnT 〉 = −2L
ξ
, (7.12)
where ξ = 2l is the localization length [207].
Apart from giving rise to differential equations for expectation values, the DMPK-
equation (7.9) can also be solved for the distribution function P (λ, L) directly (see
Refs. [210, Eq. (20)] and [211, Eq. (4.3)]):

















cosh u− 1− 2λ . (7.13)
From this explicit form of the distribution value, we can calculate arbitrary expecta-
tion values—at least numerically. In particular, we obtain the variance of the spin





















As seen from the DMPK equation (7.9), VarGs only depends on l/L, or equivalently
ξ/L. Hence, in order to compare the spin conductance fluctuations for different disorder
models and n- as well as p-type ribbons, we extract the energy dependence of the
localization length ξ(E) from the numerical simulations using Eq. (7.12). The result
for different disorder models is shown in Fig. 7.8. We observe a monotonic increase
of the localization length ξ with increasing (decreasing) energy in the n-type (p-type)
regime, as the edge state extends further into the ribbon and is scattered less from
edge defects. Note that the disorder involving single vacancies only (red dashed curve
in Fig. 7.8) has the largest distance d between scatterers, but on average the shortest
localization length. At first glance this is somewhat unexpected, but can be understood
from the fact that all other types of disorder always feature at least a few hexagons
in zigzag orientation in a row, supporting a local edge state. This is not the case for
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Figure 7.8 – ξ/a as a function of E for step disorder (d = 30a, s = 3; black solid line),
single vacancies (d = 40a; n-doped: red dashed line, p-doped: blue dotted line) and extended
vacancies (d = 30a, green dashed-dotted line).
Figure 7.9 – Spin conductance fluctuations: rmsGs as a function of (a) E and (b) ξ/L for
n- and p-doped graphene. We show data within the constant magnetization approximation:
step disorder for n-type, d = 20a, s = 3 (black), single vacancies for n- and p-type, d = 40a
(red and blue, respectively) and extended vacancies for n-type, d = 30a (green); we also
present data for the model including a position-dependent magnetization: single vacancies
for n- and p-type, d = 40a (grey and violet, respectively). The solid line corresponds to the
DMPK prediction, Eq. (7.14). The data is shown for graphene nanoribbons with lengths
L = 800a (©), 1000a (), 1200a (), 1400a (+), and 1600a (×), and width W = 34/√3a.
The rmsGs is estimated from 1000 disorder configurations.
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the single vacancies which only involve one hexagon in the graphene lattice, and thus
leads to stronger scattering.
In Fig. 7.9 we show rmsGs for zigzag GNRs within the constant magnetization ap-
proximation and a more realistic model with a position-dependent magnetization (as
discussed in Section 7.2) and all three disorder models (as shown in Fig. 7.4), with
different values of d and a wide range of ribbon lengths L. Whereas the functional
dependence of the rms conductance rmsGs on the energy E is very different for the
various models as shown in Fig. 7.9(a), all the data collapse onto a single curve when
plotted as a function of ξ/L (Fig. 7.9(b)). The results of the numerical simulations
agree very well with the DMPK prediction in Eq. (7.14) (shown as black solid line in
Fig. 7.9(b)). The agreement is especially good for n-doped GNRs in constant magne-
tization approximation, where there is only one conductance channel per spin. In this
case, the single-channel DMPK equation (7.9) holds exactly. For the p-doped ribbon
in constant magnetization approximation and the ribbons with a position-dependent
magnetization, there are two conductance channels per spin (c.f. Fig. 7.2), and we
observe a slight increase in the rms conductance with respect to the single-channel
case. In this situation, the predictions of the single-channel DMPK equation only hold
approximately, and the increase in rmsGs is presumably due to a beginning crossover
to a multi-channel quasi-1D wire [207]. For all models, the maximum value of the spin
conductance fluctuations fits well to rmsGs ≈ 0.4e/4π. These considerations show that
the spin conductance fluctuations are indeed independent from the model employed to
describe the edge magnetization and the type of disorder, and are universal in this
respect.
In Fig. 7.10 we concentrate on n-doped graphene for step disorder (upper pan-
els of Fig. 7.4), that may be closest to a real, experimentally obtained nanoribbon.
Fig. 7.10(a) shows again the universality of the spin conductance fluctuations with re-
spect to a wide range of parameters characterizing edge roughness, ribbon length and
width. There is little dependence on the ribbon width W , confirming that the observed
effect is entirely due to the edges.
Up to now, we have focussed on the case of dilute disorder d a. However, currently
there is not much experimental control over the edges of nanoribbons. Hence, such
nanoribbons may very well exhibit dense disorder, where d is on the order of the
lattice constant, d = O(a). In Fig. 7.10(b) we show the maximum value of spin
conductance fluctuations as a function of d/a. We observe that the maximum of the
spin conductance fluctuations is independent from the maximum height of the steps
s, and retains the maximum universal value rmsGs = 0.4e/4π for d  5a. For d <
3a−5a, the maximum value decreases rapidly. The maximum of the spin conductance
fluctuations starts to decrease, when the system remains always in the strongly localized
regime for the energy range corresponding to the edge state, since the conductance
fluctuations are suppressed in this case. Still, even in this regime, rare events will lead
to spin-polarized currents, as discussed in Section 7.3.2. For d  5a, the edge state
still has an appreciable transmission probability, and therefore we observe the universal
maximum of the spin conductance fluctuations. Again, this can be understood from
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Figure 7.10 – (a) rmsGs as a function of ξ/L for step disorder in n-doped graphene: d = 20a
and s = 3 (red; orange for W = 94a/
√
3 ), d = 35a and s = 2 (black), d = 35a and s = 6 (blue;
violet for W = 94a/
√
3), d = 20a and s = 6 (green). The solid line corresponds to the DMPK
prediction, Eq. (7.14). The data is shown for GNR lengths L = 800a (©), 1000a (), 1200a
(), 1400a (+), and 1600a (×), width W = 34/√3a unless specified otherwise. The rmsGs
is estimated from 1000 (W = 32a/
√
3) and 750 (W = 92a/
√
3) disorder configurations. (b)
Maximum value of rmsGs as a function of d/a for the step disorder models.
the fact that a few (3–4) hexagons in zigzag orientation already support a local edge
state [169]. Hence, the transport properties of the edge state are surprisingly stable
with respect to edge disorder, just as the magnetic properties of the edge state at
disordered edges [195, 202–205].
7.3.4 All-electrical detection of edge magnetism
Although there is evidence for the existence of the edge state at graphene edges on
graphite through STM measurements [172–174], neither the existence of the edge state
in exfoliated graphene nor the edge magnetism have been proven experimentally yet.
In fact, both STM on exfoliated graphene edges and magnetic STM pose many ex-
perimental challenges [212]. Here, we propose an experimental alternative to STM
for proving the existence of edge magnetism using an all-electrical measurement only.
This measurement makes use of the finite spin conductance Gs of a zigzag nanoribbon,
predicted in the previous sections, and is based on the ideas put forward in Ref. [213].
Since the edge magnetization breaks time-reversal symmetry, the finite spin con-
ductance Gs can be in principle measured both by two- or four probe setups involving
ferromagnetic leads [214]. Fig. 7.11 shows a possible non-local four-probe measurement
setup, similar to the experimental setups for spin injection into bulk graphene [43–46]:
Current is driven through a ferromagnetic contact, injecting spins into bulk graphene.
The spin-polarized charge current from the ferromagnet leads to a spin accumulation
underneath the ferromagnetic contact. This spin accumulation can be understood as a
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Figure 7.11 – Possible four-probe measurement setup for an all-electrical detection of edge
magnetism: Spin polarized current is injected via a ferromagnetic (FM) contact (shown in
blue), creating a spin accumulation. The diffusing spin accumulation causes a voltage drop
due to the finite spin conductance Gs of the nanoribbon that can be measured by non-
magnetic (NM) contacts (shown in orange).
difference in chemical potential for spin up and down. Hence, such a spin accumulation
leads to a pure spin current. In a nonmagnetic material, this spin current does not
lead to a voltage drop, as both spin up and down are conducted equally. However,
in the graphene nanoribbon with Gs = 0 the conductances for spin up and down are
different. Hence, the pure spin current would be converted into a charge current, if
the circuit were closed, but since no current may flow through the (unbiased) graphene
nanoribbon, this leads to a voltage drop along the nanoribbon. This voltage drop can
be measured with non-magnetic contacts. Moreover, the measured voltage depends
on the orientation of the injected spins. Note that these mechanisms are explained in
more detail for the case of diffusive systems in Ref. [215], and for the case of coherent
transport in Ref. [213].
A measured voltage drop that depends on the orientation of the magnetization in the
ferromagnet would be an unambiguous sign of a finite spin conductance. The existence
of a finite spin conductance would then in turn also be evidence for edge magnetism.
7.4 Edge-state induced Spin Hall effect
7.4.1 Spin-dependent deflection of the edge state
We now come back to the spin-dependent deflection of the edge states already observed
in Fig. 7.3, and shown again in Fig. 7.12(a). Here, a zigzag graphene nanoribbon
with edge magnetization is coupled to a larger (non-magnetic) ribbon with a negative
potential Vgate, in order to simulate doped bulk graphene with many channels.
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Figure 7.12 – Spin injection from a perfect zigzag GNR into a wider ribbon. Spin up (down)
non-equilibrium densities are shown in red (blue). In order to simulate spin injection into
bulk graphene, where many transport channels are available, the band edge of the wider
graphene ribbon has been shifted by a potential Vgate = −0.6t, mimicking the effect of a gate
voltage. This potential is switched on (a) directly at the interface between the narrow and
the wide ribbon, (b) some distance within the narrow ribbon, and (c) some distance within
the wide ribbon (as indicated by black dashed lines). The inset in (a) shows the current
density close to one of the edges.
When the edge state enters the bulk, it must expand, as the solution strongly lo-
calized to the zigzag edge is not a bulk solution. Furthermore, because of the edge
geometry at the contact between the narrow and the wide ribbon, one might expect
quantum mechanical diffraction at the edge. At first glance we might thus expect a
uniform expansion of the edge state, possibly enhanced in the direction of the edge
due to diffraction. This is not observed in the numerical simulations: Instead, we see a
clear deflection away from the graphene edge. Since spin up and down are located on
opposite edges, they are deflected in opposite directions and hence separated, leading
to a spin Hall effect, similar to systems with spin-orbit interaction [25–28].
In order to understand this effect, first it should be noted that even if the geometry
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of the system is symmetric with respect to the ribbon axis, as in Fig. 7.12(a), the
staggered magnetization breaks this symmetry. The Hamiltonian of the system is then
only invariant under reflection about the ribbon axis and sz → −sz , i.e. exchange of
spin up and spin down. This can be seen from Eq. (7.2) and the fact that a reflection
about the ribbon axis interchanges sublattice A and B. Hence, there is no symmetry
that would exclude a spin Hall effect. Moreover, being localized towards one zigzag
boundary, the edge state experiences a highly asymmetric scattering situation.
Second, by closer inspection we observe that the deflection already starts before the
narrow GNR opens into the bulk. This is particularly obvious from the behavior of
the current density close to the edge, as shown in the inset of Fig. 7.12(a), and is
due to evanescent waves, that tend to be more important in graphene than in usual
semiconductor electron gases (for an example see Ref. [216]; a further example are the
(spin) currents in mesoscopic Hall bridges presented in the next section). Furthermore,
from the current density we also observe that the edge state starts to expand uniformly
(there is both current flowing towards the edge and away from the edge). However,
the part expanding towards the edge is immediately reflected, leading to an overall
deflection away from the edge.
Hence, it seems that the deflection is simply a geometrical effect due to the localized
nature of the edge state. This picture is supported by simulations, where we changed
the position where the potential Vgate is switched on: In Fig. 7.12(b) the potential
is switched on within already the narrow ribbon, and we observe again a deflection
away from the edge. In contrast, when the potential is switched on after some distance
within the wide ribbon, the edge state expands uniformly, as there is no edge at the
point where the state starts to expand. Furthermore, numerical simulations show that
even without a magnetization, the (then unpolarized) edge state deflects away from
the edge, ruling out the valley effects discussed in Ref. [217].
In order to demonstrate that this deflection also leads to a spin-polarized current,
we consider a three-terminal T-bar structure, as shown in the insets of Fig. 7.13(a) and
(b), where we consider transport from lead 1 to the leads 2 and 3. Unlike before, we
do not apply an additional potential Vgate.






mn are the corresponding charge conductances for spin up (down). Note that




31 , and hence G
s
21 = −Gs31.
In Fig. 7.13(a) we plot Gs21 as a function of energy for a geometry where a narrow
zigzag GNR contacts a very wide armchair ribbon. This situation is close to a zigzag
GNR contacting bulk graphene. In the n-type regime, we observe an on average positive
spin conductance, in agreement with the previous spin density pictures (Fig. 7.12). The
spin conductance exhibits sharp peaks corresponding to energies, where a new channel
opens in the wide nanoribbon; this is remanence of the still finite width. In the p-type
regime, the spin conductance is negative, because spin up and down are then located
on the opposite edge as compared to the n-type case.
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Figure 7.13 – Spin Hall effect: Gs21 as a function of energy E in a T-bar geometry with a
zigzag GNR (lead 1) with width W1 = 75.5a/
√
3 ≈ 36a and (a) an armchair GNR (lead 2
and 3) with width W2 = W3 = 152a and (b) an armchair GNR with width W2 = W3 = 31a.
In contrast to the case, where we inject spins into a wide armchair ribbon, Fig. 7.13(b)
shows the spin conductance Gs21 for a geometry consisting of a narrow zigzag ribbon
and an armchair ribbon of comparable width. In this case, the number of channels in
the zigzag and armchair ribbon are comparable, and the arguments from above (in par-
ticular, the “expansion” of the edge state, based on bulk graphene with many channels)
only apply to some extent here. However, the scattering situation is again asymmetric
for an edge state localized to a boundary. Correspondingly, we again observe a finite
spin Hall effect, but the spin conductance Gs21 exhibits larger fluctuations related to
the number of open channels in the armchair ribbon, and also changes in sign. Still,
the overall trend of the sign of Gs21 is compatible with the deflection picture.
7.4.2 Pure spin currents in graphene micro-bridges
After using the spin-dependent deflection of the edge state in order to generate spin-
polarized currents in a T-bar geometry, we now turn to the problem of generating pure
spin currents, i.e. spin currents without corresponding charge currents.
For this, we use a mesoscopic Hall-bar geometry as sketched in Fig. 7.14. Current
is flowing through the leads 1 and 4, whereas the leads 2 and 3 act as voltage probes,
such that I2 = I3 = 0. We choose lead 4 as the voltage reference, and set V4 = 0. In




Gll′ (Vl′ − Vl) , (7.16)
and for given values of the currents Il, the voltages Vl are determined uniquely (see,
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Figure 7.14 – Hall-bar geometry used to generate pure spin currents. Leads 1 and 4 are
made of zigzag GNRs, whereas leads 2 and 3 are armchair GNRs.








can be very well finite. Here, I
↑(↓)
l is defined as the current carried by spin up (down).
Note that for the system under consideration the definition of the spin-current is not
plagued by ambiguities, in contrast to systems with spin-orbit coupling [218], as spin
is a good quantum number for a collinear magnetization. The spin Hall conductance
of the micro-bridge is defined as [219]
GsH =
Is2




i.e. as the spin current response to a applied voltage. Since spin up and down form two




Gsll′ (Vl′ − Vl) , (7.19)













Before evaluating GsH numerically, it is useful to discuss its behavior for symmetric
systems. Consider a Hall-bar that has a reflection symmetry about the y-axis, such as
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Figure 7.15 – (a) Different geometries considered for generating pure spin currents: system
A is symmetric with respect to the axis spanned by leads 2 and 3, whereas systems B, C,
and D have been slightly desymmetrized. A: W1 = W4 = 49a/
√
3 ≈ 28a, W2 = W3 = 32a.
B: as system A, but W4 = 46a/
√
3. C: as system A but lead 4 is shifted by 2a. D: as in
system A, but all leads are shifted and varied in width by 1 − 4a. Note that for clarity of
the presentation, the asymmetries are exaggerated in the picture. (b) Spin Hall conductance
GsH as a function of energy E for the Hall-bar geometries shown in (a).
the geometry shown in Fig. (7.14). This reflection maps lead 1 into lead 4 and vice

























Moreover, the reflection symmetry about the y-axis leads to V2 = V3 = V1/2 [219], and
therefore in a perfectly symmetric Hall-bar GsH = 0. In such a symmetric system it is
thus not possible to generate pure spin currents, but only spin-polarized currents.
This is fundamentally different from a system with spin-orbit coupling, where the





21 (and, in addition, spin-flip terms) and a finite spin Hall conductance
even for symmetric geometries, as seen for the case of Rashba spin-orbit coupling in
Ref. [219]. In the graphene Hall-bar, spin is a good quantum number, and the spin Hall
effect arises only due to the geometry, i.e. the boundaries of the system. In particular,
the spin Hall conductance vanishes, when the hall voltages V2 and V3 of the full system
(spin up and down) also lead to I↑2 = I
↓
2 = 0, i.e. if the spin subsystems exhibit the same
hall voltages as the full system. This is the case for a symmetric Hall-bar. Nevertheless,
already little deviations from perfect symmetry are enough to obtain a finite spin Hall
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Figure 7.16 – (a) Charge and (b) spin current density in a desymmetrized Hall-bar, corre-
sponding to system B in Fig. 7.15(a). The energy E ≈ 0.285 eV, corresponding to the peak
indicated with an arrow in Fig. 7.15(b). In both (a) and (b), the current densities have been
averaged over several hexagons in order to bring out the characteristics of the current flow.
conductance, as shown below.
Fig. 7.15(b) shows the spin Hall conductance GsH as function of energy E for a
symmetric Hall-bar (system A in Fig. 7.15(a)) and slightly desymmetrized Hall-bars
(system B, C and D in Fig. 7.15(a))). Note that the asymmetry in the picture is
exaggerated to show the difference in the systems more clearly. The real asymmetry
involves only a few hexagons, as seen from the numbers in the figure caption.
As expected from the symmetry considerations above, the spin Hall conductance of
the symmetric Hall bar vanishes. Nevertheless, the slightly desymmetrized Hall-bars
show a finite spin Hall conductance GsH = 0.1−0.4 e4π . Thus, the spin Hall conductance
has a magnitude similar to the mesoscopic spin Hall effect in semiconductor-based
two-dimensional electron gases with spin-orbit coupling [219, 220]. Furthermore, we
observe that the spin Hall conductance depends strongly on the geometrical details of
the Hall-bar.
Finally, in Fig. 7.16 we show an example of both the charge (Fig. 7.16(a)) as well
as the spin current density (Fig. 7.16(b)) in a desymmetrized Hall-bar. Whereas no
net charge current is flowing in the voltage probes, we observe that the charge current
from the current probes extends rather far into the voltage probes, and in addition, we
observe current vortices within the voltage probes. These are due to evanescent modes,
that tend to be of great importance in graphene (see, for example, Ref. [216]). In the
zigzag ribbons, the spin current is flowing along the edges, and in opposite directions
for opposite edges. This is due to the fact that opposite edges carry opposite spins. In
addition, we also observe a finite, pure spin current flowing in the transverse direction,
as expected from a finite GsH.
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7.5 Summary
In this chapter we have discussed various possibilities to generate spin-polarized charge
and pure spin currents from the edge magnetism in zigzag graphene nanoribbons. These
predictions were verified by numerical simulations for a mean-field model of the edge
magnetism within the next-nearest neighbor approximation.
In particular, we have found that edge disorder in zigzag GNRs naturally leads to
spin-polarized currents, as it breaks the symmetry between the two oppositely spin-
polarized edges. If a zigzag nanoribbon is fabricated such that one of the edges is
more clean than the other edge, conductance will be preferentially carried by the spin-
polarized edge state at the cleaner edge, leading to a finite spin conductance. Even
if both edges are equally rough, single zigzag GNRs exhibit a finite spin conductance
due to spin conductance fluctuations. These spin conductance fluctuations exhibit a
universal maximum value of rmsGs ≈ 0.4 e4π and are independent of the type of disorder
at the edges, and also independent of the details in the mean-field model for the edge
magnetism.
In addition, the spin-polarized edge states can give rise to a spin Hall effect. This spin
Hall effect can be used to generate spin-polarized currents in three-terminal geometries,
and pure spin currents in four-terminal geometries. In contrast to the spin-polarized
currents in rough graphene nanoribbons, the spin Hall effect requires ballistic systems,
and does not exhibit a universal behavior, as the effect is due to the details of the
underlying geometry.
The results of this chapter show that zigzag nanoribbons are an efficient alternative to
ferromagnetic metals for generating spin-polarized and pure spin currents, thus paving




In the first part of this thesis we have developed algorithms for a generic approach to
quantum transport calculations, valid for arbitrary tight-binding models.
From general considerations within the non-equilibrium Green’s function theory we
have found that for such a generic approach it is necessary to solve two problems:
first, the calculation of the surface Green’s function of a lead and second, the efficient
calculation of the retarded Green’s function of the scattering region. In order to be
generally applicable, these problems had to be solved without restrictive assumptions
on the underlying tight-binding model or the geometry of the system.
The problem of calculating the surface Green’s function of the leads was approached
in Chapter 3. The lead was modeled as a semi-infinite wire consisting of a periodic rep-
etition of unit cells. Under that premise, we derived an expression for the lead Green’s
function in terms of Bloch eigenstates of the corresponding infinite wire, extending
previously known results. A direct implementation of this expression was found to
be numerically unstable in certain, important examples. Motivated by insights from
an analysis of this failure, we developed a numerically stable algorithm to calculate
the lead Green’s function in terms of the Schur decomposition of a certain matrix, in
contrast to the direct implementation that was based on the eigendecomposition.
Chapter 4 was then concerned with the efficient calculation of the retarded Green’s
function. To this end we analyzed several well-established quantum transport algo-
rithms, such as the recursive Green’s function method. We found that a wide class of
transport algorithms depends on the Hamiltonian matrix being in a block-tridiagonal
form; this is the only essential requirement. Based on graph partitioning techniques
we developed a matrix reordering technique to bring an arbitrary matrix into a block-
tridiagonal form suitable and optimal for transport. Through this reordering, well-
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established quantum transport algorithms, that were restricted to wire geometries in
their original formulation, can be applied to any tight-binding model and any geome-
try, including multi-terminal systems. In addition we found that matrix reordering can
also lead to a significant speed-up of numerical calculations. These advantages of using
the matrix reordering technique were then demonstrated on representative examples.
The results of Chapters 3 and 4, together with the generalized Fisher-Lee relation
of Appendix C, form the foundation of a generic computer program, applicable to any
tight-binding system. In order to adapt this approach to a certain tight-binding model,
the only remaining task is to set up the respective Hamiltonian matrix. This may still
be laborious, but is straightforward. For the purpose of this work, we considered the
tight-binding description arising from the finite differences approximation to the effec-
tive mass Schro¨dinger equation in two and three dimensions (Appendix F), as well as
the next-nearest neighbor tight-binding model for graphene (Appendix G).
In the second part of this thesis we then applied the numerical methods developed
in the first part to study spin-dependent effects in graphene and magnetic tunnel junc-
tions.
The tunneling anisotropic magnetoresistance effect in an epitaxial Fe/GaAs/Au tun-
nel junction was the subject of Chapter 5. In particular, we investigated the magnetic
field dependence of the TAMR effect in order to explain recent experimental findings.
Previous work suggested that the origin of the TAMR effect in this magnetic tunnel
junction is due to spin-orbit coupling in the GaAs barrier, and presented a correspond-
ing microscopic model. In this work, we found that it is enough to include the orbital
effects of a magnetic field into this model to explain the experimental observations.
Both numerical results and a phenomenological model reproduce all characteristic fea-
tures of the measured magnetic field dependence of the TAMR effect. This magnetic
field dependence could be explained by an interplay of orbital effects due to the mag-
netic field and the Dresselhaus spin-orbit coupling within the GaAs barrier.
Finally, Chapters 6 and 7 were concerned with charge and spin transport properties
of the graphene edge state in zigzag graphene nanoribbons.
The results of previous work seemed to indicate very surprising transport properties
of the edge state: Although the probability density is located close to the edges of the
ribbon, current flows through the middle of the ribbon, rendering the edge state rather
insensitive to edge disorder. In Chapter 6, we have found these counter-intuitive results
to be an artifact of the nearest-neighbor tight-binding model used almost exclusively
for transport calculations in graphene. In fact, exponentially small corrections to this
model in the form of next-nearest neighbor hopping or a position-dependent potential
or staggered potential were found to change the transport properties fundamentally,
restoring the current flow to the edge, in accordance with the probability density. This
then also leads to a more intuitive transport behavior: The edge state is strongly
scattered by defects located on the same edge, whereas it remains virtually unaffected
by defects located on the opposite edge. These effects could be understood by symmetry
considerations within perturbation theory. From these findings we have concluded that
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nearest-neighbor tight-binding does not apply to any realistic system where the edge
state plays a role, and hence strongly advocate the inclusion of next-nearest neighbor
hopping.
Based on the theoretically predicted edge magnetism in zigzag graphene nanoribbons,
we have proposed several schemes for generating spin-polarized and pure spin currents
within graphene nanoribbons in Chapter 7. For this we have employed a mean-field
model of the edge magnetism within the next-nearest neighbor tight-binding approxi-
mation of graphene, which, as seen from Chapter 6, is suitable for studying edge state
properties. We have found that edge disorder in zigzag graphene nanoribbons naturally
leads to spin-polarized currents. In particular, rough graphene nanoribbons exhibit
spin conductance fluctuations with a universal maximum value of rmsGs ≈ 0.4 e/4π,
independent of the type of edge disorder and the details of the mean-field model for
the edge magnetism. Based on the finite spin conductance of zigzag nanoribbons, we
have suggested an all-electrical measurement to prove the existence of the edge mag-
netism that has been experimentally elusive so far. Moreover, we have found that the
edge state can lead to a geometry-induced spin Hall effect in ballistic nanostructures.
This spin Hall effect can be used to generate spin-polarized currents in three-terminal
devices, and pure spin currents in four-terminal structures. These results show that
zigzag nanoribbons are an efficient alternative to ferromagnetic metals for generating
spin currents, paving the way to an all-graphene based spintronics.
8.2 Outlook
We have emphasized that the generic framework for numerical transport calculations
developed in this thesis is applicable to arbitrary tight-binding systems, beyond the
examples discussed in this work. For example, the code has also been used to study
the topological Hall effect [57]. Moreover, Viktor Kru¨ckl [56] has extended the existing
program code to study transport of heavy holes within the Luttinger-Kohn Hamiltonian
[221]. Applying this transport framework to other systems is just as well possible,
including tight-binding models originating from density functional theory calculations,
as in Refs. [84–86].
Note that the discussion in this work was restricted to orthogonal tight-binding
models. The extension to nonorthogonal tight-binding models is straightforward, but
tedious, as the use of a nonorthogonal basis involves some subtleties: For example, the
anticommutation relations for creation and annihilation operators ci, c
†
j then involve

















Thus, extending the theory to nonorthogonal tight-binding models requires some care.
The theoretical and experimental work on the TAMR effect in Fe/GaAs/Au tunnel
junctions has always involved mutual stimulations between theorists and experimental-
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ists here in Regensburg, both in the original work [47] as well as in the work presented
here. From the model presented in Chapter 5 we have made some predictions on the
magnetic field behavior of the conductance that can be tested experimentally. In turn,
new experimental data my lead to further extensions of the existing theory.
The field of graphene physics has seen a tremendous evolution in the past four years
and still contains many unsolved puzzles. In this work, we were concerned only with one
aspect of graphene, namely the graphene edge state and its spin transport properties.
In this study, the role of the edges was of essential importance. In fact, edges are
expected to influence many aspects of graphene: For example, there have been several
studies on the influence of edge disorder on the (charge) conductance of graphene
nanoribbons [162, 165, 166] in order to explain the yet ununderstood transport gap of
graphene nanoribbons [158–160]. All of these studies are carried out using the nearest-
neighbor tight-binding model for graphene. As seen discussed in Chapter 6, this model
leads to spurious transport results for the edge state. Especially in the low-energy
regime, where the transport gap is experimentally observed, the edge state is expected
to play an important role. Hence, the transport calculations in Refs. [162, 165, 166]
should be tested against a model including next-nearest neighbors.
Edges have already been shown to be of crucial importance for the symmetry classes
in ballistic graphene cavities [50], and may be of relevance in recent experiments on
graphene quantum dots [223]. On the other hand, in diffusive graphene the chiral
nature of the charge carriers is expected to show in a weak antilocalization effect, if
intervalley scattering is suppressed [224]. However, the weak antilocalization observed
in the experiment has often been more or less suppressed with respect to the theoret-
ically predicted value (for examples, see Refs. [225–227]). Again, the edges may play
an important role in this case. Obviously in narrow graphene nanoribbons, intervalley
scattering from sharp edge disorder will dominate, suppressing weak antilocalization
[224]. However, also for samples that have a width comparable to their length the
influence of the edges may be significant [228]. These predictions can be conveniently
tested by numerical simulations.
Interest in graphene has grown tremendously in the past few years, and will continue
to yield fascinating physics in the future. Here, we have only mentioned a few exam-
ples, that are related to the topics discussed in this work. Especially the numerical




A.1 Single-particle operators in tight-binding
Expressions for observables in envelope approximation, such as charge or current den-
sities, can be derived quite generally for any tight-binding Hamiltonian. For that
purpose, we consider a tight-binding Hamiltonian including spin with orbitals χi,s(x),
where i is the index of the lattice site xi and s = 1, 2 the spin index. Without loss
of generality, the discussion is restricted to a single orbital per lattice site, and the






tij,ss′ |is〉 〈js′| . (A.1)
Since H must be a hermitian operator, tij,ss′ = t
∗
ji,s′s.










∗χj,s(x) |is〉 〈js| . (A.2)
This expression contains an overlap between orbitals of different lattice sites. If the
orbitals are sufficiently localized, this overlap can be neglected and only the orbital i




|χi,s(x)|2 |is〉 〈is| . (A.3)
Furthermore, if we are only interested in the variation of the wave function’s envelope,
we can neglect the variations of the orbitals. For that purpose we approximate the
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if x is in the vicinity of xi,
0 else.
(A.4)
To keep the notation simple, we assume that V is the same for each lattice point1.






|is〉 〈is| , (A.5)
where xi should be understood to represent any point x in the vicinity of xi. In a similar






σμss′ |is〉 〈is′| for μ = 0, x, y, z, (A.6)
where σ0 = 1, so that Eq. A.6 also contains the previously derived n(xi).
For the current density, it is necessary to derive an expression for the velocity oper-









xi |is〉 〈is| , (A.7)
where we assume again that the atomic orbitals are sufficiently localized. The velocity






















(xj − xi) tij,ss′ |is〉 〈js′| . (A.8)
From the density and the velocity operator, we can define the current operator
as j(x) = 1
2
{n(x),v} [229]. Note that in the transition from classical to quantum
mechanics, the classical expression for the current, j = nv, must be symmetrized by
the anti-commutator {·, ·} to obtain a Hermitian operator [153, Chap. 3]. Inserting






(xj − xi) (tij,ss′ |is〉 〈js′| − tji,s′s |js′〉 〈is|) . (A.9)
1 For example, this is true for any grid based on a Bravais lattice.
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When local currents are considered in tight-binding models, this is often done in
terms of bond currents Iij between two sites i and j [179, 230]. The current density
operator (A.9) is equivalent to these bond currents, but contains in addition the dis-
tance vector between two lattice points (xj − xi) (leading to the vector character of
j(x), these are usually put in by hand for the bond currents) and a constant prefactor
(giving the correct units for a current density).
Analogous to the current density operator, we also define the spin current density
operator as jμ(x) = 1
2
{nμ(x),v}, where again μ = 0 contains the previous expression












Note that there are several inequivalent definitions for the spin current. In addition,
if the spin operator does not commute with the Hamiltonian, as e.g. for systems with
spin-orbit interaction, these spin currents do not obey current conservation laws [218].
However, in this work we need not worry about such subtleties, as we will consider
the spin current only in systems where spin is a good quantum number. In particular,






(xj − xi) (σμss′tij,s′ |is〉 〈js′| − σμs′stji,s′ |js′〉 〈is|) . (A.11)
A.2 Observables in terms of Green’s functions
The transition from a single-particle operator A to the corresponding many-body op-
erator A is particularly simple in the case of a tight-binding Hamiltonian: Since A =∑
i,j,s,s′ 〈is|A |js′〉 c†iscjs′ (for an introduction to many-body operators see Ref. [70]),
the many-body operator is simply obtained by replacing |is〉 → c†is and 〈is| → cis.
Observables, i.e. expectation values of these operators, are then given in terms of lesser
Green’s functions at equal times t′ = t,




as defined in Section 2.5.1. In particular, we find the spin density
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ji,s′s and Eq. (2.22), G
<
is1,js2
(t, t) = −(G<js2,is1(t, t))∗.
In steady-state, the Green’s functions only depend on time-differences, and hence
the observables are time-independent, as discussed in Chapter 2. In this case it is
advantageous to work in the energy domain: From the Fourier transformation of the
lesser Green’s function, Eq. (2.24), we then find
nμ(xi) =
∫
dE nμ(xi, E) , (A.15)
where

























The lesser Green’s function necessary for the evaluation of these observables are con-
veniently obtained from the Keldysh equation (2.112).
Note that the energy-dependent observables nμ(xi, E) and j
μ(xi, E) are the expec-
tation values of the respective operators in terms of eigenstates of the system at energy
E, weighted with the density of states, as seen from Eq. (2.123). As such, they are not
directly observable in an experiment.
In linear response however, we can interpret, for example, n(xi, E) as a non-equilib-
rium density. To this end, consider a system with two leads, left (L) and right (R),
with μL > μR as in Fig. 2.3. As discussed in Section 2.5.2, in linear response the
electrochemical potentials of the leads are close to the Fermi energy, μR ≈ μL ≈ EF,
and the voltage V = (μL − μR)/e is small. We split the density n(x) in two parts,





dE n(x, E) (A.20)





is the non-equilibrium density induced by the voltage V . When n(x, E) does not very
much in the energy set by the voltage, we can then approximate
nnon-eq(x) ≈ n(x, EF + eV
2
)× eV . (A.22)
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We can thus interpret the energy-dependent observables evaluated at some energy
above EF as voltage-induced non-equilibrium densities.

Appendix B
The recursive Green’s function
method
B.1 Basic principles
The recursive Green’s function technique (RGF) was pioneered by Thouless and Kirk-
patrick [118] and by Lee and Fisher [119] in 1981. A few years later, MacKinnon pre-
sented a formulation of the RGF technique that is commonly used today [103]. Since
then, the RGF method has been applied to various systems numerous times. There
are also a number of extensions, for example to deal with non-equilibrium systems
[121, 122]
Instead of calculating the retarded Green’s function GrS of the scattering region
directly from Eq. (2.111), the recursive Green’s function method constructs GrS by
building up the system recursively. To this end, the system is divided into slices [103]:
In the example of a square grid, lattice points with the same longitudinal coordinate
are grouped into vertical slices, as depicted in Fig. B.1. The RGF method starts from
a system without any slices in the scattering region, and then successively adds layer
by layer, until the full system has been constructed. Obviously, the system can only
partitioned into slices as shown in Fig. B.1, if there are only two, parallel leads, i.e. a
geometry similar to a wire. Thus, the RGF method is in its common formulation
restricted to geometries with only two collinear leads.
The recursive Green’s function method is very often only formulated for the particu-
lar case of a square grid. It is however much more generic, as a closer inspection of the
prerequisites of the RGF technique shows. In mathematical terms, the RGF method is
based on the fact that the tight-binding Hamiltonian H of a two-terminal system can
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Figure B.1 – A system defined on a square grid can be partitioned into slices i, by grouping
lattice points with the same longitudinal coordinate. This kind of partitioning leads to a
block-tridiagonal tight-binding matrix, where every slice corresponds to a matrix block. The
different slices are shown in alternating shades of grey.





V †L HL H0,1
. . .






. . . HN−1,N
0 HN,N−1 HN,N HN,N+1





where the index L (R) denotes the blocks in the left (right) lead, 1 . . . N the blocks
within the scattering region S, and 0 (N + 1) the first block in the left (right) lead.
Such a form arises naturally from the partitioning of a square grid as in Fig. B.1, where
every slice i corresponds to a matrix block Hi,i. However, such a block-tridiagonal
form can be found for any tight-binding model: In Chapter 4 we developed a matrix
reordering algorithm to obtain the optimal block-tridiagonal form for the RGF method
for an arbitrary tight-binding Hamiltonian matrix H . This matrix reordering algorithm
thus allows the application of the RGF method to any tight-binding system, including
multiple, non-collinear leads.
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Figure B.2 – Schematic depiction of the recursive Green’s function algorithm: (a) The
Green’s function Gr,R(i) contains all blocks ≥ i. (b) Gr,R(i−1) can be calculated from Gr,R(i−1)
by adding block i−1 to the structure. (c) The Green’s function Gr,L(i) contains all blocks ≤ i.
(d) The full Green’s function of the system is obtained by connecting the still isolated parts
described by Gr,L(i) and Gr,R(i+1).
The central object in the RGF method is the Green’s function Gr,R(i) of a system
containing only the blocks (slices) with index ≥ i, as depicted in Fig. B.2(a). Then,
there is a relation between Gr,R(i) and Gr,R(i−1) that can be applied recursively to obtain
Gr,R(i) for all values of i.
This relation is derived by adding the block i − 1 to the system, as depicted in
Fig. B.2(b). The Green’s functions can then be calculated from the Dyson equation
(2.91), Gr = Gr0 + G
r
0V G
r. In this situation, Gr = Gr,R(i−1), i.e. the Green’s function
of the system containing all blocks ≥ i− 1. In contrast, Gr0 is the Green’s function of
the system containing all blocks ≥ i and the isolated block i − 1, disconnected from
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j,k for j, k ≥ i,
(E −Hi−1,i−1 + iη)−1 for j = k = i− 1,
0 otherwise.
(B.3)







Note that V only has matrix elements between the slices i− 1 and i.
























E −Hi−1,i−1 −Hi−1,i Gr,R(i)i,i Hi,i−1
)−1
, (B.7)
where we neglected the infinitesimal iη, as this does not play a role in the numerics,
as long as Hi−1,i G
r,R(i)
i,i Hi,i−1 has a finite imaginary part. Usually this is the case, for

















In a similar fashion, we can define the Green’s function Gr,L(i) that contains all blocks
≤ i (see Fig. B.2(c)).













L are the surface Green’s functions of the right and left lead
respectively (on the topic of calculating these surface Green’s functions, see Chapter
3). Applying Eqs. (B.7)–(B.9) recursively allows then to calculate Gr,R(i) for any i.
Note however that, for example, Gr,R(1) is not yet the desired Green’s function Gr of
the full system—it is still disconnect from the left lead. Thus, in order to obtain the
full Green’s function of the system, the Green’s functions Gr,R(i+1) and Gr,L(i) must
be connected via the Dyson equation, as depicted in Fig. B.2(d). Depending on the
desired values of the Green’s function, this is done in various ways, as summarized in
the next section.
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In the case of non-interacting systems, or interacting systems in mean-field approx-
imation, the lesser self-energy Σ< only contains contributions from the leads. In this
















where we made use of Ga = (Gr)†, Eq. (2.21). Here, Σ<L (Σ
<
R) is the self-energy
contribution from the left (right) lead. It is thus sufficient to compute Gri,0 and G
r
i,N+1
for 0 ≤ i ≤ N + 1 in order to obtain all desired values of G<.1 This is the basic idea
behind the extensions of the RGF algorithm to non-equilibrium systems [121, 122].
B.2 Summary of algorithms
Eqs. (B.7) – (B.9) are the building blocks of the various forms of the RGF method.
The exact procedure of a calculation depends on which values of the Green’s function
Gr should be calculated. Here we summarize the computational steps distinguishing a
few, prominent examples.
Algorithm B.1. Compute GrN+1,0 and G
r
0,0.




N+1,i successively for i =
N . . . 1.















Applications: From GrN+1,0 and G
r
0,0 it is possible to calculate the transmission and
reflection amplitudes t and r from left to right from the Fisher-Lee relation, Eq. (C.31)
and (C.32).

























N+1,N+1 successively for i = N . . . 1.
1 For the calculation of densities it is enough to compute G<i,i, whereas for current densities addition-
ally G<i,i±1 is needed.
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Applications: These four Green’s functions are needed in order to calculate trans-
mission both from left to right and, vice versa, from right to left. This is usually not
necessary for two-terminal systems, where the transmission probabilities in both direc-
tions are connected by symmetries [59]. However, the computation of all four Green’s
functions is necessary for systems with multiple leads, where the left and right lead
used in the RGF calculation may be composed of several real leads (see Section 4.4.2).
Algorithm B.3. Calculation of GrN+1,0 and G
r
i,i for i = 0 . . . N + 1.




N+1,i successively for i =
N . . . 1.
B Compute GrN+1,0 and G
r
0,0 from Eqs. (B.11) and (B.12).










Applications: Computing these Green’s functions allows at the same time a calcula-
tion of transport properties (transmission and reflection amplitudes from GrN+1,0 and
Gr0,0) and the local density of states, Eq. (2.55) (from G
r
i,i).
Algorithm B.4. Compute Gri,0 and G
r





i,N+1 from Eqs. (B.7) and (B.9), successively from i =
N . . . 1.
B Compute Gr0,0 and G
r
0,N+1 from Eqs. (B.11) and (B.14).
C Compute Gri,0 and G
r














Applications: Gri,0 and G
r
i,N+1 can be used for calculating transport (since they
include Gr0,0 and G
r
0,N+1) and for evaluating the lesser Green’s function G
< from
Eq. (B.10).
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B.3 Computational complexity and implementation
The recursive Green’s function algorithms B.1 – B.4 involve multiplications and in-
versions of Mi × Mi matrices, where Mi is the size of the matrix block Hi,i. Both
multiplication and inversion scale cubically with the matrix size, i.e. as M3i . Each of
the algorithms performs a constant number of operations for block i, and hence the
computational complexity of all these algorithms is ∝∑N+1i=0 M3i . Thus, all algorithms
scale equally with the system size, although of course the absolute computational time
depends on the number of operations per block.
In contrast to the computational complexity that is the same for all algorithms,
the storage requirements of these algorithms is quite different. In the algorithms B.1
and B.2 we need the values of block i only to calculate block i − 1. As this is done
successively, i.e. the algorithms pass through the structure once from right to left, they
require ∝ max(Mi)2 memory. In contrast, the algorithms B.3 and B.4 additionally
require the value of block i in order to calculate the full Green’s function at i. In other
words, these algorithms first pass through the structure from right to left and then back
again from left to right. As a consequence, we need to store the intermediate results of
the first pass for the second pass. Thus, algorithms B.3 and B.4 require ∝ ∑N+1i=0 M2i
memory. If the lack of memory becomes an issue, it would be possible to reduce the
storage requirements using a technique similar to the “unknitting” step in Ref. [146].
Finally, a few words about the implementation. Once the Hamiltonian is in block-
tridiagonal form, the RGF algorithms only involve straightforward matrix algebra. In
order to implement the RGF method, we can therefore employ highly optimized linear
algebra libraries. Nowadays, the LAPACK and BLAS interfaces [107] have become
the standard in terms of linear algebra routines. Using these interfaces allows to use
the most optimized linear algebra routines available for a given machine. Since the
computational time is almost exclusively spent in linear algebra calculations, the per-
formance gain through the use of an optimized library can be huge [155]. On standard





A very intuitive approach to the transport problem, pioneered by Landauer, connects
the conductance of a device to a scattering problem [88, 89, 231]. Here we will formulate
the scattering problem in the language of a tight binding model.
Figure C.1 – Schematic view of a scattering region connected to NL leads. Note that the
lead unit cells are labeled such that index 0 corresponds to the unit cell adjacent to the
scattering region and increases when moving further into the lead.
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Suppose a scattering region connected to NL leads, as depicted in Fig. C.1. As in
Chapter 3, we describe lead l as a semi-infinite repetition of unit cells, such that the








0 |j〉(l) 〈j|(l) + H(l)1 |j〉(l) 〈j + 1|(l) + H(l)−1 |j〉(l) 〈j − 1|(l) , (C.1)
where H
(l)
0 is the unit cell matrix and H
(l)
1,−1 are the hopping matrices. Note that we
label the unit cells such that 0 denotes the unit cell adjacent to the scattering region,
and the unit cell index increases as we move away from the scattering region (see
Fig. C.1). The asymptotic eigenstates ϕ
(l)
n for a given energy E and far away from the
scattering region are given by the eigenstates of the corresponding infinite wire. They
can be written in the form
ϕ(l)n (j) =
1√|vn|φ(l)n eiknj , (C.2)
where φ(l)n is normalized to unity and obeys the equation(
E −H(l)0 −H(l)1 eikn −H(l)−1e−ikn
)
φ(l)n = 0 , (C.3)
and vn is the velocity of the eigenstate, Eq. 3.19. The asymptotic eigenstates ϕ
(l)
n
are called the channels of lead l. As in Chapter 3, we sort the channels according to
their velocity vn. For vn > 0 we have a channel leaving the scattering region into the
lead (outgoing, “<”), whereas for vn < 0 the channel enters the scattering region from
the lead (incoming, “>”). Note that we choose the notation “>” and “<” just as in
Chapter 3.
A scattering-wave state Ψ
(l)
n for a given energy E originates from an incoming channel
ϕ
(l)
n,> and is scattered into outgoing channels in the different leads attached to the
scattering region. In the asymptotic region, where all evanescent waves have decayed,









m,<(j) if j in lead l∑
m tl′l,mn ϕ
(l′)
m,<(j) if j in lead l
′ . (C.4)
With the choice of wave function normalization for the channels in Eq. C.2, the trans-
mission and reflection coefficients tl′l,mn and rll,mn form a unitary scattering matrix
[231]. The conductance coefficients for leads l′ and l are then given by the Landauer-
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The problem of transport is thus reduced to calculating the scattering wave func-
tions. However, very often it is more convenient to calculate the Green’s function
instead of the scattering wave functions itself. We are then left with the problem to
obtain the transmission coefficients from the Green’s function alone. Relations for the
transmission or reflection coefficients and the Green’s function of the system are called
Fisher-Lee relations [90]. Here we will derive a generalized Fisher-Lee relation valid
for any tight-binding Hamiltonian.
To this end we will closely follow Ref. [154], that derived Fisher-Lee relations for
electrons in a magnetic field. The steps there carry over to arbitrary tight-binding
Hamiltonians. Note that the problem of extracting the transmission coefficients from
the Green’s function has also been addressed in Ref. [82], utilizing the inverse matrix of
eigenvectors (U−1< in Chapter 3). The relations derived in this chapter avoid inverting
the eigenvector matrix which can be problematic, as shown in Chapter 3. Furthermore,
the expressions are more along the lines of the well-known Fisher-Lee relations for
simple systems [59, 60, 90, 231], and will provide some additional physical insight.
The derivation of the generalized Fisher-Lee relation is complicated by the fact that
the transverse wave functions of different channels need not be orthogonal any more,
as discussed in Section 3.1. If the transverse wave functions were orthogonal, the
transmission and reflection coefficients could be simply extracted from the scattering
wave function by projection. To remedy the absence of a simple orthogonality rela-
tion, we derive a generalized orthogonality relation for the transverse wave functions
φn in the next section. Then, we will construct the scattering wave function from
the Green’s function and derive expressions for the transmission and reflection coef-
ficients. Finally, we emphasize the equivalence between the scattering formalism and
the non-equilibrium Green’s function formalism by showing how central results of both
formalisms are connected.
C.2 Generalized orthogonality relations
We now proceed to derive a generalized orthogonality relation for the transverse wave
functions of propagating and decaying asymptotic eigenstates un.
1 Note that the
expressions derived here are valid within a single lead l, and we will therefore drop the
lead index “(l)” in this section in order to simplify notation.































1 Remember that un denotes all eigenstates, decaying and propagating, whereas φn denotes only
propagating eigenstates.
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and thus
u†n′ (H1λn −H−1λ∗n′)un (1− λnλ∗n′) = 0 . (C.8)
This equation is trivially fulfilled if λnλ
∗
n′ = 1. This is the case for propagating modes
with λn = λn′ = e
ikn . If n = n′, the expression in the first bracket is then up to a factor
the velocity vn of the propagating mode. For n = n′, i.e. for degenerate propagating
modes, we have shown in Section 3.2.3, that the eigenmodes φn can be chosen such that
they diagonalize the expression in the first bracket. In the case of decaying modes, the
equation is trivially fulfilled, if λn = 1/λ
∗
n′, for pairs of right- (“<”) and left-decaying
(“>”) modes. In all other cases, the expression in the first bracket must be zero. In
summary, we find
iu†n′ (H1λn −H−1λ∗n′)un =
⎧⎪⎨⎪⎩
vn for propagating modes with n = n
′






where we have introduced a factor i to make the expression Hermitian. First, this
proves that the propagating modes φn diagonalize the velocity operator, as stated in
Section 3.2.3.2 In addition, we are also provided with relations between propagating
and decaying modes.




(H1 |j〉 〈j + 1| −H−1 |j + 1〉 〈j|) . (C.10)
The full wave function of a decaying or propagating asymptotic state can be written
in a compact form as ξn(j) = cunλ
j
n, where c is an appropriate normalization constant
(c = 1/
√|vn| for propagating modes). Note that we reserve the notation ϕn(j) for





δnn′ for a propagating mode
0 else
, (C.11a)
and in particular for the propagating modes:〈
ϕn,<(>)
∣∣K(j) ∣∣ϕn′,<(>)〉 = δnn′ (C.11b)〈
ϕn,>(<)
∣∣K(j) ∣∣ξn′,<(>)〉 = 0 , (C.11c)
regardless of j.
2 Note furthermore, that if the transverse wave functions φn of the propagating modes would not
diagonalize the velocity operator, the Landauer-Bu¨ttiker formula (C.5) could also contain terms of
the form tm1n1t∗m2n2 with m1 = m2 and n1 = n2. This is an additional reason why in a numerical
calculation degenerate propagating modes must be rotated so that the velocity operator is diagonal
in this basis, as described in Section 3.2.3.
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For the purposes of implementing these operator expressions in a computer program,
it is useful to rewrite them in compact matrix form. For this, note that from the
expressions for the surface Green’s function in Section 3.2.4 we obtain:








Expressions of the type grRH−1 essentially propagate a mode from one unit cell to the
other and are thus commonly called transfer matrices [97].












 |vn| δnn′ for propagating modes,
0 else.
(C.13)
The matrix Γ thus plays the role of a velocity or current operator within the lead.
In an analogous fashion, by utilizing the expressions for gaR, we can derive a similar
expression for modes decaying to the right and propagating in the opposite direction.
The matrix Γ is a central object that appears in many expressions of the non-
equilibrium Green’s function formalism (see Section 2.5.2). In order to make connec-
tions between this formalism and the scattering theory, we collect some useful identities
for Γ.
First, we rewrite the expression for the transfer matrix grRH−1 as








where u˜†n,< is the n-th row of the inverse eigenvector matrix U
−1
< . Inserting this ex-
pression in the definition of the matrix Γ we obtain















n,< − u˜n,< λ∗n,< u†n,<H−1
)
, (C.15)
where we utilized (grRH−1)
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Only outgoing propagating modes φn,< contribute to the velocity/current operator Γ
which comes at no surprise, since only the propagating modes carry current. From
Eq. (C.17) and the eigendecomposition expression for the transfer matrix, we immedi-
ately obtain the useful relation
φ†n,<Γ g
r
RH−1 = λn,< φ
†
n,<Γ (C.19)
which is the complement to Eq. (C.12a).
In an analogous way, utilizing the eigenvector expression for the advanced surface










Note that vn,> < 0 here. For the transfer matrices, we obtain
gaRH−1φn,> = λn,> φn,> and (C.21a)
H1g
r
R Γφn,> = λ
∗
n,> Γφn,> . (C.21b)
C.3 Fisher-Lee relation
We now relate the scattering wave function Ψ
(l)
n to the Green’s function Gr. In order
to keep the notation simple, we assume that the Hamiltonian of the full system can be




Hj,j |j〉 〈j|+ Hj,j+1 |j〉 〈j + 1|+ Hj,j−1 |j〉 〈j − 1| . (C.22)
All blocks j < 1 are supposed to correspond to lead l, |0〉 = |0〉(l) , |−1〉 = |1〉(l) , |−2〉 =
|2〉(l) , . . . , and all blocks j > L are supposed to contain all other leads, |L + 1〉 =⊗
l′ =l |0〉(l
′) , |L + 2〉 = ⊗l′ =l |1〉(l′) , . . . . The Hamiltonian H can always be written
in such a form, and this form can be explicitly found by the algorithm presented in
Chapter 4.
We now choose a finite region of integration A containing the scattering region and a
sizeable part of the leads, such that the boundary ofA is in the asymptotic region of the
C.3. Fisher-Lee relation 197
Figure C.2 – The integration region A includes the scattering region and parts of the leads
up to the asymptotic region.





〈x|Gr(E −H) |j〉 〈j| Ψ(l)n
〉− 〈x|Gr |j〉 〈j| (E −H) ∣∣Ψ(l)n 〉 , for x ∈ A.
(C.23)






where z1 < 0 and z2 > L+ 1 are blocks corresponding to the boundaries of A, we find
that
Ψ(l)n (x) = 〈x|Gr |z2〉Hz2,z2+1 〈z2 + 1| Ψ(l)n
〉−
〈x|Gr |z2 + 1〉Hz2+1,z2 〈z2| Ψ(l)n
〉
+
〈x|Gr |z1〉Hz1,z1−1 〈z1 − 1| Ψ(l)n
〉−
〈x|Gr |z1 − 1〉Hz1−1,z1 〈z1| Ψ(l)n
〉
. (C.24)
The sum over all lattice points within the area A has thus been reduced to a sum
involving only contributions from the surface. Hence, this can be understood as a








∣∣Ψ(l)n 〉 + i 〈x|Gr K(l)(z1) ∣∣Ψ(l)n 〉 . (C.25)
The expression for the scattering wave function Ψ
(l)
n thus involves the operator K(l)
for which we derived generalized orthogonality relations in the previous section. To
simplify this expression further, we consider the behavior of the Green’s function in the
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asymptotic region of a lead, limz→±∞ 〈x|Gr |z〉. Here, limz→±∞ should be understood
as taking z into the asymptotic region of lead l (z → −∞) and l′ = l (z → +∞). The
Green’s function limz→±∞ 〈x|Gr |z〉 contains only incoming waves ϕ> (for a detailed
discussion see Ref. [154]). Considering further that the scattering wave function Ψ
(l)
n (z)
contains incoming waves only in lead l, by virtue of the generalized orthogonality
relations all surface terms except for the source term in lead l vanish:3
Ψ(l)n (x) = lim
z1→−∞
〈x|Gr |z1〉(l) H(l)1 〈z1 − 1|(l)
∣∣Ψ(l)n 〉−




















R H−1 −H1gr,(l)R H−1
) 1√|vn,>|φ(l)n,>e−ikn,>z1 , (C.26)
where we used Eqs. (C.21a) and (3.8). Using the definition of Γl we thus arrive finally
at
Ψ(l)n (x) = lim
z1→−∞
i√|vn,>| e−ikn,>z1 Grx,0 Γl φ(l)n,> (C.27)
valid for any point x ∈ A. This expression is thus a viable way to calculate the full
scattering wave function in the scattering region from the Green’s function Gr.
As usual [90, 154, 231], the relation between the scattering wave function and the
Green’s function involves values of Gr in the asymptotic region, i.e. far from the scat-
tering region. For numerics, this is rather inconvenient, as it implies including large
parts of the leads in the calculation, increasing computing time. It would therefore be
desirable to obtain an expression involving only the Green’s function within the first










whenever z2 is not further in lead l than z
′
1. In particular, we find restricting x to be
contained in a block j ≥ 0











Since according to Eq. (C.21b) Γlφ
(l)
n,> is an eigenvector of the transfer matrix H1g
r,(l)
R
with eigenvalue λ∗n,> = e
−ikn,>, we finally arrive at
Ψ(l)n (x) =
i√|vn,>| Grx,0 Γl φ(l)n,> . (C.30)
3 When reading the formulas remember that |z1〉 = |−z1〉(l) in our notation. Therefore, additional
“−”-signs appear with respect to the definition of the scattering wave-function Ψ(l)n in Eq. (C.4)
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This expression can be used directly for numerical computations.
In order to calculate the transmission and reflection coefficients we do not need the
scattering wave function in the scattering region, but only in the respective leads. In
the asymptotic region, the scattering wave function Ψ
(l)
n contains only propagating
modes, as indicated by Eq. (C.4). However, as argued above, for numerical purposes
it is rather inconvenient to use the asymptotic region.
Closer to the scattering region, Ψ
(l)
n also contains evanescent waves, decaying away in
the direction of the lead. In the previous section we have shown that φ
(l′)
m,> is orthogonal
to both propagating and decaying modes with respect to the current operator Γl′.
Therefore, we can use this generalized orthogonality relation to project out the desired
scattering coefficients from the scattering wave function Ψ
(l)
n at any point of the leads.




1√|vm,<||vn,>| (φ(l′)m,<)† Γl′ GrL+1,0 Γlφ(l)n,> . (C.31)
In the case of l′ = l, we obtain the reflection coefficients. In this case it is necessary to
keep in mind that incoming and outgoing waves need not be orthogonal with respect









† Γl Gr0,0 Γlφ
(l)
n,> − (φ(l)m,<)† Γl φ(l)n,>
)
. (C.32)
These general expressions for the transmission and reflection coefficients are very sim-
ilar to the Fisher-Lee relations derived for the particular case of electrons in a two-
dimensional electron gas in textbooks [59, 60]. There, in- and outgoing modes have the
same transverse wave function, φn,< = φn,> = φn, and the transverse wave functions
are eigenstates to the current operator, Γφn = vnφn. In general, this is not the case,
and one has to resort to the formulas derived here. Examples where this is the case are
electrons in a magnetic field, dealt with in Chapter 3 of this work, and zigzag graphene
nanoribbons, Chapters 6 and 7.
C.4 Equivalence of scattering and non-equilibrium
Green’s function formalism
The generalized Fisher-Lee relation allows to relate central results from the non-
equilibrium Green’s function (NEGF) formalism with concepts from the Landauer-
Bu¨ttiker formalism based on a scattering problem.
In the NEGF formalism, Eq. (2.119), we obtained the conductance between two leads
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Expressing the current operators Γ(l),(l
′) in terms of in- and outgoing modes, Eqs. (C.18)




























































where we made use of the Fisher-Lee relation (C.31). Thus, the NEGF expression for
the conductance in linear response is equivalent to the Landauer-Bu¨ttiker formula.
Another important relation from the NEGF formalism is the expression for the lesser
Green’s function from the Keldysh equation, Eq. (2.95),
G< = GrΣ<Ga . (C.35)
In the case of non-interacting electrons, or for Coulomb interaction in Hartree-Fock




iΓl f(E, μl) , (C.36)
where μl is the electrochemical potential in lead l. The contribution of a single lead l
to G< is given by





















Note that we neglected possible constant terms in the last line, in order to avoid
discussing the appropriate normalization of the scattering wave functions. The term
1/|vn,>| is up to a constant the one-dimensional density of states of the incoming
channel n in lead l [89], and we denote this density of states as D
1d,(l)
n (E). The full










′))∗D1d,(l)n (E) . (C.38)
Hence, the lesser Green’s function, and thus in particular the electron density for a given
energy E, is composed of all scattering states, weighted with the respective density of
states of the incoming channel and the Fermi function of the respective lead.
Appendix D
Details of the derivation
of the lead Green’s function
D.1 λ(E + iη) for propagating modes
In the derivation of the general expression for the surface Green’s function of a lead it
is necessary to determine which poles contribute to the contour integral in Eq. (3.12).
That is, we need to determine whether the eigenvalues λn of the quadratic eigenvalue
equation (
(E + iη −H0)λn −H1λ2n −H−1
)
un = 0 (D.1)
are located inside or outside the unit circle. For any eigenvalue with |λn| = 1 this
can be done without considering the infinitesimal shift iη. However, in the case of a
propagating mode un = φn, we find that the eigenvalue λn = e
ik and thus lies directly
on the unit circle, if we neglect the infinitesimal shift iη. Therefore, it is vital to include
iη in the calculation for this case.
Numerically, this could be done by explicitly including some small but final imaginary
part of the energy E in the calculation [102]. However, this just introduces a parameter
into the numerical calculation that might need manual adjustment in order to achieve
convergence. Therefore we will show in the following, how we can determine λn(E+ iη)
for the solution including the infinitesimal shift iη from the properties of the solution
λn(E), φn(E) of the quadratic eigenvalue problem without the infinitesimal iη:(
(E −H0)λn(E)−H1λn(E)2 −H−1
)
φn(E) = 0 . (D.2)
In the course of this derivation we will also gain some insight into the arguments used
in the derivation of the lead Green’s function in Refs. [59, 82, 86] and justify these
arguments mathematically.
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In order to determine the solution including the infinitesimal shift iη we use the
Taylor expansion





iη +O(η2) . (D.3)
Note that a similar approaches have been used in Refs. [94, 100, 103].
In order to calculate dλn
dE
we take the derivative of Eq. (D.2) with respect to the
energy: (










= 0 . (D.4)
Using the fact that, as shown in Section 3.2.2, φ†n is also a right eigenvector of the









φ(E) = 0 . (D.5)
Further exploiting the fact that the φn are normalized, φ
†








2φ†nH1φn λn(E)− φ†n (E −H0)φn
. (D.6)
To determine whether λn(E + iη) lies inside or outside the unit circle, we need to
calculate |λn(E + iη)|. Using the Taylor expansion (D.3) we find









































2φ†nH1φn λn(E)− φ†n (E −H0)φn
=
1
2φ†nH1φn λn(E)︸ ︷︷ ︸

−φ†n (E −H0)φn︸ ︷︷ ︸

. (D.8)
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Since for real energy E—and only for real energies we can have propagating modes—
the matrix E −H0 is hermitian, term  in the equation above is real, and only term
 contributes to the imaginary part. Furthermore, note that the imaginary part of
term  is related to the velocity of the propagating mode according to Eq. (3.19).















|. . .| , (D.9)
and thus
|λn(E + iη)| = 1− 2 η|. . .|︸ ︷︷ ︸
>0
vn(E) +O(η2) . (D.10)
In summary we find that for a propagating mode φn(E) λn(E + iη) lies
• inside the unit circle, if vn(E) > 0, i.e. for right-moving modes,
• inside the unit circle, if vn(E) < 0, i.e. for left-moving modes.
This criterion only fails for vn = 0, i.e. directly at a band edge. However, vn = 0 also
implies a diverging density of states and thus impedes a numerical calculation of the
Green’s function anyways. In such a situation it is advisable to move away a little bit
from the band edge.
Refs. [59, 82, 86] directly invoke the concept of left- and right-going modes in order
to fulfill the boundary conditions of retarded and advanced Green’s function, i.e. in-
and outgoing waves. The calculations of this section justify these assumptions mathe-
matically.
D.2 Derivation of Eq. (3.27)






j−j′ (h(z))−1 for j′ ≤ j, (D.11)
where we defined h(z) = H˜(E + iη, z)U<.
In order to solve the contour integral of Eq. (D.11) we need to consider each com-
ponent of the inverse matrix h(z)−1 separately. The components of the inverse matrix








where adj(h(z)) is the adjugate of the matrix h(z). (h(z)−1)ij is thus a rational func-
tion and we need to determine the zeroes of denominator and numerator and their
multiplicities in order to solve the contour integral.
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First, we consider the denominator. We have det(h(z)) = det(H˜(E+iη, z)) det(U<).







(z − λn,>) , (D.13)
as det(H˜(E + iη, z)) = 0 for z = λn,</>. Note that for a rank-deficient hopping matrix
H1, some of the eigenvalues are infinite. The expression above contains contains finite
eigenvalues, and det(h(z)) is a polynomial of degree N + rank(H1).
Next, we examine the numerator further. The adjugate of the matrix h(z) is given by
adj(h(z))ij = (−1)i+jMji where Mji is given by the determinant of the matrix resulting
from deleting row j and column i from h(z). Let SN\i denote the set of permutations










The matrix h(z) has columns that have definite zeroes at λn,<: We can write
h(z) = H˜(E + iη, z)U< =
(
H˜(E + iη, z)u1,<
∣∣∣ . . . ∣∣∣H˜(E + iη, z)uN,<) . (D.15)
Since H˜(E+iη, z = λn,<)un,< = 0, the entries of the matrix hij(z) = (H˜(E+iη, z)uj,<)i





(z − λn,<) , (D.16)
where C(z) is some polynomial.










z − λn,> , (D.17)
where D(z) is some polynomial. Only the eigenvalues inside the unit circle, λn,<,
contribute to the contour integral (D.11). Thus we can ignore the poles at λn,> and
absorb them in the definition of D(z). In order to solve the integral we need to
distinguish two cases:
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Note that this equation also holds for λi,< = 0, when z
j−j′ (h(z)−1)ij is an analytic
function within the unit circle.



















= 0 . (D.19)
































−1 for j′ ≤ j, (D.21)
where Λ< is a diagonal matrix with entries (Λ<)nn = λn,<. This concludes the proof of
Eq. (3.27).




′−j introduces additional poles in the contour integral. However, by
substituting y = 1/z we an can perform an analogous calculation, but in this case only
the eigenvalues outside the unit circle contribute.
D.3 Summary of the numerical algorithms
D.3.1 Eigendecomposition based algorithms
The results from Section 3.2 allow for the computation of the surface Green’s function
for arbitrary tight-binding models. Here, we summarize the numerical algorithms,
distinguishing the two cases of invertible and non-invertible hopping matrix H1.
Algorithm D.1. Invertible hopping matrix H1




− (H1)−1 H−1 (H1)−1 (E −H0)
)
. (D.22)












and extract the 2N eigenvectors un and eigenvalues λn of the quadratic eigen-
problem.
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C Identify degenerate eigenvalues of the form λ = eik and rotate the corresponding
eigenvectors by diagonalizing the velocity operator.
D Build up the matrices U< and Λ< from the right-going eigenstates.
E Calculate the surface Green’s function as




Implementation: The eigenvalue problem can be solved numerically by the LAPACK
routine ZGEEV. LAPACK also provides standard routines for matrix multiplication and
inversion [107].
Algorithm D.2. Singular hopping matrix H1
























and extract the 2N eigenvectors un and eigenvalues λn of the quadratic eigen-
problem.
C Identify degenerate eigenvalues of the form λ = eik and rotate the corresponding
eigenvectors by diagonalizing the velocity operator.
D Build up the matrices U< and Λ< from the right-going eigenstates.
E Calculate the surface Green’s function as
grR =
(
E −H0 −H1 U< Λ< U−1<
)−1
(D.27)
Implementation: The generalized eigenproblem can be solved numerically by the
LAPACK routine ZGGEV [107]. Note that the numerical algorithms in LAPACK solve
the generalized eigenvalue problem in the form
βAu = αBu , (D.28)
such that λ = α/β. In this way, even λ =∞ is well-defined as β = 0.
D.3.2 Schur decomposition based algorithms
The results from Section 3.3 allow for a more stable calculation of the lead Green’s
function in terms of the (generalized) Schur decomposition. We now summarize the
computational steps, distinguishing again the cases of invertible and singular hopping
matrices H1.
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The algorithms are valid as long as λn,< and λn,> do not contain the same eigen-
values. Otherwise, i.e. in situations as depicted in Fig. 3.3(c), the energy E must be
shifted slightly before starting the calculation.
Algorithm D.3. Invertible hopping matrix H1




− (H1)−1 H−1 (H1)−1 (E −H0)
)
. (D.29)
B Calculate the Schur decomposition Q†AQ = T and extract the eigenvalues λn.
C Calculate the eigenvectors φn of A for all propagating modes, i.e. |λn| = 1
D For those propagating modes, identify degenerate eigenvalues of the form λn = λn′
and rotate the corresponding eigenvectors by diagonalizing the velocity operator.
E Classify the eigenvalues into left- and right-going using the calculated eigenvectors
φn for propagating modes.
F Reorder the Schur decomposition such that the eigenvalues λn,< appear on the
leading diagonal positions of the triangular matrix T , and update Q accordingly.
G Calculate the surface Green’s function as




Implementation: This algorithm can be fully implemented with routines from LA-
PACK [107]. The Schur decomposition is calculated using ZGEHRD, ZUNGHR and ZHSEQR.
The eigenvectors for propagating modes are computed using inverse iteration [112] with
ZHSEIN. Finally, the routine ZTRSEN is applied to reorder the Schur decomposition.
Algorithm D.4. Singular hopping matrix H1












B Calculate the generalized Schur decomposition Q†AZ = T and Q†BZ = S, and
extract the eigenvalues λn = tnn/snn. Note that only the transformation Z needs
to be calculated explicitly.
C Calculate the eigenvectors φn for all propagating modes, i.e. |λn| = 1
D For those propagating modes, identify degenerate eigenvalues of the form λn = λn′
and rotate the corresponding eigenvectors by diagonalizing the velocity operator.
E Classify the eigenvalues into left- and right-going using the velocities calculated
from the eigenvectors φn for propagating modes.
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F Reorder the generalized Schur decomposition such that the eigenvalues λn,< ap-
pear on the leading diagonal positions of the triangular matrices T and S, and
update Z accordingly.






Implementation: Again, LAPACK provides all routines necessary for the compu-
tation. The generalized Schur decomposition is computed using ZGGES and from that




E.1 Graphs and hypergraphs
The Fiduccia-Mattheyses algorithm was originally developed for hypergraph partition-
ing [132]. A hypergraph H is an ordered pair H = (V,N ), where V is a set of vertices,
and N a set of nets (also called hyperedges) between them. A net ni ∈ N is a set
of vertices, i.e. ni ⊂ V. An undirected graph is a special realization of a hypergraph,
where every net contains exactly two vertices. Thus, any algorithm for hypergraph
partitioning can also be applied to an undirected graph.
During the FM bisection, we have to consider the graph structure arising from the
Hamiltonian matrix in order to minimize the number of cut edges (min-cut), whereas
for minimizing the number of surface vertices, i.e. the number of cut nets (min-net-
cut), the hypergraph structure arising from all nets net(v) as defined in Eq. (4.11),
N = {net(v) | v ∈ V}, is essential. For min-net-cut-min-cut optimization, we have to
consider both structures simultaneously. A schematic representation of a graph and
the corresponding hypergraph structure is shown in Fig. E.1.
Figure E.1 – Schematic representation of (a) a simple graph and (b) the corresponding
hypergraph structure imposed through all nets, N = {net(v) | v ∈ V}.
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E.2 Fiduccia-Mattheyses bisection
The FM algorithm is based on the concept of gain. The gain of a vertex in an existing
bisection is defined as the change in weight, i.e. the number of cut edges or nets, that
occurs when this vertex is moved to the other part. This gain can also be negative,
if such a move increases the number of cut edges or nets. The basic idea of the
FM algorithm is to swap vertices with the highest gain between parts, while obeying
some balance criterion. The fact that the highest gain can be negative, helps the FM
algorithm to escape local minima. After moving, the respective vertex is locked in
order to avoid an infinite loop, where a single vertex might be swapped back and forth
repeatedly. The FM pass ends, when all (free) vertices have been moved, and the best
bisection encountered during the pass is returned as result. Further passes can then
successively improve on this bisection.
Appendix F
The method of finite differences
F.1 Basic ideas
The fundamental concept behind the method of finite differences go back to Newton
and his contemporaries: Replace the derivative of a function by a difference quotient.
With this replacement, a differential equation is reduced to a set of algebraic equations,
that can easily be solved on a computer. In fact, the method of finite differences was
already used for a numerical solution of the Schro¨dinger equation before the advent of
electronic computers [77].
The approximations needed in the method of finite differences are most conveniently
remembered from the Taylor expansion of a function f :
f(x + h) = f(x) + f ′(x) h +O (h2) (F.1)
and
f(x− h) = f(x)− f ′(x) h +O (h2) . (F.2)
Subtracting Eq. (F.2) from Eq. (F.1), we obtain the symmetric approximation for the
derivative of a function,
f ′(x) =
f(x + h)− f(x− h)
2a
+O (h2) , (F.3)





(f(x + h) + f(x− h)) +O (h2) . (F.4)
At first glance, Eq. (F.4) may not seem very useful. However, it can be used con-
veniently to bring the finite difference expressions into a symmetric form, yielding a
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Figure F.1 – Grids used for the method of finite differences: (a) square grid with lattice
constant a0 in two dimensions. (b) cubic grid with lattice constant a0 in three dimensions.
Hermitian Hamiltonian. Note that Eqs. (F.3) and (F.4) are valid up to second or-
der in h. It is possible to use higher-order approximation formulas (see, for example,
Ref. [232]), but we will restrict ourselves to the lowest order in this work.
In the method of finite differences, functions are not evaluated in the continuum, but
only on a discrete set of grid points. The simplest grids in two and three dimensions are
the uniform square and cubic grids with lattice constant a0, shown in Fig. F.1. Using
Eqs. (F.3) and (F.4) with h = a0 and h = a0/2 when appropriate, it is possible to
reduce a differential equation to a closed set of linear equations involving only function
values on the grid points.
F.2 Example
In order to put the general ideas of the previous section into practice and to illustrate
the typical steps in deriving a finite differences approximation to a Hamiltonian, we
consider one example in great detail. Another detailed example can be found in the
appendix of Ref. [155].











−i(∂x(α(x)ϕ(x)) + α(x) (∂xϕ(x)))+ 2e(A(x)α(x)ϕ(x))) . (F.5)
Such terms arises from the Bychkov-Rashba Hamiltonian with a position-dependent
Bychkov-Rashba parameter α(x) in a magnetic field with vector potential A(x) (see
Eq. (F.16)). Using (F.3), the first bracket in the last line of Eq. (F.5) can be rewritten
as




(α(x) + α(x + a0))ϕ(x + a0)− (α(x) + α(x− a0))ϕ(x− a0)
)
(F.6)
The second bracket in the last line of Eq. (F.5) is conveniently recast into a more












(α(x) + α(x + a0)) (A(x) + A(x + a0))ϕ(x + a0)
+ (α(x) + α(x− a0)) (A(x) + A(x− a0))ϕ(x− a0)
)
, (F.7)
where we used Eq. (F.4) on every one of the expressions in the inner brackets of the
first line. Combining all terms, we finally arrive at




























Introducing the notation |x〉 for a state at grid point x, we can write Hϕ(x) = 〈x|H |ϕ〉













(A(x)+A(x+a0)) |x〉 〈x + a0|+ h.c. , (F.9)
where h.c. denotes the Hermitian conjugate of the previous expression. In order to
arrive at this expression, we have made use of the fact that all approximations made












The operator form of H in Eq. (F.9) has the form of a tight-binding operator. In
this particular example, the Hamiltonian consists of a “hopping term” from point x to
x + a0, i.e. hopping between neighboring grid points. The magnetic field enters in the










Because of this formal equivalence, the discretization procedure in the method of finite
differences is said to yield a tight-binding representation of the Hamiltonian H .
F.3 Finite differences form of the Hamiltonian
After explicitly deriving the tight-binding representation of a particular example, we
will now state the finite differences forms of several terms to the Hamiltonian encoun-
tered in this work. The expressions stated here are mostly valid in two (x = (x, y))
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and in three dimensions (x = x, y, z). For brevity, we will not explicitly write out coor-
dinates that remain unchanged, i.e. do not contribute a hopping term. In addition, we
will not explicitly include a magnetic field. In order to include the effect of a magnetic
field, every hopping term must be multiplied by the Peierls phase (as in the previous
example, see Eq. (F.11)). As a general guideline, if a Hamiltonian contains parameters
that exhibit a discontinuity, the grid should be chosen such that the discontinuity lies
halfway between two grid points [234].































|x〉 〈x + a| + h.c.
)
+ analogous terms for the y and z-direction . (F.13)





(m(x) + m(x + a0)) [234].
Potential energy: A potential enters the Hamiltonian as
Hpot = V (x) (F.14)




V (x) |x〉 〈x| . (F.15)
Bychkov-Rashba spin-orbit coupling: The Bychkov-Rashba spin-orbit coupling




α(x) (σxpy − σypx) + 1
2
(σxpy − σypx)α(x) , (F.16)
where σ is the vector of Pauli matrices. Note that the Hamiltonian is symmetrized

















(α(x) + α(x + a0)) |x〉 〈x + a|+ h.c. . (F.17)
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Dresselhaus spin-orbit coupling: The Dresselhaus spin-orbit coupling Hamilto-







































































)) |x, y, z〉 〈x, y + a0, z|
+Hermitian conjugate of the whole expression. (F.19)
Note that in contrast to the previous expressions the tight-binding representation of
the Dresselhaus parameter includes next-nearest neighbor hopping terms. Again, it




(γ(z) + γ(z + a0)).
F.4 Bloch’s theorem and periodic boundary condi-
tions
If a tight-binding Hamiltonian has a translational symmetry in some direction, Bloch’s
theorem can be used to reduce the size of the problem.
As example, consider a square grid, which is translationally invariant under a shift
of Nya0, i.e. is composed of periodically repeated supercells with Ny lattice points in
the y-direction (see Fig. F.2(a)). From Bloch’s theorem, we can write
ϕ(x, y + Nya0) = e
ikyNya0ϕ(x, y) , (F.20)
where ky ∈ [− πNya0 , πNya0 ]. In particular, this also holds for grid points at the boundary
of the supercell. Let y1 and y2 denote the lower and upper row of grid points in the
supercell. Then
ϕ(x, y2 + a0) = e
ikyNya0ϕ(x, y1) . (F.21)
Within the tight-binding Hamiltonian we can then replace hopping terms at the bound-
ary as
|y2〉 〈y2 + a0| → eikyNya0 |y2〉 〈y1| (F.22)
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Figure F.2 – (a) A square grid consisting of a periodic repetition of supercells in the y-
direction. (b) Effective structure after the application of Bloch’s theorem.
and
|y1〉 〈y1 − a0| → e−ikyNya0 |y1〉 〈y2| . (F.23)
Hence, the system size has an effective width of Ny grid points in the y-direction,
however with additional hopping terms from the top to the bottom of the supercell
and vice versa, with a phase given by the Bloch wave vector ky.
Note that if we set ky = 0, we obtain the conventional “periodic boundary condi-
tions”. Neglecting all other Bloch vectors ky is a good approximation, if Nya0 is large,
i.e. ky small. If this is not the case, the desired calculation must be performed for a set
of ky-values.
Appendix G
Tight-binding model for graphene
G.1 Lattice structure
Graphene is a two-dimensional realization of carbon, where the carbon atoms are ar-
ranged in a honeycomb network. The honeycomb network itself is not a Bravais lattice,
but can be described as a triangular (or hexagonal) lattice with a basis of two atoms
[93].















as shown in Fig. G.1(a). The primitive unit cell spanned by these vectors is a rhombus
with side length a. In the case of the honeycomb network, there are two basis atoms














We will denote these basis atoms as atom A and B respectively. It should be emphasized
that, although we label these basis atoms differently, within the infinitely extended
honeycomb network, they are equivalent. The basis atoms form two triangular lattices
(sublattice A and B, respectively), that are shifted with respect to each other to obtain
the honeycomb network. In this network, each atom has three nearest neighbors of the
opposite kind. The distance between neighboring carbon atoms is given as aCC = a/
√
3.
In the case of a triangular lattice, the reciprocal is again triangular, rotated by 90◦
with respect to the original lattice, as shown in Fig. G.1(b). The reciprocal lattice is
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Figure G.1 – (a) Honeycomb network of carbon atoms. The underlying triangular Bravais
lattice is spanned by the primitive basis vectors a1 and a2, shown in blue. The primitive unit
cell is a rhombus, as depicted by the red dashed lines. The two basis atoms are shown as
black (sublattice A) and white (sublattice B) dots, respectively. (b) Geometrical details of a
hexagon from the honeycomb network, formed by carbon atoms (c) The reciprocal lattice is
spanned by the reciprocal basis vectors b1 and b2, shown in blue. The first Brillouin zone has
a hexagonal shape. (d) Geometrical details of the first Brillouin zone, showing the reciprocal
lattice vectors connecting the three equivalent K ′-corners.
The first Brillouin zone is constructed as the Wigner-Seitz cell of the reciprocal lattice
[93] and has the shape of a hexagon. However, a wave vector in a Bravais lattice is
only defined up to some reciprocal lattice vector. Thus, only two of the six corners in
the Brillouin zone are non-equivalent, as always three corners can be connected with
a reciprocal lattice vector. These two inequivalent corners are called K-points and are













to represent the two K-points.
It should be emphasized that the hexagonal shape of the Brillouin zone, and thus
the existence of two K-points, is solely due to the underlying triangular Bravais lattice
structure of the honeycomb network. The reciprocal lattice only depends on the Bravais
lattice structure, not on the basis atoms per unit cell. In particular, the hexagonal
shape of the Brillouin zone is not related to the hexagons formed by carbon atoms in
the honeycomb network.
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G.2 Electronic structure
G.2.1 Tight-binding model
We consider the dynamics of electrons in the graphene lattice assuming that the effect
of interactions can be incorporated by a mean field (non-interacting electrons; for a
justification see e.g. [237, Chap. 5]). In this case, the single-particle Hamiltonian of the
system is given as
H = − 
2
2m
∇2 + Veff(x) + Vext(x) , (G.5)
where Veff(x) incorporates both the potential arising from the ions within the graphene
lattice and the effect of interaction in an approximate way, and Vext is some external
potential. Note that in the case of an infinite graphene sheet, Veff(x) has the full sym-
metry of the graphene lattice. We now intend to develop a tight-binding formulation
for this problem, as was done first by Wallace in 1947 [238].
Carbon is the sixth element in the periodic table, and has 4 valence electrons in
2s22p2 configuration. In graphene (and graphite, from which graphene originates),
three of the valence electrons hybridize in a 2sp2 configuration. These electrons form
bonds with the neighboring carbon atoms, leading to the honeycomb arrangement
of carbon atoms. The fourth electron resides in a 2pz-orbital perpendicular to the
graphene plane. The electrons that form the bonds to the neighboring carbon atoms
will not contribute to transport due to their bound nature, and we can therefore treat
graphene as having one electron per carbon atom in the 2pz state.
Following the arguments above, we describe graphene in tight-binding approximation
with a single orbital per basis atom. The orbital at an atom situated at Ri + dα is
given as
χi,α,s(x) = χ2pz,s(x−Ri − dα) (G.6)
where i denotes the (Bravais) lattice vector Ri = na1+ma2 (n,m ∈ Z), α the sublattice
(α = A,B) and s the spin. χ2pz,s(x − Ri − da) is the wave function of a 2pz-orbital
centered at atom α in the unit cell at the lattice point Ri, with spin s. The quantum
mechanical state corresponding to the wave function χi,α,s(x) will be denoted as |i, α, s〉.
As discussed in Section 2.5.1, we assume that the states |i, α, s〉 form an orthonormal
set, thus neglecting overlap between wave functions located at different atoms. Within




〈i, α, s|H |j, β, s′〉 |i, α, s〉 〈j, β, s′| . (G.7)
In the remainder of this chapter we will only consider systems where spin is a good
quantum number, and suppress the spin index s in the notation. In this case, spin
only enters in a twofold occupation of energy levels. When we consider spin-dependent
transport properties of graphene nanoribbons in Chapter 7, we will explicitly discuss
how spin-dependent terms enter the Hamiltonian.
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Figure G.2 – The nearest neighbors of an A atom are three B atoms (connections shown as
solid black lines), the next-nearest neighbors are six A atoms (connections shown as dashed
black lines).




tiαjβ |i, α〉 〈j, β| , (G.8)




ϕα(i) |i, α〉 , (G.9)
where ϕα(i) is the probability amplitude of occupying the orbital state |i, α〉. In real-




ϕα(i)χ2pz(x−Ri − dα) . (G.10)
Thus, due to the localized nature of the atomic orbitals, |ϕα(i)|2 can be roughly inter-
preted as the probability of being close to the atomic site Ri + dα.
The fact that the atomic orbitals are localized is also the reason why only a few of the
matrix elements tiαjβ are nonzero. Here, we will only consider matrix elements involving
orbitals at the same site, and orbitals that are nearest or next-nearest neighbors.
The matrix elements involving only orbitals at the same atomic site can be written
as tiαiα = 0 + iα, where 0 arises from the lattice-periodic part of the Hamiltonian,
− 2
2m
∇2 +Veff, and iα from Vext. Due to the lattice periodicity, 0 is the same for every
atomic site and can thus be set to zero. For the external potential, it is useful to recast
iα into a different form:
iα =
{
Vi + Mi for α = A,
Vi −Mi for α = B.
(G.11)
Here, Vi has the meaning of a potential that has the same value for both atoms in the
unit cell, and Mi is a staggered potential, i.e. has opposite sign for sublattice A and
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B. Such a staggered potential can thus arise from a potential varying rapidly on the
inter-atomic scale. In addition, it is expected to arise naturally by placing graphene on
a suitable substrate (breaking the symmetry between A and B atoms) [31], and due to
antiferromagnetic ordering in zigzag graphene nanoribbons, as discussed in Chapter 7.
We now turn to the matrix elements involving orbitals at different sites, i.e. hopping
matrix elements. As seen from Fig. G.2, every atom of a given type is surrounded by
three nearest atoms of the opposite kind. The distance vectors from an A atom to the






















the distance vectors from an B atom to the closest A atoms as −δ1, −δ2, and −δ3.
The next-nearest neighbors of an atom of a certain kind are given by six atoms of the
same kind, with distance vectors
δ′1 = a1, δ
′
2 = a2, δ
′
3 = a2 − a1, δ′4 = −a1, δ′5 = −a2, and δ′6 = a1 − a2 . (G.13)
Since the 2pz-orbital is symmetric with respect to rotations in the plane of the graphene
sheet, we can parameterize all matrix elements involving nearest and next-nearest
neighbors with a single parameter t and t′, respectively.
In summary, we consider a tight-binding model for graphene in next-nearest neighbor
approximation with matrix elements
tiαjβ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vi + Mi if i = j, α = β = A
Vi −Mi if i = j, α = β = B
−t if i, α and j, β are nearest neighbors,
−t′ if i, α and j, β are next-nearest neighbors.
(G.14)
In the spirit of the Slater-Koster approach to tight-binding [239], we do not attempt
to calculate the hopping matrix elements from first principles, but as parameters that
should be adjusted to fit ab initio calculations. The numerical values of the hopping
matrix elements employed in this work are t = 2.7 eV and t′ = 0.1t [183, 184]. The
effects of a magnetic field can be included through the Peierls phase [233], by replacing









where A(x) is the vector potential.
Before we proceed to calculate the band structure of this tight-binding model, let us
revisit a few of the approximations made in its derivation: First, we always assumed
that Veff(x) has the full symmetry of the graphene lattice. This is not the case for a
finite system, where especially atoms close to the boundary would feel a very different
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effective lattice potential. In principle, this could result in quite different tight-binding
parameters close to the boundary. However, we will neglect these effects when con-
sidering finite systems. This common approximation can be justified a posteriori by
the observation that the results agree favorably with other approaches, such as DFT,
that include the above mentioned effects of the boundaries (For an example, see the
discussion of zigzag graphene nanoribbons in Chapter 7).
Second, the model as discussed above considers only up to next-nearest neighbor
hopping. Reich et al. additionally include third-nearest neighbor hopping [190] on
the grounds that the third-nearest neighbor distance is only slightly larger than the
next-nearest neighbor distance. However, third-nearest neighbor hopping introduces
only some corrections to the nearest-neighbor hopping, whereas next-nearest neighbor
hopping introduces terms in the Hamiltonian that have different symmetry, as discussed
below. These terms of different symmetry play a crucial role in the discussion of
transport in graphene nanoribbons in Chapter 6. Therefore, the inclusion of next-
nearest neighbors is essential, whereas third-nearest neighbor hopping only gives small
corrections.
Finally, the tight-binding model is based on a single 2pz-orbital per atomic site. In
principle, it is possible to include all valence electrons on equal footing [240, 241].
However, in the energy range relevant for transport, the band structures obtained from
these extended tight-binding models are practically indistinguishable from the results
of the much simpler single-orbital tight-binding approach employed here.
G.2.2 Band structure in tight-binding approximation
After introducing the tight-binding model for graphene, we now calculate the band
structure for a homogeneous infinite graphene sheet, with Mi = M , i.e. a constant
staggered potential, and Vi = V0. Then, the system is invariant under lattice transla-
tions,1 and Bloch’s theorem holds. For this case, we can apply standard techniques to
calculate the band structure [93, Chap. 10].







1 At first glance, the staggered, and thus spatially dependent potential M seems to break translational
invariance. However, the staggered potential changes sign only on A and B atoms within a unit
cell, and exhibits the triangular lattice periodicity.
2 Note that there are different conventions in the literature on how to define a tight-binding sum for a




is also used commonly [93, 237]. However, these different definitions are equivalent, as the corre-
sponding wave functions only differ by a (k-dependent) phase. Here we follow the conventions set
by the original calculation of Wallace [238] and the work of Haldane [242].
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where α = A,B and N is the number of unit cells. The tight-binding sums form an
orthonormal set, i.e.
〈Φα(k)| Φβ(k′)〉 = δα,βδk,k′ , (G.17)
and obey Bloch’s theorem. From the tight-binding sums, we make the ansatz
ϕ(k,x) = ϕA(k) ΦA(k,x) + ϕB(k) ΦB(k,x) (G.18)
for the eigenfunctions with Bloch vector k. Using the orthonormality of the tight-
binding sums, the Schro¨dinger equation Hϕ(k,x) = Eϕ(k,x) turns into an eigenprob-




















Here, Hαβ = 〈Φα(k)|H |Φβ(k)〉. In order to calculate the band structure E(k), we now
evaluate these matrix elements using the tight-binding model in next-nearest neighbor
approximation of the preceding section. We obtain


























where we used δ4 = −δ1, etc. in the last line. In the same fashion we find the matrix
element involving only the B sublattice as




The off-diagonal matrix elements evaluate to











cos(kδl) + i sin(kδl) , (G.22)
and HBA(k) = (HAB(k))
∗.






















σy + Mσz ,
(G.23)
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Figure G.3 – Left: Band structure of graphene in next-nearest neighbor approximation for
V0 = M = 0. Right: zoom-in of the band structure close to the K-point.
where σx,y,z are the Pauli matrices. Here we can see that third-nearest neighbor hopping
would only contribute terms of the form σx and σy, just like the nearest neighbor
hopping. This is due to the fact that third-nearest neighbor hopping again connects
atoms in different sublattices. In contrast, next-nearest neighbor hopping, connecting
atoms of the same sublattice, introduces new terms in this Hamiltonian. In this sense,
the inclusion of next-nearest neighbor hopping is more important than third-nearest
neighbors.
This decomposition of the Hamiltonian in terms of Pauli matrices is just a formal
paraphrase, as any 2× 2 Hermitian matrix can be written as a sum of Pauli matrices
and unity. Still, since this form is reminiscent of a Hamiltonian involving spin, the two-
component character of the wave function (ϕA, ϕB)
t due to the sublattice structure of
graphene is commonly referred to as pseudospin. This analogy to spin will become
even more apparent in the next section, when we consider a low-energy approximation
to the Hamiltonian.
Having evaluated H(k) we can now turn to solving the eigenproblem in Eq. (G.19).
The eigenenergies are
E±(k) = V0 − t′
(




















We first consider the case where V0 = 0 (a finite V0 simply shifts the zero of energy)
and M = 0. In Fig. G.3 we show E±(k) for k in the first Brillouin zone of graphene.
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The two bands E+(k) and E−(k) are always restricted to positive and negative energies,
respectively, and are called the conduction and valence band. The conduction and the
valence band touch at the six corners of the Brillouin zone for E = 0. Since the two
atoms in the unit cell each contribute one electron, the valence band is completely
filled. Thus, the Fermi energy is given as EF = 0, and states at the Fermi energy have
wave vector K and K′.
As seen from Fig. G.3, in our approximation the valence band has a larger band width
than the conduction band. This is opposite to the usual band structure calculations for
graphene, where the conduction band features a larger band width than the valence
band [35, 190, 243]. This difference is due to the neglect of overlap from our side.
However, for transport we are mainly concerned with states close to the Fermi energy,
where overlap has only little effect3, and we will focus on this regime in the following.
Expanding the energy bands E±(k) to linear order around the two K-points, we
obtain
E±(K+ q) = E±(K′ + q) ≈ |q|vF , (G.25)
where vF =
√
3ta/2 is the Fermi velocity. Thus, close to the K-points, the energy
spectrum is linear, as shown in the zoom-in of Fig. G.3. In terms of band structure,
the full energy cone is obtained by combining three 120◦ segments from the three
equivalent corners of the Brillouin zone. Furthermore, t′ does not enter in Eq. (G.25),
as next-nearest neighbor hopping only introduces terms quadratic or higher in q [35].
A linear energy spectrum is known from massless relativistic particles where E =
±kc, and c is the speed of light. Close to the Fermi energy, the charge carriers in
graphene thus have a “relativistic” energy dispersion, however with a much smaller
“effective speed of light” vF ≈ 106 m/s. Because of this analogy, the cone-like shape of
the energy bands around the K-points is commonly called Dirac cone. States within the
Dirac cone at the K and K ′-point are said to be in the K and K ′-valley, respectively.
Finally, we consider the effect of a finite staggered potential. As seen from Eq. (G.24),
the staggered potential opens a gap of size 2|M | at the corners of the Brillouin zone.
(Fig. G.4). In this case, the spectrum close to the K-points can be approximated as




v4F + (|q|)2 v2F, (G.26)
which is analogous to the energy spectrum of a massive relativistic particle, E =
±√m20c4 + (k)2c2, where m0 is the rest mass of the particle. Hence, the staggered
potential introduces a “mass” M/v2F for the charge carriers in graphene.
Although the low-energy spectrum of graphene resembles relativistic energy disper-
sions, one should not erroneously conclude that this is due to relativistic effects in
3 When taking into account the overlap of neighboring orbitals, the Schro¨dinger equation in tight-
binding approximation takes the form Hϕ = ESϕ, where S is the overlap matrix. Roughly speaking,
the smaller the energy E, the smaller the influence of the overlap, as E multiplies S. Thus, close to
E = 0, the influence of overlap can be neglected. For example, this is reflected in Fig. 2 in Ref. [190],
where the results of band structure calculations including and neglecting overlap are compared.
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Figure G.4 – The staggered potential opens a gap in the band structure close to the K-
points.
the motion of the valence electrons in the lattice of carbon atoms. Indeed, the start-
ing point of the derivation was the non-relativistic Hamiltonian (G.5), and the linear
low-energy spectrum is solely due to the lattice structure of the honeycomb network.
Nevertheless, the Bloch electrons do behave in a way analogous to relativistic particles.
In fact, this analogy goes even further than just a linear energy dispersion, as shown
in the next section.
G.2.3 Effective Hamiltonian
The band structure of the previous section was obtained for a system with translational
invariance. If this translational invariance is broken by, for example, a potential, it is in
general not possible any more to solve the tight-binding problem analytically, and one
has to resort to numerics or approximations. Here, we will derive such an approximation
valid for slowly varying potentials and energies close to the Dirac point. This effective
Hamiltonian for graphene was first derived by McClure including a magnetic field
[244] and later by DiVincenzo and Mele including an external potential [245]. Both
accounts followed the approach by Luttinger and Kohn for deriving an effective mass
Hamiltonian [221], and so will we below.
In contrast to the lattice-periodic part of the Hamiltonian, a general potential may
scatter Bloch electrons, connecting different Bloch vectors k and k′. Thus, we have to
generalize the ansatz of Eq. (G.18) to include a range of wave vectors:
ϕ(x) =
∫
dkϕA(k) ΦA(k,x) + ϕB(k) ΦB(k,x) . (G.27)
Note that this expression is still exact, as the Φα(k,x) form a complete set within the
tight-binding subspace. Assuming energies close to the Dirac point and a potential that
varies slowly on the scale of the lattice, we can neglect scattering events between the
K and K ′ point, as they are separated by a wave vector on the order of the reciprocal
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lattice. Then, the ansatz (G.27) can be reduced to contain only wave vectors close to
K and K′ and we may write4
ϕ(x) =
∫
dqϕA(q) ΦA(K+ q,x) + ϕB(q) ΦB(K+ q,x)
+ ϕ′A(q) ΦA(K
′ + q,x) + ϕ′B(q) ΦB(K
′ + q,x) . (G.28)
When we use the ansatz (G.28) in Eq. (G.5), we can again make use of the fact
that the tight-binding sums form an orthonormal set (see Eq. (G.17)). Thus, we




∣∣H ∣∣Φβ(K(′) + q′)〉. Since
the lattice periodic part of the Hamiltonian does not mix different wave vectors, all
corresponding matrix elements vanish for q = q′, and we obtain the result of the
previous section, Eq. (G.23). However, for the external potential Vext, we need to
consider also matrix elements between different Bloch vectors. Making use of the
smoothness of Vext we can neglect matrix elements between different K-points, as was














= 0 , (G.29)
where we again decomposed the external potential Vext into a potential V (x) that has
the same value on sublattice A and B, and a staggered potential M(x). V (q,q′) and
M(q,q′) are defined as 〈ΦA(K+ q)| V |ΦA(K+ q′)〉 and 〈ΦA(K+ q)|M |ΦA(K+ q′)〉,
respectively (These definitions only refer to sublattice A, but sublattice B is contained
in the unit matrix and σz in Eq. (G.29)). The same equation holds for the K ′-point,
if we substitute K′ for K.
These equations can be simplified further by means of two approximations: First,
we restrict ourselves to the low-energy regime and expand H(K+ q) and H(K′ + q),








such that we can treat both the K (τ = +1) and the K ′-point (τ = −1) in a unified
way. Then we find from Eq. (G.23)
H(Kτ + q) ≈ vF
(
0 τqx − iqy





Second, we again make use of the assumption that the potential V (x) varies smoothly
on the lattice scale, so that we can replace V (q,q′) by V (q − q′), where V (q) =
4 Effective mass theory (also called k · p-theory) also uses often an ansatz different from Eq. (G.28):
ϕ(x) ∼ ∫ dqϕ(q) eiqxΦ(K,x). For example, this approach is used in the context of graphene in
Refs. [244, 245]. As discussed in Ref. [221, Section II,III and Appendix A], these approaches are
equivalent. However, the ansatz (G.28) seems more convenient for the present purposes.




dxe−iqxV (x) is the Fourier transformation of V (x), as discussed in Ref. [221].5
This also holds for the staggered potential M(x).
With these approximations, Eq. (G.29) for the K-point reads














= 0 . (G.32)






α (q) and taking the






= 0 , (G.33)
where HK is the effective Hamiltonian for graphene at the K-point,
HK = vF (−i∇) · σ + V (x) + M(x) σz . (G.34)
This effective Hamiltonian is identical to the Dirac Hamiltonian in two spatial dimen-
sions with an effective speed of light vF [246]. The potential V (x) plays the role of a
scalar potential, whereas the staggered potential M(x) acts as a mass term.
In the previous section, we have pointed out that the low-energy dispersion of
graphene resembles relativistic spectra. This relativistic dispersion is a consequence
of the fact that the effective low-energy Hamiltonian of graphene is the Dirac Hamil-
tonian. However, the Dirac Hamiltonian leads to effects beyond just a relativistic
spectrum: In particular, the two components of the wave function arising from the two
sublattices A and B behave like a spinor under transformation. Hence, the notion of
pseudospin for the sublattice degree of freedom is justified. Several of the unique prop-
erties of graphene are a consequence of pseudospin, such as the odd-integer quantum
Hall effect [32] and Klein tunneling [34].
For the K ′-point we obtain the effective Hamiltonian
HK ′ = −vF (−i∇) · σ∗ + V (x) + M(x) σz . (G.35)
We can write the effective Hamiltonians for the K and K ′-point in a unified way by
defining
Hτ = −ivF (τ∂xσx + ∂yσy) + V (x) + M(x) σz , (G.36)
so that HK = H+ and HK ′ = H−. Note that the effective Hamiltonian does not
contain any reference to the next-nearest neighbor hopping t′, as we only included
terms linear in the momentum. Since t′ only contributes starting from terms quadratic
5 There are some subtleties for the case of graphene: Graphene is a two-dimensional crystal, but the
pz-orbitals and the potentials also extend into the third dimension. A two-dimensional potential is
then obtained by averaging the potential over the electron density in z-direction [245]. Here, we
simply assume that such an averaging procedure has already been performed and assume V (x) and
M(x) as two-dimensional potentials.
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in q, the influence of next-nearest neighbor hopping is expected to be negligible in the
low-energy regime (with the notable exception of the graphene edge state, as discussed
in Chapter 6).
Finally, we establish a connection between the envelope wave functions ϕ
(′)
α (x) and
the tight-binding wave function ϕα(j). From Eq. (G.28) and the definition of the



















eiK(Ri+dα) ϕα(Ri + dα) + e
iK′(Ri+dα) ϕ′α(Ri + dα)
)
× χ2pz(x−Ri − dα) . (G.37)
Comparing this expression to Eq. (G.10), we can identify
ϕα(j) = e
iK(Rj+dα) ϕα(Rj + dα) + e
iK′(Rj+dα) ϕ′α(Rj + dα) . (G.38)
G.3 Graphene nanoribbons
G.3.1 Band structure
In this section we discuss how to understand the general features of the band structure
of graphene nanoribbons from geometrical considerations and the band structure of an
extended graphene sheet (for a similar discussion, see [169]).
A graphene nanoribbon (GNR) is a stripe cut out of the graphene honeycomb net-
work. The boundary of the GNR depends on the direction of the cut. There are
two basic types of GNRs: The GNR with zigzag edges (obtained by cutting e.g. in x-
direction) and with armchair edges (obtained by cutting e.g. in y-direction) as shown
in Figs. G.5(a) and (b), respectively. Since a GNR does not have the full translational
symmetry of the graphene lattice, the electronic states of the GNR will in general be
a linear combination of Bloch waves from the extended graphene sheet, with different
wave vectors such that they satisfy the boundary condition of the nanoribbon.
We first consider the zigzag nanoribbon. The zigzag GNR has translational symme-
try in x-direction, with a unit cell of length a, as indicated in Fig. G.5(a), and thus
kx ∈ [−π/a, π/a] is a good quantum number. The (bulk) states of the zigzag GNR
are then a linear combination of Bloch waves with a fixed value of kx, as indicated in
the sketch of the Brillouin zone in Fig. G.5(a). In particular, the different K-points
project uniquely to the kx-axis, with kx = −2π3a for the K-point and kx = +2π3a for the
K ′-point.6 Thus, the K and K ′-points are decoupled in zigzag nanoribbons. In the
6 Note that this is not contradictory to our previous definition of K = (+ 4π3a , 0)
t and K′ = (− 4π3a , 0)t.
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Figure G.5 – The general features of the band structure of (a) zigzag and (b) armchair
nanoribbons can be deduced from geometrical considerations. The upper panels show the
graphene nanoribbons and the corresponding unit cells. The lower panels show the orienta-
tion of the one-dimensional nanoribbon Brillouin zone within the two-dimensional graphene
Brillouin zone and the nanoribbon band structure.
low energy regime of the zigzag GNR band structure, we observe the Dirac cones at
these points (sketched in grey in the band structure of Fig. G.5(a)).
In addition to the states obtained as linear combinations of bulk Bloch waves, the




. These are states located at the nanoribbon edge and cannot be expressed as
a linear combination of bulk Bloch waves, and are discussed in detail in Chapter 6.
In contrast to a zigzag ribbon, the armchair ribbon has translational symmetry in
y-direction, with a unit cell of length
√
3a. Then, ky ∈ [− π√3a , π√3a ] is a good quantum
number. The electronic states of the armchair nanoribbon are thus linear combinations
of bulk Bloch waves with a fixed ky. In particular, both the K and K
′-point map to
ky = 0. Hence, the armchair edge mixes the K and K
′-valley.
G.3.2 Boundary conditions
In order to handle finite-size graphene systems within the effective Dirac Hamilto-
nian, we need to derive appropriate boundary conditions. This will be done for the
representative examples of zigzag and armchair nanoribbons.
The one-dimensional Brillouin zone of the nanoribbon has a smaller kx-extent than the two-
dimensional Brillouin zone of graphene, and kx = + 4π3a and kx = − 2π3a are connected by a one-
dimensional reciprocal lattice vector of length 2π/a.
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Figure G.6 – Boundary conditions for (a) zigzag and (b) armchair nanoribbons: The wave
function must vanish on the first row of missing atoms (indicated by crosses).
Since the effective Hamiltonian does not carry any reference to the next-nearest
neighbor hopping, it is enough to take into account nearest neighbors when deriving
the boundary condition. At an graphene edge, we therefore demand that the wave
function must vanish on the missing atoms that are adjacent to the edge.
In the case of the zigzag nanoribbon, Fig. G.6(a), the edge atoms are all from the
same sublattice, and so is the first row of missing atoms. Thus, the boundary conditions
are
eiKxxϕA(x, 0) + e
iK′xxϕ′A(x, 0) = 0 , (G.39a)
eiKxxϕB(x,W ) + e
iK′xxϕ′B(x,W ) = 0 , (G.39b)
where we used the connection between the envelope functions from the effective Hamil-
tonian and the tight-binding wave function (G.38). Here, we chose a coordinate system
such that the first row of missing atoms is located at y = 0, and W is the distance to
the first row of missing atoms on the other edge [53] (see Fig. G.6(a)). Since Kx = −K ′x
and Eqs. (G.39) must hold for any point x on the boundary, the envelope functions
ϕ
(′)
α (x) must satisfy the boundary conditions separately for the zigzag ribbon:
ϕA(x, 0) = 0 , (G.40a)
ϕ′A(x, 0) = 0 , (G.40b)
ϕB(x,W ) = 0 , (G.40c)
ϕ′B(x,W ) = 0 . (G.40d)
In the case of the armchair ribbon, both types of sublattices are present at the
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boundary, and hence the boundary condition reads
ϕA(x, 0) + ϕ
′
A(x, 0) = 0 , (G.41a)
ϕB(x, 0) + ϕ
′
B(x, 0) = 0 , (G.41b)
eiKxWϕA(x,W ) + e
−iKxWϕ′A(x,W ) = 0 , (G.41c)
eiKxWϕB(x,W ) + e
−iKxWϕ′B(x,W ) = 0 . (G.41d)
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