Stimulus configuration and the perceived rigidity of eight-vertex polyhedra by Sparrow, John Edward
University of New Hampshire
University of New Hampshire Scholars' Repository
Doctoral Dissertations Student Scholarship
Winter 1990
Stimulus configuration and the perceived rigidity of
eight-vertex polyhedra
John Edward Sparrow
University of New Hampshire, Durham
Follow this and additional works at: https://scholars.unh.edu/dissertation
This Dissertation is brought to you for free and open access by the Student Scholarship at University of New Hampshire Scholars' Repository. It has
been accepted for inclusion in Doctoral Dissertations by an authorized administrator of University of New Hampshire Scholars' Repository. For more
information, please contact nicole.hentz@unh.edu.
Recommended Citation




The m ost advanced technology has been used to photograph  and 
reproduce this manuscript from the microfilm master. UMI films the 
text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any 
type of computer printer.
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction.
In the unlikely event that the author did not send UM I a com plete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion.
Oversize m aterials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand corner and 
continuing from left to right in equal sections with small overlaps. Each 
orig inal is also photographed in one exposure and is included  in 
reduced form at the back of the book.
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly 
to order.
Ur'-'versit/ Microtiirrs irie'i'ji of a1 
A Bt'i- & Hf>v 11 InlnrrT’a r o r  Cor* !>dry 
.300 North Zoeh R o a u  Ann Arbor M l4 6 '0 6  ’ 346 0 ',-A 
3 '3  76 '  4 700 800 0 2 ’ 0600

O rder N um ber 0119145
Stim ulus configuration and the perceived rigidity o f eight-vertex  
polyhedra
Sparrow, John Edward, Ph.D.
University of New Hampshire, 1990
C opyright © 1000 by Sparrow , Jo h n  Edw ard. All righ ts reserved.
U M I
300 N. Zeeb Rd.
Ann Arbor. MI 48106

NOTE TO USERS
TH E O RIG IN A L DOCUMENT RECEIVED BY U.M .I. CONTAINED PAGES 
WITH SLANTED AND POOR PRINT. PAGES WERE FILMED AS RECEIVED.
THIS REPRODUCTION IS THE BEST AVAILABLE COPY.

STIMULUS CONFIGURATION AND THE 
PERCEIVED RIGIDITY OF EIGHT-VERTEX POLYHEDRA
BY
JOHN EDW ARD SPARROW 
Bachelor of Science, State University of New York, College at Oswego, 1983 
Master of Arts, University of New Hampshire, 1986
DISSERTATION
Submitted to the University of New Hampshire 
in Partial Fulfillment of 
the Requirements for the Degree of




This dissertation has been examined and approved.
srtation director, William W. Stine, 
Associate Professor of Psychology
l &
Kenneth Ftdd, Associate Professor 
of Psych^h5gy
Richard A. Messner, Associate Professor 
of Electrical and Computer Engineering




7 h h °
Date
ALL RIGHTS RESERVED 
© 1990 
John E. Sparrow
appreciation of her love and support, this dissertation is dedicated to Lorrie.
ACKNOWLEDGEMENTS
This dissertation would not have been possible without the help of many 
generous individuals. First of all, I would like to thank the members of my 
committee: Drs. Kenneth Fuld, Richard Messner, Robert Smith, and Dan Swift. 
Their willingness to come together under such short notice was greatly 
appreciated. Dr. Filson Glanz also deserves a note of thanks for his helpful 
suggestions in the early stages of this project, along with Dr. Tony Nevin for his 
insightful comments related to signal detection theory. All of these individuals 
offered me a critical view of my research, and at the same time, encouraged me 
in my venture.
Secondly, 1 cannot say enough about the help and inspiration provided by 
Dr. Bill Stine, the chair of my committee. Bill was always extremely supportive, 
even during the times when I was less than enthusiastic. I do, and will always, 
appreciate what he taught me about scientific rigor and experimental methodology. 
Without his help, this project would not have attained the precision, clarity, and 
thoroughness as that found in the following pages. Most of all, aside from his 
mentoring, I value Bill’s friendship.
The foundation of this research is based on the many hours of dedication 
provided by my research subjects: Bob, Trey, Mark, Jessica, Jason, and Elizabeth. 
I sincerely appreciate their tireless efforts as they watched polyhedra rotate session 
after session, never indicating any sense of distaste.
I would be remiss in failing to acknowledge the backing of my mom
Dolores, sisters Jeannine and Sue, and brother Doug. They, in addition to my 
in-laws Elaine and Ron, continually encouraged me to finish this seemingly endless 
project. Even when my confidence was lacking, I could always count on their 
unending faith in my research enterprise.
My new colleagues at SUNY Geneseo also deserve some recognition. Most 
notably, Drs. Jim Grosch and Ganie DeHart, who were always supportive and 
tolerant of my "dissertation behavior," Kathy Barsz, for dispensing the peanut 
M&Ms, and Fred Fidura for providing the computing facilities which allowed me 
to complete the 40-some-odd graphs included in this document.
Finally, and most importantly, 1 would like to thank my family members, 
Lorrie and Gina. We were able to share many special times in the beauty of 
New Hampshire, which will always hold a special place in our hearts. Late-night 
pizza from Domino’s, Annabelle’s ice cream, Portsmouth, Queensbury Mills, Rye, 
Pawtuckaway State Park, the York Harbor Inn, and Wentworth-Douglass Hospital, 
all are memories that will not quickly fade away. L om e’s immense support for 
this project is unquestionably the single most important factor in its completion. 
While she attended to the realities of life, I was able to spend endless hours 
typing, analyzing, and thinking about dissertation-related matters. For these 




U ST  O F TABLES..........................................................................................................  ix




I. EXPERIM ENT 1: RATING PERCEIVED DEFORM ATION  25
M ethod.............................................................................................................  26
Results and Discussion............................................    29
II. EXPERIM ENT 2: LARGE N OBSERVATIONS..................................  40
Method.............................................................................................................  42
Results and Discussion................................................................................. 45
III. EXPERIM ENT 3: DEFINING TH E IDEAL OBSERVER................. 54
M ethod.............................................................................................................  58
Results and Discussion................................................................................. 61
IV. EXPERIM ENT 4: TSD AND STIMULUS CONFIGURATION  94
M ethod.............................................................................................................  96
Results and Discussion.................................................................................  98
V. GENERAL DISCUSSION 125




1. Statistically Significant Spearman Correlation Coefficients...................... 32




1. Frequency Histogram for the Ratings of Rigidity.....................................  34
2. Frequency Histogram for the Percentage of Nonrigid Ratings  35
3. Plot of Correlations for Configuration..LN................................................. 36
4. Plot of Correlations for Configuration VN................................................  37
5. Plot of Correlations for Configuration..LR................................................. 38
6. Plot of Correlations for Configuration V R................................................  39
7. Frequency Histogram for Ratings of Rigidity.............................................. 50
8. Frequency Histogram for Ratings of Direction*of-Rotation....................  51
9. Combined Frequency Histogram for the Percentage of Nonrigid
and Opposite-Direction Reversal Ratings...................................................  52
10. Median Ratings of Rigidity and Direction-of-Rotation............................  53
11. Angular Component of Rigid and Nonrigid Vertices...............................  75
12. ROC Curves for Subject JES.......................................................................... 76
13. Binormal ROC Plots for Subject JES...........................................................  77
14. ROC Curves for Subject JLM ......................................................................... 78
15. Binormal ROC Plots for Subject JLM .......................................................... 79
16. ROC Curves for Subject RWB.......................................................................  80
17. Binormal ROC Plots for Subject RWB........................................................ 81
18. ROC Curves for Subject TMB........................................................................ 82
19. Binormal ROC Plots for Subject TMB......................................................... 83
x
20. ROC Curves for Subject WWS.......................................................................  84
21. Binormal ROC Plots for Subject WWS........................................................  85
22. ROC Curves for Subject M JH........................................................................  86
23. Binomial ROC Plots for Subject M JH.........................................................  87
24. Sensitivity Plot (Amplitude = 0.00)...............................................................  88
25. Sensitivity Plot (Amplitude = 0.02)...............................................................  89
26. Sensitivity Plot (Amplitude = 0.04).............................................................. 90
27. Response Bias Plot (Triais Ratio =..1:3)..................................................  91
28. Response Bias Plot (Trials Ratio = 1:1)..................................................  92
29. Response Bias Plot (Trials Ratio = 3:1)..................................................  93
30. Sensitivity as a Function of Configuration
(Amplitude = LOW)........................................................................................ 109
31. Sensitivity as a Function of Configuration
(Amplitude = MEDIUM )............................................................................... 110
32. Sensitivity as a Function of Configuration
(Amplitude * H IG H )....................................................................................... I l l
33. Response Bias as a Function of Configuration
(Amplitude = LOW)........................................................................................ 112
34. Response Bias as a Function of Configuration
(Amplitude * MEDIUM )............................................................................... 113
35. Response Bias as a Function of Configuration
(Amplitude = H IGH )....................................................................................... 114
36. Mean Sensitivities as a Function of Configuration.................................... 115
37. Mean Response Biases as a Function of Configuration..........................  116
38. Mean Sensitivities as a Function of Configuration
(Including Repeated Sessions for Subjects JEA and EA H )...................  117
39. Mean Response Biases as a Function of Configuration
(Including Repeated Sessions for Subjects JEA and EAH).................... 118
xi
40. Repeated Sessions for Subject EAH (Amplitude = LOW).................. 119
41. Repeated Sessions for Subject EAH (Amplitude = M EDIUM )  120
42. Repeated Sessions for Subject EAH (Amplitude = H IG H )................. 121
43. Repeated Sessions for Subject JEA  (Amplitude = LOW).................... 122
44. Repeated Sessions for Subject JEA  (Amplitude = M EDIUM )  123
45. Repeated Sessions for Subject JEA  (Amplitude = H IG H ).................  124
xii
ABSTRACT
STIMULUS CONFIGURATION AND TH E PERCEIVED 
RIGIDITY O F EIGHT-VERTEX POLYHEDRA
by
John E. Sparrow 
University of New Hampshire, December, 1990
In a series of four experiments, subjects examined the perceived rigidity of 
rotating eight-vertex polyhedra. Four different categories of polyhedra were 
observed under parallel projection: 1) line drawings where the initial orientation 
appeared to be a cube (LN), though the depth components of the eight vertices 
were randomly positioned (upon rotation, it could be seen that the stimuli were 
not cubes); 2) line drawings where the vertices were randomly placed (LR); 3) 
vertex-only drawings where the initial orientation appeared to be a cube (VN), 
though the depth components of the eight vertices were randomly positioned; and 
4) vertex-only drawings with randomly positioned vertices (VR).
Preliminary observations indicated that some of the mathematically rigid 
configurations were perceived as deforming in a nonrigid manner. Given the 
different stimulus categories, the following questions were addressed: 1) Could 
subjects identify stimuli that appeared to deform based on a large set of 
mathematically rigid objects?; and 2) Was it possible to identify gross qualities 
about the stimulus that control whether or not the human visual system adopts a 
rigid versus a nonrigid interpretation?
Through several deformation-rating tasks, the results indicated that although 
most of the configurations maintained a rigid appearance throughout their 
rotations, the LN stimuli appeared to deform more than the LR, VN, and VR 
categories of stimuli. In addition, based on a signal detection paradigm, when 
subjects were asked to detect a physical nonrigidity embedded within 
mathematically rigid rotations, they had a more difficult time doing so when 
viewing the LN stimuli, compared to the other three stimulus categories.
To account for these findings, a theory was formulated based on the 
behavior of line segments as they are projected onto the two-dimensional image 
plane. It seems that when the visual system is forced to interpret such images, 
two conflicting sources of information may exist: local shape cues formed by the 
intersecting line segments and motion-induced depth information. In order for 
the visual system to make sense of these images, the conflicting cues need to be 




The question of how the human visual system interprets three-dimensional 
structure from a two-dimensional retinal image has puzzled philosophers and 
scientists alike for centuries. As far back as 1709, British empiricist George 
Berkeley (1685-1753) claimed that the resulting perception of the third dimension 
was due to past experiences with different sets of stimuli (Chaplin & Krawiec, 
1979, pp. 120-121). We learn to associate, he claimed, various kinesthetic 
sensations with certain aspects of visual space. To illustrate, as the eye scans over 
a visual array, certain ocular muscles are contracted or relaxed. Furthermore, the 
crystalline lens flexes or thins out as a function of the distance to the observed 
object. The visual system learns from these muscular cues to associate different 
param eters of depth perception with changing amounts of muscle tension. 
Berkeley also stated that certain monocular depth cues, again due to past 
experiences, are relevant in discriminating objects in our visual world.
Rudolf Lotze (1817-1881), a German philosopher-psychologist, held the 
notion that visual space perception was derived through a series of "local signs” 
(1852, as described in Chaplin & Krawiec, 1979, pp. 121-122). Patterns of 
sensation, in this theory, are aroused by the mere exposure to a spatial array. 
These sensation patterns differ in their intensity makeup, and it is these 
differences in intensity that lead to the eventual association of elements within the 
environment. Therefore, like Berkeley, Lotze theorized that the resulting
2perception of visual space was primarily due to kinesthetic stimulation associated 
with various elements within three-dimensional space.
It is interesting to note that Hermann von Helmholtz (1924), also of the 
empirical tradition, maintained a theory of space perception that was based on the 
idea of local signs. Visual space perception, Helmholtz stated, is not an inborn, 
automatic process by which we navigate our world. Instead, the visual panorama 
is only deemed meaningful after past experience with spatial objects. Later, after 
many such exposures, these associations are added to the bare sensory map so that 
image meaningfulness can be "unconsciously inferred" (Chaplin & Krawiec, 1979, 
p. 123).
The Role of Motion in Assessing the Structure of Objects 
Given that the visual world is rarely a perfectly static snapshot, the 
perception of motion further complicates the spatial analysis process (e.g., 
Hildreth, 1984; Johansson, 1964; Regan, Beverley, & Cynader, 1979). How is it 
that the visual system can accurately track quickly-moving objects, let alone assess 
the three-dimensional shape of the environment? Furthermore, how good is the 
visual system at distinguishing between rigid, congruous motion versus nonrigid, 
elastic motion? Nakayama (1985) captured the intricacies of motion perception 
quite well in this opening quotation from his recent review article:
Physics provides no special status for visual motion, skirting the issue 
as to whether it is fundamental or whether it is just the displacement of a 
visual image over time. Introspection is no more decisive. Is motion a 
basic phenomenological dimension like color and stereopsis, or is it derived, 
based on more primitive sensory processes, like space and time?
Color is an immediate experience. Likewise for stereopsis. Few fail 
to be impressed by the synthesis of solidity from two flat images in a 
stereoscope; the sense of depth is phenomenologically irreducible. With
3visual motion, however, there has always been the nagging doubt that it 
might not qualify as a fundamental sense, that it is reconstructed very late 
in our visual system or that it represents an elementary cognitive process....
It is likely that the appreciation of motion as a fundamental 
biological sense was retarded by these alternative interpretations. Mounting 
evidence, accumulated over the past century and especially of late, however, 
leaves no doubt that motion is indeed a fundamental visual dimension, (p. 
626)
J. J. Gibson examined such phenomena and concluded, in direct opposition 
to the earlier cue theories, that visual space perception was not reliant upon signs 
or cues from the visual physiology or the resulting retinal image. Instead, an 
object could be located and identified within visual space by directly perceiving 
qualities of the observed stimulus. Texture gradients and general optic flow, 
Gibson maintained, provided the information needed to adequately disentangle the 
complex moving world (Gibson, 1966; 1979).
One of the landmark studies that pointed out the importance of motion 
information in determining the structure of three-dimensional objects was carried 
out by Wallach and O ’Connell (1953). These researchers noticed that the shadow 
projection of a rotating wire stimulus usually produced the perception of a 
three-dimensional rigid object rotating. Ironically, subjects were actually observing 
two-dimensional stimuli deforming on the face of the projection screen. This 
ability to derive three-dimensional structure from two-dimensional motion was 
termed the kinetic depth effect (KDE).
Wallach and O ’Connell’s paradigm was very similar to earlier studies that 
investigated motion perception. For example, Miles (1931) utilized the shadow 
projections of fan blades rotating about a vertical (i.e., parallel to the projection
4screen) axis. Metzger (1934), as summarized by Wallach and O ’Connell, studied 
the shadow images of vertical rods rotating around a vertical axis. Both of these 
earlier studies, however, unlike the kinetic depth studies, were relatively 
unconcerned with resulting three-dimensional depth percepts.
Over a series of ten experiments, Wallach and O ’Connell examined the 
three-dimensional qualities of rotating solids, wire-edged figures, cylinders, and 
rods. A vast majority of the rotating figures, it was determined, took on a 
three-dimensional depth component when viewed on the two-dimensional 
projection screen. That is, most of the stimuli appeared to rotate rigidly in visual 
space. There was a small collection of figures, however, that appeared to deform 
in the plane of the projection screen. This class of nonrigid figures will be 
addressed later.
These investigators concluded that in order for the KDE to occur, one 
condition related to the stimulus configuration must be met: the length and 
direction of any given contour of the object must change simultaneously 
throughout the course of rotation. If this condition is satisfied, then observers 
should have little trouble assessing the actual three-dimensional shape of the 
object. On the other hand, if a line or contour changes only shape d  direction, 
the KDE no longer occurs. What would be seen, then, would simply be an object 
distorting two-dimensionally. More recent studies (e.g., Braunstein, 1977; Jansson 
& Johansson, 1973), as well as the series of experiments described below, however, 
do not support this explanation; it appears that lines changing length and direction 
simultaneously are not necessary and sufficient conditions for deriving rigid three­
5dimensional interpretations.
Extracting Structure from Motion 
Since Wallach and O ’Connell’s (1953) original study, a number of 
interesting and relevant investigations have appeared in the literature. Most of 
the studies fall into two categories: 1) research concerned with the minimal or 
sufficient conditions needed to produce a reliable KDE (e.g., number of views or 
structural elements needed), or 2) experiments concerned with configurational 
components of the moving stimuli (e.g., rigid vs. nonrigid motion or isometric vs. 
perspective projections).
Necessary and Sufficient Conditions for the KDE
Before one can examine the complex area of three-dimensional 
interpretation, a solid foundation needs to be laid for the simpler counterpart, 
two-dimensional motion discrimination. What are the sufficient conditions needed 
for discriminating motion in the fronto-parallel plane? Bell and Lappin (1973) 
studied this question using a series of planar random-dot patterns similar to the 
stereoscopic patterns developed by Julesz (1960; 1971). Subjects in this 
experiment were required to determine, via a forced-choice procedure, the 
direction of displacement of a series of dots in a two-frame presentation sequence. 
The amount of planar dot displacement was systematically manipulated as was the 
visual angle subtended by the dot matrices. It was concluded that a brief, 
two-frame sequence was sufficient to determine the true direction of displacement. 
More importantly, their study found that a small amount of relative displacement 
produced the highest proportion of correct direction judgements. Larger amounts
6of displacement, on the other hand, interfered with subjects’ ability to accurately 
discriminate the two-dimensional motion. Absolute displacement of the dots, 
defined in terms of the shift in location on the retina, had little effect on the 
direction responses; instead, what was important was the degree of displacement 
relative to the size of the elements in the observed random-dot pattern.
Directly analogous to the two-dimensional paradigm adopted by Bell and 
Lappin (1973), some work done by Lappin, Doner, and Kottas (1980) studied 
subjects’ ability to discriminate dot displacements projected on a three-dimensional 
trajectory. Dots were randomly distributed over a transparent sphere, again in a 
two-frame presentation sequence, where the second frame represented a slight 
spherical rotation with respect to the first. This two-dimensional sequence, when 
shown in rapid succession, gave a convincing impression of a three-dimensional 
sphere rotating in depth. Using a two-alternative forced-choice procedure, pairs 
of two-frame sequences were shown to subjects in which the correlation of the 
three-dimensional dot coordinates in one presentation differed from the correlation 
of the second. A perfect correlation between presentations meant that there was 
a direct one-to-one correspondence between all the dots over both frames of the 
sequence; a low correlation between presentations, however, indicated that many 
dot coordinates from the second frame were unrelated to the dot coordinates from 
the first frame. The subject’s task, then, was to indicate which of the two-frame 
sequences was more highly correlated.
Results indicated that subjects were extremely adept at discriminating dot 
patterns when one pair of the two possible alternatives was perfectly correlated
7(i.e., r = 1.0) as compared to slightly less correlated patterns (i.e., r = .969 and 
r = .938). Therefore, in support of Bell and Lappin’s earlier findings, two 
presentations were sufficient for extracting three-dimensional structure. Moreover, 
a slight degradation in dot placement, compared to a perfectly correlated sphere, 
was adequate in allowing subjects to accurately assess the shape of these objects 
moving in visual space.
A main goal of the structure extraction research is to predict what 
three-dimensional interpretation is possible given a two-dimensional projection. 
Most of the psychophysical studies have been aimed at the goal of determining 
what configurational qualities and minimal conditions are needed for humans to 
accurately assess structural components of moving scenes. Another alternative, 
albeit more abstract, is the computational approach to motion analysis. These 
theoretical techniques attempt to derive solutions for one or more mathematical 
equations which represent the mapping from two-dimensional space to the 
interpretation of three-dimensional motion. Ultimately, these algorithms 
reconstruct the three-dimensional coordinates for each two-dimensional motion 
component (see Marr, 1982, for a detailed description of the philosophy of 
deriving computational algorithms in studying visual phenomena).
A large number of computational approaches to extracting structure from 
motion have recently been published. Because any given two-dimensional 
projection can be produced by a large number of three-dimensional configurations, 
all of the approaches need to have certain constraints imposed in order to 
accurately recover the three-dimensional components of a given scene. Depending
8on the type of constraint imposed, the number of views and stimulus elements 
needed to arrive at a three-dimensional interpretation differ (e.g., Hoffman & 
Bennett, 1985, 1986; Hoffman & Flinchbaugh, 1982; Ullman, 1979, 1984a; Webb 
& Aggarwal, 1981). One specific constraint, the "rigidity assumption" (Ullman, 
1979), will be addressed below.
Braunstein, Hoffman, Shapiro, Andersen, and Bennett (1987) empirically 
tested some of the theoretical analyses to measure how well the computational 
approaches reflect structure extraction processes in the human visual system. 
Using a signal detection paradigm, these investigators had observers view stimuli 
under the manipulation of four independent variables: 1) number of picture 
elements for a given stimulus (ranging from two to five), 2) number of views of 
each stimulus (ranging from two to six), 3) the presence or absence of feedback 
in conjunction with a response, and 4) the types of motion the stimuli were 
undergoing. One aspect of this last variable examined the differences between 
using axes of rotation which remained fixed throughout rotation compared to axes 
that changed their angular position during the motion sequence. In addition, 
velocity changes within the stimuli were manipulated relative to the 6 
degree/fram e change used in the standard stimulus. Subjects had to respond in 
terms of whether a stimulus pair (standard and comparison stimuli) was the 
"same" or "different" in terms of their distances between any two vertices, based 
on the manipulation of the four independent variables. Therefore, the "same" 
stimuli were identical to one another with respect to their three-dimensional 
coordinates; the "different" stimuli, however, were created by changing the
9coordinates of one picture element between the first and last frames of the motion 
sequence. Stimuli for each trial were randomly selected based on one of the 60 
possible combinations of the independent variables mentioned above.
The data indicated that subjects were more accurate in discriminating the 
stimuli with increasing number of views and fixed axes of rotation, while they were 
less accurate when the number of picture elements was increased. In addition, 
subjects actually exceeded the expected performance based on the criteria of the 
computational theories. That is, fewer picture elements as well as views were 
needed to accurately assess the three-dimensional form. These authors did note, 
however, that the tasks of the human subject versus the tasks of the computational 
formulas differ dramatically and therefore cannot be directly compared. Most 
notably, the computational analyses are capable of mathematically deriving 
three-dimensional coordinates while the subjects in this study simply had to 
compare sets of figures. It was further suggested that subjects were exploiting 
stimulus regularity cues inherent within the two-dimensional stationary figures 
which are not normally considered in computational approaches to structural 
extraction. Although only one subject in the Braunstein et al. (1987) study was 
cognizant of using these cues, their importance cannot be overlooked. The 
question of whether or not the visual system utilizes this two-dimensional static 
information in making structural interpretations is addressed later in this paper. 
Configurational Aspects of KDE Stimuli
Since the visual system is actively engaged in measuring and assessing the 
environment, the question of how accurate the system actually is often arises. In
10
testing hypotheses concerning the extraction of structure from motion, a veracious 
model should be able to discriminate between rigid and nonrigid motion, assuming 
that the human visual system is capable of accomplishing that task. In addition, 
"good" models are able to distinguish between perspective (polar) and isometric 
(parallel) projections of the stimulus, again assuming similar accuracy within the 
visual system. Ultimately, of course, these models should reflect how the human 
visual system responds under similar types of circumstances.
Todd (1982) examined the perception of rigid and nonrigid motion of 
figures through a "trajectory-based" model. This approach aimed to describe the 
geometric relationships between different trajectories that three-dimensional objects 
trace out as they move through space. The assumptions of the model include the 
notion that rigid three-dimensional objects trace out circular trajectories while the 
two-dimensional projection of the same event results in elliptical trajectories. The 
unique aspect of this theory is that different types of motion (i.e., rigid or 
nonrigid) are accounted for by the various geometric relationships. Hence, specific 
constraints associated with motion-type can be overcome.
Perspective, in Todd’s model, can be accounted for quite readily. The 
model cannot, however, accommodate differences in certain types of motion. For 
example, a moving axis of rotation requires the model to assume that the observer 
takes on a moving frame of reference. To test the psychological validity of the 
model, two experiments were conducted to assess the viability of the model in 
relation to the human visual system. Subjects were asked to judge the rigidity of 
stimuli undergoing different types of transformations. It was determined that
11
human observers had difficulty assessing the rigidity of objects with moving axes 
of rotation - the same aspect that failed in the trajectory-based model. Therefore, 
it appears that the trajectory-based model is a reliable one in that it fails at the 
same points that the human perceptual system fails.
In a follow-up study, Todd (1984) had subjects view rotating cylindrical 
dotted surfaces that varied in the amount of projected perspective (polar vs. 
parallel) as well as the amount of rigidity (rigid vs. nonrigid). Under all four 
conditions, subjects were asked to make comparisons between the projected stimuli 
and a curvature rating scale in which various degrees of curvature were displayed. 
The accuracy of the curvature judgements, then, were good indicators of how 
strong of a KDE occurs under the different conditions.
The amount of perspective, it was found, had little to do with the accuracy 
of curvature judgements although the relative degree of perceived curvature did 
seem to vary as a function of the perspective. Moreover, the rigidity of the 
stimuli was found to be relatively insignificant in terms of curvature judgements. 
To take a case in point, nonrigid stimuli (i.e., dot patterns that contained a 
horizontal component in addition to the regular vertical motion) were found to 
receive similar ratings of curvature as compared to the rigid stimuli. These 
studies demonstrate that many of the computational formulas used to predict the 
saliency of the KDE are relatively ineffective in modelling the human visual 
system. The visual system, it appears, is not as restricted as some of the 
computational theories might suggest.
1 2
To lend further support to these ideas, Todd (1985) conducted a series of 
experiments which examined some of the specific details of the applicability of 
computational algorithms. He presented subjects with a variety of stimuli that 
included various degrees of occlusion, shading, and texture properties. All of the 
current computational algorithms would treat this extraneous information as 
misleading data and therefore would not be as accurate in the assessment of 
three-dimensional structure. Human observers, on the other hand, utilized this 
additional information to their benefit. These additional cues actually helped to 
improve performance in assessing the KDE. Once again, it seems plausible that 
subjects are capitalizing on the "inherent” cue information mentioned above in 
assessing three-dimensional depth from two-dimensional projections (i.e., 
Braunstein et aL, 1987; see Braunstein & Todd, 1990).
Todd’s studies helped elucidate the role of rigidity and perspective in 
measuring the effectiveness of the KDE. In addition, Braunstein and Andersen 
(1984b) went on to look at the perceptual "rules-of-thumb" that are used in 
deriving image meaningfulness. One such rule has to do with the projected 
velocity of a given element within a stimulus array. If an actual element of a 
stimulus is tracing out a circular orbit in space, that translates into that same 
element tracing out an elliptical orbit moving with a sinusoidal velocity when 
projected onto a two-dimensional screen. Clearly, when picture elements depart 
from this sinusoidal motion, the extraction of structure from motion quickly 
degrades. Furthermore, changes in the vertical velocity gradient as well as the 
opacity (transparent vs. opaque) were found to be central determinants in the
13
perception of three-dimensional shape and depth. Without benefit of minor axis 
translation, where moving points no longer trace out elliptical orbits (and, 
consequently, do not have sinusoidal velocity patterns), vertical velocity gradients 
alone could produce both perceptions of flatness and perceptions of curvature, 
depending upon the velocity pattern. With respect to image opacity, figures were 
seen as being more spherical and cylindrical when objects were transparent; 
opaque figures, on the other hand, were judged as having less apparent curvature 
than their transparent counterparts.
To summarize, then, it appears as though the human visual system uses 
many sources of information when attempting to extract information from moving 
scenes. While many of the computational theories of motion analysis suggest that 
the process might be a highly restricted one, psychophysical data suggest otherwise. 
Seemingly "unrelated" sources of information, at least from the standpoint of the 
computational theories, help the visual system decipher structure from motion. 
Information inherent within the stimuli themselves allows the viewer to capitalize 
on the motion sequence. In order to understand this perceptual process, one 
needs to examine the configurational qualities of the moving stimuli and relate 
these qualities to the overall potency of the KDE.
The Rigidity Assumption 
It was mentioned earlier that computational theories of structure extraction 
are constrained by various assumptions. Given that any two-dimensional projection 
can be represented by a number of possible three-dimensional configurations, 
certain constraints are needed to arrive at a unique interpretation. One such
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constraint often relied upon to satisfy this condition is the "rigidity assumption" 
(Ullman, 1979):
Any set of elements undergoing a two-dimensional transformation 
which has a unique interpretation as a rigid body moving in space should 
be interpreted as such a body in motion, (p. 146)
Ullman’s conceptualization of the rigidity principle stems from similar ideas 
proposed by previous researchers (e.g., Gibson, 1979; Johannson, 1975; Wallach 
& O’Connell, 1953). For example, Wallach and O ’Connell (1953), in their original 
kinetic depth studies, hypothesized that observers may have a "tendency to see in 
general rigid, unchanging forms instead of the given distorting shapes" (pp. 
213-214). Wallach and O’Connell acknowledged, however, that this idea needs to 
be empirically confirmed. Obviously, this general trend was demonstrated in their 
early study.
The idea of perceptual "invariants" was formulated by J. J. Gibson (1966, 
p. 8; 1979, pp. 310-311). Gibson theorized that certain elements within nature are 
basically unchanging, constant entities which allow us to directly perceive them. 
He further entertained the notion that certain invariants were responsible for the 
perception of rigidity while other invariants were responsible for perceived 
nonrigidity. Von Fieandt and Gibson (1959) tested this notion by presenting to 
subjects a fishnet pattern that was physically compressed and decompressed (i.e., 
nonrigid motion) or the same stationary pattern undergoing perspective 
foreshortening (i.e., rigid motion); both projection techniques, however, produced 
the same perceptual motion patterns on the projection screen (i.e., an expanding 
and contracting pattern of intersecting lines). Interestingly, observers were able
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to discriminate between the rigid and nonrigid motion quite easily (in addition, 
see Gibson & Gibson, 1957). Gibson (1979), in one of his final works, noted the 
curious perceptions elicited by such stimuli:
We do not yet know the exact basis for the perception of 
rigidity-elasticity, although research is progressing at both Uppsala in 
Sweden [G. Johansson’s laboratory] and at Cornell in the U.S.A. These 
experiments are curious and interesting and have already produced some 
surprising discoveries, (p. 179)
Johannson’s work (1975), based on Gibsonian ideas of perceptual invariants, 
further extended the idea of rigid three-dimensional percepts. Johannson 
maintained that the visual system employs a hierarchical process of motion 
extraction techniques that ultimately are based on mathematical vector analysis. 
In order to maintain the simplest preservation of an object’s shape and form, the 
visual system, in Johannson’s view, imposes the most basic interpretation that it 
is possible given the qualities of the particular stimulus (also see Eggert, 1985).
To illustrate, imagine a two-dimensional projection of a quadrangle changing 
form by means of the sides changing length and direction. Upon observing such 
stimuli, human observers tend to opt for a three-dimensional interpretation rather 
than inferring that the object is deforming in the two-dimensional plane (Jansson 
& Johansson, 1973; Jansson & Runeson, 1977). People, in other words, prefer a 
familiar interpretation that is consistent with the object moving in depth. 
Moreover, observers apparently adopt a hierarchical series of perceptions where 
rotary motion in depth is preferred over bending motion in depth, which is 
preferred over a two-dimensional deformation. This state of affairs was termed 
the principle of minimum object change (see Hatfield and Epstein (1985) for a
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review of other minimum principles involved with visual perception) and basically 
states that observers adopt the easiest, most readily interpretable solution possible 
when assessing objects in motion.
Assuming that the rigidity assumption was an appropriate constraint, Ullman 
(1979, 1983, 1984a) derived a computational scheme that provided a unique 
three-dimensional interpretation given two-dimensional motion. This theory states 
that as an observer views a two-dimensional transformation, an internal 
representation is continually updated throughout the object’s rotation. As the 
visual system assesses each "frame" of the movement, an attempt is made to derive 
a rigid interpretation; if a rigid interpretation is not possible, one that 
approximates rigidity is developed. The idea, then, is to maximize rigidity as 
much as possible even if the veridical motion is nonrigid. In computer 
simulations, this model could account for many types of motion quite readily. 
W hether or not this incremental rigidity scheme is reflective of what happens in 
the human visual system is open to experimentation (see Hildreth, Grzywacz, 
Adelson, & Inada, 1990).
It was mentioned earlier that many of the computational approaches to 
motion extraction rely on the rigidity assumption. It would be unfair, however, 
to say that all current schemes rely on this constraint. Koenderink and van Doom 
(1986) have recently proposed a model which is capable of deriving partial 
solutions in extracting structure from motion without benefit of the assumption of 
rigidity. Since the literature has shown that the human visual system is capable 
of ascertaining the shape of objects accurately in the presence of nonrigid motion
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(e.g., Todd, 1984), it seems reasonable that three-dimensional interpretations 
should be possible, at least in part, without considering rigidity.
Their study was able to assess a special class of motion which they referred 
to as "bending deformations." An example of this class of motion can be seen in 
the bending of a piece of paper; notice that no stretching is involved here, simply 
a flexing of a given shape. By triangulating the surface in question, small areas 
of motion coherence can be imposed; what is important, however, is that the 
overall motion can deviate from rigidity. Given only two views of the stimulus, 
partial solutions could be obtained using this technique. The rigidity constraint, 
then, at least with this specific class of stimuli, becomes relatively unimportant. 
Their research suggests that accurate recovery may depend on the local rigidity 
of small surfaces ("facets"), rather than the overall global rigidity of an object (as 
others have suggested).
Nonrigid Perceptions and the Status of the 
Rigidity Assumption 
A number of studies have been cited where the human visual system adopts 
a nonrigid perception even though a rigid interpretation is possible. The classic 
rotating trapezoidal window illusion (Ames, 1951) represents a clear demonstration 
of such phenomena. Recall that one of the manipulations in this early study 
included the placement of a horizontal bar projecting through one of the window’s 
openings. Even though this stimulus configuration was moving rigidly in 
three-dimensional space, subjects often reported the overwhelming perception of 
the bar bending unpredictably, as if it were made out of rubber.
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Similarly, a small group of the configurations in the original kinetic depth 
study (Wallach & O’Connell, 1953) was perceived as deforming in the two 
dimensional projection plane. Again, rigid interpretations were possible yet 
somehow the visual system was unable to reconstruct this global rigidity. This 
effect was further demonstrated in a later study (Wallach, Weisz, & Adams, 1956) 
using planar rotating egg-shaped figures. Interestingly, upon rotation, these figures 
appeared to be stationary except for a continuous bulging which traveled around 
the circumference of the object.
A later study by Green (1961) specifically set out to assess the frequency 
of these nonrigid percepts. Using various combinations of line and dot stimuli 
undergoing vertical and horizontal rotations, it was determined that perceived 
rigidity (which he called "coherence") was influenced by the number of picture 
elements (e.g. vertices and interconnecting line segments), connectivity between the 
elements, and the type of rotational translation introduced into the axes. Given 
the abstract nature of the resulting perceptions, judgments were limited to 
subjective ratings based on a Likert-type scale.
Moreover, in a personal communication to J. Todd in 1980, E. Adelson 
reported that a two-dimensional projection of a rotating rhomboid produced some 
interesting percepts (Todd, 1984). What was unique about Adelson’s stimulus was 
that in its initial orientation it appeared to be a standard Necker cube. Upon 
rotation, however, the true shape of the rhomboid became apparent to the 
observers. Rather than perceiving a rigid rhomboid rotating, though, observers 
reported the perception of a deforming cube (see also Adelson, 1985).
19
The effects of linear perspective upon perceived rigidity become apparent 
when viewing an ambiguous figure such as the rotating Necker cube (Schwartz, 
1983; Schwartz & Sperling, 1983; Sperling, Pavel, Cohen, Landy, & Schwartz, 
1983; in addition, see Dosher, Landy, & Sperling, 1989, for the effects of 
perspective using multidot kinetic depth displays). Given a polar projection, the 
typical Necker cube generally produces one of two possible perceptions: 1) a 
veridical rigid object rotating in the proper direction, or 2) a rubbery nonrigid 
object which appears to stretch and foreshorten while rotating in the nonveridical 
direction. Here again, these stimuli lend themselves to a rigid interpretation but 
the visual system fails to acknowledge this possibility. Even though the majority 
(61.2%) of the figures took on a rigid appearance, a large minority (38.8%) were 
perceived as deforming nonrigidly (Schwartz & Sperling, 1983). Furthermore, 
varying the relative luminance of the line drawings as a function of distance 
(where, for example, "closer" lines are brighter, while lines "further away" are 
dimmer) was found to be an important cue in determining rigidity. Nonrigid 
perceptions were consistently elicited when line luminance contradicted the 
monocular linear perspective cues. In addition, with respect to binocular 
information, contradictory stereopsis cues were capable of extirpating these same 
nonrigid perceptions (Dosher, Sperling, & Wurst, 1986).
Another interesting example of a nonrigid perception produced by rigid 
motion is the familiar "rubber pencil illusion" (Pomerantz, 1983). This 
phenomenon is easily demonstrated by grasping a standard pencil and moving it 
vertically while, simultaneously, rocking it back and forth in a see-saw motion
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between the thumb and finger. This type of movement, when done properly, 
results in the perception of a rubbery pencil, flexing and warping dramatically. 
Pomerantz (1983) empirically investigated this effect and found that ratings of 
rigidity were highly influenced by both the type of vertical movement as well as 
the rocking motion in the displays. He concluded that the illusion is produced 
early in the visual system (i.e., at the retinal level) and is probably due to visual 
persistence. More importantly, it was suggested that the illusion represented a 
possible counterexample to the rigidity principle. W hether or not it does 
represent a true counterexample depends upon where one believes the rigidity 
principle is implemented in the perceptual system; if the principle is implemented 
rather late in the system (i.e., beyond the retinal level), as Pomerantz states, then 
the rubber pencil illusion, being localized at the retinal level, might have little to 
do with the rigidity assumption. However, even if the rigidity principle is 
implemented later in the visual pathway, the principle is not effective in correcting 
the various sources of inaccuracy present in an illusion of this type. Not enough 
is known about the illusion at this time to make a definitive statement regarding 
its relationship to the rigidity principle.
Others have suggested that some of these nonrigid percepts do in fact 
represent actual counterexamples to the rigidity assumption as proposed by Ullman 
(1979). A lively debate between Ullman (1984b, 1986) versus Braunstein and 
Andersen (1984a, 1986) has revealed that the status, as well as the purpose, of the 
rigidity assumption needs clarification. Braunstein and Andersen (1984a) examined 
the role of rigidity in relation to the classic "stereo-kinetic effect" (see Musatti,
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1924; Wallach, Weisz, & Adams, 1956). This effect can be demonstrated by 
rotating various line drawings in the frontal plane of vision. Rather than 
maintaining their two-dimensional status, these stimuli take on a three-dimensional 
depth component brought on by the motion. Observers, then, see the particular 
object floating above the plane of rotation. Depending on the stimulus, objects 
can appear to be either rigid or nonrigid.
Braunstein and Andersen found that three overlapping oval-shaped figures 
laid out in a triangular pattern appeared to separate in depth as well as deform 
upon rotation. Given that this configuration had a plausible rigid
three-dimensional interpretation, they claimed that this stimulus represented a 
counterexample to the rigidity assumption. Ullman (1984b), in a reply to this 
claim, stated that such stimuli were in violation of the set criteria of the rigidity 
assumption. In order for the rigidity assumption to apply, two criteria must be 
fulfilled (Ullman, 1984b): 1) In the static image, no three-dimensional information 
can be present (Ullman, 1979, Chapter 5), and 2) the two-dimensional image 
motion cannot be "misperceived" (Ullman, 1979, p. 171). Braunstein and
Andersen’s stimuli, Ullman claims, violate the second assumption. It appears that, 
much like the standard spiral illusion, viewers cannot accurately assess the true 
motion of the stimulus; this failure to track the motion often results in the 
perceived deformation of the stimulus. Wallach and O ’Connell (1953) made 
similar observations when they projected smooth contours to subjects. Because of 
the lack of identifiable three-dimensional components, subjects reported the 
appearance of a nonrigid two-dimensional form.
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More importantly, their debate brings attention to the quest for the true 
meaning of the rigidity assumption. When does the rigidity assumption apply and 
under what conditions does the visual system utilize this information? In replying 
to Ullman (1984b), Braunstein and Andersen (1986) pointed out the need for a 
concise definition of the rigidity assumption. Depending on how one interprets 
this constraint, they claim that their stimulus (Braunstein & Andersen, 1984a) 
represents a true counterexample. These authors noted that there exist two 
possible interpretations of the rigidity constraint: 1) the constraint is one of many 
possible sources of information available to the visual system, or 2) rigidity is a 
prevailing source of information and thereby occupies a "privileged" status in 
perceiving the world. Ullman’s definition, they implied, is more in line with the 
second definition; in addition, their counterexample is aimed at this same 
definition. Moreover, it was suggested that research from the disparate fields of 
artificial intelligence and experimental psychology should meet on common grounds 
to further enhance progress on rigidity-based interpretations.
Ullman (1986) in a pointed rebuttal stated that his rigidity formulation was 
not intended to be interpreted as having a "privileged" status. Instead, it is 
possible that the visual system exploits any number of factors present in the 
environment. However, Ullman claims that the rigidity assumption can account 
for many situations involving the interpretation of three-dimensional structure from 
two-dimensional motion:
... when it is stated that the rigidity assumption is used for the 
recovery of structure from motion, the meaning is that when observers 
recover correctly the structure of moving objects (on the basis of motion 
information) then the rigidity assumption can explain how this structure has 
been obtained. The actual performance of human observers for different
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stimuli may not be as good as an idealized rigidity-based scheme; the 
stimulus may be too complex, or too brief, or the motion field may be 
misperceived, etc.
The suggestion that the rigidity assumption as stated plays a key role 
in humans’ ability to recover structure from motion is non-obvious, and it 
is subject to both computational and empirical verification, (p. 643)
Ullman further notes that the rigidity assumption has proven to be fruitful
in the computational theories of motion analysis (for which it was intended) but
other principles, perhaps in conjunction with the rigidity constraint, may be better
at predicting the extraction of structure. In any event, more research is needed
to determine if the rigidity assumption is a sufficient condition used by the human
visual system. It appears, therefore, that the role of the rigidity assumption is
unclear in the current context of structure-from-motion research. As a
mathematical constraint, it is quite effective in many, but not all, computational
algorithms. In terms of its role in the human perception of structure, more
research needs to be conducted. More importantly, it has been widely
demonstrated that many nonrigid percepts are available to observers given the
possibility for rigid three-dimensional interpretations. W hether or not such stimuli
represent counterexamples to the rigidity assumption is not yet clear. However,
the very fact that these percepts exist provides fertile territory for experimentation.
As pointed out by Todd (1984), many of these deforming stimuli are easily
handled by various computational theories; the human visual system, however, does
not have such an easy time in imposing these structural regularities. The
following questions, then, need to be answered concerning the nature of these
nonrigid qualities: 1) Can subjects identify stimuli that appear to deform based on
24
a large set of mathematically rigid objects?; 2) If so, are the measurements used 
in assessing the deformations reliable between- and within-subjects?; and 3) Is it 
possible to identify gross qualities about the stimulus that control whether or not 
the human visual system adopts a rigid versus a nonrigid interpretation?
CHAPTER I
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EXPERIMENT 1: RATING PERCEIVED DEFORMATION
Using stimuli similar to Adelson’s (as described in Todd, 1984) and G reen’s 
(1961), the first experiment had subjects rate perceived rigidity based on an 
ordinal rating scale (1 = rigid, 5 = deforms). Stimuli consisted of eight-vertex 
polyhedra under four different conditions: 1) line drawings where the initial 
orientation appears to be a Necker cube (LN), even though depth components of 
the vertices are randomly determined; 2) line drawings where the vertices are 
randomly placed (LR); 3) vertex-only drawings with the Necker cube constraint 
mentioned in the first condition (VN); and 4) vertex-only drawings with 
randomly-placed vertices (VR). These manipulations were necessary to determine 
the configurational qualities needed to arrive at a rigid or nonrigid interpretation. 
Note that the Necker cube manipulation comes from Adelson’s demonstration 
while the line-versus-vertex manipulation is taken from Green (1961). Given that 
both experimenters reported the existence of nonrigid perceptions when a rigid 
interpretation was possible, the first experiment attempted to tease out which of 
these qualities was more important in producing this nonrigid appearance.
The reader should note that the phrase "Necker cube" is used purely for 
descriptive reasons and may be slightly misleading. A true Necker cube contains 
a "front face" that has been lowered with respect to the "rear face" of the cube. 
Consequently, the line segments which make up the faces of the cube appear as 
a series of regularly-aligned horizontal and vertical elements (i.e., two squares)
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that are parallel to the projection surface (hence, three-dimensionally, it is not an 
actual cube). The "Necker cube" stimuli used in this series of studies (both LN 
and VN), however, represent actual three-dimensional objects that have been 
rotated down and to the side within spherical coordinates. The interconnecting 
line segments, therefore, are not oriented in the horizontal and vertical planes; 
hence, the faces of the cube are no longer parallel to the plane of the projection 
surface. Consequently, the two-dimensional projections of the "Necker cube" 
polyhedra were the same as a cube that has been rotated down.
Method
Subjects. Five subjects from the University of New Hampshire participated 
in the experiment (including the author, JES). Three of the subjects were male 
graduate students (JES, MJH, and RWB), one was a female undergraduate (JLM), 
and the last was a male faculty member (WWS). Only two of the subjects (JES 
and WWS) had prior knowledge of the experimental design. All subjects had 
normal or corrected to normal vision.
Apparatus. The stimuli were generated using an F - ll  microprocessor 
(Digital Equipment Corporation’s Professional 350) and displayed on a  30.5cm 
diagonal amber (P134 phosphor) cathode ray tube (Digital Equipment Corporation 
model VR201-C). The CRT had a spatial resolution of 960 x 240 pixels with a 
refresh rate of 60Hz. Although no binocular disparity was included in the images, 
stereo pairs of zero-disparity stimuli were projected to the observer using a 
standard Wheatstone-type mirror stereoscope. Head movements were minimized 
by a rear head rest. All responses were directly entered into the computer by the
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subjects using the unit’s keyboard.
Stimuli. All the stimuli consisted of parallel projections of line or vertex 
drawings, both with and without the Necker cube start position constraint 
mentioned above. The images were generated such that all vertices (x and y 
coordinates) fell within three-dimensional cubical boundaries (see Green, 1961) 
with the exception of the depth component (z coordinate), which was allowed to 
vary randomly in distance away from the observer based on a uniform distribution. 
Vertices of the randomly-placed vertex stimuli (LR and VR) were allowed to fall 
anywhere within this space (x, y, z).
When images were generated under the Necker cube constraint (LN and 
VN), vertices were allowed to vary along only the z (depth) axis; locations along 
the x and y axes were held constant such that the two-dimensional projection was 
equivalent to a Necker cube in its initial start position (Sparrow, 1986). Upon 
rotation, the different projections in depth became apparent to the observers. All 
images were "wire-frame" in nature; therefore, hidden lines were not removed but 
completely visible throughout the course of the rotations.
Subjects viewed the stimuli from a total optical distance of 74 cm where 
each stimulus measured 2.5 cm wide thereby subtending about 2 degrees of visual 
angle. Line drawings rotated at a velocity of about 54 degrees/sec (frame-rate of 
8 frames/sec) while the vertex-only images moved at a slightly faster rate of about 
80 degrees/sec (frame-rate of 12 frames/sec). This discrepancy was due to the 
time needed for drawing in real-time; with line drawings, more time was needed 
to complete the image as opposed to only drawing the eight points in the vertex
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condition. Studies have demonstrated, however, that rotational velocity (within the 
range mentioned above) contributes little to perceived rigidity (e.g., Green, 1961). 
Therefore, no attem pt was made to equate the two types of stimuli for rotational 
velocity. All stimuli rotated for a total of 241 degrees.
Design and Procedure. Each subject viewed 200 unique stimuli made up 
of 50 images from each condition (LN, LR, VN, VR). In addition, each stimulus 
was replicated in the design so that reliability measures could be obtained. 
Therefore, a total of 400 stimuli were used in gathering the rigidity ratings. 
Moreover, the vertex-only stimuli were geometrically equivalent to the line 
drawings except for the fact that the vertices were not interconnected. This was 
necessary so that direct comparisons could be made between the line and vertex 
drawings.
The four stimulus conditions were randomly presented in different 
sequences to each subject based on a 2 x 2 x 2 x 2 x 100 (Lines/Vertices x 
Necker Start/Random  Start x Session 1/Session 2 x Block 1/Block 2 x Stimulus 
Configuration) randomized block factorial design (Kirk, 1982, p. 441). The 
"Sessions" variable refers to each set of 100 (out of a total of 200) unique stimuli 
that were observed twice in order to replicate the study. The "Blocks" variable 
represents the two unique blocks of stimuli within which "Sessions" is nested. 
Therefore, 100 unique stimuli were replicated within Block 1, while the other 100 
unique stimuli were replicated within Block 2, for a total of 400 stimuli. Finally, 
the "Stimulus Configuration" variable corresponds to the 100 unique sets of 
geometric coordinates. Recall that the LN stimuli were geometrically equivalent
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to the VN objects in terms of their spatial coordinates; likewise, LR and VR 
vertices were matched in their spatial coordinates. Consequently, the stimulus 
configurations were nested within the "Necker Start/Random  Start" variable.
Subjects were allowed to view the images as many times as needed in order 
to rate the object’s rigidity. Ratings were based on an ordinal rating scale where 
a  rating of "1" indicated a rigid rotation, while a rating of "S" was reserved for 
stimuli that appeared to become elastic during the rotation and lost their apparent 
rigidity.
Results and Discussion
Figure 1 shows a frequency histogram of rigidity ratings, collapsing across 
all five subjects. Notice that all the stimuli, regardless of the configuration, 
received a predominance of ratings weighted toward rigidity (i.e., ratings of 1 and 
2). Overall, the histograms from the LR, VN, and VR are very similar to one 
another. Most of the subjects rated these stimuli as rotating rigidly in space. The 
interesting aspect in the analysis of the ratings comes from the LN condition, 
where the polyhedra start out as Necker cubes but change their appearance due 
to the different z-coordinates. These stimuli were similar (in terms of the Necker 
cube aspect) to what Adelson used in his demonstrations (as described in Todd, 
1984) and, like his research, subjects rated a sizeable proportion to be perceptually 
nonrigid. Upon examining the histogram for the LN condition, one can see a 
dramatic difference compared to the other three conditions. As mentioned earlier, 
the reader should keep in mind that LN stimuli have vertices that are identical 
to VN stimuli, the only difference being that the latter do not utilize
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interconnecting line segments in joining the vertices.
Figure 2 illustrates two important points. First of all, one can see that the 
percentage of nonrigid ratings is the highest (although not "high," per se) for LN 
stimuli, compared to the three remaining groups. This figure again demonstrates 
that the special combination of line drawings coupled with the Necker cube 
configurational constraint is more likely to be perceived as being less structurally 
rigid. Secondly, judging by the percentage of nonrigid ratings, intersubject 
differences are striking. For example, subject JLM gave many more nonrigid 
ratings for every condition than did the other subjects. Conversely, subject RWB 
gave relatively few ratings of nonrigidity, again compared to the other subjects. 
It is interesting to note, however, despite these individual differences, subjects 
agreed with one another in terms of the condition which received the most 
nonrigid ratings. These individual differences were not surprising. O ther 
investigators have found similar intersubject discrepancies (see Green, 1961). In 
addition, one should keep in mind that the overwhelming majority of the stimuli, 
regardless of the condition, were rated as moving in a rigid fashion; when 
deformations do occur, however, they tend to be associated with the LN 
configurations.
In order to assess within- and between-subject rating consistencies, a 
comprehensive series of Spearman correlation matrices were calculated. Recall 
that each subject viewed 50 unique stimuli twice per configuration for a total of 
400 observations. Hence, it is possible to directly compare the ratings across all 
four configurations for each of the repeated sessions. Figures 3 through 6
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graphically represent these relationships by plotting the correlation coefficients as 
a function of the repeated sessions within Block 1 and Block 2. Repeated 
sessions are represented on the x axis where each subject is paired in terms of the 
two sessions per block. The first plot in each figure refers to the repeated 
sessions in Block 1 while the second plot depicts the relationships in Block 2. 
Note that the row of symbols plotted across the top of each plot (i.e., correlations 
of 1.0) indicates each subject’s session correlated with itself - in other words, this 
row represents the major diagonal in a correlation matrix. Moreover, some of the 
plots are missing data points; this omission is due to sessions where no variability 
was found in the ratings - hence, correlations could not be calculated. These 
missing data were attributed to subject RWB, who consistently gave ratings of "1" 
owing to his lack of nonrigid assessments. Statistically significant correlation 
coefficients are indicated by the dashed horizontal line (explained below). In 
addition, within-subjects correlations are represented by the short horizontal bars 
interconnecting sessions. Complete numerical correlation matrices for each
condition can be found in Appendix A for the reader who wishes to examine the 
actual coefficient values.
Upon examining the figures, it appears that regardless of the configuration 
type, subjects were not very consistent (both within- and between-subjects) at 
rating these stimuli. Most of the correlations were low and not statistically 
significant, based on the Dunn-Sidak inequality (see Kirk, 1982, p. 110) to control 
Type I error rates for multiple tests (where alpha/test = .00114, and the 
alpha/experimentwise = .05). Table 1 lists the significant within-subject
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correlations for each stimulus configuration. No between-subject correlations were 
found to be significant. Upon a visual inspection of the figures, it is clear that 
the highest correlations are found within subjects. Even within-subject correlations, 
however, are not extremely compelling.
Table 1
Statistically Significant Spearman Correlation Coefficients
Stimulus Configuration
Subject Sessions Blocks LN LR VN VR
JES 1&2 1 .65 _ .71 .67
1&2 2 .77 - .63 -
JLM 1&2 1 .62 - - -
1&2 2 - - - -
MJH 1&2 1 * - .68 -
1&2 2 - - - .87
RWB 1&2 1 - - - -
1&2 2 .61 - - -
WWS 1&2 1 - - .87 -
1&2 2 .72 _ .64 _
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In examining the effects of each variable individually and in combination, 
the dominant finding was the interaction between the Lines/Vertices and Necker 
S tart/Random  Start conditions. The combination of line stimuli under the Necker 
cube constraint elicited more nonrigid ratings than did the other three possibilities. 
No interactions were found (based on visual inspection of interaction plots) 
between Lines/Vertices and Sessions, Lines/Vertices and Blocks, Necker 
Start/Random  Start and Sessions, and Necker Start/Random  Start and Blocks.
To summarize, it appears as though judging the rigidity of rotating stimuli 
is difficult when using an ordinal Likert-type rating scale. However, when 
examining the general trends of such data, it is obvious that the Necker cube 
line-drawing (LN) condition produced the greatest number of deformation ratings 
(though subjects disagree, in general, on which examples appear to deform). More 
importantly, there were some distinct LN figures in which subjects agreed in their 
ratings of nonrigidity (i.e., ratings of "5"). These agreed-upon stimuli form the 
basis for the subsequent studies described in this research.
It seems, therefore, that there is nothing special about having line drawings 
vs. vertex drawings alone, or Necker cube drawings vs. random polyhedra alone, 
per se, in the rating of rigidity. Instead, the combination of these cues is what 
is important. When considering the LR condition, these results coincide with 
those of G reen (1961); that is, random polyhedra made up of 12 line segments 
consistently produced rigid ratings. Unfortunately, none of the other manipulations 
in G reen’s paper are directly comparable to the current research. The cube-like 
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Figure 3. Plot of within* and between-subject correlations for configuration LN
Sessions 1 & 2, Blocks 1 and 2. The y-axis represents Spearman correlation
coefficients, while the x*axis represents repeated sessions for each subject using 
identical stimuli. Horizontal bars represent within-subject correlations.
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Figure 4. Plot of within* and between-subject correlations for configuration VN
Sessions 1 & 2, Blocks 1 and 2. The y-axis represents Spearman correlation
coefficients, while the x*axis represents repeated sessions for each subject using 
identical stimuli. Horizontal bars represent within-subject correlations.
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Figure 5- Plot of within- and between-subject correlations for configuration LR
Sessions 1 & 2, Blocks 1 and 2. The y-axis represents Spearman correlation
coefficients, while the x-axis represents repeated sessions for each subject using 
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Sessions 1 & 2, Blocks 1 and 2. The y-axis represents Spearman correlation 
coefficients, while the x-axis represents repeated sessions for each subject using 
identical stimuli. Horizontal bars represent within-subject correlations.
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EXPERIMENT 2: LARGE N OBSERVATIONS
To further assess the viability of the rigidity ratings, and to confirm the 
previous findings, a large group of naive observers rated a subset of the stimuli 
used iii the first experiment. All four conditions (LN, LR, VN, VR) were 
represented in this second set of stimuli. Again, ratings were based on the same 
five-point rating scale.
In addition, a second manipulation was included in the experimental design. 
Many subjects in the first experiment noticed that some of the deforming stimuli 
in the LN configurations were accompanied by spontaneous reversals of rotational 
direction. This finding is not surprising given the ambiguous nature of the images 
(e.g., Power & Day, 1973). However, an abundance of reversals seemed to occur 
in the LN condition where the objects often appeared to deform. Moreover, many 
deformations were involved with a specific type of depth reversal: one side of the 
figure would appear to rotate in one direction while the other side would appear 
to go in the opposite direction. These discrepant movements produced the 
perception of the image "caving in" on itself. The possible relationship between 
stimulus reversals and deformation, therefore, needs to be addressed.
This observation is not new. Green (1961) reported that some of his line 
stimuli (both connected and unconnected) appeared to reverse in depth and 
consequently took on an elastic quality. Given that his unconnected line drawings 
appeared to distort more than the connected line drawings, he reasoned that this
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difference in appearance was due to the unconnected line segments being more 
prone to depth reversals. This hypothesis, however, was made post-hoc and was 
not formally tested.
Ullman (1979) also notes that for any given object seen under parallel 
projection, spontaneous reversals can occur unpredictably. H e states, "...the 
frequency of spontaneous reversals under parallel projection cannot be predicted, 
as it depends on unknown parameters of the visual system and not only on the 
stimuli under consideration" (p. 188). He goes on to claim, though, that certain 
types of reversals occur along with changes in perceived structure, most commonly 
found in polar projections although possible in certain classes of parallel 
projection. Ullman further asserts, however, that "...the structural changes 
associated with the reversals have not been examined" (p. 189) and are in need 
of empirical verification.
Note that a parallel projection is one in which a distant light source (e.g., 
the sun) is assumed thereby producing parallel rays of light on the projection 
screen; a polar projection, on the other hand, occurs when the light source is close 
to the distal stimulus, and consequently results in the rays of light diverging at the 
projection screen.
Given this groundwork, if it is true that certain types of structural changes 
are associated with partial stimulus reversals (i.e., stimuli "caving in"), then there 
should be an observed relationship between assessments of rigidity and 
independent assessments of stimulus reversals. More specifically, the LN stimuli, 
which tend to be less perceptually rigid than the other three configurations, should
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also be associated with a higher frequency of spontaneous reversals in the form 
of separate components appearing to reverse in direction. Overall global reversals, 
in which the entire object appears to reverse in direction, should not occur as 
frequently in the LN configurations reported to perceptually deform.
Both ratings of rigidity and direction of rotation, then, were studied in the 
second experiment. Rigidity ratings were examined to investigate the responses 
of a  large group of subjects compared to the previous group of five subjects. 
Direction-of-rotation ratings were also gathered to evaluate the viability of the 
"partial stimulus reversal" hypothesis. Of course, since this research is 
correlational, no definite statements can be made with regard to cause-and-effect 
relationships.
Method
Subjects. A total of 55 undergraduates at the University of New Hampshire 
participated (N =28 for rigidity ratings; N =27 for direction-of-rotation ratings). All 
subjects were from the introductory psychology subject pool and received credit 
for participating in experiments.
A pparatus. Stimuli were videotaped off of the CRT mentioned in the first 
experiment. During the experimental session, the tape was played back on a 19" 
color television monitor where approximately eight subjects viewed the stimuli in 
a given session. Unlike the first experiment, where subjects entered responses 
directly into the computer, subjects responded on computer-scored answer sheets.
Stimuli. The computer-generated stimuli were identical to those of the first 
experiment except that subjects only viewed half the number of unique stimuli
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(i.e., 100 unique images). Twenty-five images made up each of the four conditions 
(LN, LR, VN, VR). Each image on the face of the television screen measured 
approximately 7.5 cm and was viewed from an average distance of 270 cm (actual 
values ranging from 175-360 cm). The stimuli, therefore, subtended about 1.6 
degrees of visual angle (ranging from 1.19-2.45 degrees), depending on where the 
subject was seated. The same videotape was used in both conditions. The order 
of the configuration conditions was randomized for each experimental session.
Procedure. Maximally, subjects were seated in three rows of three people 
each; not all of the experimental sessions, however, contained the maximum 
enrollment. The directions for the experiment were then read and questions were 
answered concerning the nature of the study. In both conditions, a practice trial 
was given showing the rotation of a standard line-drawing of a cube. For the 
rigidity ratings condition, this rotating cube represented a perceptually rigid 
motion; under the direction-of-rotation condition, the cube was used to 
demonstrate the front-back ambiguity inherent within such objects. All stimuli 
were observed while they underwent four 241 degree rotations followed by a 10 
second interstimulus interval during which time ratings were recorded on the 
answer sheets.
The experimental design was 2 x 7 x 2 x 2 x 2 5  (rating Rigidity/ 
Direction-of-Rotation x Session x Lines/Vertices x Necker S tart/Random  Start x 
Stimuli) using a split-plot, partial hierarchical design (Kirk, 1982, Chs. 10 & 11). 
The Rigidity/Direction-of-Rotation manipulation refers to the instructions given 
to the participants and was between-subjects in nature. The different sets of
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instructions are summarized below (see Appendix B for the two sets of 
instructions). Subjects were tested in four small groups (n=8, 6, 7, 7; N=28) in 
the Rigidity condition, and three groups (n = 12, 9, 6; N =27) for the Direction-of- 
Rotation condition. Therefore, the Sessions variable was between-subjects, nested 
within Rigidity/Direction-of-Rotation, and served as a blocking variable. The 
Lines/Vertices and Necker Start/Random  Start factors were both within-subjects 
in nature and identical to the manipulations used in the first experiment. Finally, 
Stimuli were represented by 25 different configurations within each of the two 
shape categories (Necker Start and Random Start); hence, the Stimuli variable 
was nested within Necker Start/Random  Start. Overall, every subject was exposed 
to all four types of stimulus configuration (LN, LR, VN, VR), observing 25 stimuli 
per category.
Instructions for Rating Rigidity. Subjects were told that all the stimuli were 
rotating rigidly in a mathematical sense. What the experiment was assessing, 
however, was the perceptual sense of rigidity. The term "deformation" was defined 
to represent a stimulus that changed shape by bending, stretching, distorting, or 
twisting "as if the object were made out of rubber." Like the first experiment, 
ratings were based on a five-point rating scale where 1 indicated a strongly rigid 
object while a rating of 5 indicated a stimulus which appeared to strongly deform.
Instructions for Rating the Direction of Rotation. In this condition, subjects 
were told to look for the direction of rotation within the presented stimuli. 
Subjects were further instructed that the absolute direction of rotation was not 
important, but simply the proportion of direction changes seen in the given
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rotations. The five-point rating scale reserved a rating of 1 for the situation 
where all four of the rotations went in the same direction; a 2 if three of the 
presentations went in one direction and the other went in the opposite direction; 
a 3 if two went in one direction and two went in the other; a 4 if the stimulus 
appeared to change direction within a single presentation: and a 5 if, again within 
a single presentation, one part of the stimulus appeared to go in one direction 
while, at the same time, another part appeared to go in the opposite direction. 
Results and Discussion
Collapsing across subjects, Figure 7 illustrates the rigidity rating frequencies 
for all four stimulus configurations. The results tend to mirror those of the first 
experiment; the contrast between the LN stimuli and the other three categories, 
however, is not as dramatic as was found in the first experiment. This is not 
surprising given the tradeoff between using fewer experimental subjects versus 
large-n group research.
The trends indicate that, once again, LN stimuli received more ratings of 
nonrigidity (i.e., ratings of ”4" and "5") compared to LR, VN, and VR 
configurations. The differences between LN stimuli and their geometrically- 
equivalent VN counterparts were not as pronounced as found in the first 
experiment, although one can see that the former category produced more 
nonrigid percepts.
In terms of the direction-of-rotation ratings, a slightly different pattern 
emerges (see Figure 8). Here the vertex-only conditions (VN and VR) are very 
similar, judging by their frequency distributions. Moreover, the line-drawn (LN
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and LR) stimuli produced distributions that were very close in shape. However, 
even though the LN and LR frequency distributions were similar in shape, the LN 
configurations received more ratings of "5." Recall that this rating was reserved 
for stimuli where separate components appeared to go in opposite directions 
within the same rotation.
Figure 9 plots the percentage of "5" ratings for both the rigidity-rating and 
reversal-rating conditions as a function of stimulus configuration. When 
considering this one rating category, one finds that the frequency distributions are 
very similar to one another. The LN stimuli, under both conditions, received the 
greatest number of maximum-deformation and separate-component reversal ratings. 
This suggests that with the LN stimuli, perceived deformations seem to be 
associated with a specific type of perceived reversal. Directly in line with the 
"partial stimulus reversal" hypothesis, then, the LN configurations appear to change 
in structure (i.e., deform) and reverse in direction in a very specific way. This was 
not true of the other three configurations observed in this study. Of course, 
common frequency distributions do not imply that the ratings of rigidity and 
ratings of reversals are statistically correlated with one another (and even if they 
were, inferences of causation could not be made).
Moreover, to further examine the incidence of maximum deformations and 
reversals, the data were collapsed across both subjects and stimuli within each of 
the four stimulus categories. By looking only at individual stimuli that received 
at least one rating of "5” on rigidity, and at least one rating of "5" on direction- 
of-rotation, one can see some rather interesting results. Within the LN category,
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there were 112 ratings of maximum deformation coupled with 106 ratings of 
maximum reversal. The VN category elicited 48 ratings of maximum deformation 
and 36 ratings of maximum reversal. Under the randomly defined figures, the LR 
figures had a total of 16 ratings of deformation and 16 ratings of reversal. 
Finally, the VR stimuli elicited 13 ratings of ”5" on rigidity, and 10 ratings of "5" 
on direction-of-rotation. Hence, it seems that there is a  fair amount of agreement 
between the two rating tasks. Moreover, when the data are grouped within each 
of the four configurations, one can see that the LN stimuli elicited far more 
maximum ratings on each of the two perceptual dimensions, compared to the 
other three stimulus types.
Some interesting aspects of this study can be examined by considering the 
interactions between several variables in the design. For example, the 
Lines/Vertices condition interacted with the Rigidity/Direction-of-Rotation ratings. 
Generally speaking, the line stimuli appeared to reverse in direction more than 
the vertex stimuli. No similar changes were observed for the Rigidity condition 
in terms of the use of lines or vertices. Secondly, the Lines/Vertices and Necker 
S tart/Random  Start variables interacted. While the use of lines or vertices made 
no difference for the randomly defined configurations, this manipulation did affect 
the ratings in the Necker Start condition. Collapsing across the Rigidity/Direction- 
of-Rotation conditions, the Necker Start stimuli were rated higher in the line 
stimuli condition than they were in the vertex-only condition. This indicates that 
the Necker cube stimuli interconnected with lines (i.e., LN stimuli) both deformed 
and reversed more than the other configurations. This finding, of course, was
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mentioned earlier. Finally, an interaction was observed between Necker 
Start/Random  Start and Rigidity/Direction-of-rotation. Disregarding information 
about the use of lines or vertices, the Necker Start stimuli under the Rigidity 
condition received higher ratings compared to the Random Start configurations. 
No strong differences were observed for the two shape categories within the 
Direction-of-Rotation condition.
All of the analyses considered thusfar have examined ratings collapsed over 
the 100 different stimuli (25 within each of the four configurations). In order to 
assess the specific trends in the data as a function of each stimulus, median 
ratings were plotted for each of the 100 different stimuli. Figure 10 includes the 
median ratings of rigidity above the horizontal line while the median ratings of the 
direction-of-rotation appear below the horizontal line. The negative numbers for 
the direction ratings are included only for purposes of labeling - computationally, 
the negative numbers are not meaningful.
If one examines Figure 10, it appears, judging by a stimulus-by-stimulus 
comparison, that the LN configurations elicited the greatest number of nonrigid 
ratings coupled with high ratings of reversibility. In all, six stimuli (out of 25) 
were in complete agreement with one another in this category (e.g., stimuli that 
received a rating of 4 for rigidity and direction-of-rotation). The other three 
categories, VN, LR, and VR, all had consistently lower ratings on both 
dimensions. In terms of agreement between the two different rating tasks, four 
different stimuli in the VN condition elicited identical median ratings, compared 
to 12 in the LR condition and seven using the VR configurations.
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It appears, therefore, based on a rather large number of observers, that 
individuals find the LN stimuli t'. deform more often than the other stimuli, as 
well as contain components that appear to rotate in opposite directions. If one 
examines the overall categories, as mentioned previously, the general trend 
indicates that the LN stimuli appear to deform and reverse in direction in a lawful 
way. Further studies need to be designed to specifically address the relationship 
between the perception of rigidity and apparent stimulus reversals. Aside from 
the relationship between ratings of rigidity and direction-of-rotation, this second 
study confirms what was determined in the first: LN configurations, with their 
combination of line segments coupled with a shape regularity constraint, appear 
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Figure 7. Frequency histogram for ratings of rigidity, plotted as a function of 
configuration type. Data are collapsed across all subjects (N = 28).
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figure 8- Frequency histogram for ratings of direction-of-rotation, plotted as a 
function of configuration type. Data are collapsed across all subjects (N = 27).
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EXPERIMENT 3: DEFINING THE IDEAL OBSERVER
It is evident that research dealing with the perception of rigid and nonrigid 
motion is difficult to conduct due to the abstract nature of the perceived qualities. 
Many studies (e.g.. Green, 1961; Todd, 1984) have utilized subjective rating scales, 
similar to what were used in the previous two experiments. Obviously, such 
dependent measures are prone to unwanted extraneous information such as the 
response biases of the subject in addition to dramatic individual differences 
between raters. While the ratings provide an adequate overall assessment of 
perceived events, their inherent ambiguity leaves room for more precise evaluation 
techniques. What is clearly needed in this realm of research, then, is a solid, 
objective technique that is, for the most part, criterion-free (see Sperling, Landy, 
Dosher, & Perkins, 1989, for one suggested objective strategy). The Theory of 
Signal Detection (TSD), while being slightly less direct in its scope (compared to 
the ratings), offers one such objective measure (Green & Swets, 1966).
TSD provides a technique which allows the researcher to tease apart 
differences in sensitivity of the particular sensory modality in question, from 
response bias that may exist in human subjects. It should be noted that both 
sensitivity and response bias are completely confounded when using ambiguous 
measures such as a subjective rating scale. The TSD paradigm, on the other 
hand, yields two separate measurements such that both qualities can be teased 
apart: £  is the measure of sensitivity, while beta constitutes the measure of
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response bias.
To illustrate, for the novice, how TSD is typically used in vision research, 
imagine a simple task where the observer is asked to detect a change in motion 
within a two-frame sequence. For the first session, one half of the trials presented 
to the subject contain a small patch of dots, embedded within a background of 
dots, that is slightly shifted in one direction as both frames of the sequence are 
displayed. The other half of the trials observed by the subject do not include the 
displaced dots. These trials, randomly presented to the subject, are termed 
"signal-plus-noise trials" and "noise-only trials," respectively. The question then 
becomes: Can the observer distinguish between the two different types of trials? 
If the subject is extremely acute to changes in motion, you would expect the 
individual to be very "sensitive." However, if the individual were not quite as 
sensitive to the motion change, a lower measure of sensitivity would result. 
Further imagine the subject who has a tendency to indicate, regardless of the type 
of trial presented, that the dots were displaced. O f course, when the dots really 
are displaced, this subject would be correct in his/her judgement. For the other 
half of the trials, however, this person would be incorrect. This type of behavior 
clearly indicates a strong "response bias," which can be assessed independently of 
the sensitivity index measured previously. To further examine the subject’s visual 
capabilities, subsequent experimental sessions might manipulate the degree of dot 
displacement, in addition to the ratio of the moving trials versus non-moving trials. 
These manipulations would allow the researcher to completely map the visual 
capacities related to this type of motion task.
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Recall that Braunstein et al. (1987), as mentioned earlier, used TSD in
empirically testing some of the computational theories of extracting structure from
motion. Subjects in their study were presented with pairs of stimuli in which they
had to decide whether the pairs were the same or different, based on the location
of the vertices of the object. Their stimuli, in other words, were made physically
different from one another. To date, no work has been done using TSD to study
differences in perceived versus physical deformations in rigid wire-frame rotations
(see Cutting, 1987, for an analysis of physically deforming solids).
The idea, then, is to implement a signal detection paradigm where a
stimulus with a mathematically rigid interpretation represents the "noise-only"
stimulus, while a stimulus with no mathematically rigid interpretation represents
the "signal-plus-noise" condition. The question then becomes: Can subjects
distinguish between the two conditions? It would seem reasonable to expect that
the visual system would experience more difficulty in locating a physical
deformation embedded within a perceptually deforming (although mathematically
rigid) stimulus, than it would in locating a physical nonrigidity within a
perceptually rigid stimulus.
Before one can proceed in answering the question outlined above, it
becomes necessary to validate the signal detection model for this particular
experimental situation. In order to do this, an "ideal observer" (Green & Swets,
1966, Chs. 6 & 7) must be defined. According to Green & Swets (1966):
The ideal detector is defined by the type and amount of information that 
the detection device possesses about the signal waveform. If we limit the 
information enough, then ultimately there will be some circumstances under 
which the received information is equivocal - either hypothesis is possible - 
and mistakes will arise. The device that does best under these
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circumstances, that makes the fewest possible errors, is by definition the
ideal observer [italics added], (p. 176)
Of course, in reality, human observers are rarely as precise at making 
discriminations as compared to the precision obtained by using a mechanical 
detection device. To circumvent this problem, a good TSD model needs to be 
created which would allow a human observer to behave in a manner that is 
similar to the way the ultimate detection device would respond under the same 
conditions. Unfortunately, for the present purposes, not enough is known about 
the "device" - consequently, a comprehensive, accurate model could not be 
constructed.
Given these limitations, then, in order to achieve a good model of TSD (at 
least in part), one has to demonstrate that measures of sensitivity are only 
changing as a function of the amplitude of the stimulus in question. As the ratio 
of signal-plus-noise /  noise-only trials is changed, no change should be observed 
in the sensitivity index. Response bias, on the other hand, should change only 
when the signal-plus-noise /  noise-only stimulus trials ratio changes. Moreover, 
unlike measures of sensitivity, changes in amplitude should not produce a change 
in response bias.
In principle, then, it is necessary to define the param eters involved for the 
human observers when they are engaged in this particular experimental task. One 
needs to completely define the underlying sources of the noise distribution, as well 
as the signal-plus-noise distribution, in terms of how the subjects respond to the 
stimuli. To do this, a model needs to be selected that accurately characterizes the 
detection attributes of the observer; more specifically, as the subjects observe
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mathematically rigid and nonrigid objects, how accurately does the visual system 
make this interpretation? Furthermore, once selected, does the model reliably 
measure sensitivity and response bias? If so, then sensitivity should vary as a 
function of the amplitude of the signal; response bias should change as a function 
of the signal-plus-noise /  noise-only trials ratio. Once these parameters have been 
defined, it will be possible to describe how subjects detect rigid and nonrigid 
motion.
Ultimately, this technique can be used to determine the overall sensitivities 
under all four of the configurational manipulations (LN, LR, VN, VR). That is 
the goal of Experiment 4. For this experiment, however, the task is to define an 
ideal observer for the TSD paradigm using a perceptually nonrigid (although 
mathematically rigid) stimulus as the "noise-only" stimulus. For the "signal-plus- 
noise" stimulus, this same object will be used with the exception that some of the 
vertices will move nonrigidly with respect to the others. The subject’s task, then, 
is to distinguish between the two possibilities.
Method
Subjects. Six subjects participated in this experiment. All subjects (except 
TMB) participated in the first experiment and were, therefore, well-practiced. 
One subject (JLM) had to drop out of the study two-thirds of the way through.
Apparatus. The experimental setup was exactly the same as that found in 
Experiment 1. Subjects could examine the stimuli freely and respond on the unit’s 
keyboard when ready.
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Stimuli. Rigidity ratings from Experiment 1 were examined for all subjects 
and the stimulus that received the highest proportion of nonrigid ratings (i.e., 
ratings of 5) was selected as the experimental stimulus. The assumption is that 
this polyhedron appeared to deform the most, overall, for the entire group of 
subjects. This particular polyhedron was examined by the author and WWS and 
classified as to what aspects of the object appeared to cause the perceived lack 
of rigidity. It was concluded that the motion of two separate vertices played a 
large role in producing the perceived deformation. Due to computer memory 
limitations, the stimuli used in this experiment underwent a 215 degree rotation, 
not 241 degrees, as was the case in the first two experiments.
To construct the "signal-plus-noise" stimulus, the stimulus had to be 
physically deformed in such a way as to exaggerate the perceived deformation of 
the rigid object. This was accomplished by varying the rate at which the two 
selected vertices travelled with respect to the rest of the vertices. Obviously there 
are a number of ways in which the stimulus could be physically deformed, but 
varying the rate of these two vertices appeared to exaggerate the perceived 
deformation. A sinusoidal motion was used for varying the velocity of the 
vertices. This manipulation allowed the vertices to start in the same positions as 
they did in the noise-only stimulus, accelerate to a maximum velocity halfway 
through the rotation, and end in the same positions as they would have in the 
noise-only condition at the end of the rotation. Consequently, no extraneous 
structural cues were present in the static images at the start or end of the 
rotation. Figure 11 describes how the manipulated vertices moved with respect
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to the rigidly-moving points. The angular component of the vertex is plotted as 
a function of the frame in the 215 degree motion sequence. Notice that the zero- 
amplitude line designates a rigid motion while the 0.02 and 0.04 conditions 
(described below) refer to low and high amplitude nonrigid motions, respectively.
A range of velocities was selected such that the extreme values represented 
both very easy and very difficult discriminations, in order to define the ideal 
observer using TSD. In addition, a range of signal-plus-noise trials /  noise-only 
trials ratios were selected so that changes in response criteria could be examined. 
Ultimately, receiver operating characteristic (ROC) plots were created integrating 
both sensitivity and response criterion information. Vertex velocity amplitudes 
included 0.00, 0.02, and 0.04 pi radians out of phase (maximally, as determined 
by the sinusoidal velocity function) with respect to the rest of the vertices. The 
reader should note that the zero-amplitude sessions represented control conditions, 
so that sensitivity and response bias could be monitored when no physical 
deformation was present. The signal-plus-noise trials /  noise-only trials ratios 
included were 1:3 (25 signal-plus-noise trials, 75 noise-only trials), 3:1 (75 signal- 
plus-noise, 25 noise-only), and 1:1 (50 signal-plus-noise, 50 noise-only). It should 
be noted that these ratios were only nominal values; the actual ratios were 
randomly determined trial by trial (by the computer) and were usually quite close 
to  the nominal levels specified.
Procedure. Subjects were instructed that some of the presented stimuli 
would physically change shape throughout the course of rotation. Their task, then, 
was to respond if the stimulus "deformed" or was "rigid," and to enter the response
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on the keyboard (D = deform, R = rigid). Given this, there were two ways to 
be correct, and two ways to be incorrect on any given trial: 1) respond "D" when 
the stimulus physically deformed (correct); 2) respond "R" when the stimulus did 
not physically change shape (correct); 3) respond "D" when the stimulus did not 
change shape (incorrect); or, 4) give a response of "R" when the stimulus actually 
changed shape (incorrect). In TSD terminology, these conditions refer to a "hit,” 
"correct rejection," "false alarm," and "miss," respectively. Feedback, in the form 
of an auditory tone from the keyboard, followed correct responses.
The overall design was a 3 x 3 (velocity amplitude x signal-plus-noise trials 
/  noise-only trials ratio) randomized block factorial design in which the 
presentation order of the nine cells was randomized for each subject (Kirk, 1982, 
p. 441). Practice trials were given, prior to the start of data collection, from each 
of the amplitude conditions using a 1:1 signal-plus-noise trials /  noise-only trials 
ratio. Practice trials continued until the subjects felt comfortable with the task 
and sensitivity levels reached baseline. Each experimental session consisted of 100 
stimulus presentations of a given cell of the design; therefore, the specified 
signal-plus-noise /  noise-only trials ratio, along with the vertex velocity amplitude, 
remained constant within a given session.
Results and Discussion
The results were tabulated in the form of several plots for each subject (see 
Figures 12-23). The ROC curves plot the probability of a hit as a function of the 
probability of a false alarm. Accurate discrimination in these curves is depicted 
when a given subject has a combination of high hit rates along with low false
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alarm rates. Poor discrimination is indicated when the probability of a hit equals 
the probability of a false alarm suggesting that the particular subject is most likely 
guessing between the alternatives. Two prominent characteristics are important 
in assessing the plotted results: 1) the relative distance points lie with respect to 
the major diagonal, where subjects are performing at chance level, and 2) the 
relative distance points lie from the minor diagonal, which runs from the upper 
left-hand corner of the plot to the chance line. This line represents neutral bias, 
where subjects show no strong preference for "rigid" or "deforming" responses in 
their judgements (see Wright & Nevin, 1974). No curves were drawn on the plots 
due to the small number of data points per condition.
In addition, in order to use the standard normal theory model of signal 
detection, one needs to satisfy two major assumptions concerning the underlying 
signal-plus-noise and noise-only distributions (Gescheider, 1976, pp. 64-68). First 
of all, both distributions should be normally distributed. Secondly, the 
distributions should have equal variances. To test these assumptions, it is common 
practice to graph the results on binormal ROC coordinates, where probabilities 
of hits and false alarms are converted into normal deviate scores and plotted 
accordingly. If one has satisfied the normality assumption, a least-squares line fit 
to the data should capture the points in a linear fashion. The equal variances 
assumption has been met if the lines corresponding to the various sensitivity curves 
are parallel to one another, each having a slope of 1.0. Moreover, in terms of 
response bias, least squares lines can be fit when the data are organized according 
to the ratio of the signal-plus-noise /  noise-only trials. Patterns of response bias
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can then be compared to the neutral bias line. Therefore, the data for each 
subject are presented in three separate plots: 1) a standard ROC plot, where that 
data are graphed according to the p(hit) and p(false alarm); 2) a binormal ROC 
plot where least squares "isosensitivity" lines are fit to the data (organized 
according to the amplitude of vertex movement) in order to assess patterns of 
sensitivity; and 3) a binormal ROC plot where least squares "isobias" lines are 
fit to the data (organized according to the ratio of signal-plus-noise /  noise-only 
trials) where patterns of response bias can be observed.
Upon examining the ROC plots, it is easy to see that the vertex amplitude 
/  trials ratio manipulations produced fairly systematic results for most of the 
subjects. The data for JES (Figure 12), for example, indicate that sensitivity was 
quite high for the largest amplitude value, somewhat lower for the middle 
amplitude value, and near chance levels at the zero-amplitude control conditions, 
as expected. Criterion levels were also consistent with what one would expect - 
namely, that 1:1 trial ratios produced no strong biases, 1:3 produced a negative 
bias (i.e., a greater likelihood of rigid assessments), and 3:1 produced more 
positive biases (i.e., a greater likelihood of nonrigid assessments). Figure 13 plots 
JES’s data on binormal coordinates. The isosensitivity bars (Figure 13a) indicate 
that the underlying distributions are normally distributed (with the exception of the 
.04 amplitude condition); the variances of the distributions, however, are not equal 
to one another. This is particularly evident at the .04 amplitude condition where 
a negative slope indicates that the variances of the underlying signal-plus- 
noise/noise-only distributions are changing as a function of the trials ratio -
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normally, this should not be the case. Figure 13b outlines the response bias. 
Generally, the response bias follows the predicted pattern - a 1:1 trials ratio leads 
to a neutral bias, a 1:3 ratio produces a slight negative bias, and a 3:1 ratio 
results in a positive bias. These lines, however, are not parallel to the neutral 
bias line. This deviation is due, in part, to the aberrant data within the .04 
amplitude condition.
Similarly, subject JLM was producing compelling results before dropping out 
of the study (her plots are the only ones missing several data points). The ROC 
plot demonstrates (Figure 14) that, even given the paucity of data, definite 
patterns were starting to emerge. As the amplitude was manipulated, sensitivity 
was increasing as one would expect. One interesting aspect of JLM’s data deals 
with her performance at the .00 amplitude condition. Notice that her sensitivity 
was operating at levels slightly below what one would expect by chance. The 
binormal sensitivity plot (Figure 15a) shows that the experimental manipulations 
were effective in changing sensitivity, at least according to the existing data. 
Response bias (Figure 15b) for the 1:3 trials ratio, however, seemed to changing 
as a function of amplitude, and not just the trials ratio, as would be expected. 
Again, given the shortage of data, it is difficult to determine if these factors are 
significant ones.
Moreover, some interesting data emerged from subject RWB (Figure 16). 
Recall that this subject rated very few stimuli as being nonrigid in the first 
experiment - in fact, the vast majority of his ratings were "Is," indicating strong 
rigidity. Yet, judging by his ROC plot, he produced some fairly systematic results.
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However, if the signal-plus-noise /  noise-only trials ratios are observed (as 
illustrated in Appendix C), it can be seen that some of the values for the trials 
ratios are out of sequence. To illustrate, within the .02 amplitude condition, one 
could feasibly switch the values obtained for the 1:3 and 1:1 data points to 
produce a systematic pattern. RWB, however, was actually more accurate (i.e., 
higher p(hit), lower p(false alarm)) in his discriminations for the 1:3 ratio than for 
the 1:1 ratio. The binormal plots indicate that his data are normally distributed 
(marginally) whereas the variance seems to increase as the amplitude increases 
(Figure 17a). Response bias (Figure 17b) seems to systematically change along 
with the trials ratios, as expected. One exception to -this can be found with the 
3:1 ratio, .04 amplitude data point. This value is an outlier and, consequently, 
affects the fit of the least squares line. Overall, as the trials ratios were 
manipulated, RWB changed his bias in favor of a negative one as the amplitude 
went from .02 to .04.
When looking at the data for the inexperienced observer TMB (Figure 18), 
one can see definite predictable patterns, although perhaps not as clearly as the 
subjects previously mentioned. Despite the fact that, overall, this subject was not 
as sensitive as the other subjects, the anticipated pattern once again emerges. 
TMB was not as sensitive to the amplitude change as were some of the other 
subjects. Therefore, the data for the .00 and .02 amplitude conditions were not 
greatly separated. Figure 19a contains the isosensitivity lines and indicates that, 
in terms of normally distributed data, the fit is reasonable. Judging by the slopes 
of the lines, the variances in the signal-plus-noise distributions change as the
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amplitude increases; therefore, while these changes clearly deviate from a standard 
normal-theory of TSD, the patterns are at least systematic. The isobias lines 
(Figure 19b) indicate that changes in bias were not as systematic as that found 
with sensitivity. Values found at .00 amplitude were fairly close to the expected 
neutral bias region; the .02 and .04 lines, however, deviated markedly from 
expectations. The actual fits, in addition, are not good ones and interfere with 
the interpretation of the criterion.
Subject WWS (Figure 20) displayed the expected pattern of results, with 
two exceptions. Two of the data points for the middle amplitude condition 
overlap; the top point seems to fit the pattern of responses, whereas the bottom 
point (i.e., the 1:3 ratio) deviates from what one would expect. Furthermore, the 
high amplitude condition produced a rather odd pattern of responses. Since the 
discrimination was so accurate for this amplitude, however, the discrepancies are 
probably not significant. Note that out of three points for the .00 amplitude 
condition, two (1:3 and 3:1 trials ratios) fall below chance levels in terms of 
sensitivity. When plotted on binormal axes (Figure 21a), all of the data are 
normally distributed; variances, however, once again change systematically as the 
amplitude increases. Figure 21b indicates that the change in response bias is very 
similar to that exhibited by RWB. Namely, the 1:1 and 1:3 trials ratios were 
systematic and close to what would be predicted by the standard normal theory 
of TSD. For the 3:1 trials ratio, however, when looking at the .04 amplitude 
condition, WWS changed his bias in favor of a negative (rigid) one as the 
amplitude went from .02 to .04.
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The most aberrant data came from MJH (Figure 22). This subject started 
out performing as one would expect. However, midway through the experiment, 
this subject noticed an extraneous cue present in the stimuli and was able to 
capitalize on this confound. This is seen most clearly in the near-perfect 
performance 1:1 trials ratio, .02 amplitude condition. The subject reported that 
differences in the way the computerized image was digitized allowed him to 
respond accurately regardless of the trials ratio or amplitude conditions (except 
at the .00 amplitude condition, where the digitization cue never had a chance to 
reveal itself). Specifically, MJH reported that a near-vertical line segment present 
in the polyhedron was fragmented differently depending on whether the stimulus 
was presented within a noise-only trial or signal-plus-noise trial. No other subjects 
noticed this cue. Even subject MJH did not notice the extraneous variable until 
after several sessions had been completed. As is demonstrated below, the 
paradigm used in Experiment 4 resolved this problem. Given these problems, 
MJH’s data do not represent a good fit in terms of normally distributed data, 
equal variances (Figure 23a) or response bias patterns (Figure 23b). In terms of 
sensitivity (see Figure 23a), if the 1:1 trials ratio, .02 amplitude point were 
removed, a  reasonable fit would be found for the .02 amplitude condition; the 
negative slope at the .04 amplitude condition, however, is still difficult to account 
for when compared to the other conditions.
After the ROC curves were constructed, sensitivity and response bias 
indicators were sought that behave in the way an ideal observer would behave. 
Choices of signal detection models range from straight normal theory models (e.g.,
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G reen & Swets, 1966) to nonparametric techniques of establishing the area 
underneath the curves (e.g., Swets, 1988). The ideal observer should behave in 
the following manner: While bias remains constant, higher amplitude values should 
produce high sensitivity measures; zero amplitude values should force the subject 
into guessing the correct alternative thereby producing no sensitivity; the middle 
amplitude value, if properly chosen, should fall somewhere in between the two 
extreme values. Response bias values would also be expected to change 
systematically along with the signal-plus-noise /  noise-only trials ratio. Now, while 
sensitivity remains constant, low trials ratios (1:3) should produce a negative bias, 
while high trials ratios (3:1) should produce a positive bias.
As mentioned previously, if one wants to apply the standard normal theory 
of TSD in order to define the ideal observer, certain assumptions need to be met 
(Gescheider, 1976, pp. 64-68). In relation to the normality assumption, where it 
is assumed that the underlying noise-only and signal-plus-noise distributions are 
normally distributed, almost all of the subjects produced data that could be fit 
reasonably well with a least squares line. JES, RWB, and MJH each had 
individual cases where the normality assumption was violated but, overall, this 
assumption seems to have been satisfied.
The biggest problem is with the assumption of equal variances, where the 
underlying d istribution should b equated in terms of their variability. Upon 
examining the binormal plots containing the isosensitivity lines, one can see that 
all of the data violate an equal variance model. Therefore, strictly speaking, a 
standard normal homoscedastic model (Green & Swets, 1966) will not fit the data
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well. However, in looking at the isosensitivity lines for each subject, it seems as 
though a heteroscedastic model might do a reasonable job in fitting the data. To 
illustrate, many of the subjects exhibit greater variances as the amplitude of the 
vertex movement increases from .00 to .04. For example, subjects JES and JLM 
demonstrate reasonable fits to a heteroscedastic model if the .04 amplitude 
conditions are ignored (see Figures 13a & ISa). RWB shows a good fit at .00 
and .04 amplitudes, with a possible fit at the .02 amplitude values (see Figure 
17a). The naive subject TMB demonstrates a plausible fit at the .00 amplitude, 
while demonstrating less organized fits at amplitudes of .02 and .04 (see Figure 
19a). Subject WWS probably represents the best overall fit if one were to adopt 
a heteroscedastic model of signal detection. As the amplitude was increased from 
.00 to .04, a systematic change in the slopes of the lines can be seen (see Figure 
21a). The only subject’s data that are not well-represented (at least partially) by 
a heteroscedastic model are those of MJH. Even if the outliers due to 
confounding are ignored, no reasonable fit is apparent using such a model (see 
Figure 23a).
It appears, therefore, that a reasonable fit for sensitivity might be found by 
adopting a heteroscedastic model. Many authors (e.g., Gescheider, 1976; Green 
& Swets, 1966) recommend an index of sensitivity known as "delta-m" when faced 
with the problem of heteroscedasticity. Unlike measures of d’ (which are used in 
homoscedastic models), delta-m is calculated based on the absolute difference 
between z(p(hit)) and z(p(false alarm)) when z(p(hit))=0 (Gescheider, 1976, p. 
67).
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The problem, however, is finding a good index of response bias for these 
same data. Isobias lines suggest that several of the subject’s data could not be 
accurately represented by a heteroscedastic model (i.e., TMB, Figure 19b; MJH, 
Figure 23b). Furthermore, even if the model could fit the data, a response bias 
index that is compatible with delta-m is not available. Given that both sensitivity 
and response bias measures were necessary in this series of experiments, therefore, 
a heteroscedastic model of signal detection was not appropriate. Given these 
constraints, normal theory parametric signal detection models could not be applied 
to the current data. Consequently, a non-parametric counterpart was utilized in 
analyzing the results of the present study.
Many non-parametric signal detection models are available to the sensory 
researcher. These analyses are non-parametric in the sense that no assumptions 
are made regarding the form of the underlying distributions. Certain indices, 
however, do require assumptions about the association between the two 
distributions (see Grier, 1971). A problem with many of these indicators is that 
they present an index of sensitivity alone, or response bias alone, but do not offer 
a pail of measures that can be used in conjunction with one another to evaluate 
both qualities simultaneously. For example, Swets (1988) offers an elegant 
measure of sensitivity which is independent of the frequency of events as well as 
the response criterion of the subject - both very desirable qualities when trying to 
quantify discrimination accuracy. However, an analogous counterpart which could 
be used to describe criterion differences was not included. For the purposes of 
this experiment then, where both qualities are important, the solitary indices are
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not desirable.
Nevin and his colleagues (see Nevin, Jenkins, Whittaker, & Yarensky, 1982; 
Nevin & MacWilliams, 1983) have developed sensitivity and criterion indices 
(based on the work of Luce, 1963) which have been used successfully in non- 
human behavioral studies. His work has demonstrated that a measure of 
sensitivity, "D" (corresponding to "d,n in normal theory), can be calculated based 
on the following formula
/
/  H CR
D  = /  -—  x , ,
/  M FA
V
while a measure of response bias, "B" (corresponding to "beta" in normal theory), 
can be calculated in the following way
/
/  H FA
B = / ----- ------ x  -----.
/  M CR
V
The above formulae base their computations on the probabilities of hits 
(H), misses (M), correct rejections (CR), and false alarms (FA) that are obtained 
within in a given experimental session, where (in this study) the signal-plus-noise 
/  noise-only trials ratio and velocity amplitude are held constant. In order to
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avoid the division by zero, subjects obtaining a p(hit) or p(false alarm) = 1.00 or 
0.00, values were changed to 0.99 and 0.01, respectively.
Extracting the information from the ROC plots discussed previously, one 
can calculate measures of D and B for the combination of effects for the trials 
ratios and the vertex amplitudes. Figures 24-26 plot the values of the logarithms 
of D as a function of the trials ratio for each subject. The plots are categorized 
according to the maximum phase difference of the vertex movement (0.00, 0.02, 
or 0.04 pi radians out of phase). Note that as the amplitude increases (i.e., going 
from Figures 24 through 26), the sensitivities tend to increase accordingly. 
Intuitively, this would be expected; as the physical deformation becomes more 
pronounced, subjects can detect the change in shape more readily. Moreover, if 
the sensitivity index is a stable one, the values should stay the same regardless of 
what the trials ratios equal. That is, since measures of sensitivity are supposed 
to index the amount of area under a given ROC curve, it should not m atter where 
on the curve one takes their measurement from. Judging from the data, measures 
of D are relatively stable across the signal-plus-noise /  noise-only trials ratios. 
There are, however, two exceptions. For example, if one examines MJH at the 
0.00 amplitude level, for both 1:3 and 3:1 trials ratios, it can be seen that he is 
actually performing at below-chance levels; also, M JH’s D value at 0.02 amplitude, 
1:1 trials ratio is clearly an outlier due to the digitizing cue discussed above. It 
should be apparent to the reader that, while there are individual differences 
between subjects, the pattern of sensitivity values remains constant as the signal- 
plus-noise /  noise-only trials ratio changes. One would expect a good model of
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signal detection to maintain that relationship.
Figures 27-29 outline the response criteria (B) adopted by the subjects. 
These graphs plot the logarithm of B as a function of the amplitude of vertex 
movement and are categorized according to the ratio of signal-plus-noise /  noise- 
only trials (1:1, 1:3, 3:1). The central horizontal line designates an equal bias 
region where subjects do not demonstrate a bias either in favor of rigidity or 
nonrigidity. D ata points falling below this line indicate a bias in favor of rigidity, 
while points falling above reveal a tendency to evaluate the stimuli as being 
nonrigid. Conceptually, as the number of signal-plus-noise trials increases, one 
should expect to see a corresponding shift in the response criterion. If B is truly 
independent of D (as it should be), then the change in vertex amplitude should 
not affect the bias values. The levels should only change due to the increase in 
the relative proportion of signal-plus-noise trials, shifting from a rigid to a nonrigid 
bias as this proportion increases.
Upon examining the data, this trend seems to be generally true. With very 
few signal-plus-noise trials being presented, subjects maintain a conservative 
criterion and thereby demonstrate a tendency to respond in favor of rigid events 
(see Figure 27). As the number of signal-plus-noise trials increases, the bias shifts 
from an equal bias tendency (Figure 28) to a criterion which favors nonrigid 
events (Figure 29). Overall, the response data map out a very neat, orderly 
relationship; the only real exception to this comes in the .04 amplitude level at 
the 3:1 trials ratio. Three of the six subjects responded in the way that was 
predicted (i.e., TMB, JLM, & MJH). Their criteria shifted in favor of nonrigid
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events. However, the other three subjects (JES, RWB, & WWS) fell well below 
the equal bias line which indicates that their bias favored rigid events. The 
reason for this is simple: if one examines the ROC values for these sessions, it is 
clear that the subjects performed almost flawlessly. Their sensitivity was very high 
indicating that the task was so easy, it was trivial. If the p(false alarm) is 
examined as an indicator of certainty for these sessions, then it can be seen that 
these three subjects were quite confident in their judgements - all three subjects 
had a false alarm rate of 0.00. Hence, these subjects demonstrated very small 
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Figure 11- Angular component of rigid (0 pi radians out of phase) and nonrigid 
(0.02 and 0.04 pi radians out of phase) vertices as a function of frame in motion 
sequence. Stimuli rotated for a total of 215 degrees.
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Figure 12. Receiver operating characteristic curves for subject JES.
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Figure 13- Subject JES: a) Binomial ROC plot depicting isosensitivity lines,
b) Binormal ROC plot depicting isobias lines.
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Figure 14. Receiver operating characteristic curves for subject JLM.
BINORMAL ROC PLOTS
NORUAL-DXYUTX VALU2S FOR P(HJT) AND P(FA) 
SUBJECT -  JLU
a
- 4  - 3  - » 1 0  1 3  3  4
Z(P(FALSE ALARM))




- 4 - 3 - 2 1 0  1 2  3  4
Z(P(FALSE ALARM))
R A T IO  A A A I ' .  I f.J j : i
Figure IS. Subject JLM: a) Binormal ROC plot depicting isosensitivity lines,
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Figure 16. Receiver operating characteristic curves for subject RWB.
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Figure 17. Subject RWB: a) Binormal ROC plot depicting isosensitivity lines,
b) Binormal ROC plot depicting isobias lines.
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Figure 18. Receiver operating characteristic curves for subject TMB.
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Figure 19. Subject TMB: a) Binormal ROC plot depicting isosensitivity lines,
b) Binormal ROC plot depicting isobias lines.
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Figure 20. Receiver operating characteristic curves for subject WWS.
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Figure 21. Subject WWS: a) Binormal ROC plot depicting isosensitivity lines,
b) Binormal ROC plot depicting isobias lines.
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Figure 22. Receiver operating characteristic curves for subject MJH.
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Figure 23. Subject MJH: a) Binormal ROC plot depicting isosensitivity lines,
b) Binormal ROC plot depicting isobias lines.
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Figure 24. Sensitivity (log(D)) as a function of signal-plus-noise /  noise-only trials
ratio. Amplitude of vertex movement equals 0.00.
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Figure 25. Sensitivity (log(D)) as a function of signal-plus-noise /  noise-only trials

















R U IJE C T  •  •  •  J E S  O □  □  JLM *  *  *  M JH A A A  RWR *  *  •  TMR ♦  •  ♦  M S
Figure 26- Sensitivity (log(D)) as a function of signal-plus-noise /  noise-only trials
ratio. Amplitude of vertex movement equals 0.04.
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Figure 27. Response bias (log(B)) as a function of amplitude of vertex movement.
Signal-plus-noise /  noise-only trials ratio equals 1:3.
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Figure 28. Response bias (log(B)) as a function of amplitude of vertex movement.
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Figure 29. Response bias (log(B)) as a function of amplitude of vertex movement.
Signal-plus-noise /  noise-only trials ratio equals 3:1.
CHAPTER IV
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EXPERIMENT 4: TSD AND STIMULUS CONFIGURATION
In order to test for differences in sensitivity across the four configurational 
conditions (LN, LR, VN, VR), this experiment had subjects view examples from 
each condition and measures of sensitivity (D) and response bias (B) were 
calculated. The goal was to see if the configurational manipulation affects 
sensitivities and /o r criterion levels. Ultimately, it is hoped that this technique 
would lead to an effective, objective measure of rigid and nonrigid motion under 
the various stimulus arrangements.
In order to understand the rationale behind the current study, it becomes 
necessary to reiterate several components from the previous experiments. First, 
recall that the subjective ratings (Experiments 1 & 2) indicated that the LN 
stimuli, though mathematically rigid, were often perceived as undergoing a nonrigid 
translation. Further recall that the LN stimuli appeared to be a regularly shaped 
cube prior to rotation; upon rotation, however, the various translations in depth 
(i.e., z-translations) became apparent to the observer. This one category of stimuli 
was, overall, judged as being more perceptually nonrigid than the other 3 
categories: 1) VN stimuli, which were geometrically equivalent to the LN objects, 
except that the vertices were not interconnected by line segments; 2) LR stimuli, 
where the x, y, and z coordinates were randomly determined; and 3) VR stimuli, 
which were geometrically equivalent to the LR objects, except that the vertices 
were not interconnected.
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Second, since the LN stimuli were sometimes perceived as deforming, it 
should be the case that a physical (m athem atical deformation embedded within 
this type of configuration should be difficult to detect. Given this kind of a 
discrimination task, it should be possible to use a signal detection paradigm, as 
was the case in Experiment 3. Using this as a foundation, one should be able to 
embed a  physical deformation within each of the four categories of stimuli and 
measure sensitivities and response biases using TSD. If it is true that the LN 
stimuli appear to be deforming more than the other configurations, then these 
differences should be revealed in the form of lower relative sensitivities for 
detecting the physical deformations. Once this has-been determined, specific 
components of the stimuli can be examined to assess their role in producing the 
apparent deformation.
Of course, in order to directly compare the different configurations with one 
another, the stimuli have to be matched to some degree across the four categories. 
This was accomplished by equating the three-dimensional coordinates of the 
vertices that were involved in producing the physical deformation. The physical 
deformations, similar to what was done in Experiment 3, were produced by moving 
selected vertices out of phase with the remaining vertices during a single rotation. 
In all four categories, then, the vertices that were involved in the physical 
deformations traced out identical paths in three-dimensional space. The only 




Subjects. Initially, three subjects (JES, WWS, MJH) participated in the 
experiment. All three subjects participated in the first and third experiments and 
were, therefore, very well practiced. In addition, two other subjects (EAH and 
JEA) were tested in later sessions to confirm the results established by the initial 
subjects. Due to an oversight, subject EAH failed to complete the VR, low 
amplitude cell of the design. Since the data from the other subjects for this 
condition proved to be very consistent, no effort was made to collect the missing 
data.
Apparatus. The same experimental setting was used. Subjects were given 
feedback for correct responses.
Stimuli. Four different stimuli were observed: 1) A stimulus from the LN 
condition; 2) the same stimulus under the VN condition; 3) a stimulus from the 
LR condition; and, 4) the same stimulus from (3) under the VR condition.
The stimulus from the LN condition was selected, similar to Experiment 1, 
based on the maximum ratings of nonrigidity. Again like the earlier experiment, 
the deformation was exaggerated by moving the vertices involved out of phase 
with respect to the rest of the vertices. Under the VN condition, the stimulus was 
identical to the LN stimulus with the exception that the vertices were not 
interconnected. The LR stimulus was selected based on the maximum rigidity 
ratings. In order to partially equate this stimulus to the LN and VN conditions, 
the manipulated vertices from these conditions were matched in terms of their 
three-dimensional coordinates. After the LR vertices were matched to their LN
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and VN counterparts, the LR stimulus was again checked in order to ensure that 
the stimulus remained rigid. Note that not all of the vertices were matched, but 
only the ones that were accelerated in the LN stimulus. Finally, the VR stimulus 
was structurally identical to the LR stimulus except that the vertices were not 
interconnected.
Recall that subject MJH, in Experiment 3, was able to capitalize on a 
previously mentioned unwanted two-dimensional image digitization cue in 
distinguishing between rigid and deforming stimuli (none of the other subjects 
remarked that they had noticed this). To alleviate this problem, unlike 
Experiment 3, each trial within an experimental session positioned the polyhedron 
at a different rotational location. The starting position for each trial was randomly 
determined by the computer and consequently did not allow the observer to make 
comparisons between various line segments in terms of the way they were 
digitized. The actual shape of the object, of course, did not change - only the 
angular position in which the rotation began and ended. Based on verbal 
descriptions provided by the subjects, this control procedure was completely 
effective at eliminating the digitizing cue.
Procedure. A 3 x 2 x 2 (three levels of vertex amplitude x two sets of 
vertex coordinates x lines/vertices) randomized block factorial design was 
implemented to study the effects of stimulus configuration on perceived 
deformation. The amplitude values selected were changed from the third 
experiment’s values in order to obtain a finer grain in the sensitivity measures. 
In addition, since this experiment contained a mixture of experienced and
98
inexperienced observers, different amplitude values were selected to reflect the 
differences in velocity thresholds. For experienced observers JES and WWS, 
amplitude values of 0.0, -0.03, and -0.06 pi radians out of phase were selected. 
For subject MJH, 0.00, -0.045, and -0.090 pi radians were found to be appropriate. 
Finally, for observers JEA  and EAH, values of 0.00, -0.055, -0.110, and 0.00, - 
0.065, -0.130 pi radians, respectively, were used. Consequently, the results are 
discussed in terms of "relative amplitude" (i.e., Low (0.00), Medium, and High) so 
that the subjects could be directly compared with one another. Note that the 0.00 
("LOW") amplitude was included as a control condition in order to monitor 
relative performance.
The order of presentation of the experimental cells was randomly assigned 
to each subject. Generally, the procedure was the same as that used in 
Experiment 3 with the exception that subjects were looking at examples from each 
of the four types of stimulus configurations. Moreover, only a nominal 1:1 
signal-plus-noise /  noise-only trials ratio was used as compared to the three ratios 
used in the last experiment. Initially, each subject participated in a total of 12 
experimental sessions (1 session per cell); subjects EAH and JEA  later replicated 
many of the experimental cells in order to assess their between-session variability. 
Results and Discussion
After all the data were collected, values of sensitivity (D) and response bias 
(B) were calculated to help assess the differences in sensitivity to the 
manipulations. It was hypothesized that the three rigid-appearing conditions (LR, 
VR, VN) would produce similar patterns of sensitivity across the three vertex
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amplitudes, given their rigid appearance. In addition, it was expected that the 
nonrigid-appearing condition (LN) would elicit lower sensitivity values.
The data are plotted in Figures 30-35. In terms of sensitivity, Figures 30- 
32 show the values of D as a function of stimulus configuration across the three 
amplitude levels. For the "LOW" (0.00) amplitude condition (Figure 30), recall 
that the manipulated vertices never moved out of phase with respect to the other 
vertices. This one condition, then, served as an experimental control and can be 
used as a basis for comparison. As expected, the sensitivities in the control 
condition do not systematically change since the signal-plus-noise trials are 
identical to the noise-only trials (i.e., both undergo rigid rotations). All subjects, 
regardless of the configuration, demonstrate this fact as evidenced by their near­
zero sensitivities. By examining the overall between-subject variability in the 
control condition, it can be seen that values deviate from one another, maximally, 
by about .25 units (e.g., the range from JES to MJH within the LR configuration). 
This approximate variability index will be used in the other amplitude conditions 
to aid in the interpretation of between- and within-subject differences as a function 
of configuration. Moreover, since the hypothesis states that the LN configuration 
should elicit lower sensitivity values than the other three configurations, 
comparisons will be made with respect to the LN condition.
As the relative amplitude of vertex displacement was increased to 
"MEDIUM" (Figure 31), sensitivities across the configurations changed accordingly. 
To illustrate, using the variability index of .25 as a rough confidence interval, the 
data for subject EAH indicate that sensitivity to configurations VN, LR, and VR
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were all different from the LN stimuli. More specifically, EAH was the least 
sensitive to the vertex phase changes within the LN stimuli. Subject JEA 
demonstrated a  similar, although somewhat less distinct, pattern of sensitivities. 
G early, the VN sensitivity is much higher than that found in the LN category; the 
LR and VR sensitivities are higher than the LN sensitivity, but not more than .25. 
Subject JES exhibited higher sensitivities in both the LR and VR objects 
compared to the LN. The VN sensitivity, however, was identical to that found in 
the LN configurations, both hovering around zero-sensitivity. Two of the 
observers, MJH and WWS, were not very sensitive to the vertex phase shift in any 
of the configurations. The only possible exception to this lack of sensitivity can 
be found with MJH using VR stimuli. His sensitivity was marginally higher in the 
VR category compared to the other three configurations.
In sum, at the middle amplitude level, many of the subjects started to 
differentiate between the physically rigid and nonrigid polyhedra. For one subject 
(EAH), this moderate change in amplitude was sufficient for discriminating 
between the signal-plus-noise and noise-only trials in the VN, LR, and VR 
conditions. H er sensitivity for the LN objects, however, was near zero, as 
predicted in the initial hypothesis. Two of the four remaining subjects (JEA and 
JES) showed good discrimination with at least one of the configurations compared 
to the LN stimuli. The middle amplitude values, then, allowed some of the 
subjects to discriminate between rigid and nonrigid motion across the four 
configurations.
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When the relative sensitivity was increased to "HIGH," a clear pattern starts 
to emerge (see Figure 32). Again using an interval of .25, notice that all subjects, 
except MJH, exhibited lower sensitivity values in the LN condition compared to 
the other three categories. MJH had relatively stable sensitivities in the LN, VN, 
and VR categories; the LR condition for MJH produced a higher relative 
sensitivity. Further notice that all of the subjects, except JEA, produced sensitivity 
values in the LN condition that were less than the minimum sensitivity values in 
all of the remaining configurations.
In the highest amplitude condition, therefore, subjects exhibited the lowest 
sensitivity for the LN stimuli, as predicted. These results indicate that motion 
discrimination deteriorates when the moving contours are imbedded within a 
perceptually deforming (although mathematically rigid) stimulus. Further analysis 
of Figure 32 indicates another interesting trend: all of the subjects, except JEA, 
had the highest sensitivities in the LR condition. Based on these data, it appears 
as though the LN stimuli presented the most difficult discrimination task, while 
the LR presented the easiest. Recall that both of these configurations have 
vertices that are interconnected by line segments - they differ in the way that the 
LN stimuli have the Necker cube-like regularity constraint while the LR polyhedra 
contain vertices that are randomly defined. Finally, the reader should observe that 
intersubject differences are rather substantial. For example, subject JEA 
maintained the highest overall sensitivity values while sustaining the same pattern 
of sensitivities as that found with the other subjects. Subject JES, on the other 
hand, produced very low overall sensitivities. Again, however, his pattern of
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sensitivities across the four configurations was similar to the other subjects.
When considering the notion of response bias, one can see that the data 
characterize the anticipated results. Since the ratio of signal-plus-noise /  noise- 
only trials was kept constant across all of the conditions (i.e., 1:1), one would not 
expect to see dramatic shifts in criterion levels. Figures 33-35 indicate that this 
was indeed the case. As the amplitude was manipulated from "LOW” to "HIGH," 
response biases remained constant throughout. To illustrate, the "LOW" (0.00) 
amplitude condition (Figure 33) produced response biases that were stable across 
the configurations. All of the subjects’ biases hovered around the neutral zone 
indicating no strong criterion shifts as the configuration type was manipulated. 
There is a slight tendency for the LN stimuli to produce a positive (i.e., nonrigid) 
bias; this pattern does not continue as the amplitude increases.
In considering the "MEDIUM" and "HIGH" amplitude conditions, again no 
systematic change in criterion is observed. There is an interesting shift in the 
negative direction for VN polyhedra under the middle amplitude sessions (Figure 
34). This shift, however, is slight relative to the other values and probably is not 
significant. Furthermore, as the amplitude was changed to the maximum level 
(Figure 35), response biases remained unaffected. Generally, subjects were 
consistent in their criteria and maintained those levels regardless of the 
configuration being observed.
In conclusion, response biases remained stable across the conditions, as was 
expected. As the amplitude changed from the minimum to the maximum levels, 
no significant shift could be discerned. It is interesting to note that most of the
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response biases were slightly in favor of rigidity; the only possible anomaly would 
be the LN stimuli within the low amplitude sessions, where the biases were slightly 
skewed in favor of nonrigid responses.
To help summarize the data, Figures 36-37 represent the mean performance 
for sensitivity and response bias, respectively. E rror bars indicate the standard 
error of the mean for each configuration. (Note; since the design includes 
subjects as a blocking variable, the standard error bars tend to be overly 
conservative in assessing variability.) Notice that in terms of sensitivity, the LN 
condition shows the lowest mean value of log(D) across all four possibilities. Next 
comes the geometrically-equivalent counterpart to the LN stimuli, the VN 
configurations. Finally, the LR and VR conditions are represented by the highest 
sensitivity levels. It is easy to see that the amplitude change produced three 
distinct levels of performance within each configurational category. Mean response 
biases were plotted in the same way and indicate what was mentioned earlier: that 
response bias remained constant across the manipulations with a slight difference 
between the LN and VN conditions.
As mentioned previously, while subjects JES, MJH, and WWS each 
completed one session per experimental condition (for a total of 12 sessions each), 
subjects EAH and JEA  participated in several repeated sessions in order to assess 
the stability of the measured indices. The data mentioned up to this point 
included only the first sessions from these two subjects so as to equate their 
sessions with those of the first three subjects. Figures 38-39 plot the same 
information as described with the previous figures, with the addition of the data
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from the repeated sessions. Table 2 indicates the number of repeated sessions for 
JEA  and EAH.
Table 2
Total Number of Sessions for Subjects JEA and EAH
JEA:
Configuration LOW MEDIUM HIGH
LN 2 2 2
VN 3 2 2
LR 2 2 2
VR 2 2 2
EAH:
Configuration LOW MEDIUM HIGH
LN 2 2 2
VN 1 1 3
LR 1 3 2
VR 1 4 2
When the data are collapsed, the trends become even more pronounced. 
It can be seen from Figure 38 that the LN stimuli are clearly more difficult with 
respect to the discrimination task. This difference seems to be enhanced with the 
higher amplitude condition. Response bias, once again, remains stable across the
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four configuration types (see Figure 39).
In order to assess the between-session variability, Figures 40-45 plot the 
sensitivities and response biases as a function of the number of repeated sessions 
for each subject. Figure 40 shows that the sensitivities for two sessions of LN 
stimuli at the "LOW" amplitude level remained constant for subject EAH. 
Response bias for the same conditions went from a neutral one in the first session 
to a slightly negative ("rigid") one upon repeated testing. For the "MEDIUM" 
amplitude situation (Figure 41), EAH was fairly stable with respect to sensitivity. 
Note that both of the LN sessions resulted in low sensitivities relative to the other 
configurations. Criterion levels for these sessions were constant; the VR and the 
LR sessions resulted in negative biases while the two LN conditions were centered 
around a neutral bias. In the "HIGH" amplitude condition (Figure 42), EAH 
demonstrated a meager increase in sensitivity for all of the configuration types 
over the course of the first two repeated sessions. In the third session, sensitivity 
dropped using the VN polyhedra. The important element of Figure 42 is that for 
both of the repeated sessions, sensitivity was consistently lower in the VN 
condition than that found in the other three categories. Response bias was quite 
stable across the repeated sessions depicting a slight negative bias throughout.
The general theme of stability was also exhibited by subject JEA  over the 
repeated sessions (Figures 43-45). For example, Figure 43 shows the sensitivities 
and response biases for the zero-amplitude conditions. The VN stimuli are 
intriguing in that over the course of three sessions, both sensitivity and bias 
steadily decrease. W hether or not this trend is a reliable one is unclear due to
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the small number of replications. In the middle amplitude level (Figure 44), JEA 
increased in sensitivity from the first to the second session when considering the 
VR and LR categories. The LN and VN sensitivities, however, stayed the same, 
or decreased slightly, over time. These pairings are interesting due to the fact 
that each pair represents geometrically equivalent figures. Once again, the lack 
of further sessions makes it difficult to decipher this relationship. Response bias 
is stable and somewhat negative across the stimulus categories, as one would 
expect. Finally, the largest amplitude repeated sessions for JEA are diagrammed 
in Figure 45. In terms of sensitivity, these data are extremely stable over time. 
Note that the LN stimuli fall well below the other configuration types over both 
sessions. Response bias is equally as consistent demonstrating that the criterion 
levels are not shifting as a function of the time of measurement.
In summarizing these repeated-measures data, the indices of sensitivity of 
response bias are remaining stable over time. With the exception of several small 
discrepancies, subjects were consistent in their judgements and the location of their 
decision criterion. Learning (i.e., a "practice effect") does not seem to be a factor 
in this research program.
Given this information, one can be confident in stating that the initial sessions, 
with each subject completing one session per cell of the experimental design, were 
reliable assessments of performance.
In conclusion, it appears as though three main findings can be discussed 
with respect to this last study. First of all, the shape of the figure plays a major 
role in these discrimination tasks. When subjects are asked to discriminate
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between physically deforming from physically rigid stimuli, the task becomes more 
difficult when perceptually deforming stimuli are examined (i.e., LN configurations) 
compared to perceptually rigid stimuli (i.e., VN, LR, and VR figures). Second, 
the rate at which the vertices move out of phase is also important. Levels of 
sensitivity were found to vary systematically as a function of the particular 
amplitude used. Finally, individual differences between subjects were quite 
apparent. The reader should keep in mind that the velocity amplitudes necessary 
for discrimination varied from subject to subject. Hence, nominal amplitudes 
were discussed (i.e., "HIGH", "MEDIUM," and "LOW").
This experiment has pointed out some significant findings that relate to the 
perception of velocity and deformation. It was determined that discrimination was 
difficult when the stimulus being observed consisted of a line-drawn figure with 
a Necker cube-like shape regularity. Furthermore, if the exact same geometric 
configuration is examined, without benefit of the interconnecting line segments 
(i.e., VN stimuli), the perception of velocity is enhanced. The key component, 
therefore, seems to be the way in which lines interact within a given configuration. 
Since the LN configurations were perceived as deforming more often than the 
others (based on the rating studies), regularly arranged line segments moving 
through three-dimensional space are somehow capable of misleading the visual 
system into adopting an incorrect interpretation. When the regularity constraint 
is removed (i.e., LR figures), the presence of lines reduces the likelihood of a 
perceived deformation and, at the same time, augments one’s ability to accurately 
recover changes in velocity. Based on this premise, a post-hoc hypothesis of
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velocity/deformation perception will be developed in the next section.
Of course, one has to keep in mind that only four exemplar stimuli were 
examined in this last study. Therefore, one needs to be cautious about over- 
generalizing the results to other situations and other stimuli. However, based on 
these specific examples, the pattern of results is compelling. More data need to 
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Figure 3 0 . Sensitivity (log(D)) as a function of stimulus configuration. R elative
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Figure 31. Sensitivity (log(D)) as a function of stimulus configuration. R elative
amplitude of vertex movement equals "MEDIUM".
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Figure 32. Sensitivity (log(D)) as a function of stimulus configuration. Relative
amplitude of vertex movement equals "HIGH".
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Figure 3 3 . Response bias (log(B)) as a function of stimulus configuration. Relative
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Eigurc 34- Response bias (log(B)) as a function of stimulus configuration. Relative
amplitude of vertex equals "MEDIUM".
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Figure 35- Response bias (log(B)) as a function of stimulus configuration. R elative

















MIP  HICH ------  LOW  MEDIUM
Figure 36- Mean sensitivities as a function of stimulus configuration, for each o f
the three relative amplitude values. Error bars represent plus-or*minus one
standard error of the mean.
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Figure 37. Mean response biases as a function of stimulus configuration, for each
of the three relative amplitude values. Error bars represent plus-or-minus one
standard error of the mean.
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Figure 38. Mean sensitivities as a function of stimulus configuration, for each of
the three relative amplitude values. Repeated sessions for JEA and EAH are
included. Error bars represent plus-or-minus one standard error of the mean.
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Figure 3 9 . Mean response biases as a function of stimulus configuration, for each
of the three relative amplitude values. Repeated sessions for JEA and E A H  are
included. Error bars represent plus-or-minus one standard error of the mean.
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Figure 40. Subject EAH ("LOW" amplitude): a) Sensitivities plotted as a function
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Figure 41. Subject EAH ("MEDIUM" amplitude): a) Sensitivities plotted as a
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Figure 42. Subject EAH ("HIGH" amplitude): a) Sensitivities plotted as a function
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Figure 43. Subject JEA ("LOW” amplitude): a) Sensitivities plotted as a function
of repeated sessions, b) Response biases plotted as a function of repeated sessions.
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Figure 44. Subject JEA ("MEDIUM" amplitude): a) Sensitivities plotted as a
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Figure 45. Subject JEA ("HIGH" amplitude): a) Sensitivities plotted as a function




In summarizing the results of the four experiments mentioned above, 
several points need to be emphasized. First of all, when subjects are asked to 
assess the structural rigidity of a large number of 8-vertex rotating polyhedra, it 
appears as though most of the figures maintain a rigid appearance. A small class 
of the stimuli, however, tend to take on a rather rubbery appearance, and appear 
to bend and stretch throughout their rotations. In this particular series of studies, 
the subset of deforming stimuli were limited to configurations which contained a 
structural regularity - namely, a cube-like constraint, coupled with interconnecting 
line segments.
Moreover, the effects of configuration type on deformation discrimination 
was found to interact with the effects of amplitude of the vertex movement in the 
signal detection task. As expected, amplitude changes allowed the observer to 
differentially discriminate between the physically deforming stimuli and the 
perceptually deforming figures. The amplitude manipulation was most effective, 
however, for the perceptually rigid configurations (VN, LR, & VR). When 
observing objects that contain a structural regularity along with interconnecting line 
segments, the observer’s discrimination task becomes more ambiguous (i.e., LN 
stimuli). In other words, manipulating the amplitude of vertex movement was an 
effective cue in the discrimination task; however, this visual cue was not as 
effective in the LN condition as compared to the other three configuration types.
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O f course, this series of experiments did not answer the question that, at 
some point, needs to be answered: Why, given a mathematically rigid rotation, do 
certain configurations appear to take on an elastic quality? The solution may 
have to do with the notion of "exploiting two-dimensional cues" that are present 
in static presentations. This idea has been mentioned in previous studies (e.g., 
Braunstein, Hoffman, Shapiro, Andersen, & Bennett, 1987) and suggests that 
people may actually utilize such cues in deriving structural components of moving 
objects (see also Todd, 1985). Clearly, in the experiments presented in this paper, 
subjects were given a lot of information about the three-dimensional structure of 
the figures (by way of static, monocular depth cues) prior to the objects 
undergoing a dynamic transformation.
A tentative explanation might lie in the way subjects construct expectations 
of how the polyhedra will look both before and after rotation. If one is looking 
at a "Necker cube-like" stimulus prior to rotation and discovers, upon rotation, that 
the object deviates substantially from the expected shape, an incongruity has 
occurred in the perceptual process. Support for this post-hoc hypothesis could be 
found in the fact that with LN stimuli, the observer has the best opportunity to 
set up the expectation framework; the other categories of stimuli (including the 
VN condition, which is geometrically equivalent to the LN stimuli), however, are 
not as likely to produce preconceived notions of structure and consequently are 
not as likely to elicit concrete configurational expectations. While this explanation 
might help account for the results of the first two studies (where the LN stimuli 
started as a Necker cube), it would not account for the results of the last signal
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detection study where the LN stimuli’s starting positions were randomly 
determined thereby minimizing the structural regularities present before rotation. 
Furthermore, if the expectation hypothesis were correct, it would seem that once 
the observer witnessed the first rotation of the deforming pattern, the false 
expectations would be corrected and further observations would lead to the 
veridical shape. While there was some informal evidence to suggest that the 
perceived deformation of a given stimulus tended to decrease over time (based on 
the verbal descriptions provided by several subjects), multiple exposures to the 
same stimuli often resulted in the same percept of deformation. The repeated 
sessions completed by EAH and JEA in Experiment 4 attest to the fact that both 
sensitivity and response bias were relatively stable over time. It appears, then, 
that the expectation hypothesis finds little support based on the above evidence.
A more reasonable theory of deformation and velocity discrimination can 
be developed based on the behavior of line segments, as was mentioned at the 
conclusion of Experiment 4. When considering the motion of three-dimensional 
objects being projected onto a two-dimensional surface, one can point to several 
sources of information that help the visual system disentangle the flow of motion 
and depth. First, given that line segments are joined together at the vertices of 
the figure, collectively they are going to represent local shape cues that yield 
monocular depth information. Second, a rich source of information will be 
obtained through motion-induced depth (i.e., the kinetic depth effect, Wallach & 
O ’Connell, 1953). These two cues, then, will always be working in conjunction 
with one another.
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When looking at a perceptually deforming (although mathematically rigid) 
stimulus, one could argue that the two previously mentioned sources of 
information are in conflict with one another. Local shape cues formed by the 
intersecting line segments may, in fact, disagree with the motion-induced depth 
information. Hence, in order for the visual system to make sense of this 
information, the conflicting cues need to be driven into agreement with one 
another. This agreement is accomplished by the visual system’s adoption of a 
nonrigid interpretation. When this interpretation is made, the conflict has been 
resolved, and the figure appears to deform. Moreover, when considering a motion 
discrimination task like those described in this series of studies, it could also be 
argued that the perceived velocity of vertices is influenced by the perception of 
a deformation. If this is true, an observer would have a  difficult time teasing 
out the physical change in velocity embedded within a deforming background. 
When considering the configurations examined in this research, one can see that 
the perceived velocity did seem to be affected by a deforming contour (i.e., the 
LN figures). Further, velocity discrimination was shown to be less affected when 
the velocity components were embedded within a perceptually rigid stimulus (i.e., 
the VN, LR, and VR configurations). At any rate, this post-hoc hypothesis seems 
plausible but it is in need of empirical verification.
In attempting to test this hypothesis, one strategy would be to eliminate the 
source of the conflict between the local shape cues and the motion-induced depth 
information. If this conflict is producing the perception of deformation, then the 
perceived nonrigidity should be eliminated if the local shape and motion-induced
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depth cues are pulled into alignment with one another using something other than 
a nonrigid interpretation. How could this be accomplished? The easiest way to 
achieve that goal would be to have subjects examine three-dimensional 
stereoscopic polyhedra while engaged in the same type of discrimination task. 
This manipulation would allow the visual system to accurately match the shape 
cues with the motion pattern. While this explanation seems reasonable, data 
collected in our laboratory to date have not confirmed that stereoscopic 
information augments the accuracy of the perception of deformation (W. W. Stine, 
personal communication, 1990). More information is needed before any 
conclusions can be drawn (see Fisher & Ebenholtz, 1986, for a description of 
apparent depth and binocular disparity in kinetic depth stimuli).
Generally speaking, as mentioned at the conclusion of Experiment 4, one 
could always argue that these results are only applicable to a very specific class 
of configurations and the implications, therefore, are limited in scope. This, no 
doubt, is a definite limitation. However, one of the goals of this research program 
was to be able to derive a categorization scheme that could be used in reliably 
assessing the perceptions involved with the perceived deformation of rotating 
polyhedra. To this end, the research has been quite successful. Future research 
should look at the specific conditions which are both necessary and sufficient in 
eliciting such nonrigid impressions. Would the same trend be found with 10- 
vertex polyhedra? How about those figures containing six vertices? What if a 
linear vertex velocity were used instead of the sinusoidal one employed in this 
research? Is there something special about Necker cubes or is it simply a matter
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of defining regularly-shaped objects for the visual system to disentangle? What 
is the role of binocular vision in determining the structure of these deforming 
objects? These questions, and many more, need immediate attention. 
Undoubtedly, many of these structural factors would interact with one another in 
terms of the way in which the visual system attempts to create a plausible 
interpretation (e.g., see Todd, Akerstrom, Reichel, & Hayes, 1988). Minimally, 
future research should attempt to replicate the current results, for both the rating 
and signal detection tasks, using a broader range of stimuli within each of the four 
configuration categories.
Recall that Wallach and O ’Connell (1953) indicated that in order for the 
visual system to derive a rigid three-dimensional structural interpretation, one of 
the necessary conditions included that the length and direction of line segments 
had to change simultaneously. If one changed but not the other, the observer 
would see a deformation in the two-dimensional plane. In the present research, 
all of the configurations in the rating studies contained line segments that were 
covarying in terms of length and direction. Yet, despite this agreement, certain 
stimuli took on a nonrigid appearance. These results, then, are clearly in 
opposition to the necessary and sufficient conditions outlined by Wallach and 
O ’Connell (1953).
An issue that clearly has not been resolved by these investigations deals 
with the status of the rigidity assumption (Ullman, 1979). In the strictest sense, 
the assumption implies that if a rigid three-dimensional interpretation is possible 
given a two-dimensional projection, then the object should be perceived in that
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way. Obviously, rigid three-dimensional interpretations were possible for all of the 
stimuli used in these experiments (excluding the stimuli whose vertices changed 
in velocity). Yet, at least with one category of stimuli, a rigid interpretation was 
not always maintained. O f course, based on the dialogue Braunstein and 
Andersen (1984a; 1986) had with Ullman (1984b; 1986), the exact role of the 
rigidity assumption has not yet been determined. In the strictest sense, the stimuli 
in these experiments were true counterexamples to the rigidity assumption (also 
see Todd (1984) for his personal communication with E. Adelson). The catch, 
however, is that Ullman (1984b) stated that, in order for the rigidity assumption 
to be maintained, no two-dimensional cues can be present in the static image - 
as discussed above, this was not the case with figures observed in the current 
research.
One last aspect of this research needs to be mentioned. After the data 
were collected, it became quite evident that subjects varied markedly in their 
perceptions of the stimuli. These individual differences were most clearly seen in 
the ratings that were assigned to the various stimuli, although differences in 
sensitivity were also noted in the discrimination studies. The differences spanned 
the full range of possibilities where certain subjects perceived many deforming 
polyhedra (e.g., JLM) while others reported the existence of few, if any, distortions 
(e.g., RWB).
This research was effective in teasing out an individual’s ability to 
discriminate physically deforming objects from objects that only appeared to 
change in shape. Given this, it appears as though signal detection paradigms are
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quite useful in studies examining the extraction of structure from motion. Where 
ordinal rating scales may provide useful general information, and are perhaps 
more direct in their approach, signal detection studies allow the researcher to 
tease apart differences in sensitivity and response bias. In this respect, the author 
wishes to gratefully acknowledge the effectiveness of the nonparametric TSD 
indices used in these studies (see Nevin & MacWilliams, 1983). Ultimately, using 
such a technique, the current research was able to highlight the fact that physical 
deformations are more difficult to detect when superimposed on an already 
perceptually-deforming stimulus. When the stimulus does not contain the 
misleading visual information (i.e., a perceptual deformation), the discrimination 
task becomes easy. Obviously, this kind of a categorization technique allows the 
researcher to map out specific qualities that would otherwise be unavailable when 
using the standard rating scales.
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APPENDICES
Appendix A: Spearman correlation matrices for rating sessions.
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This appendix contains all of the correlation matrices that were plotted as 
three-dimensional graphs in Experiment 1. Highlighted cells of the matrices 
indicate coefficients that are statistically significant based on the Dunn-Sidak 
procedure mentioned in the text (see Kirk, 1982, p. 110). The Dunn-Sidak
technique for testing multiple comparisons is based upon the nominal alpha level
one uses in specifying the probability of a Type I error (i.e., .05) along with the 
number of comparisons to be assessed. Hence, the critical values obtained were 
based on the following calculations: 1-(1-.05)1/45 = .00114. Note that certain cells 
contain a which indicates that correlations could not be calculated based on
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Appendix B: Instructions for the group assessment of rigidity and direction-of- 
rotation.
Directions for Rigidity Experiment
You will be watching rotating objects on the television screen in front of 
you. Some objects will appear to be cube-like before rotation, while others will 
appear to be randomly drawn. Furthermore, some objects will be drawn with 
lines while others will only have dots at the respective "comers" of the object. 
You will view 25 possibilities from each condition for a total of 100 different 
objects.
Keep in mind that all of the rotating objects will be structurally rigid. That 
is, picture the objects being constructed out of a wire coat hanger and rotating by 
means of a motor. However, some of the objects may appear to deform 
perceptually. W hat I mean bv "deform" is that the obieci_mav appear J o  .bend, 
stretch, distort, tw ist and generally change shape as if the object were made out 
of rubber rather than the wire coat hanger.
The purpose of the experiment, then, is to rate the amount of perceived 
deformation based on a rive point rating scale below:
RATING SCALE
1 2 3 4 5
STRONGLY MOSTLY NOT SURE MOSTLY STRONGLY
RIG ID  RIGID DEFORM S DEFORM S
Mark all of your responses on the computerized answer sheets. Each stimulus is 
numbered on the television screen - please be sure that number corresponds to 
the number on your answer sheet. Refer to the rating scale above as you are 
watching the objects being presented. You will watch each object rotate 4 times 
followed by an 8 second pause during which you will mark down your rating on 
the answer sheet.
As a final note, you will notice that some of the objects start out as a 
cube-like stimulus and then quickly transform into an oddly-shaped object upon 
rotation. That is NOT considered a deformation! All of the objects will be 
oddly-shaped; your task is to rate the amount of "rubberiness" within each object. 
Please feel free to ask any questions concerning the directions for this experiment. 
Thank you for participating.
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Directions for Reversal Experiment
You will be watching rotating objects on the television screen in front of 
you. Some objects will appear to be cube-like before rotation, while others will 
appear to be randomly drawn. Furthermore, some objects will be drawn with 
lines while others will only have dots at the respective "comers" of the object. 
You will view 25 possibilities from each condition for a  total of 100 different 
objects.
As you watch the objects rotate on the screen, I would like you to indicate 
on the answer sheet which direction they rotate. Based on the rating scale below, 
give the object a rating of "1" if all 4 rotations rotate in the same direction, a "2" 
if 3 of the rotations rotate in one direction while 1 rotates in the opposite 
direction, and a  "3" if 2 of the rotations went one way while two went in the 
opposite direction. Furthermore, give a rating of "4” if anv one of the 4 rotations 
goes in two or more different directions within a single direction, and finally, give 
a rating of "5" if any one of the 4 presentations seems like one part goes in one 
direction while another part goes in the opposite direction within a single rotation.
The purpose of the experiment, then, is to rate the direction of rotation 
based on a five point rating scale below:
Mark all of your responses on the computerized answer sheets. Each stimulus is 
numbered on the television screen - please be sure that number corresponds to 
the number on your answer sheet. Refer to the rating scale above as you are 
watching the objects being presented. You will watch each object rotate 4 times 
followed by an 8 second pause during which you will mark down your rating on 
the answer sheet. Please give one, and only one response per object.
As a final note, you will notice that some of the objects start out as a 
cube-like stimulus and then quickly transform into an oddly-shaped object upon 
rotation. Again, please just attend to the direction of rotation of each object. 
Please feel free to ask any questions concerning the instructions for this 
experiment. Thank you for participating.
RATING SCALE
N|N
All 4: 3 one way/ 2 one way/  
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Appendix C: ROC plots designating the signal-plus-noise /  noise-only trials ratios.
The ROC plots contained in this appendix are identical to the ones found 
in Experiment 3 with the exception that the symbols are arranged according to the 
ratio of signal-plus-noise trials to noise-only trials. The previous plots were 
organized according to the amplitude of vertex movement. Looking at both sets 
of plots, the reader can examine information regarding the effects of the vertex 
movement along with the ratio of signal-plus-noise/noise-only trials in order to 
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