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Пусть задано конечное семейство векторов {v1, v2, . . . , vn} действительного пространства
Rk и натуральное число m < n. Из этого семейства требуется выбрать m векторов, евкли-
дова норма суммы которых максимальна. Такая задача возникает (см., например, [1,2]) при
нахождении фиксированного числа участков в числовой последовательности, образованной
квазипериодически повторяющимся фрагментом при заданном числе повторов. Подобная
ситуация типична для ряда таких приложений как радиолокация, телекоммуникация, об-
работка речевых сигналов, электронная разведка и др. [3]. В силу природы этих задач ис-
ходные данные – компоненты векторов – неизбежно задаются с некоторой погрешностью. В
таких условиях желательно не только уметь находить оптимальные решения, но и проводить
для каждого из них постоптимальный анализ, чтобы получить необходимую информацию
о предельном уровне изменений в пространстве параметров, сохраняющих оптимальность
выбранного решения. Числовая характеристика, определяющая указанный предельный уро-
вень, обычно [4] называется радиусом устойчивости решения. Для того чтобы дать строгое
определение радиуса устойчивости и указать его верхнюю достижимую оценку, введем ряд
обозначений.
Пусть из векторов v1, v2, . . . , vn как из столбцов образована матрица V = [vij ] ∈ Rk×n.
Строки матрицы V будем обозначать Vi, i ∈ Nk := {1, 2, . . . , k}. И пусть X ⊂ {0, 1}n –
множество всех булевых векторов x = (x1, x2, . . . , xn)T , каждый из которых содержит ровно
m единиц. Тогда задача Z(V ) поиска подмножества векторов имеет вид:
‖V x‖2 → max
x∈X
,
где ‖ · ‖2 – евклидова норма в пространстве Rk. Множество оптимальных (максимальных)
решений задачи Z(V ) будем обозначать через Opt(V ).
Возмущение компонент векторов из множества {v1, v2, . . . , vn} будем моделировать, при-
бавляя к исходной матрице V возмущающую матрицу V ′ = [v′ij ] ∈ Rk×n. Тем самым, возму-
щенная задача записывается в виде Z(V + V ′), а множество ее оптимальных решений имеет
вид Opt(V + V ′).
Пусть x0 ∈ Opt(V ). По аналогии с [4] радиусом устойчивости решения x0 назовем число
ρ(x0, V ) =
{
sup Ξ, если Ξ 6= ∅,
0, если Ξ = ∅,
где
Ξ = {ε > 0 : ∀V ′ ∈ Ω(ε) (x0 ∈ Opt(V + V ′))},
Ω(ε) = {V ′ ∈ Rk×n : ‖V ′‖1 < ε},
‖V ′‖1 =
∑
i∈Nk
∑
j∈Nn
|v′ij |.
Теорема. Для радиуса устойчивости ρ(x0, V ) оптимального решения x0 задачи Z(V )
верна следующая достижимая оценка:
ρ(x0, V ) ≤ min
x∈X\{x0}
√∑
i∈Nk
(Vix0)2 + max
i∈Nk
(Vix)2 −
∑
i∈Nk
(Vix)2 −max
i∈Nk
|Vix|
 .
1
В частности, эта оценка достижима для тех задач Z(V ), в которых каждый вектор x ∈
X \ {x0} подчинен неравенству
max
i∈Nk
|Vix| ≥ max
i∈Nk
|Vix0|.
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