In order to cope with the large amounts of data that have become available in genomics, mathematical tools for the analysis of networks of interactions between genes, proteins, and other molecules are indispensable. We present a method for the qualitative simulation of genetic regulatory networks, based on a class of piecewise-linear (PL) differential equations that has been well-studied in mathematical biology. The simulation method is well-adapted to state-of-the-art measurement techniques in genomics, which often provide qualitative and coarsegrained descriptions of genetic regulatory networks. Given a qualitative model of a genetic regulatory network, consisting of a system of PL differential equations and inequality constraints on the parameter values, the method produces a graph of qualitative states and transitions between qualitative states, summarizing the qualitative dynamics of the system. The qualitative simulation method has been implemented in Java in the computer tool Genetic Network Analyzer.
Introduction
Recent progress in genomics has provided us with experimental tools that hold great promises for unraveling the networks of regulatory interactions between genes, pro-teins, and small molecules which underlie the functioning of living organisms. On the one hand, these techniques allow protein-DNA and protein-protein interactions to be identified, thus providing insight into the structure of genetic regulatory systems (e.g., [51, 57] ). On the other hand, they allow the evolution of the state of the system to be characterized, by large-scale measurement of the level of gene expression and protein activity across time (e.g., [43, 72] ).
In order to cope with the large amounts of data that have thus become available, formal methods for the representation and analysis of genetic regulatory networks are indispensable. Mathematical models allow networks of interactions to be described in a precise and unambiguous manner, while a large variety of analysis and simulation techniques exists to systematically derive behavior predictions from the models. The application of formal methods, especially when supported by computer tools, may lead to a comprehension of the structure and functioning of large and complex networks of interactions that cannot be obtained through intuitive approaches alone [18, 44] .
The use of formal methods to study regulatory networks is currently subject to two major constraints [8] . First of all, the biochemical reaction mechanisms underlying the interactions are usually not or incompletely known. This prevents the formulation of detailed kinetic models, such as those developed for the genetic switch controlling phage growth [45] or the feedback mechanisms regulating tryptophan synthesis in E. coli [59] . A second constraint arises from the general absence of quantitative information on kinetic parameters and molecular concentrations. As a consequence, traditional methods for numerical analysis are difficult to apply.
Few of the modeling and simulation methods that have been developed thus far are capable of handling the above constraints. A notable exception is formed by approaches based on a class of piecewise-linear (PL) differential equation models originally proposed by Glass and Kauffman [27] . The state variables in the PL models correspond to the concentrations of proteins encoded by genes in the network, while the differential equations represent the interactions arising from the regulatory influence of some proteins on the synthesis and degradation of others. The regulatory interactions are modeled by means of step functions, which gives rise to the piecewise-linear structure of the differential equations. The use of step functions is motivated by the nonlinear, switch-like character of many of the interactions in gene expression and proteolysis [56, 71] .
The PL models provide a coarse-grained description of genetic regulatory networks, well-adapted to state-of-the-art measurement techniques in genomics. Furthermore, the models have mathematical properties that favour qualitative analysis of the steady-state and transient behavior of regulatory systems [14, 15, 16, 24, 25, 28, 29, 31, 41, 47, 48, 52, 60, 61] . On a formal level, the PL models are related to a class of asynchronous logical models proposed by Thomas and colleagues [66, 67] . PL models and their logical relatives have been used for the study of a number of prokaryotic and eukaryotic regulatory networks [1, 22, 23, 46, 50, 55, 58, 65] . In addition, they have been used for modeling food webs [53] , neural networks [42] , and biological computers [6] .
The use of step functions in PL models of genetic regulatory networks brings about some nontrivial mathematical problems. In particular, it involves the subdivision of the phase space into regions at the boundaries of which discontinuities may occur. Existing approaches either avoid these problems by restricting the analysis to a subclass of regulatory networks, or adopt solutions that have undesirable consequences for the predictiveness of the method. Recently, it has been shown that an approach capable of dealing with differential equations with discontinuous right-hand sides, widely used in control theory, allows the above-mentioned problems to be resolved in a mathematically proper and practically useful manner [31] . This approach, originally proposed by Filippov [19] , is based on the generalization of the differential equations to differential inclusions.
In this paper we present a method for the qualitative simulation of genetic regulatory networks described by the generalized PL models. The method is obtained by formulating the analysis of PL models in terms of concepts developed for the qualitative simulation of dynamical systems [12, 39, 40] . The qualitative simulation method has been implemented in a publicly-available computer tool, called Genetic Network Analyzer (GNA) [10] . In the accompanying paper [9] , we use the method and the tool to analyze a genetic regulatory network of biological interest, consisting of the genes and interactions that regulate the initiation of sporulation in Bacillus subtilis. The application shows that the simulation method can help to gain insight into the qualitative dynamics of complex regulatory networks involving a dozen of genes.
Two qualitative abstractions lie at the basis of this approach. First, we give a description of the dynamics of the system in terms of a graph of qualitative states and transitions between qualitative states. A qualitative state corresponds to a region in the phase space where the system behaves in a qualitatively distinct way. There exists a transition between two qualitative states, corresponding to contiguous regions in the phase space, if a solution starting in the first region reaches the second region, without passing through a third region. Second, instead of specifying numerical values for the parameters, we supplement the differential equations with inequality constraints that can usually be inferred from available biological data. The resulting qualitative PL model corresponds to a region in the parameter space where, under certain conditions to be specified, the behavior of the system is described by the same graph of qualitative states and transitions between qualitative states. Given a qualitative PL model and an initial qualitative state, the simulation method determines all qualitative states that are reachable from the initial state through one or more transitions. The simulation is guaranteed to cover all possible solutions of the quantitative PL models subsumed by the qualitative PL model.
In the next section of the paper, the modeling of genetic regulatory networks by means of PL models will be discussed. The mathematical analysis of these models will be reviewed in Section 3. Sections 4 and 5 introduce a qualitative description of the dynamics of PL models and the notion of qualitative PL model, respectively. The qualitative simulation algorithm is detailed in Section 6, followed by an investigation of its formal properties in Section 7. In the final section of the paper, the method is discussed in the context of related work. . The notation follows, in a somewhat simplified form, the graphical conventions proposed by Kohn [38] .
Piecewise-linear models of genetic regulatory networks
The dynamics of genetic regulatory networks can be modeled by a class of differential equations proposed by Mestl et al. [47] , extending previous work by Glass and Kauffman [27] (see also the work of Snoussi and Thomas [60, 66] and Ratner and Tchuarev [63] ). The equations have the general form 
expresses how the rate of synthesis of the protein encoded by gene 6 depends on the concentrations of proteins in the cell. It is defined as¨
where $ ¤ is a rate parameter ( $ ¤ )
a regulation function, and a possibly empty set of indices of regulation functions. The function ¤ describes the regulation of protein degradation. It is defined analogously to¨c ¤ , except that we demand that p ¤ is strictly positive. In addition, in order to formally distinguish degradation rates from synthesis rates, we will denote the former by instead of .
As a notational convention, names of genes are printed in italic and names of proteins start with a capital.
State equation for gene a: A regulation function ¤ describes the logic of gene regulation [54, 60] . More precisely, it describes the conditions under which the protein encoded by gene
). These conditions are formulated as expressions of step functions , so neither are the regulation functions in which they occur. We will use regulation functions that are the arithmetic equivalent of logical functions, as described in [54] .
The simplest example of a regulation function is . The use of step functions has been motivated by the observation that the activity of a gene, as a function of the concentration of a regulatory protein, often follows a steep sigmoidal curve [56, 71] . That is, the activity of the gene changes in a switch-like manner at a threshold concentration of the regulatory protein.
In Figure 2 
). Degradation of the proteins A and B is assumed to be spontaneous, which gives rise to regulation functions having the value 1, independent of the concentrations of the proteins.
The PL models can be extended to take into account input variables
, representing the concentration of proteins and small molecules whose synthesis and degradation are regulated outside the system. This leads to models of the form:
In what follows, we will assume that the input variables are constant, i.e.,
¢ ¦
. As a consequence, (5) can be reduced to (2) without loss of generality, by prior evaluation of the step function expressions in which input variables occur.
Mathematical analysis of piecewise-linear models

Domains in phase space
The dynamical properties of PL models of the form (2) 
is a parameter denoting a maximum concentration for the protein. It can be shown, by generalizing the argument in [26] , that if we choose
all trajectories starting inside will remain in it, while trajectories starting outside will enter the phase space box at some point.
In general, a protein encoded by a gene will be involved in different interactions at different threshold concentrations, which after ordering are denoted by
into hyperrectangular regions that are called domains. Within each such region, the concentration of a protein equals a threshold or is bounded by thresholds. More precisely, a domain
, given by one of the following equations:
denotes the set of all domains in . As can be easily verified, Figure 3 (a) the two-dimensional phase space box for the example network is shown. As proteins A and B have two thresholds each, the phase space box is partitioned into 9 regulatory and 16 switching domains. An example of a regulatory domain is
, while
is an example of a switching domain. Notice that £ g is the (only) switching variable in in Figure 3 , we find
Analysis in regulatory domains
The behavior of systems described by a PL model of the form (2) has been wellcharacterized in the regulatory domains of [25, 52, 60] . When evaluating the step function expressions in (3) 
More precisely, as a consequence of (3) 
or, equivalently, 
It follows directly from (11) 
Intuitively speaking, the target equilibrium level ² approach the target equilibrium, which is then a stable equilibrium point of the system, also called regular steady state [61] . If 
for protein A, and
In the regulatory domain ² B
in Figure 3 (b), the state equations simplify to
As a consequence, the target equilibrium 
Analysis in switching domains
In the switching domains of , (2) is generally not defined, because one or more of the concentration variables take a threshold value. This is not much of a problem, if solution trajectories in one regulatory domain arrive at a switching domain from which they can be continued in another regulatory domain [16, 60] . The trajectories arriving at
in Figure 4 (a) are a case in point. However, if solution trajectories in different regulatory domains evolve towards the same switching domain, as is the case for trajectories arriving at The underlying cause of this problem is the occurrence of discontinuities in the right-hand side of (2), due to the use of step functions. The discontinuities occur at c In [47, 52] threshold hyperplanes, which separate regulatory domains in which the dynamics of the regulatory network is described by a different system of differential equations (11) . In order to deal with these discontinuities in a general and rigorous way, we will use a method originally proposed by Filippov [19] . This method, recently applied by Gouzé and Sari [31] to PL systems of the form (2), consists of extending a system of differential equations with discontinuous right-hand sides into a system of differential inclusions. By means of this extension we can explicitly describe the behavior of the system in a threshold hyperplane.
More precisely, the differential equations (2) 
Notice that the extension of the PL system agrees with the original system in the regulatory domains. If
The smallest closed convex set
is the intersection of all closed convex sets containing u [19] . In the case of switching domains, f S
will not generally be single-valued.
An absolutely continuous function ) ( § § [19] . The qualification 'for almost all
' means that the set of time-points for which the condition does not hold is of measure 0. In particular, the condition is not satisfied at time-points when the solution arrives at or leaves a switching domain ² . If no misunderstanding is possible, we will often simply speak of 'a solution of (14) ,' instead of 'a solution of (14) in the sense of Filippov.' For all initial values u there exists a solution of (14) on some 0 ) 1 % 2 1 3 [19] . However, this solution is not guaranteed to be unique, due to the generalization of the differential equations to differential inclusions.
In order to get an intuitive feeling for the meaning of the above concepts, consider again the examples in (14) for
, and slides along ² Ê
and satisfies (14) on
For every domain 
In regulatory domains, (19) is always satisfied and solutions monotonically converge towards m ²
, as discussed in Section 3.2. In switching domains, if (19) is satisfied, the convergence of the solutions in ² is monotonic in a weak sense (Appendix A).p q The solutions satisfying (19) in switching domains are known as sliding mode solutions in control theory [13] . . In the special case that m ² is a singleton, the equilibrium point 9 has been called a singular steady state [61] of the system. Whether this equilibrium point is stable or unstable must be determined through further analysis.
Consider the examples in Figure 6 . , it is an equilibrium point of the system. Closer analysis reveals that it is stable. 
Qualitative description of dynamics of piecewise-linear models
The mathematical framework presented in the previous section suggests an intuitive qualitative description of the dynamics of regulatory systems described by the PL models (2). This description is based on an abstraction of the state of a regulatory system, a qualitative state, consisting of the domain , is given by
As an example, consider the relative position of domains and their target equilibria in Figure 4 . We find
, and ² 
For example, in Figure 7 , we have
, and 
That is, the qualitative state describes the relative position of ² and its target equilibrium set m ² , thus capturing the local dynamics of the system in ² . The set of qualitative states associated with the domains¸is denoted by . In the example system we have Figure 8 shows the state transition graph obtained for the model in Figure 2 . The state transition graph obtained from a PL model provides a qualitative picture of the dynamics of a genetic regulatory system, as will be discussed below. Figure 8 are . The stable equilibria present the two functional states of the system: (1) gene a on and gene b off, (2) gene a off and gene b on. This confirms the results of earlier mathematical studies of genetic regulatory networks with the same or a similar structure (e.g., [7, 30, 35, 36, 66, 70] ).
The qualitative states from which a qualitative equilibrium state is reachable together form the attraction set of that state. Figure 8 shows the attraction set of the qualitative equilibrium state Ê . Notice that a qualitative state may be a member of several attraction sets, like B in Figure 8 , which is in the attraction sets of all three qualitative equilibrium states. B to one of the qualitative equilibrium states. The qualitative behaviors in a state transition graph describe how the bounds on protein concentrations evolve over time, according to the sequence of transitions between qualitative states. In Figure 9 , one of the qualitative behaviors of the example system is explored in more detail. A cyclic qualitative behavior will be called a qualitative cycle. Like for qualitative equilibrium states, we can define an attraction set for qualitative cycles. The relation between limit cycles and qualitative cycles has been studied for some special cases [14, 28, 29, 48, 60] . Figure 8 does not contain any qualitative cycles.
There exists an important relation between the qualitative behaviors in the state transition graph and the solutions of a PL model. Let 
Qualitative piecewise-linear models
Most of the time, precise numerical values for the threshold and rate parameters in a PL model are not available. However, instead of specifying precise numerical values, it is often possible to supplement the state equations with inequality constraints on the parameter values. The inequality constraints express weak, but reliable information on the regulatory interactions that can be inferred from biological data. The resulting, so-called qualitative PL model subsumes a set of quantitative PL models, the qualitative dynamics of each of which can be described by means of a state transition graph. In the next section, we will show that, under some conditions to be spelled out, all quantitative PL models subsumed by a qualitative PL model yield the same state transition graph. The first type of inequality constraints in a qualitative PL model are the so-called threshold inequalities. They are obtained by ordering the ± ¤ threshold concentrations of gene
6
, that is,
In the case of protein A, there are two threshold concentrations: 
Threshold inequalities:
e v f g g g i ¡ E ¢ g Assuming the first to be lower than the second, we obtain the threshold inequalities
. The ordering of the thresholds of protein B can be determined likewise, giving rise to , we specify one of the following pairs of inequalities:
The equilibrium inequalities for the example model are shown in Figure 10 . 
Qualitative simulation
In order to study the qualitative dynamics of a genetic regulatory system, we would like to know the possible state transition graphs for all quantitative PL models subsumed by the qualitative PL model. This requires the computation of qualitative states and transitions between qualitative states, which is a difficult problem in general, because m ² may be a complex polyhedron in
. In this section, we therefore propose a hyperrectangular overapproximation of m ²
. The approximation has the property that in the region of the parameter space defined by the inequalities in the qualitative PL model, all quantitative PL models yield the same state transition graph. We will derive rules to efficiently compute this graph from the inequality constraints by symbolic instead of numerical means.
A state transition graph may become exceedingly large, as the number of domains, and hence qualitative states, grows exponentially with the dimension of the system (Section 3.1). For many purposes, it is sufficient to know which qualitative states are reachable from a given initial qualitative state, that is, which qualitative behaviors the system can exhibit when initially being in this state. We outline an algorithm for what will be called qualitative simulation, the generation of the reachable part of a state transition graph from a qualitative PL model and an initial domain.
Computation of qualitative states
In order to determine the qualitative state associated with a domain 
Proof:
is defined by (25 
² B
is a regulatory domain defined by Figure 6 ). From the parameter values we infer that F ¦ e B and ¥ g " ¦ g e B g
. As a consequence, it follows with Proposition 6.1 that 
, and hence 
, we find by means of Proposition 6.2 that , thus redefining the dynamics of the system according to (14) . More specifically, we set for every
and in the example). The computation of transitions from a qualitative state is therefore exponential in the number of variables.
We will illustrate the transition rules by means of the two examples in Figure 11 , again derived from the qualitative PL model in Figure 10 . Consider the possible transitions from the qualitative state associated with regulatory domain ² to qualitative states associated with the boundary domains 
Î t Ï d
, as determined by the transition rules in Propositions 6.4 and 6.5.
In Figure 11 , condition 2 is satisfied in neither case. We therefore conclude that there are no transitions from Ê .
Computation of state transition graph
Given a qualitative PL model, we can generate the qualitative states and transitions between qualitative states by means of the Propositions 6.1 to 6.5. This results in a state transition graph with the following important property. , the entire set of quantitative PL models subsumed by the qualitative PL model can be analyzed in one stroke. The state transition graph generated from the qualitative PL model summarizes the qualitative dynamics of every quantitative PL model having parameter values consistent with the inequality constraints. In the case of the example network, using the model in Figure 10 , the state transition graph in Figure 8 is obtained.
The number of qualitative states in a state transition graph exponentially grows with the dimension 8 of the system. As a consequence, the graph may become forbiddingly large for genetic regulatory networks with more than a few genes. For many purposes, it is not necessary to generate the complete state transition graph though. In fact, it often is sufficient to know which qualitative states are reachable from a given initial qualitative state, that is, which qualitative behaviors the system can exhibit when starting from the initial qualitative state. The generation of the reachable part of the state transition graph will be called qualitative simulation, by analogy with [39] . If no misunderstanding is possible, we often refer to this reachable part of the state transition graph as the state transition graph.
The qualitative simulation algorithm can be summarized as follows. Given an initial domain ² u , the simulation algorithm computes the initial qualitative state u from the qualitative PL model, and then determines all possible transitions from þ a ÿ u to successor qualitative states by means of the rules of the previous subsection. The generation of successor states is repeated in a recursive manner until all qualitative states reachable from the initial qualitative state have been found. A formal description of the simulation algorithm can be found in [11] . An example of a state transition graph obtained through qualitative simulation is given in Figure 12 , showing the qualitative states reachable from the qualitative state
The simulation method has been implemented in Java 1.3, in a program called GNA (Genetic Network Analyzer) [10] . The program reads and parses input files specifying the model of the system (state equations, threshold and equilibrium inequalities) and the initial domain. From this information it produces a state transition graph. GNA is accessible through a graphical user-interface, which allows the network of interactions between genes to be displayed, as well as the state transition graph resulting from the simulation. In addition, the user can analyze the qualitative equilibrium ¡ GNA is available for non-profit academic research purposes at http://wwwhelix.inrialpes.fr/gna. Figure 12 : Phase space and state transition graph obtained by qualitative simulation using the model in Figure 10 . The state transition graph contains the qualitative states reachable from the initial qualitative state
states and qualitative cycles with their attraction sets, and focus on selected qualitative behaviors in order to study the temporal evolution of protein concentrations in more detail.
Properties of qualitative simulation
Given a qualitative PL model and an initial regulatory domain 
Qualitative simulation is sound
In order to clarify the discussion below, we will explicitly distinguish between two sets of state transition graphs. On the one hand, we will be interested in (16) with (31), we see that the set of solutions of the approximate system includes the set of solutions of the original system. It directly follows that there is also a qualitative behavior leading from 1 imply that for all parameter values satisfying the inequality constraints in the qualitative PL model, the set of solutions passing through a finite sequence of domains on a finite time-interval is covered by the state transition graph. By analogy with [39] , the qualitative simulation method is said to be sound.
Qualitative simulation is incomplete
The converse of Theorem 7.1 is not true: there may be some . This will be illustrated by means of a counterexample. The network in Figure 13 consists of two genes, a and b, which encode the proteins A and B, respectively. The proteins form a heterodimer A B repressing the expression of both genes. The qualitative PL model is shown in Figure 14 . It is assumed that the heterodimer represses the two genes at the same threshold concentration. The phase space associated with the model consists of four regulatory domains and five switching domains (Figure 15 Figure 16 . In this case, the quantitative PL models subsumed by the qualitative PL model are associated with one of three different state transition graphs, depending on the precise parameter values chosen. As can be directly verified, the state transition graph obtained through qualitative simulation contains all three state transition graphs in Figure 16 , as was to be expected on the basis of Theorem 7.1. However, it is contained in none of these graphs. In this example, the approximation State equation for gene a: 
Equilibrium inequalities: State equations, threshold inequalities, and equilibrium inequalities for the proteins in the network of Figure 13 . leads to the faulty prediction that the system has three qualitative equilibrium states, whereas in fact it has only one, whose identity varies with the parameter values chosen. In order to explain this result, consider the computation of the qualitative state associated with the switching domain
. Using the equilibrium inequalities in Figure 14 ,
, where
is the intersection of the smallest rectangle including þ is predicted to be a qualitative equilibrium state, because
, to occur as well. Figure 16 shows that For (a) we have
, and
. In ( 
Discussion
We have presented a method for the qualitative simulation of genetic regulatory networks described by a class of piecewise-linear (PL) differential equations that has been well-studied in mathematical biology. The method allows the behavior emerging from large and complex networks of genetic regulatory interactions to be predicted in a qualitative manner. In the accompanying paper, we describe a model of the network underlying the initiation of sporulation in B. subtilis, and we compare predictions obtained through simulation with observations of the behavior of wild type and mutant bacteria [9] . The application of the qualitative simulation method is supported by a computer tool, called Genetic Network Analyzer (GNA) [10] .
The PL models employed in this paper are based on step function approximations of the regulatory interactions involved in the synthesis and degradation of proteins. The step functions provide a succinct description of the regulatory logic, while abstracting from the details of molecular interactions. The biological validity of the step function expressions derives from experimental evidence that the activation of a gene, as a function of the concentration of a regulatory protein, often follows a steep sigmoidal curve [56, 71] . That is, below a certain threshold concentration of the protein, the gene will be hardly expressed at all, whereas above this threshold its expression rapidly saturates. Recent experimental studies have shown that some aspects of the qualitative dynamics of genetic regulatory networks synthesized in vivo correspond well with the predictions obtained from mathematical models based on switch-like approximations of regulatory interactions [5, 17, 21] .
The use of step functions gives rise to discontinuities in the right-hand side of the differential equations, which may lead to nontrivial mathematical problems, as illustrated in Figure 4 . Several ways to deal with the step function discontinuities have been proposed in the literature. The application of the PL models can be restricted to systems without autoregulation, which excludes situations of the type described in Figure 4(b) [25] . Alternatively, when a trajectory arrives at a switching domain from which it cannot be continued, it may simply be stipulated to come to a dead stop [52] . Another solution, based on an idea of Plahte et al. [47, 52] . Each of the above solutions is unsatisfactory in some way. In the first place, autoregulation is an ubiquitous feature in genetic regulatory networks [64] .¡ ¡ Ignoring trajectories that cannot be continued in a switching domain will cause important behavioral properties of regulatory systems to be missed, like the equilibrium points located in threshold boundaries in the example. The use of logoid functions instead of step functions is attractive at first sight, but leads to nonlinear differential equation models that are difficult to treat in a qualitative way. Here, we have adopted another solution, based on an approach to deal with differential equations with discontinuous right-hand sides originally proposed by Filippov [19] . This approach, recently applied to PL models of the form (2), has the advantage of putting no restrictions on the class of genetic regulatory networks that can be handled, while explicitly defining the behavior of the system in the threshold hyperplanes by means of simple-to-analyze PL models [31] .
The qualitative dynamics of genetic regulatory networks described by the PL models (2) can be summarized by means of a state transition graph. Each qualitative state in the graph corresponds to a domain in the phase space where the system behaves in a qualitatively distinct manner, while a transition between two qualitative states corresponds to solution trajectories that start in one domain and reach the other, without passing through an intermediate domain. Qualitative equilibrium states and qualitative cycles in a state transition graph point at equilibrium points and limit cycles of the system, while a qualitative behavior represents the qualitative shape of solutions. The qualitative nature of the state transition graph is well-adapted to measurement techniques in genomics, which currently have limited quantitative precision, but are able to detect qualitative changes in gene expression over time.
Instead of precise numerical values, we use inequality constraints on the values of threshold and rate parameters. The resulting qualitative PL model corresponds to a set of quantitative PL models. Whereas precise numerical values for the parameters are usually not available, the choice of appropriate threshold and equilibrium inequalities can be based on biological data, or is at least strongly constrained by the latter. If the choice of inequality constraints is not unambiguously determined by the data, the consequences of opting for one combination of constraints rather than another can be explored by simulating the system for each of the alternatives.
The aim of qualitative simulation is to generate the possible state transition graphs for the quantitative PL models subsumed by a qualitative PL model. The state transi-· In fact, the network shown in Figure 1 is a simplified version of the molecular switch determining the response of E. coli to phage tion graphs contain all qualitative states reachable from a given initial state through one or more transitions. We have used the hyperrectangular approximation ç ² of m ²
, which guarantees that in the region of the parameter space defined by the inequalities in the qualitative PL model, all quantitative PL models yield the same state transition graph. This graph can be obtained through symbolic computation instead of numerical simulation. Qualitative simulation has been shown to be sound, in that to every solution of a quantitative PL model subsumed by the qualitative PL model corresponds a qualitative behavior in the state transition graph. The soundness of qualitative simulation may help in checking the robustness of simulation results to changes in parameter values [2, 3, 4, 49, 69] . If a certain behavior is not covered by the state transition graph, one can be sure that it will not occur for any of the parameter values consistent with the threshold and equilibrium inequalities. Although the simulation algorithm is sound, it is not complete. This implies that the transition graph may contain qualitative behaviors that do not correspond to any solution of a quantitative PL model satisfying the inequality constraints in the qualitative PL model.
The lack of quantitative information on kinetic parameters and molecular concentrations has stimulated an interest in methods for modeling and simulation developed in the field of qualitative reasoning (QR), most notably QSIM [39] and QPT [20] . Methods similar in spirit have been proposed in the hybrid systems community [22, 23] . QR methods have been applied to the regulation of tryptophan synthesis [33] and phage growth [32] in E. coli, and to the regulation of the transcription factor families AP-1 and NF-B in different classes of animals [68] . A major problem with existing QR methods is their lack of upscalability, which causes the applicability of the methods to be limited to small regulatory systems of modest complexity. As its application to the sporulation example in the accompanying paper shows, the qualitative simulation method presented here is able to deal with large and complex networks. Upscaling of the method is achieved by the use of PL models that strongly constrain the local dynamics of the system. Moreover, the representation of qualitative states and the transition rules are tailored to this class of models, in order to maximally exploit their favorable mathematical properties.
Qualitative methods for the analysis of genetic regulatory systems have been developed in mathematical biology as well, the best-known example being Boolean networks [34, 62] . Simulation of Boolean networks rests on the assumption that a gene is either active or inactive, and that genes change their activation state synchronously. For the purpose of modeling actual genetic regulatory networks, these assumptions are usually too strong. Thomas and colleagues [66, 67] have proposed a generalized logical method that permits multivalued activation states and asynchronic transitions. On the formal level, the method of Thomas and colleagues is related to the approach presented in this paper. In fact, Snoussi has demonstrated that the logical equations can be interpreted as an abstraction of a special case of (1) . In addition, no two genes are regulated at the same threshold [60] .
Although some ideas of the generalized logical method have been retained in the method presented here, in particular the inequality constraints of Section 5, which are related to the logical parameters in [66, 67] , we have opted for differential equation models. We believe that the latter formalism is intuitively clear and of large generality. In particular, it allows for a transparent description of the behavior of the system in the threshold hyperplanes. Although for the class of PL models covered by the generalized logical method, certain patterns of logical states can be interpreted as indicating singular steady states of the system [61] , a general description of the behavior of the system in the threshold hyperplanes is currently missing. The differential equation formalism has the additional advantage of facilitating the integration of quantitative data becoming available through improvements of current measurement techniques.
Qualitative simulation results in predictions of the possible qualitative behaviors of a genetic regulatory network. The interest of these predictions is that they can be directly compared with gene expression profiles obtained by means of quantitative RT-PCR or DNA microarrays. The use of predicted qualitative behaviors in combination with observed gene expression profiles allows hypothesized models of regulatory networks to be rapidly tested, even when only imprecise data is available. Along these lines, we are currently working on extensions of the method to validate and identify models of genetic regulatory networks using gene expression data. Incorporation of these extensions in the computer tool mentioned in Section 6.3 would allow the simulation method to evolve into a more general approach towards the computer-supported analysis of genetic regulatory networks. 
