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ABSTRACT
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This thesis is a power generation study of a proposed CubeSat at Mississippi State
University (MSU). CubeSats are miniaturized satellites of 10 x 10 x 10 cm in dimension.
Their power source once in orbit is the sun during daylight and the batteries during
eclipse. MSU CubeSat is equipped with solar panels. This effort will discuss two types of
cells: Gallium Arsenide and Silicon; and which one will suit MSU CubeSat best. Once
the cell type is chosen, another decision regarding the electrical power subsystem will be
made. Solar array design can only be done once the choice of the electrical power
subsystem and the solar cells is made. Then the power calculation for different mission
durations will start along with the sizing of the solar arrays. In the last part the batteries
are introduced and discussed in order to choose one type of batteries for MSU CubeSat.
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CHAPTER I
OVERVIEW OF THE CUBESAT
1.1

Introduction
It is the era of small satellites. CubeSats are the revolution of this millennium,

with their relatively low cost of $100,000 per unit [1] compared to a standard satellite’s
$290 million with an extra $100 million dollars more for a satellite that carries a missilewarning device [2]. CubeSats have the potential to change the economics of space access
for numerous applications.
The high cost of designing satellites often stops engineers and scientists from
going further into achieving an idea, but CubeSats are relatively inexpensive to build and
launch and do not need very big spaces or laboratories to build, CubeSats can be made by
students, using off the shelf components.
Examples of CubeSats made by students are:


FIREBIRD II, mission Weather prediction, made by Montana State
University and University of New Hampshire.



GRIFEX, mission atmospheric studies technology, made by University of
Michigan.



CUTE-I, mission amateur radio, made by Stanford university. [3]

There are four classification of small satellites, Picosatellites are spacecraft
having a mass between 0.1-1 kg, while those with masses between 1 and 10 kg are called
1

nanosatellites. Microsatellites have masses between 10- 100 kg and minisatellites have a
mass larger than 100 kg. In order to launch a nanosatellite, California Polytechnic State
University established the PPOD (Poly Picosatellite Orbital Deployer), a launching
system used for spacecraft in the range of CubeSats. [4]
This effort focuses on power generation and storage for CubeSats in space using
solar panels and batteries. The new idea of unfurlable solar panels will also be discussed.
1.2

What is a CubeSat?
A CubeSat is a miniaturized satellite used for space research, with a volume of 10

cm3, a mass less than 1.33 kg and which uses commercial off the shelf components for its
electronics. In 1999, Professors Jordi Puig-Suari of California Polytechnic State
University and Bob Twiggs of Stanford University were the first to propose the CubeSat
design, making the two universities leaders in this domain. The standard 10×10×10 cm
CubeSat is called a “1U” CubeSat, they are scalable along an axis, by 1U increments:
“2U” CubeSat (20×10×10 cm), “3U” CubeSat (30×10×10 cm).
The current widely used orbital deployer PPOD (Poly-Picosatellite Orbital
Deployer) can accommodate up to 3U CubeSats, allowing satellite developers the
flexibility of producing 1U, 2U or 3U CubeSats. 2U and 3U CubeSats are required to
have same mass and approximate center of gravity (CG). That is, 2.66 kg and CG in the
center of the structure for a 2U and 3.99 kg and CG in the center of the structure for a 3U.
This standardization requirement facilitates the use of a single orbital deployer design for
a variety of combination of 1U-3U Cubes. This scalability permits inherent flexibility for
developers to incorporate a wide variety of payloads and has led to tremendous appeal of
2

the form factor to both university and commercial projects [5]. The commonly used 1U,
1.5U, 2U and 3U are illustrated in Figure 1.

Figure 1.1

1.3

1U, 1.5U, 2U and 3U CubeSats Structures [6]

Characteristics of CubeSats
There are a number of key technical, programmatical and design characteristics of

CubeSats:
Design: In order to design a CubeSat, software such as Catia and AutoCAD can
be used. It is also possible to work in compact design teams, eliminating
the need for extensive documentation packages [7]
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Launch: CubeSats are launched into space as a containerized payload, inside a
deployer, often the Poly Picosatellite Orbital Deployer, is used for 1U or
3U CubeSats.
Budget: The cost of a CubeSat is usually around $100,000 per unit depending of
the CubeSats mission. In 2016, CubeSats can be built and launched for
an estimated $60,000–$85,000. This low price makes CubeSats feasible
for universities and government organizations around the world. [8]
Timeline: Setting a time frame of CubeSat missions depends on available
budgets, team size, and objectives, but are typically relatively short,
from 6 months to 7 years.
Modules: since the size of the CubeSats is standardized, it is possible to make
standardized modules for power systems, communications systems,
electrical systems, etc.
Parts: Space-qualified parts are not always used in building a CubeSat, and that is
what makes it affordable. Non-space parts, such as off the shelf
components are often used, and accepted in CubeSat missions. The short
mission duration makes it possible to use such components. The use of
non-qualified parts enables a short implementation cycle and the use of the
latest commercial and industrial components. [9]
Risk: CubeSats often come with a high risk in exchange of their low price and
fast implementation. Many things could go wrong either during the lunch
or in space but as its mentioned before, even if a CubeSat fails, it won’t be
as a big of a loss as if it was a standard sized satellite regarding the
4

inexpensive price of building the CubeSat, compared to the price of
building a satellite.
1.4

Scope of thesis
This thesis represents a study of power generation using solar cell panels for the

proposed Mississippi State University (MSU) CubeSat. The payload of this proposed
CubeSat is to use an infrared camera for detecting forest fires.
This effort will consider the different materials that can be used for solar panels,
Gallium Arsenide and Silicone. There, will be a brief description of each and an
assessment of which one is more effective for the CubeSat solar panels. Once a decision
is made, the next step will be to calculate the power for different life times.
Power generation is divided into many segments: calculation of the required solar
array power, calculation of power at beginning and end of life, calculation of inherent
degradation, lifetime degradation and finally the mass and the area of the solar panels.
Following the power calculation, a choice regarding the set of batteries will be a major
focus.
As a future work a new idea will be discussed, unfurlable panels, panels that will
allow a 1U CubeSat to have oversized solar panels, which will get deployed once on
orbit.
1.5

Forest Fire CubeSat
The idea behind using an infrared camera as a payload for Mississippi State

University CubeSat is to prevent forest fires by sending pictures before the damage is
already done. Forest fires present a great challenge for forest management because they
5

can be both beneficial and extremely dangerous. Beneficial means it’s a natural part of
the forest ecosystem and important in many parts of the world for maintaining the health
and diversity of the forest. In this way, prescribed fires offer a valuable resource
management tool for enhancing ecological conditions and eliminating excessive fuel
build-up. But they can be extremely dangerous as they might wipe out a whole city,
destroy resources and threaten communities, resulting in costly losses.
Since not every forest fire should be controlled, at least an eye should be kept on
them in case of a danger. And that’s what MSU CubeSat is for, controlling and taking
pictures. Figure 2 illustrate a picture taken by MODIS (Moderate-Resolution Imaging
Spectroradiometer) satellite.

Figure 1.2

Indiana Ohio 08/09 at 5pm using MODIS, Satellite Imagery. [39]

6

The MSU CubeSat has an infrared camera as a payload. This camera can detect
initial stages of wildfires. The camera is an Aurora 1000SK as shown in Figure 3. This
camera has a 15 mm aperture with 0.15° field of view it also has a programmable
operating parameters, including integration time and co-adding settings. 45x50x80mm,
280g with a 1Watt power requirement, it is available in a range of focus formats, and
high definition resolution [10].
This infrared camera is thermal vacuum and vibration tested for use in space,
images a swath of varying degrees from Low Earth Orbit (LEO), includes ground-station
electronics and a PC display. The estimated Infrared range is between 1000 nm and 2000
nm. This coverage range is a major step in detecting forest fires, along with earthquake
prediction, thermal imaging and temperature sensing [11].

Figure 1.3

Aurora 1000SK, by Thoth technology Inc.[12]

7

CHAPTER II
SOLAR PANELS CELLS
A solar cell is a simple semiconductor tool. It converts light to electric energy.
This conversion is performed by absorbing light and ionizing crystal atoms, so that it
generates free, negative charged electrons and positive charged ions. If these ions are
created out of the basic crystal atoms, then their ionized state will be traded to a neighbor
from which it can be exchanged to another neighbor, and so on. This ionized state is
mobile, acts like an electron, and is called a hole. It has similar properties to a free
electron except that it has the opposite charge.
The photovoltaic effect is responsible for the transformation of light into
electricity. When light is incident to the cell, the absorbed energy excites the bound
electrons. This mechanism allows the electrons to jump their atomic bonds and become
free. The free electrons go through the material, and the resulting current is harnessed
when conductors are connected to either side of the cell. Because there are no moving
parts, maintenance fees are lower and there is zero fuel use. [13]
The photovoltaic effect demands a material that has to be sensitive to light.
During the past 175 years, researchers have studied the photovoltaic properties of
different materials. The first solar cells developed in 1880 were only one percent
efficient, which was highly revolutionary at the time. These first efforts were created with
the help of gold-coated selenium. There was no more progress after that point for
8

decades. Albert Einstein's precise description of the photovoltaic effect in 1905 was a key
step in the development of solar power, but the actual improvement was seen in the
1950s. During 1956, Gordon Pearson, Darryl Chapin, and Cal Fuller first used silicon to
build a solar cell, which yielded an improved efficiency of 4%, and introduced silicon as
a crucial material in solar energy domain. Later in the 1980’s Gallium Arsenide was
introduced to the market. [14]
2.1

Properties of Gallium Arsenide

Figure 2.1

Crystal Structure of Gallium Arsenide [13]

Gallium Arsenide (GaAs) is a mixture of two components, Gallium and Arsenic.
It is a semiconductor of a III-V direct bandgap with a zinc blende crystal structure, as
9

illustrated in Figure 4. The uses of Gallium Arsenide are wide-ranging from solar panels
to diodes, field-effect transistors (FETs), and integrated circuits (ICs). Gallium Arsenide
has been of interest as a photovoltaic material for many years. This interest arises
primarily for three reasons. The first reason is the bandgap. As shown in Figure 5, the
bandgap is an energy range in a solid where a recombination of electrons in the
conduction band is made with holes in the valence band, which create an energy of 1.42
eV at 300 K.

Figure 2.2

Bandgap of Gallium Arsenide [16]

The second reason is that GaAs solar cells are capable of operating at higher
temperatures than silicon (Si) cells. Third, GaAs solar cells are very radiation resistant.
10

GaAs has a direct bandgap, which means the momentum of electrons and holes are the
same in both the conduction band and the valence band as shown in Figure 6. This gives
the material a high optical absorption coefficient. One of the advantages of GaAs solar
cells is that they don’t require a long diffusion length, the average distance traveled by a
minority carrier in a semiconductor. The cell performance is affected only after a
significant amount of diffusion length degradation. [17]

Figure 2.3

Direct Band Gap

Since the initial minority carrier lifetime is low, a much larger particle fluence is
required to significantly reduce the existing recombination rate. Also, the chance for
radiation interaction with thin layers is small, so less degradation of those critically
sensitive layers in the region of the junction is to be expected.
GaAs cells are susceptible to damage by protons having energies near 300 keV
because protons of this energy penetrate to the junction region. Protons tend to produce
11

most damage near the end of their path, so protons with energies near 300 keV produce a
lot of damage in the active area of the cell. The small volume of damage is significant in
relation to the volume for light absorption and carrier generation. But most proton
energies found in the space environment do not stop in the relatively small photo
generation volume and will produce less damage to the cell. Most of these protons will be
producing their heavy end-of-track damage much deeper in the cell than in the critically
sensitive photo generation region. A modest amount of shielding can stop any low energy
protons. Cover glass thicknesses of 25𝜇m or greater are effective in protecting GaAs
cells.
The expected superior performance at high temperature arises because the high
band gap leads to a higher open circuit voltage (Voc) for GaAs, 1 volt, as compared to
0.6 volt for Si. The most sensitive solar cell electrical parameter to temperature is Voc,
and like Si cells, this Voc decrease with temperature at about 2mV/°C. This decrease
transforms into a lesser decrease in power output as a function of temperature for the cell
with the higher Voc. [19]

12

2.2

Properties of Silicon

Figure 2.4

Indirect Bandgap

Silicon (Si) is the most abundant nonmetallic electropositive element in the
Earth’s crust. It’s one of seven elements that are known as the metalloids, metalloids
being a term to describe certain elements that don't behave like metals nor like nonmetals. Silicon is a tetravalent metalloid, meaning its atom has four electrons available
for covalent chemical bonding in its valence. It has a marked metallic luster and is very
brittle. The indirect bandgap of Silicon makes it poor at emitting and absorbing light.
Figure 7 shows the energy versus crystal momentum for a semiconductor with an
indirect band gap, showing that an electron won’t shift from the highest-energy state in
the valence band to the lowest-energy state in the conduction band without a change in
momentum. Note that almost all of the energy derives from a photon (vertical black
arrow), while almost all of the momentum comes from a phonon (horizontal black
13

arrow). In other words, the upper and the lower electronic states (conduction and valence
bands) do not occur at the same value of crystal momentum (Figure 8). Because visible
andr infrared photons have negligible momentum (compared to that of the electron), the
de-excitation of an electron (recombination) needs to be facilitated by emitting or
absorbing a phonon so as to conserve momentum. This 2nd order radiative
recombination process does not occur often and is characterized by a very long lifetime
that is on the order of one second. The electron in the upper state has wait until a phonon
with the right momentum appears. While waiting, it can experience a non-radiative
recombination, with the energy being dissipated as heat. Figure 8, illustrates the indirect
band gap of Silicon. [21]

Figure 2.5

Silicon Indirect Bandgap [22].
14

Natural silicon has three isotopes: 92.2% of silicon 28, 4.7% of silicon 29 and
3.1% of silicon 30. Silicon is an intrinsic semiconductor in its purest form, although the
intensity of its semi conduction is highly increased by introducing small quantities of
impurities. [23]
Looking at the silicon lattice, Si cells need large minority carrier diffusion lengths
so that minority carriers that are formed deep have a reasonably high probability of
diffusing to the junction. Such a long diffusion length means the cells do not endure a
significant amount of diffusion length degradation before cell performance is affected.
2.3

Gallium Arsenide over Silicon
GaAs-based devices are the highest-efficiency single-junction solar cell at 28.8%.

Good quality GaAs solar cells are being routinely produced, although they do need to be
fabricated on thicker carrier substrates for mechanical strength. They have also proven to
be very resistant to the electron and proton radiation encountered in the space
environment [20]. In Figure 9, the result of simplified calculations of modern gallium
arsenide based high efficiency multi junction solar cells is shown. The results of the same
calculations with inexpensive silicon cells are shown in Figure 10. The configuration is
six solar panels, each with 54.6 cm2 of solar cells.

15

Figure 2.6

Power Generation of Gallium Arsenide Based Solar Panels [24]

16

Figure 2.7

Power Generation of Silicon Based Solar Panels [25]

Gallium Arsenide cells are quite insensitive to heat. Also, alloys made from the
mix of GaAs with aluminum, phosphorus, antimony, or indium have characteristics
complementary to those of gallium arsenide, allowing great flexibility. This, along with
its high efficiency, makes GaAs very desirable for space applications.
National Renewable Energy Lab (NREL) researchers are now exploring methods
to lower the cost of Gallium Arsenide devices. They are fabricating GaAs cells on
cheaper substrates; growing GaAs cells on a reusable/removable GaAs substrate, and
making GaAs thin films similar to cadmium telluride and copper indium diselenide.

17

For a better understanding of the advantages of GaAs over Si, consider an
automotive example. NREL researchers recently performed a study of silicon cells versus
gallium arsenide cells over a period of three months with a view of comparing these two
technologies in the real world. The roof of a midsized sedan can support solar cells of one
square meter. With Silicon solar cells, the roof will generate 200W under a standard test
condition. Using Gallium Arsenide, a one square meter will generate 240 W, under the
same conditions.
At an ambient temperature of 40°C, assuming the roof is 80°C, the NREL
reported that Silicon module gets de-rated to 156W due to its negative temperature
coefficient. With Gallium Arsenide, the roof solar array will stay ~10°C cooler, and
continue to produce 240W, yielding a 54% improvement. More electricity is produced
during one day, and since the automobile’s roof stays cooler, the overall load on airconditioning the interior of the car is reduced. This, in turn, results in more miles per
charge for a vehicle. [26]
For manufacturing solar cells, silicon has relatively low absorptivity for the
sunlight meaning about 100 micrometers of Si is needed to absorb most sunlight. Such a
layer is relatively robust and easy to handle. In contrast, the absorptivity of GaAs is so
high that only a few micrometers of thickness are needed to absorb all of the light.
Consequently, GaAs thin films must be supported on a substrate material. Table 1 is a
comparison between Si cells and GaAs cells.

18

Table 2.1

Performance Comparison for Photovoltaic Solar Cells

Cell type

Silicon

Gallium arsenide

Planar cell Theoretical Efficiency

29%

23.5%

Achieved Efficiency

Production

22%

18.5%

Best Laboratory

24.7%

21.8%

10yr

33yr

4yr

6yr

Equivalent Time in
1MeV electrons
Geosynchronous Orbit
for 15% Degradation 10 MeV protons
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CHAPTER III
POWER REGULATION
The electrical power subsystem of a CubeSat delivers, controls and stores the
satellite’s electrical power. Solar cells are a reliable source of power for a satellite. Solar
energy offers a continuous source of power that can be used to run the electrical systems
and recharge batteries during a mission. Incident solar energy is converted to electrical
energy by the photovoltaic effect as shown in Figure 11.

Figure 3.1

Schematic of Concentrating Photovoltaic Power System [27]

The power demand of CubeSats is increasing since the missions are getting more
and more sophisticated and complicated. The area of their solar panels also has to
become larger, which will be further discussed in the next chapter. Since CubeSats are
significantly smaller than standard satellites, they only offer a very limited surface area
where solar panels can be installed. For example, one panel of the CubeSat will be used
20

for a communication antenna or for a payload installation, instead of solar panels. The
number of available solar panels that can be directed towards the sun is limited because
of the CubeSat configuration.
EPS main components are the energy source, energy conversion, energy storage,
power regulation and control, and distribution. Figure 12 shows a simple block diagram
of these components. High efficiency converters are used for regulation and control.
Secondary (rechargeable) batteries are used for energy storage. Electronic switches or
relays are used for power distribution. Electrical power must be controlled at the array to
prevent the battery from overcharging and any undesired spacecraft heating. The two
main power bus control techniques are Direct Energy Transfer (DET) and Peak Power
Tracking.

Figure 3.2

EPS Block Diagram

21

3.2

Direct Energy Transfer
Covering most of the CubeSat body with as many solar cells as possible creates

the biggest solar array. The issues then are how to extract, distribute and store all energy
available from the solar array in the most efficient manner. The selection of the control
topology has an effect on this, with the two choices being either the direct energy transfer
(DET) type with dissipative shunt regulation or the non-DET with series regulation, such
as Peak Power Tracking. DET systems have a direct linking between the solar array and
battery unit, with no active components in-between. Figure 13 shows the direct energy
transfer systems architectures, with SA being the solar array and SR the switching
regulator.
The DET architecture make a direct connection between the solar array and the
load. This type of architecture requires that the solar array, loads, and battery be voltage
matched. Under the right conditions and when optimized, this is the most efficient
architecture since there are no other intermediate components to dissipate power.
DET systems are usually of the shunt kind and uses shunt regulators [28]. Shunt
regulation systems are devices that allow electric current to pass around another point in
the circuit by creating a low resistance path. Shunt also use the solar array output voltage
clamped to that of the fluctuating battery bus voltage. Then the bus commands the
operating point on the solar array I-V curve (Figure 14), with any excess current not
required by the payloads being shunted into dissipative resistor banks. A disadvantage of
DET is that the solar array can only function near its MPP (Maximum Power Point) when
it is hot and the battery is fully charged.

22

Figure 3.3

Direct Energy Transfer Systems [29]
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Figure 3.4

Solar Cell Characteristic I-V Curve Indicating the Shifting MPP [30]

For example, consider a solar panel that has three parallel groups of two seriesconnected triple-junction solar cells at -40°C connected to a 2000mAh Li-ion cell. The
Li-Ion cells are a type of battery, at 30% DOD (Depth of Discharge). The battery holds
the solar array at 3.83V, initiating it to deliver 1.323A and 5.069W. When operating at
the maximum power point at this temperature would have provided 7.112W, it results in
28.73% loss in power. At a charge current of 1A (leaving the rest 323mA for the
payloads) it will take 36min to return the battery to its initial full charge. Therefore, only
halfway through the sunlight period, when the solar array is hot, will the clamped array
power (5.708W) be close to the MPP (6.151W), it will result in only 7.2% of power loss.
But, the battery has already been fully charged and the excess power will have to be
shunted to avoid the overarching of the battery. Another disadvantage is the absence of

24

redundancy, which create a scenario where even a fractional failure in solar array
regulator circuitry can make a negative energy balance. [30]
3.3

Peak Power Tracking
As seen in Figure 14, solar panels have a nonlinear voltage-current characteristic,

with a maximum power point (MPP), which is dependent on environmental factors such
as temperature and irradiation. In order to continuously produce maximum power from
the solar panels, they must function at their maximum power point regardless of the
changes in the environment. This is the reason behind the controllers of solar power
electronic converters employing the method of tracking the maximum peak point
(MPPT).
Following the example in the previous section, considering a MPPT with 90%
efficiency. At -40°C it will extract 6.4W (7.112·0.9=6.4W) from the solar array and
distribute 1.671A at 3.83V. Leaving ±300mA for loads, the battery then will recharge in
27min at 1.371A charge current. There is a 9 min add, if the satellite has power hungry
payloads the extra 6.4–5.069=1.331W might be crucial. Therefore, the higher the MPPT
efficiency, the stronger this argument will be. [30]

25

The three common architectures used for MPPT are demonstrated in Figure 15.

Figure 3.5

Peak Power Tracking Architectures [29]

MPPT algorithms are essential to photovoltaic applications since the MPP of a
solar panel varies with the temperature and irradiation. MPPT algorithms are needed in
order to obtain the maximum power from a solar array. Over the past decades many
methods to find the MPP have been established. These techniques differ in many features
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such as required sensors, cost, complexity, range of effectiveness, convergence speed,
and hardware to implement those algorithms. The three algorithms that were found most
appropriate for large size and medium size photovoltaic use are Perturb and Observe
(P&O), Incremental Conductance (In Cond) and Fuzzy Logic Control (FLC). P&O and
the In Cond are the most common algorithms. The advantage of these algorithms is
mostly the easy implementation but they also have drawbacks, as will be shown later.
Other techniques based on altered principles are fuzzy logic control, fractional open
circuit voltage, short circuit current, neural network and current sweep. Most of these
methods search for a local maximum and may only give an approximated MPP. In
normal environmental conditions the I-V curve has only one maximum. But sometimes if
the PV arrays are partially shaded, the curve will have multiple maxima. In order to solve
this problem, some solutions have been implemented in algorithms format in [31] P&O
and In Cond algorithms are discussed in the following section.
P&O and In Cond are two different algorithms based on the “hill-climbing”
principle, consists on moving the operation point of the photovoltaic arrays in the
direction of the increased power [32]. Hill-climbing methods are the most popular MPPT
methods because of their easy implementation and good performance when the
irradiation is constant [33]. The advantages of those two methods are the simplicity and
low computational power they require. The drawbacks are: oscillations around the
maximum power point and also during rapidly changing atmospheric they can get lost
and track the MPP in the wrong direction.
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3.3.1

The Perturb and observe method
The Perturb and Observe method is also called “hill-climbing”, they both refer to

the same algorithm depending on how the algorithm is implemented. Hill-climbing
contains a perturbation on the duty cycle of the power converter and P&O involves a
perturbation in the operating voltage of the DC link between the power converter and the
PV array.
Perturbing the duty cycle of the power only means modifying the voltage of the
DC link between the PV array and the power converter, which means both names refer to
the same technique. In this method, the sign of the last perturbation and the sign of the
last increment in the power are both used in order to decide what would be the next
perturbation. As can be seen in Figure 16, on the right decreasing the voltage increases
the power whereas on the left increasing the voltage increases the power. [33]

Figure 3.6

Photovoltaic Panel Characteristic Curves

If the power is increasing then the perturbation should stay in the same direction
but if the power is decreasing, then the next perturbation should be in the opposite
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direction. Based on these facts, the algorithm is implemented. The process is repeated
until the MPP is reached. Then the operating point oscillates around the MPP. A scheme
of the algorithm is shown in Figure 17. [34]

Figure 3.7
3.3.2

Flowchart of the P&O Algorithm [35]

Incremental conductance
The incremental conductance (In Cond) algorithm is founded on the fact that the

slope of the curve power vs. voltage of the PV module is zero at the maximum power
point, positive (negative) on the left of it and negative (positive) on the right, as can be
seen in Figure 18:
At the MPP ∆𝑉⁄∆𝑃 = 0

(3.1)

In the right ∆𝑉⁄∆𝑃 > 0

(3.2)

On the left ∆𝑉⁄∆𝑃 < 0

(3.3)
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A comparison of the increment of the power vs. the increment of the voltage
between two samples, can provide the change in the MPP voltage. A scheme of the
algorithm is shown in Figure 18.

Figure 3.8

Flowchart of the In Cond Algorithm [35]

In both P&O and In Cond schemes, the size of the increment of the reference
voltage determines how fast the MPP is reached. The shortcomings of these techniques
are two. The first one is if the irradiation changes rapidly, they can easily lose track of the
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MPP. In case of step changes, they track the MPP very well, since the change is
instantaneous and the curve does not keep on changing. But, if the irradiation changes
following a slope, the curve in which the algorithms are based will change constantly
with the irradiation, as shown in Figure 19, so the changes in the voltage and current are
not only due to the perturbation of the voltage. As a consequence, it is not possible for the
algorithms to determine whether the change in the power is due to its own voltage
increment or due to the change in the irradiation. [34]

Figure 3.9

P-V Curve Depending on the Irradiation [34]

The other drawback of both methods is the oscillations of the voltage and current
around the maximum power point in the steady state. This is because the control is
discrete and the voltage and current are oscillating around the maximum power point.
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The size of the oscillations depends on the size of the rate of change of the voltage. The
greater the voltage, the higher the amplitude of the oscillations will be. Yet, how fast the
maximum power point is reached can depend on this rate of change and this dependency
is inversely proportional to the size of the voltage increments. The solution of this
problem can be as follows: if the increment is small so that the oscillations decrease, then
the maximum power point could be s reached slowly and vice versa. To overcome these
drawbacks some solutions have been published in [37] and [38].
3.4

Direct Energy Transfer for MSU CubeSat
In Direct Energy Transfer, the solar arrays are directly connected to the battery by

a diode for protection. But, this technique needs a matching between the solar arrays and
the batteries in order to have good efficiency. In Peak Power Transfer, power converters
are used as the interface between the solar array and the batteries to extract the maximum
power of the solar array; however, this requires a lot more components then for DET and
therefore PPT is more complex than DET. Thus, DET should be used in small spacecraft,
such as CubeSats. Figure 20 shows the system response to the DET system.
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Figure 3.10

DET versus Ideal Operating System [36]

The DET is not an ideal system for standard size satellites, but for the size of the
MSU CubeSat, it is the only options that fits within its size range, since a CubeSat’s main
challenge is the small size.
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CHAPTER IV
SOLAR ARRAY DESIGN PROCESS
After deciding on the solar cells and power regulation technique, the design
process for solar arrays can begin. In order to design the solar array 7 steps should be
followed:
1.

Determine requirements and constraints for power subsystem solar array
design: average power required during daylight and eclipse. Orbit altitude
and eclipse duration. design lifetime

2.

Calculate the amount of power that must be produced by the solar arrays
Psa.

3.

Select the type of solar cell and estimate the power output Po, with the sun
normal to the surface of the cells

4.

Determine the beginning of life (BOL) power production capability PBOL
per unit area of the array

5.

Determine the end of life (EOL) power production capability PEOL per unit
area of the array

6.

Estimate the solar array area, Ase, required to produce the necessary power
Psa based on the PEOL an alternate approach

7.

Estimate the mass of the solar array

8.

Repeat these steps for four scenarios.
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For the MSU CubeSat there are four orbit scenarios that are being considered.
These scenarios are summarized in Table 2.
Table 4.1

Data Used in the Four Scenarios Set for MSU

Launching
Site
Scenario1 International
Space
Station
Scenario Cape
Canaveral
2
(FL)
Scenario French
Guyanna
3
Scenario Vandenburg
Air Force
4
Base

Operating Shape
Orbit
of Orbit
LEO
Circular

Inclination

Apogee Perigee

51.64 °

404
Km

402
Km

LEO

Elliptical 28°

1250
Km

350
Km

LEO

Circular

LEO

Circular

750
Km
750
Km

750
Km
750
Km

Equatorial
(0°)
SunSynchronous
~100°

The STK (Systems Tool Kit) software package from Analytical Graphics, Inc.
(AGI) was used to estimate the total time a CubeSat would be in orbit for each scenario.
Two propagators--SGP4 (Simplified General Perturbations No. 4) and HPOP (High
Precision Orbit Propagator)—were used to get the lifetimes presented in Table 3.
Table 4.2

Life in orbit of each Scenario

Scenario cases
Scenario 1
Scenario 2
Scenario 3
Scenario 4

Life in orbit
362 days
5.3 years
190.6 years
238.9 years
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Since Scenario 1 will only stay in orbit approximately one year, this time will be
used for the mission duration for all four scenarios. STK was also used to determine the
average time the spacecraft would be in sunlight or in eclipse during each orbit.
4.1

Scenario 1
For scenario 1 the launching location is: International Space Station, the CubeSat

is in LEO (Low Earth Orbit) and it has an inclination of 51.64°. The lifetime of this
scenario is 362 days.
4.1.1

STEP 1:
To calculate the PBOL and PEOL, the lighting time, referred to as day and eclipse

time referred to as night, are needed.
Table 4.3

4.1.2

Day and Night Times of MSU CubeSat for Scenario 1

Day

Mean Duration
1h

Night

32min

STEP 2
An assumption about the power needed during night and light has to be made.

This assumption is made upon literature review.
Pn = Pd= 10W
where Pn is power during night and Pd is the power during day.
The lighting time for the CubeSat is: Td=60min
The eclipse/Penumbra time is: Tn =32min47sec
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(4.1)

As the Direct Energy Transfer was chosen as a method of power regulation for MSU, the
efficiencies are:
ŋn =0.65 (during night) and ŋd =0.85 (during day)
In order to estimate the solar array area required for the spacecraft, the amount of power
that the solar arrays need to produce must be calculated as follows:
𝑃𝑛.𝑇𝑑

𝑝𝑠𝑎 = (

ŋ𝑛

+

10∙32

𝑝𝑠𝑎 = ( 0.65 +

𝑃𝑛.𝑇𝑑
ŋ𝑑

1

) . 𝑇𝑑

10∙60

(4.2)

1

) ∙ 60
0.85

𝑝𝑠𝑎 = 19.96 W
4.1.3

STEP 3:
The type of solar cell selected for MSU CubeSat is GaAs cells, thus the power

output with the sun normal to the surface of the cells is
Po = ŋ∙I

(4.3)

where I is the solar irradiance flux, Po is the power output and a conservative value for
the solar array efficiency is used.
𝑃𝑜 = 0.18 ∙ 1367 W⁄m2
Po= 253 W/m2
4.1.4

STEP 4:
Determining the beginning of life power production capability PBOL per unit area

of the array.
Pbol = Po ∙ Id ∙ cos Ɵ

37

(4.4)

Id: Is the inherent degradation, an assembled solar array is less efficient than
single cells due to the design inefficiencies, shadowing and temperature
variations, collectively referred to as inherent degradation
𝐼𝑑 =0.77
Ɵ: Is the incidence angle between array normal and Sun vector, the worst-case
Sun angle is the angle used.
Ɵ=23.5 (as a worst case scenario)
Thus:
𝑃𝑏𝑜𝑙 = 253 ∙ 0.77 ∙Cos (23.5)
𝑃𝑏𝑜𝑙 = 178 W/m2
4.1.5

STEP 5:
Factors that degrade the solar array’s performance during the mission must be

taken into account. Life degradation Ld occurs because of thermal cycling in and out of
eclipse, micrometeoroids strikes, material outgassing for the duration of the mission as
well as material property degradation. For Gallium Arsenide cells in LEO, the
degradation is about 2.75% per year. The actual life time degradation can be estimated
using the following equation [29].
𝐿𝑑 = (1 − 𝐷)L

(4.5)

where D is the degradation per year and L is the satellite life time in years
𝐿𝑑1 = (1 − 2.75%)0.991 = 0.972
The array’s performance per unit area at end of life is
PEOL= PBOL∙Ld1
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(4.6)

PEol =173 W/m2
4.1.6

STEP 6:
Ase, is the area required to produce the necessary power is calculated as follows:
As1 =

Psa

(4.7

PEol

As1=0.115 m2
Thus the size of the solar arrays should be: 0.115 m2
4.1.7

STEP 7:
The mass of the solar array is
𝑀𝑎1 = 0.014 ∙ 𝑃𝑠𝑎 = 0.279 kg

Applying those steps on the different scenarios, results are shown in Table 5:
Table 4.4

Scenario 1
Scenario 2
Scenario 3
Scenario 4

Calculations for each scenario
Td
(min)
60
66
63
326

Tn
(min)
32
33
34
16

Psa
(W)
19.96
21.40
21.07
12.51

Po
(W/m2)
253
253
253
253

PBOL
(W/m2)
178
178
178
178
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Ld
0.972
0.972
0.972
0.972

PEOL
(W/m2)
173
173
173
173

Asa
(m2 )
0.115
0.124
0.122
0.124

Ma
(Kg)
0.279
0.300
0.294
0.175

CHAPTER V
ENERGY STORAGE
Energy storage is an integral part of the spacecraft's electrical-power subsystem.
Any spacecraft that uses solar thermal dynamics or photovoltaics as a power source needs
a system to store energy for peak-power demands and for the eclipse periods. Energy
storage usually comes in the form of a battery. A battery is a system made of individual
cells connected to each other in series. The number of cells needed is to be determined by
the bus-voltage. The amount of energy stored within the battery is the ampere-hour
capacity or watt-hour capacity. When connected in series, a battery increases the voltage,
when in parallel it increases this current output.
Batteries are either primary or secondary. A battery is said to be primary if the
battery cells change chemical energy into electrical energy but cannot reverse this
conversion, so they cannot be recharged. Primary batteries apply to short missions, less
than a day or to long-term tasks such as memory backup, which use very little power. A
secondary battery for energy storage can convert chemical energy into electrical energy
during discharge and electrical energy into chemical energy during charge. This process
can be repeated for many cycles. A secondary battery delivers power during eclipse
periods on spacecraft that employ photovoltaics. Secondary batteries recharge in sunlight
and discharge during eclipse. The spacecraft's orbital parameters, especially altitude,
determine the number of charge/discharge cycles the batteries has to support during the
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mission life. Low earth orbit spacecraft encounter at most one eclipse period each orbit or
about 15 eclipse periods per day, with maximum shadowing of nearly 36 min. Thus, the
batteries must charge and discharge around 5,000 times each year, and the average depthof-discharge is 30%-much lower than for geosynchronous spacecraft.
Depth-Of-Discharge (DOD) is the percent of total battery capacity removed
during a discharge period. Several battery chemistries are examined in order to find a
type suitable for each scenario of MSU CubeSat.
5.1
5.1.1

Batteries for a relatively short period of time
Lithium Ion
A lithium-ion (Li-Ion) battery contains a positive electrode including a positive

current collector, a first active material, and a second active material. Active material is
material capable of supporting a fission (process of splitting into parts) chain reaction,
such as plutonium and certain isotopes of uranium. Also the battery has a negative
electrode that includes a negative current collector and a third active material. The first
second and third active materials are configured to permit doping and undoping of
lithium ions. The doping factor happens to
introduce impurities into an extremely pure semiconductor to change its electrical
properties. [39]
Figure 21, shows a schematic illustration of a portion of a lithium-ion battery. The
battery includes a positive electrode 2 that includes a positive current collector 1 and a
positive active material 3, a negative electrode 5 that includes a negative current
collector 6 and a negative active material 7, an electrolyte material 4, and a separator
provided intermediate or between the positive electrode 2 and the negative electrode 5.
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The electrodes 2, 5 may be delivered as relatively flat or planar plates or may be wrapped
or wound in a spiral or another configuration such as an oval configuration. The electrode
may also be provided in a folded configuration.
While charging and discharging of the battery, lithium ions move between the
positive electrode 2 and the negative electrode 5. For example, when the battery is
discharged, lithium ions flow from the negative electrode 5 to the positive electrode 2. In
contrast, when the battery is charged, it’s the other way around lithium ions flow from the
positive electrode 2 to the negative electrode 5. [39]

Figure 5.1

Li-ion Battery
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The usual charging cycle of the Li-Ion battery is shown below in Figure 23. The
graph is for a 4.2 V battery. There are three phases to the charging of Li-Ion battery. In
the beginning, the battery charges up quickly until it reaches 90% battery charge. At this
point, it starts charging slowly until it reaches the maximum battery charge, then it
maintains the voltage until used. The charging current stays steady at almost 1A until it
reaches maximum charge at which point it drops off to almost 0A. [41]

Figure 5.2

Charging Profile of Li-ion [41]

Lithium batteries were first discovered by Adam Heller, in 1973 he proposed the
lithium thionyl chloride batteries that are now used in high operating temperature. Table
6 gives a history of Lithium batteries evolution.
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Table 5.1

Timeline of Li-Ion Evolution

1973

Adam Heller Proposes the lithium thionyl chloride battery used in extreme
operating temperatures

1977

Samar Basu established an electrochemical intercalation of lithium in
graphite at the University of Pennsylvania. This led to the development of a
workable lithium intercalated graphite electrode
John Goodenough and Koichi Mizushima, demonstrated a rechargeable
lithium cell with voltage in the 4 V range using lithium cobalt oxide
(LiCoO
2) As the positive electrode and lithium metal as the negative electrode.
This innovation provided the positive electrode material that made lithium
batteries commercially possible.
Rachid Yazami demonstrated the reversible electrochemical intercalation
of lithium in graphite

1979

1980
1983

Michael M. Thackeray, John Goodenough, and coworkers further
developed manganese spinel as a positive electrode material.

1985

Akira Yoshino assembled a prototype cell by using carbonaceous material
into which lithium ions would be inserted as one electrode, and lithium
cobalt oxide (LiCoO2), which is stable in air, as the other electrode.

1989

John Goodenough and Arumugam Manthiram of the University of Texas
demonstrated that positive electrodes containing polyanions, produce
higher voltages than oxides due to the induction effect of the polyanion (a
molecule having negative charges at several sites)
Sony and Asahi Kasei released the first commercial lithium-ion battery

1991
1996

2002
2011
2014

John Goodenough, Akshaya Padhi and coworkers proposed lithium iron
phosphate (LiFePO4) and other phospho-olivines (lithium metal
phosphates with the same structure as mineral olivine) as positive electrode
materials
Yet-Ming Chiang and his group at MIT showed a substantial improvement
in the performance of lithium batteries by boosting the material's
conductivity by doping it with aluminium, niobium and zirconium.
lithium-ion batteries accounted for 66% of all portable secondary battery
sales in Japan
The National Academy of Engineering recognized John Goodenough,
Yoshio Nishi, Rachid Yazami and Akira Yoshino for their pioneering
efforts in the field
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Characteristics of Li-Ion batteries are shown in Table 7:
Table 5.2

Specifics of Li-Ion

Specific energy
Specific power
Charge/discharge
Self-discharge rate

100-265W∙h/kg
250-340 W/kg
80-90%
8% at 21 °C
15% at 40 °C
31% at 60 °C

Cycle durability

400-1200 cycles

The advantages of Li-Ion are given in Table 8.
Table 5.3

Advantages of Li-Ion
Li-Ion Advantages

Longer battery life

Can be charged at any time

Requires little if any maintenance
Shorter charging times

Can operate without damage at a wider
temperature range
Recently developed system, may provide

Operating voltage is 3.6 to 3.9 v
which reduces the number of cells

Operating voltage is 3.6 to 3.9 v which
reduces the number of cells

5.2
5.2.1

Batteries for a relatively medium period of time
Nickel Cadmium
Nickel Cadmium (Ni-Cd) battery is a secondary battery that can be recharged and

discharged. Its positive and negative electrode plates have a structure of porous metal
obtained by sintering Ni powder and impregnating with electrode materials. Ni-Cd
batteries are made in a sealed form, and can be discharged and recharged many times, up
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to 10 years use which make them perfect for applications such as electronic instruments,
radio and power supply combined with photovoltaic sell. [42] [43]
5.2.1.1

Charging:
The process of charging occurs as a result for the conversion of electrical energy

into stored chemical energy. In a discharged condition the active materials which are
nickel hydroxide in the positive plate and cadmium hydroxide in the negative plate.
When undergoing a charging current, the active materials undergo a chemical change.
The negative material (Cadmium Hydroxide) progressively gains electrons which convert
it to metallic cadmium (Cd). The positive material is gradually brought to a higher state
of oxidation when it starts losing electrons. These changes will take place as long as the
charging current continues to flow through the battery, until the active materials in both
electrodes are converted. When the materials approach a fully charged condition
(overcharge), gas will be produced and released through the cell vent. This gas comes
from the electrolysis of the water component of the electrolyte. The gas evolved at the
positive plates is oxygen and at the negative plates is hydrogen. The amount of gas
evolved only depends on the charge rate during the period in which the cells are being
overcharged. [43]
5.2.1.2

Discharging:
Discharge is a result of conversion of the chemical energy kept in the cell to

electrical energy. During discharge, the chemical reactions that happened in the charging
process are reversed. The active material (Cd) in the negative plates progressively loses
electrons and changes to cadmium hydroxide. The active material in the positive plates
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gains electrons and changes to nickel hydroxide. During a normal discharge, no gassing
occurs. The insolubility of the active materials and the fact that the potassium hydroxide
does not contribute in the cell reaction affects the flat Ni-Cd discharge voltage curve, as
shown in Figure 23. The rate at which the conversions take place is determined by the
external resistance such as the load introduced into the circuit in which the cell is
connected. Just as with any rechargeable battery system, Ni-Cd batteries operate on the
principle that electrochemical reactions at each of the electrodes are reversible, which
make the energy to be stored during charging and released during discharging. [43]

Figure 5.3

Ni-Cd Single-Cell Discharge Curve
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Specifics of Ni-Cd batteries [45] are shown in Table 9:
Table 5.4

Specifics of Ni-Cd

Specific energy
Specific power
Charge/discharge
Self-discharge rate
Cycle durability

40-60W∙h/kg
152 W/kg
70-90%
10% per month
Up to 3000 cycle

Ni-Cd advantages are given in Table 10:
Table 5.5

Advantages of Ni-Cd

Ni-Cd Advantages
Higher cycle durability (the number
Higher cycle durability (the number of
of times It can be charged and
times It can be charged and discharged
discharged before it dies completely) before it dies completely)
Less expensive
Relatively simple charge control systems
Long space heritage

High cycle life, high specific energy

Battery reconditioning necessary to
counteract reduction in output
voltage after 3000 cycles

Operating voltage is 3.6 to 3.9 v which
reduces the number of cells

5.3
5.3.1

Batteries for a relatively long period of time
Nickel Hydrogen
The nickel-hydrogen (Ni-H) battery has a nickel oxide positive electrode similar

to the nickel-cadmium cell, negative electrode is composed of hydrogen. “This hybrid
battery has a long cycle life, high specific energy, high power density, and also displays
tolerance for overcharge, which makes it the choice battery in many aerospace
applications, especially geo-synchronous and low earth-orbit satellites.
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The positive electrode reactions happen similarly to those in the nickel-cadmium
system. In the negative electrode the hydrogen gas becomes oxidized to water when
discharged, only to be reformed at charge via electrolysis. Electrolysis being a technique
that uses a direct electric current (DC) to drive a non-spontaneous chemical reaction.
Oxygen is formed at the positive electrode at overcharge, and at that point there is no
alteration of water or the potassium hydroxide level in the battery. The positive electrode
makes hydrogen during reversal, which in turn is consumed at the same rate at the
negative electrode”. [46]
The positive electrode is a sintered electrode, meaning it has been compacted until
it forms a solid mass of material by heat and/or pressure. “This electrode is made up of a
sintered porous nickel plaque, which contains active material of nickel hydroxide. The
plaque conducts the battery's electric current, and also retains the active material. An
electrochemical process, either the aqueous impregnation process (a process with the
purpose of extracting one or more dissolved components from a surrounding aqueous
environment) or the alcoholic impregnation process, forces the active material into the
sintered plaque. Both processes load the active material evenly within the pores of the
nickel sinter, and also control the loading level. Figure 24 shows a configuration of Ni-H
battery”. [46]
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Figure 5.4

Ni-H battery [47]

Compared with other rechargeable batteries, a nickel-hydrogen battery provides
good specific energy of 55-75 watt-hours/kg, and very long cycle life (40,000 cycles at
40% DOD) and operating life (> 15 years) in satellite applications. The cells can tolerate
overcharging and accidental polarity reversal, and the hydrogen pressure in the cell
provides a good indication of the state of charge. [48]
Table 5.6

Specifics of Ni-H

Specific energy

55-75∙h/kg

Specific power

About 220 W/kg

Charge/discharge

80-90%

Self-discharge rate

85%

Cycle durability

>20,000 cycles

50

Table 12 cites the advantages of Ni-H.
Table 5.7

Advantages of Ni-H

Light weight and high
gravimetric energy density.
High cycle life and calendar life
over 15 years.
Abuse tolerant.

5.4

Ni-H Advantages
Light weight and high gravimetric energy density.
Can be deep discharged.
Maintenance free

Conclusion
The main goal of this thesis is to choose the suitable cells, batteries and electronic

power subsystem for the Mississippi State University proposed CubeSat.
Gallium Arsenide solar cells properties and Silicon solar cells properties lead to a
final decision: Gallium Arsenide cells are the most adequate for MSU CubeSat. Since
they have proven to be very radiation resistant to the electron and proton radiation
encountered in the space environment, also Gallium Arsenide hold the world record for
the highest-efficiency single-junction solar cell. Regarding the electronical power
subsystem, Direct Energy transfer is the most suitable power subsystem for MSU
CubeSat. Due to its non-complexity compared to Peak Power Transfer. PPT complexity
requires a lot more components than DET and knowing that
CubeSats put restrictions regarding the size of each component. Therefor DET
was the only solution.
Since the CubeSat mission the same lifetime for different scenarios, only one
battery type is going to be chosen: Lithium Ion batteries for the three scenarios.
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Moreover, the results obtained from the power calculation of MSU CubeSat are
satisfactory for scenarios 1, 2 and 4. For scenario 3 it wasn’t as successful as expected.
Since MSU ground station couldn’t catch a signal, consequently an adequate battery
study couldn’t be done.
5.5

Future Work
As seen in the fourth scenario, the solar arrays have an area of 54𝑚2 . Panels as

big as this won’t fit in a normal deployer. An idea of unfurlable panels is suggested in
this case. Unfurlable panels are panels that can fold in the deployer in a shape of an
umbrella and can open once in space.
This idea has been proposed for antennas, by the Harris Technology. A radial rib
design that can be either hub mounted or edge mounted provides a reflector aperture size
that ranges from 3.5 meters to 9 meters. Harris' 5-meter Ka-band unfurlable mesh
reflector is creating a buzz in the satellite community because of the combination of its
small size and never-before-achieved accuracy for unfurlable technology at Ka band [50].
Figure 25 depicts a concept of unfurlable antenna.
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Figure 5.5

Harris Unfurlable Antenna [50]
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ACCESS GRAPHS
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Figure A.1

Access Graph for Scenario 1 during 3 days Simulation
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Figure A.2

Access Graph for Scenario 2 during 3 days Simulation
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Figure A.3

Access Graph for Scenario 4 during 3 days Simulation
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