ANALISIS SENTIMEN DISTRIBUSI LOGISTIK

BENCANA GUNUNG MERAPI DENGAN METODE






KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
 Berdasarkan eksperimen, analisis data, dan 
klasifikasi yang telah dilakukan, maka kesimpulan yang 
diambil dari penelitian ini adalah: 
1. Dengan menggunakan k-fold cross validation, nilai 
akurasi yang didapatkan dalam  mengklasifikasikan 
data memakai SVM memakai kernel RBF sebesar 87,96% 
dengan nilai AUC rata-rata diantara 0,877-0,891. 
Maximum Entropy memiliki nilai akurasi sebesar 
87,45% dengan nilai AUC rata-rata antara 0,845-
0,874. Dengan begitu, dapat disimpulkan bahwa 
algoritma SVM lebih baik dan akurat dibandingkan 
dengan algoritma Maximum Entropy. 
2. Pada penelitian ini, teridentifikasi kebutuhan 
dasar di tempat pengungsian dengan sentiment 
didominasi negatif akibat penyebaran yang belum 
merata, sebagai berikut: 
a. Kebutuhan Logisitik 
b. Kebutuhan Relawan 
c. Bantuan 
d. Pelayanan Kesehatan 












 Pada penelitian selanjutnya, ada beberapa saran 
yang diperlukan: 
a. peneliti dapat mencari data yang lebih banyak 
untuk kepentingan validasi data yang lebih baik 
dengan cara menambahkan query pencarian data.  
b. Dalam pelabelan untuk metode supervised, agar 
mendapatkan class yang lebih akurat dapat memakai 
kombinasi antara lexicon based dan Double 
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index<- sample(2, dim(text)[1], replace = T, prob = 
c(0.8,0.2)) 
text1 = rbind(text[index==1,], text[index==2,]) 
input <- text1$text 
class <- as.factor(text1$class) 
text_mat<-create_matrix(input,language = "english", 
removeNumbers = TRUE,removePunctuation = F, 
removeStopwords =F,removeSparseTerms=0.998, stemWords = 
F, weighting = weightTfIdf) 
dim(text_mat) 
train_data<- create_container(text_mat, 
as.numeric(text1$class),  trainSize=1:10238, 
testSize=10239:14626, virgin = FALSE) 
#set.seed(25) 
model<-train_model(train_data, "SVM", x, y = NULL, 
scale = TRUE, type = NULL, 
                   kernel = "radial", degree = 3, gamma 
= if (is.vector(x)) 1 else 1 / ncol(x),  
                   coef0 = 0, cost = 0.5, nu = 0.5, 





                   epsilon = 0.5, shrinking = TRUE, 
cross = 0, probability = FALSE,  
                   fitted = TRUE, subset, na.action = 
na.omit) 






cross_val <- cross_validate(train_data, 10, "SVM") 
 
classs <- text1$class[10239:14626] 
x<-NULL 
y<-NULL 
y[as.integer(classs)== 1] <- 0 
y[as.integer(classs)== 2] <- 1 
z<-hasil[1] 
x[z == 1] <- 0 
x[z == 2] <- 1 
 
classs <- text1$class[10239:14626] 
for (j in 1:length(levels(classs))) 
{  
  print("classs") 
  print(j) 
  if(sum(z==j)!=0 & sum(as.integer(classs)==j)!=0){ 
    x <-NULL 




    y[as.integer(classs) != j] <- 0 
    y[as.integer(classs) == j] <- 1 
    x[z == j] <- 1 
    x[z != j] <- 0 
     
    #Confusion Matrix 
    cf_mat <- confusionMatrix(y, x) 
     
    #ROC Curve 
    pred<- prediction(x,y) 
    perf<-performance(pred, "tpr","fpr") 
    plot(perf, lty = 1, lwd = 2, col = 'blue') 
     
    #Calculating AUC 
    auc <- performance(pred,"auc") 
    auc <- unlist(slot(auc, "y.values")) 
    print("AUC:") 
    print(auc) 
    print("Confusion Matrix") 
    print(cf_mat) 
     
  } 
  else print("No variables with this class found, 
repeating for the next class") 













#read data custom stopword 
Custom_stopword <- read.csv(file.choose(), header = 
FALSE) 
 
#mengubah menjadi karakter 
stopword_custom <- as.character(Custom_stopword$V1) 
 
#mengganti stopword bawaan dengan custom stopword 
stopword_terbaru <- c(stopword_custom, stopwords()) 
 
#read data training 
hasil <- read.csv(file.choose(), header = T) 
hasil <- hasil$X..i.. 
hasil <-tolower(hasil) 
 
#mengubah menjadi vektor 
corpus <- iconv(hasil, to = "UTF-8") 
corpus <- Corpus(VectorSource(corpus)) 
 
#eksekusi stopword 
cleanset <- tm_map(corpus, removeWords, 
stopword_terbaru) 





#ubah ke data frame 
dataframe <- data.frame(text=sapply(cleanset, 
identity),  
                       stringsAsFactors=F) 
 








#Set your working directory 
setwd("D:/") 
 
#Download the text files and place it in your directory 
 
#Import the positive and negative words 
pos = readLines("kata positif.txt") 




# Lets do the whole process: writting the function and 









#We follow Jeffrey Breen's approach and create the 
score.sentiment function 
score.sentiment = function(sentences, pos.words, 
neg.words, .progress='none') 
{ 
  #Parameters 
  #sentences: a vector of text 
  #pos.words: a vector of words of postive sentiment 
  #neg.words: a vector of words of negative sentiment 
  #.progress: passed to laply() to control of progress 
bar: It shows the time elapsed in the console/terminal 
   
  #Creating an array of scores using laply 
  scores = laply(sentences, function(sentence, 
pos.words, neg.words) 
  { 
    #Removing punctuation using global substitute 
    sentence = gsub("[[:punct:]]", "", sentence) 
    #Removing control characters 
    sentence = gsub("[[:cntrl:]]", "", sentence) 
    #Removing digits 
    sentence = gsub('\\d+', '', sentence) 
     
    #Error handling while trying to get the text in 
lower case 
    tryTolower = function(x) 
    { 




      y = NA 
      #Try Catch error 
      try_error = tryCatch(tolower(x), 
error=function(e) e) 
      #If not an error 
      if (!inherits(try_error, "error")) 
        y = tolower(x) 
      #Return the result 
      return(y) 
    } 
     
    #Use this tryTolower function in sapply 
    sentence = sapply(sentence, tryTolower) 
     
    #Split sentences into words with str_split (stringr 
package) 
    word.list = str_split(sentence, "\\s+") 
    #Unlist produces a vector which contains all atomic 
components in word.list 
    words = unlist(word.list) 
     
    #Compare these words to the dictionaries of 
positive & negative words 
    pos.matches = match(words, pos.words) 
    neg.matches = match(words, neg.words) 
    #Example: If a sentence is "He is a good boy",  
    #then, pos.matches returns: [NA, NA, NA, *some 
number*, NA] : the number depends on the severity of 
the word is my guess 




    #So the output has NAs and numbers 
     
    #We just want a TRUE/FALSE value for the 
pos.matches & neg.matches 
    #Getting the position of the matched term or NA 
    pos.matches = !is.na(pos.matches) 
    neg.matches = !is.na(neg.matches) 
    #This would return : [F, F, F, T, F] depending on 
the NA or the match 
     
    #The TRUE or FALSE values are treated as 1/0 
    #To get the final score of the sentence: 
    score = sum(pos.matches) - sum(neg.matches) 
    return(score) 
  }, pos.words, neg.words, .progress=.progress ) 
  #----------------------------------------------------
-------- 
   
  #Creating an array of negatif or positif using laply 
  kelas = laply(sentences, function(sentence, 
pos.words, neg.words) 
  { 
    #Removing punctuation using global substitute 
    sentence = gsub("[[:punct:]]", "", sentence) 
    #Removing control characters 
    sentence = gsub("[[:cntrl:]]", "", sentence) 
    #Removing digits 
    sentence = gsub('\\d+', '', sentence) 




    #Error handling while trying to get the text in 
lower case 
    tryTolower = function(x) 
    { 
      #Create missing value 
      y = NA 
      #Try Catch error 
      try_error = tryCatch(tolower(x), 
error=function(e) e) 
      #If not an error 
      if (!inherits(try_error, "error")) 
        y = tolower(x) 
      #Return the result 
      return(y) 
    } 
     
    #Use this tryTolower function in sapply 
    sentence = sapply(sentence, tryTolower) 
     
    #Split sentences into words with str_split (stringr 
package) 
    word.list = str_split(sentence, "\\s+") 
    #Unlist produces a vector which contains all atomic 
components in word.list 
    words = unlist(word.list) 
     
    #Compare these words to the dictionaries of 
positive & negative words 
    pos.matches = match(words, pos.words) 




    #Example: If a sentence is "He is a good boy",  
    #then, pos.matches returns: [NA, NA, NA, *some 
number*, NA] : the number depends on the severity of 
the word is my guess 
    #neg.matches returns: [NA, NA, NA, NA, NA]  
    #So the output has NAs and numbers 
     
    #We just want a TRUE/FALSE value for the 
pos.matches & neg.matches 
    #Getting the position of the matched term or NA 
    pos.matches = !is.na(pos.matches) 
    neg.matches = !is.na(neg.matches) 
    #This would return : [F, F, F, T, F] depending on 
the NA or the match 
     
    #The TRUE or FALSE values are treated as 1/0 
    #To get the final score of the sentence: 
    score = sum(pos.matches) - sum(neg.matches) 
     
    senti <- "" 
    if(score > 0) 
    { 
      senti <- "positif"   
    }else if(score < 0) 
    { 
      senti <- "negatif" 
    }else 
    { 
      senti <- "netral" 




    return(senti) 
     
  }, pos.words, neg.words, .progress=.progress ) 
   
   
  #Now the scores are put in a dataframe and returned 
  scores.df = data.frame(text=sentences, score=scores, 
class=kelas) 
  return(scores.df) 
} 
 
#used twitter data 
mydata <- read.csv(file.choose(), header = T) 
corpus <- iconv(mydata$text, to = "UTF-8") 
hasil = score.sentiment(corpus, pos, neg, 
.progress='text') 
//hasil$sangat.positif = as.numeric(hasil$score >= 2) 
//hasil$sangat.negatif = as.numeric(hasil$score <= -2) 
//numpos = sum(hasil$sangat.positif) 
//numneg = sum(hasil$sangat.negatif) 
#Calculating the global sentiment score 

















df <- do.call("rbind", lapply(mydata$Status, 
as.data.frame)) 








#menghapus angka kombinasi huruf 
df=gsub("[^0-9A-Za-z///' ]", " ",df) 
 
#menghapus angka 
df=gsub("[0-9]", " ",df) 
 
df=gsub("[^[:alnum:]]", " ",df) 
 
df <- stripWhitespace(df) 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tak kenal takut 
tak perlu 
dipersoalkan 












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tak tahu malu 
tak tentu 
tak 
terbayangkan 
tak terbedakan 
tak terdamaikan 
tak terduga 
tak terelakkan 
tak 
terhindarkan 
tak terhitung 
tak terkatakan 
tak 
terkendalikan 
tak terpecahkan 
tak terpenuhi 
tak tertahankan 
takhyul 
takut 
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tamak 
tamparan 
tandus 
tangki 
tanpa 
tanpa alasan 
tanpa ampun 
tanpa belas 
kasihan 
tanpa berpikir 
tanpa cinta 
tanpa dasar 
tanpa diketahui 
tanpa hasil 
tanpa henti 
tanpa hukum 
tanpa iman 
tanpa kompromi 
tanpa malu 
tanpa pandang 
bulu 
tanpa rebewes 
tanpa sadar 
tanpa semangat 
tanpa tujuan 
tantangan 
tawanan 
tawar-menawar 
tebal 
tegang 
tegar 
teguran 
tekanan 
telanjang 
teliti 
tenggelam 
tenggelamnya 
tengkar 
teralihkan 
teramat 
teramati 
terampil 
terang-terangan 
terangsang 
terasa tidak 
enak 
terasing 
terbalik 
terbandingkan 
terbatas 
terbawah 
terbayangkan 
terbelakang 
terbodoh 
terbuang 
terbujuk 
terbukti 
terbunuh 
terburu nafsu 
terburuk 
tercela 
tercemar 
terdefinisi 
terdelusi 
terduga 
terencana 
terfragmentasi 
tergagap 
terganggu 
tergenang 
tergesa-gesa 
terhalang 
terhambat 
terhina 
terhukum 
teriakan 
terik 
terinfeksi 
terinfestasi 
terjal 
terjangan 
terjangkau 
terjawab 
terjelek 
terkejut 
terkena 
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terkenal 
terkenal jahat 
terkesima 
terkulai 
terkutuk 
terlalu 
terlalu banyak 
terlalu berani 
terlalu 
bersemangat 
terlalu besar 
terlalu mahal 
terlalu 
menekankan 
terlalu tinggi 
terlambat 
terlantar 
terlarang 
terlepas 
terlibat 
termiskin 
ternoda 
teror 
terorirs 
terorisme 
terpencil 
terpengaruh 
terperangkap 
terperanjat 
terputus-putus 
tersandung 
tersangka 
tersangkut 
tersedak 
terselesaikan 
terselubung 
tersembunyi 
tersembunyi dan 
membahayakan 
tersendat 
tersentak-
sentak 
tersiksa 
tersinggung 
tersumbat 
tertagihnya 
tertahankan 
tertanam di 
hati 
tertancap 
tertandingi 
tertarik 
tertekan 
tertempa 
tertinggal 
tertipu 
terurai 
tiba-tiba 
tidak 
tidak ada 
tidak ada 
reaksi 
tidak adil 
tidak akurat 
tidak aman 
tidak bagus 
tidak benar 
tidak beralasan 
tidak berharga 
tidak berhasil 
tidak berhati-
hati 
tidak 
berkelanjutan 
tidak 
berperasaan 
tidak 
bertanggung 
jawab 
tidak bijaksana 
tidak cakap 
tidak cukup 
tidak curiga 
tidak dapat 
diandalkan 
tidak dapat 
digunakan 
tidak dapat 
dipertahankan 
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tidak dapat 
diterima 
tidak 
dibutuhkan 
tidak didukung 
tidak 
diinginkan 
tidak diketahui 
tidak disukai 
tidak efektif 
tidak efisien 
tidak etis 
tidak hormat 
tidak jelas 
tidak jujur 
tidak kompeten 
tidak 
kompetitif 
tidak konsisten 
tidak kreatif 
tidak kuat 
tidak layak 
tidak lazim 
tidak lengkap 
tidak logis 
tidak mampu 
tidak masuk 
akal 
tidak memadai 
tidak mematuhi 
tidak membantu 
tidak memiliki 
tidak memuaskan 
tidak menarik 
tidak mendukung 
tidak 
menghargai 
tidak 
menyenangkan 
tidak 
menyetujui 
tidak menyukai 
tidak mungkin 
tidak nyaman 
tidak ortodoks 
tidak pantas 
tidak peduli 
tidak peka 
tidak penting 
tidak perlu 
tidak praktis 
tidak produktif 
tidak puas 
tidak ramah 
tidak rasional 
tidak resmi 
tidak sama 
tidak sebanding 
tidak seimbang 
tidak sempurna 
tidak setuju 
tidak sopan 
tidak suka 
tidak tahu 
berterima kasih 
tidak tegas 
tidak tepat 
tidak terbaca 
tidak terbukti 
tidak terdengar 
tidak terduga 
tidak 
terkalahkan 
tidak tersedia 
tidak tetap 
tidak tulus 
tidak wajar 
tikungan 
tikus 
timbunan 
timidness 
timpang 
tindak 
pencegahan 
tindakan 
ekstrimis 
tindakan 
merugikan 
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tindakan yg 
bodoh 
tinggi harga- 
tinggi hati 
tinju 
tipis 
tipu 
tipu daya 
tipu muslihat 
tirani 
tolol 
topangan 
totaliter 
tragedi 
tragis 
traped 
trauma 
traumatis 
tuduhan 
Tuduhan 
tukang daging 
tukang fitnah 
tukang jualan 
Tukang onar 
tuli 
Tumbang 
tumpul 
tuna karya 
tunggul 
Tunggul 
tusukan 
uap 
ugal-ugalan 
ulang 
ular berbisa 
ultimatum 
ultra-garis 
keras 
umpan 
umpatan 
untuk sementara 
usang 
usil 
utuh 
vagina 
virus 
volatil 
vulgar 
wabah 
waria 
was-was 
waspada 
wastafel 
ya silahkan 
saja 
Yahudi 
