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Self-trapping of optical beams has been extensively stud-
ied during the past three decades. It occurs when dif-
fraction is exactly balanced by an optical nonlinearity,
leading to the formation of solitary waves. Although self-
trapping was first proposed in ideal Kerr media1 de-
scribed by the nonlinear Schro¨dinger equation that guar-
antees that the solitary waves are strictly stable solitons
in two dimensions (i.e., 1 1 1 D),2 it was demonstrated
experimentally in nonideal Kerr media such as gases,3
fluids,4 and solids.5 One of the most distinctive proper-
ties of Kerr-type solitons is their instability in systems
with dimensionality greater than or equal to 3. This in-
cludes either instability of cw beams trapped in both
transverse dimensions (i.e., 2 1 1-D case),2 which leads
to catastrophic self-focusing6 and eventually to beam
breakup, or instability of a one-dimensional (i.e., 1
1 1-D) soliton in bulk media, which leads to beam
breakup owing to transverse instability.7 Self-trapped
optical beams in other non-Kerr, nonlinear media have
also been investigated. Theoretical studies have shown
the existence of solitary waves in saturable nonlinear
media8–13 which should permit stable 2 1 1-D self-
trapping. These studies were followed by recent experi-
ments that reported on collision and fusion of such
solitons.14 A different type of nonlinearity that allows for
2 1 1-D self-trapping is based on x (2) parametric ampli-
fication effects, in which beams at fundamental and0740-3224/97/113078-13$10.00 ©second-harmonic frequencies interact and trap one
another.15
Photorefractive (PR) spatial solitons16–46 are based on
an optical nonlinearity that is different from all those
mentioned above, namely, the PR effect. It results from
charge excitation, transport, and trapping, which give
rise to a space-charge field that in turn modulates the re-
fractive index by means of the electro-optic (i.e., Pockels)
effect.47,48 By and large, the properties of all PR spatial
solitons differ greatly from those of other solitons as
manifested in their stable self-trapping in both transverse
dimensions and their existence at microwatt and lower
power levels. In fact, PR solitons were the first optical
solitons observed to be self-trapped in both transverse di-
mensions in a bulk material.19–22,29–32 At present, three
generic types of PR soliton are known: quasi-steady-
state,16–23 screening,24–27,29–33,35–43 and photovoltaic44,45
solitons. Quasi-steady-state solitons were discovered
first.16,19 They exist during the slow screening process of
an external field applied to a PR crystal. Screening soli-
tons exist in the same media but in steady state when the
field is nonuniformly screened.24,29 Photovoltaic solitons
exist in PR materials with a strong photovoltaic current
(e.g., LiNbO3) and use the refractive-index perturbation
associated with a photovoltaic field to guide and confine
the soliton.44,45 Recently, vector solitons38 and vector
soliton interactions25,40,41 were also predicted, and
coupled soliton pairs were predicted42 and observed.43 Of1997 Optical Society of America
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visualized intuitively in the following manner. A narrow
light beam propagates in the center of a biased dielectric
medium. As a result, in the illuminated region the con-
ductivity increases and the resistivity decreases. There-
fore the voltage drops primarily in the dark regions, and
this leads to a large space-charge field there. The refrac-
tive index changes in proportion to the space-charge field
with opposite (i.e., negative) sign. Thus, in the dark re-
gions surrounding the beam, a large negative index
change creates an effective graded-index waveguide that
guides the beam that generated it, in a self-consistent
manner (see, e.g., Fig. 1 of Ref. 27).
Interestingly enough, all types of PR soliton were first
predicted theoretically,16,24,44 and only then was an ex-
perimental observation made.19,29,45 However, existing
theories of PR solitons describe only 1 1 1-D solitons and
hence cannot explain the experimental observations of
self-trapping in both transverse dimensions. A first at-
tempt to provide a theoretical model for 2 1 1-D PR soli-
tons was made in Ref. 49. However, these results, be-
sides being essentially of a numerical nature, are not able
to account for the experimental observation of a self-
trapped propagating beam maintaining an axially sym-
metric invariant diameter. A possible reason for this dis-
crepancy is associated with the fact that solitons are
characterized by an existence curve (the set of parameters
that can support soliton) that relates the soliton’s width
and its peak amplitude to the optical wavelength in the
medium and the material nonlinearity. The existence
curve is typically a single-valued function. Small devia-
tions from the soliton existence curve can be tolerated and
suppressed by the soliton’s stability features, but large
deviations lead to nonstationary evolution. Thus it is ex-
tremely difficult to find solitons by use of numerical simu-
lations alone, without knowing the soliton existence
curve, simply because one needs to perform simulations
that span the entire parameter space. To illustrate this
issue we draw on the extensively studied case of Kerr-
type solitons, for which an analytical solution is well
known;1,2 several experimental observations were re-
ported (e.g., Ref. 5). For 1 1 1-D Kerr-type solitons,
Burak and Nasalski50 have shown that an input Gaussian
beam converges to a soliton only if its parameters are
close enough to the soliton parameters (i.e., to the exis-
tence curve). In all other cases the propagating beam is
characterized by oscillations in its diameter and does not
converge to a soliton. Similar studies were performed
specifically on 1 1 1-D PR solitons25 and have shown a
similar trend. It is therefore not surprising that purely
numerical calculations with arbitrary beam and nonlin-
earity parameters have failed to find even the 1 1 1-D
PR solitons26 for which both analytical and
experimental24–27,33,43 results have been reported. The
arbitrarily chosen parameters for this calculation were
simply too far from the existence curve. At this point it
is obvious that an analytical approach to searching for 2
1 1-D PR solitons is necessary if one is to find at least
the soliton existence curve so that the parameters suit-
able for soliton propagation can be identified.
In this paper we present a theory of three-dimensional
propagation in biased PR media and analyze the specificcase of screening (i.e., steady-state) solitons. We high-
light the differences between the two-dimensional and the
three-dimensional cases. For the latter case we derive a
system of two coupled equations that govern the evolution
of the optical field and the potential of the space-charge
field. Under the appropriate conditions the equation
that relates the space-charge field E to the optical inten-
sity is formally linear. In this regime, with the further
condition that the maximum normalized intensity be
smaller than unity, we derive a single integrodifferential
equation that governs the nonlinear propagation of the
optical field inside the PR crystal. Under suitable condi-
tions, that is, whenever the nonlocal contributions are ne-
glected, this equation admits of solutions that correspond
to axially symmetric bright and dark solitons. We deter-
mine the width–amplitude relations that have to be sat-
isfied to ensure their existence, namely, the soliton exis-
tence curve. Moreover, in the significant case in which a
comparison with current experiments is possible, we are
able, for the dark solitons, to work out a simple way of de-
riving the existence curve. Finally, in the 11 1-D case,
we provide general results on the temporal evolution to
steady state of the space-charge field.
2. OPTICAL PROPAGATION IN
PHOTOREFRACTIVE CRYSTALS
We review the general formalism that allows us to de-
scribe the propagation of an optical beam inside a PR
crystal (Fig. 1).
The main mechanism that affects beam propagation is
the nonlinear refractive-index variation associated,
through the Pockels effect, with the onset of a static elec-
tric field E inside the crystal (PR effect). The first task is
thus to evaluate this space-charge field E as a function of
the crystal parameters and of the intensity of the propa-
gating beam. To this end we rely on the usual model,48
according to which the PR effect is described by the fol-
lowing set of equations:
Fig. 1. Geometry of propagation in the PR crystal.
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]t
ND
1 5 ~b 1 sI !~ND 2 ND
1! 2 gNeND
1, (1)
¹  ~ e˜E! 5 r, (2)
]
]t
r 1 ¹  J 5 0, (3)
r 5 q~ND
1 2 NA 2 Ne!, (4)
J 5 qmNeE 1 mKBT¹Ne , (5)
where I 5 uEoptu2 is the optical intensity, E is the space-
charge field, ND is the density of donors, ND
1 is the den-
sity of ionized donors, NA is the density of acceptors, Ne is
the electron density, b is the dark-generation rate, s is
the photoionization cross section, g is the recombination
rate coefficient, m is the electron mobility, and e˜ is the
low-frequency dielectric constant.
Equation (1) expresses the generation rate of ionized
donors and electrons that is due to the interaction with
the optical field, Eq. (2) is the Gauss law, Eq. (3) is the
continuity equation, and charge and current densities are
expressed by Eqs. (4) and (5), respectively.
If we apply a static voltage V across the crystal, or-
thogonally to the beam propagation direction (which we
take to be the z axis; see Fig. 1), the space-charge field
must also satisfy the following integral constraint:
V 5 2E
2l/2
l/2
E  ds, (6)
where l is the distance between the two crystal faces to
which the external bias voltage is applied. The set of
Eqs. (1)–(5) has to be supplemented by an equation that
describes the evolution of the monochromatic optical field
Eopt propagating in the PR medium, whose intensity I ap-
pears in Eq. (1). In the standard paraxial approximation
that equation reads as
S i ]]z 1 12k ¹'2DA 1 kn1 Dn : A 5 0, (7)
where we set Eopt(x, y, z, t) 5 A(x, y, z)exp(ikz 2 ivt)
and ¹' 5 (]/]x, ]/]y); k 5 (v/c)n1 and n1 are the opti-
cal wave vector and the linear (unperturbed) refractive
index of the crystal, respectively; and Dn is the tensorial
refractive-index variation associated with the linear
electro-optics (i.e., Pockels) tensor r:
Dn 5 2
n1
3
2
r : E. (8)
Equations (1)–(8) are the general system of coupled ma-
terial and wave equations that model light propagation in
a PR crystal.
We actually look for a steady-state solution (i.e., ]/]t
5 0), and our first task is to obtain from Eqs. (1)–(5) a
single equation for E that does not contain the other two
dependent variables ND
1 and Ne . We accomplish this in
one of two ways, according to whether we are dealing with
a 1 1 1-D or a 2 1 1-D case. More precisely, because
we will be looking for self-trapped solutions, we can as-
sume that the optical intensity I 5 uAu2 is a function of x
alone (1 1 1-D case) or of (x, y) alone (2 1 1-D case), ac-
cordingly, and set E 5 E(x) or E 5 E(x, y), respectively.Besides, in the 1 1 1-D case, if the bias field is applied
along the x axis we can look for a scalar field E5 E(x) eˆx
aligned along the x axis.
Moreover, in both cases the space-charge field E and
the electron density Ne are expected to take constant
boundary values, say,
E 5 E`eˆx , Ne 5 Ne` , (9)
on the crystal surfaces x 5 6l/2 between which voltage V
is applied.
3. 1 1 1-DIMENSIONAL CASE
In the 1 1 1-D case the continuity equation can be inte-
grated to give
dNe
dx
1
q
KBT
~ENe 2 E` Ne`! 5 0, (10)
where we have explicitly related the integration constant
to the boundary values E` 5 E(6l/2) of the space-charge
field and Ne` 5 Ne(6l/2) of the electron density on the
crystal faces where the bias field in applied [see Eq. (9)].
This relation follows from the assumption that the devia-
tion from E` and Ne` that is due to the light beam is well
localized, namely, that the derivative of E(x) and Ne(x)
vanishes at the crystal faces, i.e., dE(6l/2)/dx
5 dNe(6l/2)/dx 5 0. E` and Ne` obviously depend on
the specified asymptotic behavior of I(x) [i.e., I(6l/2)
; 0 or I(6l/2) 5 I` Þ 0, according to whether one is
dealing with bright or dark solitons, respectively], and
their value is determined only after our boundary-value
problem, with integral condition (6), is solved. The de-
pendent variable ND
1(x) is easily expressed in terms of
Ne(x) by use of balance equation (1), whereas, from Eqs.
(1), (2), and (4) and the (well-justified) assumption that
NA @ Ne , it follows that
Ne 5
~q/ e˜ !~ND 2 NA! 2 E8
~q/ e˜ !NA 1 E8
~s1I 1 b1!, (11)
where s1 5 s/g, b1 5 b/g, and the prime stands for a de-
rivative with respect to x. The introduction of Eq. (11)
into Eq. (10) allows us to obtain a single equation for
E(x). More precisely, by setting a 5 (ND 2 NA)/NA
and by introducing the natural dimensionless variables
Y [
E
ED
, j [ kDx, u [
A
AId
, N¯ [
Ne
b1
(12)
together with the definitions
kD
2 [
q2NA
e˜KBT
, ED [
KBT
q
kD , Id [
b1
s1
,
Y` [
E`
ED
, N¯` [
Ne`
b1
, (13)
we obtain
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dj2
2
NA
ND
S a 2 dYdj D S 1 1 dYdj D F ddj ln~1 1 uuu2! 1 YG
1
NAN¯`
ND
Y`S 1 1 dYdj D
2 1
1 1 uuu2
5 0. (14)
If we assume that the derivatives of Y are negligible
(this assumption has to be justified a posteriori), Eq. (14)
becomes linear and yields the approximate solution
Y 5
1
a
N¯`
Y`
1 1 uuu2
2
d
dj
ln~1 1 uuu2!. (15)
Because of our boundary conditions, N¯` is easily obtained
from Eq. (11), which yields
N¯` 5 a~1 1 uu`u2!, (16)
where uu`u2 [ I(6l/2)/Id , so uu`u2 5 0 for bright solitons
and uu`u2 5 I` /Id for dark solitons. To evaluate Y` we
have to insert Eq. (15) into Eq. (6). In this way we ob-
tain, in the significant case of ls ! l,
Y` 5 2
1
ED
V
l
. (17)
By inserting Eqs. (16) and (17) into Eq. (15) and going
back to dimensional units for the space-charge field we fi-
nally obtain
E 5 2
V
l
1
1 1 uuu2
2
ED
kD
d
dx
ln~1 1 uuu2! ~bright solitons!, (18)
E 5 2
V
l
1 1 uu`u2
1 1 uuu2
2
ED
kD
d
dx
ln~1 1 uuu2! ~dark solitons!. (19)
In the above derivation leading to the approximate ex-
pressions Eqs. (18) and (19), we have assumed that uuu2
differs from its boundary value uu`u2 only in a small in-
terval of size ls . Actually, uuu2 has to be determined in a
self-consistent way by solution of wave equation (7),
which describes propagation in the PR crystal, where
A(x, z) varies as a function of z on a scale much longer
than 1/k. As we are looking for self-trapped solutions,
we set A(x, z) 5 exp(id z)A(x), and parabolic wave equa-
tion (7) reduces to the following ordinary differential
equation for the normalized amplitude u(x) 5 A(x)/AId:
1
2k
d2
dx2
u 5 du 2
k
n1
Dnu, (20)
where, in the scalar approximation, the refractive-index
variation is Dn 5 21/2n1
3rˆE, where rˆ is the tensor ele-
ment that is most effective in the adopted geometry.
Equations (18)–(20) are a set of nonlinear coupled equa-
tions that describe propagation of a beam that is self-
trapped in one transverse dimension in a PR crystal.
They have been extensively investigated in Refs. 24, 25,
and 27, where bright and dark solitary-wave solutions inone transverse dimension were shown to exist, and E`
was evaluated analytically for the different cases of bright
and dark solitons.27 The PR effect, which has an intrin-
sically nonlocal nature in space, under the approximation
that leads to Eq. (17) is accounted for in local terms by a
refractive-index variation Dn, which becomes, whenever
ls ! l and if the derivative terms on the right-hand sides
of Eqs. (18) and (19) are omitted (for lD ! ls ! l these
terms lead to self-bending of the soliton beam, as pre-
dicted in Ref. 39 and as observed in Ref. 30), of the satu-
rated Kerr type9; that is,
Dn }
1
1 1 uuu2
. (21)
In this case, for bright solitons the nonlinear wave equa-
tion takes the form
i
]u
]zˆ
1
]2u
]jˆ2
2 s
u
1 1 uuu2
5 0, (22)
and for dark solitons it is
i
]u
]zˆ
1
]2u
]jˆ2
2 s
1 1 uu`u2
1 1 uuu2
u 5 0, (23)
where we have introduced new variables expressed in
terms of a dimensionless parameter b as
jˆ [ Abj 5 kn1S u rˆVul D
1/2
x,
zˆ [
kD
2
2k
bz 5
kn1
2
2
EDu rˆY`uz,
b [
k2n1
2
kD
2 EDu rˆY`u, (24)
and s 5 61, depending on the relative orientation of the
bias electric field with respect to the c axis of the crystal,
namely, s [ sign( rˆY`). The soliton’s existence [which
corresponds to s 5 1 in Eq. (22) and to s 5 21 in Eq.
(23)] turns out to depend in a unique way on the values of
its width, peak amplitude uu(0)u (bright) and boundary
amplitude uu`u (dark), and bias field V/l. These exis-
tence curves are shown in Fig. 2, where the bright (dark)
soliton diameter in normalized units jˆ is plotted as a
Fig. 2. Existence curves for 1 1 1-D solitons.
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soliton existence curve is that it is a single-valued func-
tion, which implies that for a given crystal a soliton of a
specific diameter at a given value of the intensity ratio ex-
ists only at a single value of the external field.24,27,33,35,43
4. 2 1 1-DIMENSIONAL CASE
Here we show that new features of the model [Eqs. (1)–
(5), (7), and (8)] arise because of higher dimensionality.
In the general case one should specify the form of the
electro-optic tensor that appears in Eq. (8) and is to be
used in Eq. (7). The general tensorial problem is rather
involved and leads to coupled equations for the polariza-
tion components of the optical field, but we do not address
this problem here (for a discussion of 1 1 1-D PR vector
solitons see Ref. 38). However, in practice, by suitably
choosing the experimental geometry one can find a crys-
talline configuration that does not rotate the polarization
and which has one electro-optic coefficient much larger
than the others (for example, strontium barium
niobate24,27,30,31) in such a way that an optical field ini-
tially polarized along the x axis maintains its linear po-
larization; then the problem can be adequately formu-
lated as a scalar one.
The set of Eqs. (1)–(5) and (7) can be reduced to a sys-
tem of three equations after ND
1 is eliminated. More
precisely, Eqs. (2) and (3) yield, respectively,
¹˜2f 5
N¯ 2 a~1 1 uuu2!
N¯ 1 1 1 uuu2
, (25)
¹˜2N¯ 5 ¹˜  ~N¯¹˜f!, (26)
whereas wave equation (7) becomes @s [ sign( rˆY`)#
S i2 kkD ]]z 1 ¹˜'2Du 5 2s bY` ]f]j u, s 5 61.
(27)
In Eqs. (25)–(27) we have introduced the potential
f (j, h, z) associated with the static field Y 5 E/ED ,
namely,
Y 5 2¹˜f, (28)
and we have adopted the dimensionless variables intro-
duced in Section 3 [see Eqs. (12) and (13)], together with
the additional notation
h [ kDy, z [ kDz, (29)
¹˜ 5 ~]/]j, ]/]h, ]/]z!, ¹˜' 5 ~]/]j, ]/]h!. (30)
By assuming hereafter that the bias field is generated
by voltage V applied to the crystal faces orthogonal to the
x axis, we observe that in the trivial case in which the in-
tensity is constant in the whole crystal, uuu2 5 uu`u2, the
basic Eqs. (27), (25), and (26), together with boundary
condition (6) (and neglecting fringe effects at the crystal
surface), have the simple solutionf 5
V
lED
j, N¯ 5 N¯` 5 a~1 1 uu`u2!,
u 5 uu`uexpS 2ikD2k sbz D , (31)
which corresponds to an optical field plane wave whose
phase velocity is c/@n1(1 1 n1
2rˆV/2l)#. Therefore,
whenever the intensity uuu2 behaves like a constant uu`u2
in proximity to the crystal transverse boundaries, it is ex-
pedient to introduce the new potential
c~jˆ, hˆ, zˆ ! 5 2jˆ 2
Ab
Y`
S f 2 ln N¯
N¯`
D (32)
as a function of the rescaled variables
~ jˆ, hˆ ! [ Ab~j,h!, (33)
together with the rescaled distance zˆ introduced in Eqs.
(24). Moreover, when we conveniently change the phase
of the amplitude u through the transformation
uˆ~ jˆ, hˆ, zˆ ! 5 u exp~is zˆ !, (34)
propagation equation (27) takes the form
S i ]
]zˆ
1 ¹ˆ'
2D uˆ 5 sS ]c
]jˆ
2
Ab
Y`
]
]jˆ
ln N¯ D uˆ, s 5 61,
(35)
where ¹ˆ' 5 (]/]jˆ, ]/]hˆ). We obtain a simpler form of
Eq. (27) by dropping the derivative term on its right-hand
side on the basis that this term merely accounts for a
transverse deflection of the beam,48 namely,
S i ]
]zˆ
1 ¹ˆ'
2D uˆ 5 sS ]c
]jˆ
D uˆ, s 5 61. (36)
To solve Eq. (36) we have to derive the function c by in-
tegrating the other two elliptical equations (25) and (26),
rewritten in the new variables, with the boundary condi-
tions
cS 6AbkD l2 , hˆ, zˆ D 5 cS jˆ, 6AbkD l2 , zˆ D 5 0. (37)
In this respect we note that the role of the linear term
on the right-hand side of definition (32) is to move to in-
finity the vanishing boundary condition (37) whenever the
transverse dimensions of the beam are much smaller
than the crystal transverse dimension l; thus hereafter
we adopt the vanishing asymptotic condition
c~jˆ, hˆ, zˆ ! ! 0 as jˆ2 1 hˆ2 ! `. (38)
In what follows, we do not approach the problem of the
evolution in the zˆ variable of an input pulse uˆ( jˆ, hˆ, zˆ
5 0). Instead, we focus our attention on the stationary
trapped (soliton) solutions of the form
uˆ~ jˆ, hˆ, zˆ ! 5 W~ jˆ, hˆ !exp~igzˆ!, (39)
where the amplitude W is defined on the transverse plane
( jˆ, hˆ), and g, the propagation constant, is a real param-
eter. Equation (39) simplifies not only propagation equa-
tion (36), which now reads as
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2W 5 S g 1 s ]c
]jˆ
D W, s 5 61, (40)
but also the other two equations (25) and (26), because we
can assume, as well, that the function c and the (rescaled)
electron density N¯ are independent of the longitudinal
variable zˆ. Therefore, by taking into account definition
(32), Eq. (26) shows that c has to satisfy the relation
¹ˆ'  ~N¯¹ˆ'c! 5 2 ]
]jˆ
N¯, N¯ 5 N¯~ jˆ, hˆ !, (41)
and the electric potential f 5 f( jˆ, hˆ) obeys Eq. (25) in
its rescaled form:
¹ˆ'
2f 5
1
b
N¯ 2 a~1 1 uWu2!
N¯ 1 1 1 uWu2
. (42)
A soliton solution of these planar coupled equations, if
it exists, is characterized by the following asymptotic con-
ditions (whenever convenient, we use polar coordinates jˆ
5 r cos u, hˆ 5 r sin u): Both the beam intensity and
the electron density have to reach a constant value at in-
finity, i.e.,
uWu ! uW`u as r ! `, (43)
where uW`u 5 0 for bright solitons and uW`u Þ 0 for dark
solitons, whereas
N¯ ! a~1 1 uW`u2! 5 N¯` as r ! `. (44)
Because proving the existence of soliton solutions is a dif-
ficult task, we content ourselves with a consistency proof.
In fact, in Appendix A we show that the asymptotic be-
havior [relation (44)] implies that c vanishes as r ! ` as
O(1/r), and therefore [see Eq. (32)] that
f 1 Y`j ! 0 as r ! `, (45)
consistent with Eq. (42). Let us now turn our attention
to the phase w( jˆ, hˆ) of the soliton, namely, W
5 uWuexp(iw). For bright solitons we first observe that
an obvious necessary condition for their existence is that
the propagation constant g in Eq. (40) be positive, g
. 0. Second, as shown in Appendix A, the asymptotic
vanishing of the amplitude, W` 5 0 [see relation (43)],
implies that the soliton phase is necessarily constant, i.e.,
that
¹ˆ'w 5 0. (46)
At the same time, for dark solitons, namely, uW`u Þ 0,
combining Eq. (A7) below with relation (38) shows that
the parameter g in Eq. (40) cannot be positive, g 5 2p2
< 0, and the asymptotic phase w`( jˆ, hˆ), say,
w ! w` as r ! `, (47)
must have the following expression (see Appendix A):
w` 5 p~ jˆ sin d 1 hˆ cos d! 1 mu, (48)
where d is a constant angle and m is an integer. How-
ever, if the dark soliton’s amplitude uWu is u independent
(see below), then (Appendix A) the soliton propagation
constant g must be identically zero, namely, p 5 0 and
w` 5 mu. Indeed, in this case the soliton phase itselftakes the simple expression w 5 mu (Appendix A), which
is consistent with that associated with dark vortex
solitons22,51–53; the integer m represents the topological
charge. The condition g 5 0 also implies that
uˆ( jˆ, hˆ, zˆ) 5 W( jˆ, hˆ), that is, a stationary solution in zˆ.
Recalling the definition of zˆ, we find that this means that
the propagation constant of the 2 1 1-D dark vortex soli-
ton will be identical to the propagation constant of a plane
wave propagating along the same crystal and biased by
the same field. Furthermore, this also means that all
dark vortex solitons propagate at the same phase velocity,
regardless of their plateau amplitude W` . This property
is in contrast to that for bright solitons, whose propaga-
tion constant g depends on their peak amplitude as de-
scribed below. It is interesting that a similar situation
occurs for 1 1 1-D solitons, which propagate with the
same phase velocity as a plane wave does in the same me-
dium biased by the same field, independently of the soli-
ton peak amplitude W(0).27 The propagation constants
of 1 1 1-D and 2 1 1-D dark solitons are, therefore,
identical.
5. SELF-TRAPPED BEAM PROPAGATION
To treat the nonlinear 2 1 1-D propagation problem
more specifically we have to look for an expression of the
normalized space-charge field Y 5 E/ED in terms of the
optical intensity. To this end, we start by eliminating
ND
1 between Eq. (1) (written in the stationary case,
where ]/]t 5 0) and Eq. (2), thus getting, with the help of
Eq. (4),
N¯ 5
a 2 ¹˜  Y
1 1 ¹˜  Y Q, (49)
where we have assumed that Ne ! NA and have intro-
duced
Q 5 1 1 uuu2. (50)
Equation (49) can now be inserted into the stationary
version of Eq. (3), which yields, after we take advantage
of Eq. (5),
¹˜  Fa 2 ¹˜  Y
1 1 ¹˜  Y QY 1 ¹˜S a 2 ¹˜  Y1 1 ¹˜  Y Q D G 5 0. (51)
Equation (51) can be cast in a simpler approximate
form if we can neglect ¹˜  Y with respect to 1 (and thus
with respect to a, which is typically much larger than 1),
a hypothesis that has to be self-consistently checked a
posteriori once Y has been worked out. Under this as-
sumption, Eq. (51) becomes
¹˜  ~QY 1 ¹˜Q ! 5 0. (52)
We remark that one could think at this point that
(apart from the diffusion term) Eq. (52) is simply the con-
tinuity equation ¹  (sE) 5 0, once the conductivity s is
assumed to be proportional to the total optical intensity,54
and that, consequently, most of the previous theoretical
effort could have been spared. Actually, Eq. (52) pro-
vides the theoretical justification, to the lowest significant
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which, because it is phenomenological, cannot be taken
for granted a priori.
Next we consider situations (self-trapped beams) in
which the light intensity I is independent of z (or, at
least, in which its scale of variation over z is much larger
than those over x and y), so that, at least when we are
solving Eq. (52), Y and Q can be assumed to depend only
on the transverse coordinates x and y.
The most general solution of Eq. (52), together with the
proper boundary conditions Ey 5 Ez 5 0 for x 5 6l/2
and Ex(x 5 l/2) 5 Ex(x 5 2l/2) 5 EDY` , can be written
in the form
Y~j, h! 5
Y˜`
1 1 uuu2
eˆx 2 ¹˜' ln~1 1 uuu2!
1
Y˜`
1 1 uuu2 S eˆx ]]h f 2 eˆy ]]j f D , (53)
where Y˜` 5 Y`(1 1 uu`u2); eˆx and eˆy are unit vectors in
the x and the y directions, respectively; and f(j, h) is an
arbitrary function that we can determine by imposing the
condition that
¹˜' 3 Y 5 0. (54)
By doing that we obtain an equation for f(j, h) that
reads as
¹˜'
2f 2 ¹˜' f  ¹˜' ln Q 5 ]]h ln Q. (55)
Inasmuch as a general analytical solution of Eq. (55) is
not available, we first consider below the limiting case in
which uu(0)u2, uu`u2 ! 1.
In this situation the solution of Eq. (55) can easily be
worked out if we neglect (an assumption that has to be
justified a posteriori) the second term on its left-hand
side. Because f(j, h) has to vanish at infinity, the solu-
tion can be expressed in terms of the two-dimensional
Green function as
f~j, h! 5
1
2p EE dj8dh8 ln$@~j 2 j8!2
1 ~h 2 h8!2#1/2%
]
]h8
ln Q~j8, h8!. (56)
We can now evaluate
]
]h
f~j, h! 5
1
2p
EE dj8dh8 h 2 h8
~j 2 j8!2 1 ~h 2 h8!2
3
]
]h8
ln Q~j8, h8!, (57)
2
]
]j
f~j, h! 5
1
2p
EE dj8dh8 j8 2 j
~j 2 j8!2 1 ~h 2 h8!2
3
]
]h8
ln Q~j8, h8!, (58)
which, after we introduce polar coordinates according to
the relationsr cos u 5 j8 2 j, r sin u 5 h8 2 h, (59)
can be rewritten as
]
]h
f~j, h! 5 2
1
2p EE drdu
3 sin uS sin u ]]r 1 cos ur ]]u D
3 ln Q~j 1 r cos u, h 1 r sin u!, (60)
2
]
]j
f~j, h! 5
1
2p EE drdu
3 cos uS sin u ]]r 1 cos ur ]]u D
3 ln Q~j 1 r cos u, h 1 r sin u!. (61)
We can now split the right-hand-side integrals of Eqs.
(60) and (61) into local and nonlocal contributions by in-
tegrating by parts and using the pertinent boundary con-
ditions. In this way we get
]
]h
f~j, h! 5
1
2
ln
1 1 uuu2
1 1 uu`u2
1
Y˜`
2p
EE drdu
r
cos~2u!
3 ln Q~j 1 r cos u, h 1 r sin u!, (62)
2
]
]j
f~j, h! 5
1
2p
EE drdu
r
sin~2u!
3 ln Q~j 1 r cos u, h 1 r sin u!, (63)
so, by omitting the diffusion term ¹˜' ln(1 1 uuu2) in Eq.
(53), we finally obtain for the space-charge field Y the ex-
pression
Y 5 Y`
~1 1 uu`u2!
1 1 uuu2 S 1 1 12 ln 1 1 uuu
2
1 1 uu`u2
D eˆx
1
Y`
2p
1 1 uu`u2
1 1 uuu2 EE drdur cos~2u!
3 ln@1 1 uu~j 1 r cos u, h 1 r sin u!u2# eˆx
1
Y`
2p
1 1 uu`u2
1 1 uuu2 EE drdur sin~2u!
3 ln@1 1 uu~j 1 r cos u, h 1 r sin u!u2# eˆy .
(64)
Note that, if we keep only the local contribution propor-
tional to 1/(1 1 uuu2), the one- and two-dimensional ex-
pressions for the space-charge field have the same form.
At this point we observe that, unlike for the 1 1 1-D
case, the condition given in Eq. (6) yields quite generally
Eq. (17), because the path can be chosen in the (x, y)
plane in a region in which the illumination is uniform.
We are now in a position to check in a self-consistent
way the validity of the two approximations that consisted
in assuming ¹˜'  Y small with respect to 1 and in neglect-
ing the second term on the left-hand side of Eq. (55) and
to verify that both approximations are fulfilled in the
limit uuu2 ! 1.
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merely as a given function. In fact, however, the ampli-
tude u depends on Y through the parabolic wave equation
for the propagating optical (high-frequency) field, as ex-
plicitly shown by Eqs. (27) and (28), which are equivalent
to
S i ]
]zˆ
1 ¹ˆ'
2D u 5 s Yx
Y`
u. (65)
Indeed, in our approximation scheme this propagation
equation, together with Eq. (64), takes the following form
of an integrodifferential equation:
S i ]
]zˆ
1 ¹ˆ'
2D u 5 s ~1 1 uu`u2!
1 1 uuu2
S 1 1 1
2
ln
1 1 uuu2
1 1 uu`u2
D u
1
s
2p
1 1 uu`u2
1 1 uuu2
uEE drdu
r
cos~2u!
3 ln@1 1 uu~ jˆ 1 r cos u,hˆ
1 r sin u!u2#. (66)
Note that we have always omitted on the right-hand
side of propagation equation (66) a linear term 2(a/2)u
that accounts for the losses of the medium (which can be
significant; a > 1 cm21). We can justify doing this by ob-
serving that the dark irradiance Id , which is associated
with thermal charge-carrier generation, is artificially in-
creased in screening-soliton experiments29,30 by illumina-
tion of the whole crystal with a background uniform light
of intensity Ib (artificial irradiance), so u 5 A/(Id
1 Ib)
1/2. If Id ! Ib , and if Ib undergoes the same losses
as A, then the form of Eq. (66) ensures that the loss term
can be omitted because u 5 A/Ib
1/2 5 A exp(2a z/2)/
Ib
1/2 exp(2a z/2). This is also true for uuu ! 1, when the
PR nonlinearity becomes of the Kerr type, whereas in a
standard Kerr nonlinearity the soliton attenuates at
twice the rate of a linear signal.55
By inspection of the right-hand side of Eq. (66) it is ap-
parent that the nonlocal contribution is asymmetric and
that this circumstance prevents the existence of trans-
versely symmetric solutions. However, in the regime of
uu(0)u2, uu`u2 ! 1, where this term is small with respect
to the symmetric terms, one can look for self-trapped sym-
metric solutions (spatial solitons) of the equation obtained
by dropping the term (local approximation).
To carry out this program we introduce the function
W( jˆ, hˆ), defined by
u~ jˆ, hˆ, zˆ ! 5 W~ jˆ, hˆ !exp~ibzˆ! (67)
[note that, comparing this form with definitions (34) and
(39) in Section 4, we have b 5 g 2 s]. In the local ap-
proximation, that is, neglecting the integral contribution
on the right-hand side of Eq. (66), we look for cylindrically
symmetric real solutions W( jˆ, hˆ) 5 W(r) (jˆ 5 r cos u, hˆ
5 r sin u), which have to satisfy the equation (bright
solitons)d2W
dr2
1
1
r
dW
dr
1 ~1 2 p2!W
2
W
1 1 W2 F1 1 12 ln~1 1 W2!G 5 0, (68)
where we have set (see Section 4) s 5 1 and b 5 p2
2 1. For dark vortex solitons we look instead for solu-
tions of the kind in which W( jˆ, hˆ) 5 W(r)exp(imu),
where the real function W(r) satisfies the equation
d2W
dr2
1
1
r
dW
dr
2 S m2
r2
1 1 DW
1
1 1 W`
2
1 1 W2
WF1 1 12 ln ~1 1 W
2!
1 1 W`
2 G 5 0, (69)
where m is the topological charge and we have taken ad-
vantage of the relation (see Section 3) g 5 0, that is, b
5 1.
We discuss in Appendix B the numerical procedure
that one can follow to obtain the soliton profiles from Eqs.
(68) and (69). Here we summarize the results for the
soliton existence curves. In particular, we show in Fig. 3
FWHM of the intensity profile versus the peak amplitude
for bright solitons and in Fig. 4 the same width versus the
background amplitude for a dark vortex soliton with m
5 1. These curves can be compared with the existence
curves of the 1 1 1-D case (see Fig. 2).
Let us now examine the case of dark solitons without
the limitation that uu`u2 ! 1. We first note that, after we
introduce g 5 Abf, Eq. (55) can be rewritten in the com-
pact form
¹ˆ  S 1Q ¹ˆg D 5 2 ]]hˆ S 1Q D . (70)
Although Eq. (70) cannot in general be integrated to
provide an explicit expression of g in terms of Q to insert
into the propagation equation, we can accomplish this
program by postulating for g a simple expression corre-
sponding to a reasonable physical model. More precisely,
Fig. 3. Existence curve for bright 2 1 1-D solitons in the local
approximation. The curve is meaningful in the low-intensity re-
gime uu(0)u2 ! 1.
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and b are two suitable parameters), which exhibits the
correct asymptotic dependence for both r ! 0 and
r ! `, Q can easily be expressed in terms of g (see Ap-
pendix C). This, in turn, allows us to derive uuu2 5 Q
2 1, which provides the shape of our soliton, depending
on the two parameters a and b. We can obtain a first re-
lation between the parameters by imposing that, as
r ! `, uuu2 ! uu`u2; we can derive the second one by in-
serting u 5 W exp@i(u 1 zˆ )# into propagation equation
(65), which, in the stationary case and for dark vortex
solitons, takes the form
d2W
dr2
1
1
r
dW
dr
2
1
r2
W
5 F1 2 S 1 1 W`21 1 W2 D S 1 1 ]g]hˆ D GW, (71)
and requiring it to be satisfied for r ! 0. Once a and b
are derived, we have the explicit expression of the soliton,
which, in turn, allows us to obtain the existence curve
(see Fig. 5).
Fig. 4. Existence curve for dark 2 1 1-D solitons in the local
approximation. The curve is meaningful in the low-intensity re-
gime uu`u2 ! 1.
Fig. 5. Existence curve for dark 2 1 1-D solitons in the inten-
sity regime uu`u . 1.It is worthwhile to note that, as expected, the two exis-
tence curves for dark solitons coincide for uW`u2 ! 1.
The main limitation of our model is that it is unable to
capture the soliton solution for uW`u2 * 4. Covering
high-intensity values requires a modification of our
simple model.
6. TIME EVOLUTION TOWARD STEADY
STATE
All the previous developments referred to the asymptotic
temporal regime in which the system has reached steady
state (i.e., ]/]t 5 0). However, it is not difficult, under
rather general hypotheses, to draw some conclusions
about the evolution of the system toward steady state.
The problem was recently treated for the 1 1 1-D
case,56 and here we limit ourselves to showing how the
temporal evolution of the space-charge field can be de-
scribed in a simple straightforward way. To this end, let
us start by observing that, by taking the partial deriva-
tive with respect to time of both sides of Eq. (2) and using
Eq. (3), it is possible to deduce the following exact equa-
tion:
¹ˆ  ]Y
]t
1 ¹ˆ  ~N¯Y! 1 Ab¹ˆ2N¯ 5 0, (72)
where we have introduced the adimensional time t
5 t/T, with T 5 e˜/qmb1 .
If we now assume that the generation and recombina-
tion process reaches steady state much faster than any
other process,48 we can still take, for times larger than
the recombination time, ]ND
1/]t 5 0 in Eq. (1), which in
turn ensures the validity of Eq. (49). Inserting the cor-
responding expression for N¯ into Eq. (72), we obtain, in
the 1 1 1-D case and in the linear regime for the space-
charge field (u¹˜  Yu ! 1), the following equation:
]2Y
]jˆ]tˆ
1 Q
]Y
]jˆ
1 Y
]Q
]jˆ
1 Ab
]2Q
]jˆ2
5 0, (73)
where tˆ 5 at. The solution of Eq. (72) with the perti-
nent boundary conditions reads as follows (note that no
approximation is needed, as conversely is assumed in Ref.
56, on the time scale of variation of Q):
Y 5 2Ab expF2E tˆ Q~ jˆ, tˆ8!dtˆ8G E tˆ ]Q~ jˆ, tˆ8!
]jˆ
3 expF E tˆ8Q~ jˆ, tˆ9!dtˆ9Gdtˆ8
1 Y0 expF2E tˆ Q~ jˆ, tˆ8!dtˆ8G
3 E
0
tˆ
expF E tˆ8 Q~ jˆ, tˆ9!dtˆ9Gdtˆ8
1 Y0 expF2E tˆ Q~ jˆ, tˆ8!dtˆ8G . (74)
Equation (74) shows that the steady-state regime relative
to the screening solitons is actually reached for tˆ . 1/(1
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erage, that is, for time t larger than the dielectric relax-
ation time48 Tdi 5 T/(1 1 ^uuu2&).
7. CONCLUSIONS
In this paper we have considered the problem of three-
dimensional (2 1 1-D) propagation of an optical beam in
a biased photorefractive crystal in the asymptotic tempo-
ral regime in which the screening of the external static
field that is due to the photoexcited charges has already
taken place. In particular, we have examined the condi-
tions under which it should be possible to propagate self-
trapped beam configurations (bright or dark solitons).
To place into evidence the basic differences between two-
and three-dimensional cases, we briefly recalled the (1
1 1-D) approach used in the former situation and then
examined in full generality the (2 1 1-D) case. The
main result of the paper is the derivation of a system of
coupled equations that completely describes nonlinear
propagation in photorefractive media.
In the low-intensity regime the nonlinear interaction
term contains a local symmetric contribution that can
support circular solitons. The study of the propagation
equation in the presence of that contribution alone pro-
vides, in particular, the soliton existence curves, that is,
the relation between the amplitude and the width of the
input beam at z 5 0 that has to be fulfilled if the influ-
ence of the asymmetric nonlocal part of the interaction is
to play a negligible distorting role in its z evolution over
the crystal length.
For the low-intensity regime we indeed have numeri-
cally found that both bright and dark initially circular
beams self-trap but also evolve into elliptical beams after
a propagation distance of roughly one diffraction length
(in normalized units). The implication is that we do not
find solitons in the low-intensity regime, a conclusion that
agrees with the available published experimental results:
All existing experiments on self-trapping of 2 1 1-D
screening solitons have been performed at uu0u2, uu`u2
larger than or equal to 1. In fact, for peak intensity
lower than 0.5 the beam was found to be unstable, vary-
ing with time and never reaching steady state.30
In the case of intermediate and high intensity, the ap-
proximations used for low intensity are no longer valid,
and the problem of solving the stationary equations for
the soliton profile is much more complicated. However,
for dark solitons only, we found a simplified method to ob-
tain approximate solutions for background intensity val-
ues up to 4 (in normalized units). These results, even if
they already show the potential of the method, are merely
preliminary and have to be extended to cover other re-
gimes for both bright and dark solitons.
APPENDIX A
Let us first prove the asymptotic behavior [relation (45)].
To this aim, we recall the following textbook results. If
N¯( jˆ, hˆ) is a positive-definite bounded function that satis-
fies asymptotic condition (44), and if f ( jˆ, hˆ) vanishes as
r ! ` sufficiently fast that its integralC 5 E
2`
1`
djˆE
2`
1`
dhˆ f~ jˆ, hˆ ! (A1)
is finite, then the solution c( jˆ, hˆ) of the equation
¹ˆ'  ~N¯¹ˆ'c! 5 f, (A2)
with the boundary condition (jˆ 5 r cos u, hˆ 5 r sin u)
lim
r ! `
1
r
c~jˆ, hˆ ! 5 0, (A3)
exists and is unique (up to an additive constant). More-
over, the asymptotic behavior of c, as r ! `, is
c~jˆ, hˆ ! ! a ln r 1 O~1/r!, (A4)
where the asymptotic constant a takes the value
a 5
C
2pN¯`
, (A5)
where N¯` is given by asymptotic condition (44). In our
case [see Eq. (41)], f 5 2]N¯/]jˆ, so the integral C van-
ishes; C 5 0. Hence Eq. (A5) and relation (A4) imply re-
lation (38) and, because of Eq. (32), the asymptotic behav-
ior in relation (45).
Let us now consider Eq. (40). Because of the result
just proved, namely, that c 5 O(1/r) as r ! `, Eq. (40)
is the stationary Schro¨dinger equation with a potential
that is O(1/r2) as r ! `. Let W be the bright soliton so-
lution (if it exists); i.e., let us assume that
W ! 0 as r ! `, (A6)
and set W 5 uWuexp(iw), where w( jˆ, hˆ) is the phase of the
soliton. Then Eq. (40) immediately splits into the two
real equations:
¹ˆ'
2uWu 5 Fg 1 ~¹ˆ'w!2 1 s ]c
]jˆ
G uWu, (A7)
uWu¹ˆ'2w 1 2¹ˆ'uWu  ¹ˆ'w 5 0. (A8)
Equation (A8) can equivalently be rewritten as
¹ˆ'  ~ uWu2¹ˆ'w! 5 0, (A9)
which implies that
¹ˆ'  ~ uWu2w¹ˆ'w! 5 uWu2~¹ˆ'w!2. (A10)
If we integrate both sides of Eq. (A10) on the whole plane,
and use the Gauss divergence theorem together with van-
ishing condition (A6) and the assumption that the phase w
is single valued, we obtain
E
2`
1`
djˆE
2`
1`
dhˆuWu2~¹ˆ'w!2 5 0, (A11)
with the obvious implication that the soliton phase w is
constant, i.e., relation (47).
Let us turn our attention to the dark soliton, whose
phase w satisfies asymptotic condition (47), where
w`( jˆ, hˆ) is the asymptotic phase of the soliton. The lead-
ing terms in Eqs. (A7) and (A9) in the limit r ! ` lead to
the following equations for the phase function w` :
~¹ˆ'w`!
2 5 p2, ¹ˆ'
2w` 5 0, (A12)
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ing term. The second of Eqs. (A12) shows that w` is har-
monic; the first one implies that w` cannot diverge faster
than linearly as r ! `. Therefore the general behavior
of w` has to be (if we omit an additional constant)
w` 5 p~ jˆ sin d 1 hˆ cos d! 1 c1 ln r 1 c2u
1 O~1/r! as r ! `, (A13)
where d, c1 , and c2 are constants. By integrating the
left-hand side of Eq. (A9) over the domain r < R, and by
using Gauss divergence theorem, we can write
RE
0
2p
duuWu2]w/]r 5 0, (A14)
which, in the limit R ! ` [and taking into account
asymptotic formulas (47) and (A13)], yields
c1 5 0. (A15)
Finally, asymptotic expression (48) follows when we note
that the parameter c2 in Eq. (A13) has to be an integer,
say, c2 5 m, because W, and therefore uW`uexp(iw`), is a
single-valued function.
These findings are simplified if Eq. (A7) is replaced by
its local approximation:
¹ˆ'uWu 1 F2p2 1 ~¹ˆ'w!2 2 s2 ln 1 1 uWu
2
1 1 uW`u2
G uWu,
(A16)
together with the condition that the amplitude uWu be u
independent (cylindrically symmetric dark soliton). Ac-
cording to the general result given above [see Eqs. (A13)
and (A15)], we set
w 5 pr sin~u 1 d! 1 mu 1 a~r, u!, (A17)
where the function a is asymptotically vanishing, i.e., a
5 0(1/r) as r ! `. Consider now that the u derivative
of (¹ˆ'w)
2 vanishes; therefore, because of Eq. (A17), we get
lim
r ! `
Fr ]]u ~¹ˆ'w!2G 5 22mp sin~u 1 d! 5 0,
(A18)
which implies that p 5 0 for vortex solitons (m Þ 0).
We note next that the function a that appears in Eq.
(A17) satisfies Eq. (A8) (i.e., with w being replaced by a);
therefore integrating Eq. (A10), with w being replaced by
a, yields the equation (ar [ ]a/]r)
RuW~R !u2E
0
2p
dua~R, u!ar~R, u!
5 E
0
R
drruW~r!u2E
0
2p
du~¹ˆ'a!
2, (A19)
which, because of the asymptotic vanishing of a as
r ! `, implies that a 5 0 and therefore that w 5 mu.
APPENDIX B
Here we briefly describe the way to integrate ordinary dif-
ferential equation (60), which, for bright solitons, special-
izes tod2W
dr2
1
1
r
dW
dr
5 2
dV~W !
dW
, (B1)
where the potential function V(W) is
V~W ! 5 1/2~1 2 p2!W2 2 1/2 ln~1 1 W2!
2 1/8 ln2~1 1 W2!. (B2)
In analogy with classical mechanics, Eq. (B1) is the equa-
tion of motion of a particle in the potential [Eq. (B2)] with
the friction term (1/r)dW/dr. Near the initial time r
5 0 there is only one regular solution, which is an even
function of r and depends only on the initial position
W(0) [ a according to the Taylor expansion
W~r! 5 aX1 1 r24 $ p2 1 @1/2 ln~1 1 a2! 2 a2#/
~1 1 a2!%C 1 O~r4!. (B3)
For a generic value of a this solution will eventually con-
verge with damped oscillations to one of the two values
6Wm where the potential [Eq. (B2)] takes its minimum
[i.e., V8(Wm) 5 0]. However, the function W(r) will stay
positive only for a special value a 5 a¯, if a¯ . 0, and will
asymptotically decay to zero with the law exp(2pr)/Ar as
r ! `. This solution yields the bright soliton profile
that interests us. To compute the amplitude a¯ and plot it
against its width ls , we proceed as follows.
For a given value of the parameter p, to avoid the r
5 0 singularity we integrate Eq. (B1) with the initial
conditions [see Eq. (B3)] that
W~e! 5 a,
dW
dr
~e! 5 1/2ea$ p2 1 @1/2 ln~1 1 a2! 2 a2#/~1 1 a2!%
(B4)
at a small value of e, e.g., e 5 1028. Then, as in the stan-
dard shooting method of solving boundary-value prob-
lems, we adjust the value of a to match the vanishing
asymptotic limit as r ! 1`. Once this value of a say,
a 5 a¯(p), is found, we calculate the width of the soliton.
We might define the width ls( p) as either the positive
zero of the second derivative (i.e., d2W/dr2 5 0 at r
5 ls/2) or the usual FWHM intensity width, namely,
W2(r 5 ls/2) 5 A
2/2, where A is the maximum of W(r).
Finally, we obtain the soliton existence curve by plotting
ls against the peak amplitude A or the peak intensity A
2.
Next we consider the integration of Eq. (60) when it
models the dark soliton. In this case the parameters are
g 5 0 and s 5 21, and the phase of the field profile W is
no longer vanishing:
W~r, u! 5 v~r!exp~imu!, m 5 61, 62, ...,
v 5 v*; (B5)
and the equation that we have to integrate reads as
d2v
dr2
1
1
r
dv
dr
2 m2
v
r2
5 2
dV~v !
dv
, (B6)
where the potential V 5 V(v) now takes the expression
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3 @1 1 v`
2 1 1/4 ln~1 1 v2! 2 1/2 ln~1 1 v`
2!#
(B7)
and v` [ uW`u is the asymptotic constant value of v (i.e.,
v ! v` as r ! `). Again, for each value of m Þ 0 there
is only one regular solution of Eqs. (B6) and (B7) at r
5 0, and its behavior is
v~r! 5 armH 1 2 r28~m 1 1 !
3 @~1 1 v`
2!ln~1 1 v`
2! 2 2v`
2# 1 O~r4!J ,
(B8)
where a is an arbitrary constant. By keeping the anal-
ogy with classical mechanics, Eq. (B6) shows the exis-
tence of a force }r22 in addition to the friction and the po-
tential force. Therefore it follows that, only for a
particular (say, positive) value a 5 a¯ [see Eq. (B8)], the
particle moves to the right and eventually stops for r ! `
at the unstable equilibrium position v 5 v` .
Moreover, it is easily seen that the value v0 is attained
from below with the asymptotic behavior
v~r! 5 v`F1 2 S 1 1 1v`2D m
2
r2
1 OS 1
r4
D G . (B9)
If, instead, 0 , a , a¯, v(r) will eventually reach the ori-
gin (stable position v 5 0) with damped oscillations; or, if
a . a¯, the solution will run away to infinity. Thus the
method of solution goes as before. For a given integer
m Þ 0, an asymptotic value v` , and a small e (e.g., e
5 1028), we integrate Eq. (B6) with the initial conditions
v~e! 5 a,
dv
dr
~r 5 e! 5 maem21 (B10)
for a trial value a, and then we search for the value a
5 a¯ by requiring that the corresponding solution v(r)
match the asymptotic behavior in Eq. (B9). The result-
ing solution v 5 v(r) is the profile of the dark soliton, and
we obtain the relevant information by plotting ls against
v` , where ls is the soliton width [at either the zero of the
second derivative or the FWHM intensity width v2(r
5 ls/2) 5 v`
2/2].
APPENDIX C
Here we solve Eq. (70) with respect to Q [see Eq. (50)] for
a special choice of the function [see Eqs. (53) and (24)]:
g~ jˆ, hˆ ! 5 Abf~j, h!, (C1)
namely, g( jˆ, hˆ) 5 rG(r2)sin u, with
G~z ! 5 a/~b2 1 z !. (C2)
Indeed, in this case, Eq. (70) is a first-order linear differ-
ential equation for C(z):
C~z ! 5 1/Q~r!, z 5 r2, (C3)
which reads (8 [ d/dz) as
@~1 1 G 1 2zG8!C#8 1 G8C 5 0. (C4)Integrating Eq. (C4) with the initial condition C(0) 5 1
(which is appropriate for dark solitons) yields the expres-
sion
C~z ! 5
@1 1 G~0 !#
1 1 G~z ! 1 2zG8~z !
3 expF2E
0
z
dt
G8~t !
1 1 G~t ! 1 2tG8~t !G . (C5)
Our choice, Eq. (C2), is simple enough to allow the in-
tegral on the right-hand side to be computed easily, so we
can arrive at the explicit expression (m [ b2/a)
C~z !
5
~1 1 m !~m 1 z/a !2
m@~m 1 z/a !2 1 m 2 z/a#
3 F2m~1 1 m ! 1 ~2m 2 1 1 A1 2 8m !z/a
2m~1 1 m ! 1 ~2m 2 1 2 A1 2 8m !z/aG
1/A128m
,
(C6)
which finally provides the soliton intensity profile:
uu~r!u2 5
1
C~r2!
2 1. (C7)
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