Abstract. We have developed a protocol for testing experimentally the hypothesis that the human visual system is optimised for making visual discriminations amongst natural scenes.Visual stimuli were made by gradual blending of the Fourier spectra of digitised photographs of natural scenes. The statistics of the stimuli were made unnatural to varying degrees by changing the overall slopes of the amplitude spectra of the stimuli. Thresholds were measured for discriminating small amounts of spectral blending at different spectral slopes. We found that thresholds were lowest when the spectral slope was natural; thresholds were increased when the slopes were either shallower or steeper than natural. A number of spurious cues were considered, such as differences in mean luminance or overall spectral power or contrast between test and reference stimuli. Control experiments were performed to remove such spurious cues, and the discrimination thresholds were still lowest for stimuli that were most natural. Thus, these experiments do provide experimental support for the idea that human vision and the human visual system are optimised for processing natural visual information.
Introduction

Optimisation in the visual system
It is becoming a central tenet of vision science that the organisation of the visual system and the response properties of its component neurons are optimised by evolution and by neonatal development for coding and processing information in the natural visual world (eg Barlow 1961 Barlow , 1989 Gibson 1979; Marr 1982; Laughlin 1983; Field 1987 ). Neurons should respond to features that do occur in the real world, and the coding scheme should exploit any correlations or redundancies in the visual information. Response properties to simplified stimuli, which may seem peculiar in a laboratory, are understandable once we realise how these neurons are expected to behave in the`real world'. There have been a variety of studies that provide some evidence for the validity of this grand tenet.
First, there have been many computational or theoretical studies which have sought to show that the natural spatiotemporal basis functions of vision (eg cortical simple cells) have properties very similar to those of some ideal basis set that describes the`statistics' of natural images (eg Field 1987; Baddeley and Hancock 1991; Atick and Redlich 1992; Hancock et al 1992; Law and Cooper 1994; Bell and Sejnowski 1997; Olshausen and Field 1997; van Hateren and Ruderman 1998; van Hateren and van der Schaaf 1998) . Neurophysiological studies (eg Srinivasan et al 1982; van Hateren 1992; Dan et al 1996) have shown that real visual neurons do decorrelate or`whiten' the signals that result from natural spatiotemporal stimulation. Others have sought to show that cortical neurons give sparse responses to natural stimuli (eg Baddeley et al 1997; Smyth et al 1998; Vinje and Gallant 2000) , consistent with these idealised models of visual coding.
Another neurophysiological approach has been to examine the degree to which the limited dynamic ranges of neuronal responses match the statistics of natural images. For instance, it has been found that, although typical visual neurons have limited dynamic contrast-response ranges, these ranges seem very well matched to the ranges of contrasts actually found in natural scenes (Laughlin 1981; Tadmor and Levitt 1995; Tolhurst 1995, 2000; Tolhurst 1996; Tolhurst et al 1997) . Similarly, different species of fish have cones with different photopigments that match the particular spectral composition of the light in their different watery environments (Lythgoe 1991) . The ionic channels in the cell membranes of visual neurons of different species of flies have different temporal properties, consistent with whether the insects hover or fly (Weckstrom and Laughlin 1995) .
However, although most evidence so far is highly suggestive of visual optimisation, it is still circumstantial. The theories presume, in general, that the goal of visual coding is to produce a reconstructable image of the world with reasonable fidelity, and that the constraints and precision of biological processes are similar to those of digital computers. Neither of these presumptions is likely to be true. Vision in the real world is surely more about image segmentation and object recognition than it is about veridical representation and reconstructability. Indeed, it has been suggested that red^green colour opponency in primates is not an adaptation to some general statistic of the wavelength spectra of natural objects; rather, it is a means to one specific end öof finding ripe fruit amongst leaves (Mollon 1989; Osorio and Vorobyev 1996; Regan et al 1998) . Clearly, if an animal's neurons have such limited response ranges that they fail to respond at all to the wavelengths or contrasts in the environment, then the animal must be blind. However, it is not at all clear that exact matches between neuronal and environmental properties confer any extra benefit over approximate matches.
In summary, the evidence that the visual system is optimised for the processing of natural stimuli is based on the study of single neurons only, rather than upon the study of the whole visual system in a behaving animal. In order to prove optimisation, we must show that an animal with a visual system mismatched to its environment cannot see' as well as an animal with a properly optimised visual system. Alternatively, we must show that an animal`sees' natural visual scenes better than unnatural ones.
A psychophysical approach
There have been several psychophysical attempts to determine whether human spatial vision is optimised or`tuned' for the statistics of natural images (Knill et al 1990; Tadmor and Tolhurst 1994; Thomson and Foster 1997; Tolhurst and Tadmor 1997a, 1997b; Geisler et al 2000; McDonald and Tadmor 2000) . For instance, these authors have investigated how well human observers can discriminate small spectral (phase or amplitude) distortions in either real photographs of natural scenes or in random-luminance patterns having some of the statistics of natural scenes. Here, we propose a novel psychophysical approach to address the question of visual optimisation directly.
First, we must define some biologically credible spatial vision task for the observer to perform with natural images; then, we must find some way to make the stimuli less natural. We would predict that, if the human visual system as a whole is optimised for coding and processing natural images, observers will perform the task most effectively when the stimuli are natural, and less effectively when the stimuli are unnatural.
1.2.1 A spatial discrimination task. We describe a technique for studying how well a human observer can discriminate between two slightly different real-world objects or natural scenes, or between two slightly different views of the same natural scene. We take two digitised photographs of the two objects or natural scenes, and gradually change one photograph into the other (section 2.2, figure 1). We do this by gradually and systematically blending the Fourier spectra of the two photographs. Note that this manipulation is different from morphing (Benson 1994) ; our technique has some advantages and some disadvantages as we will discuss in section 4.1. We must perform such discriminations with undistorted photographs having the statistics of natural scenes, and also with equivalent images after they have been made unnatural to varying degrees.
1.2.2
Making stimuli unnatural. Monochrome photographs of natural objects or scenes are generally recognisable as such quite easily, and are distinguished from all the other multitude of possible two-dimensional luminance patterns by their characteristically restricted second-order and higher-order statistics (eg Field 1987; Olshausen and Field 1997; Ruderman 1997; Thomson and Foster 1997; Thomson 1999a Thomson , 1999b Geisler et al 2000) . At present, third-order and higher-order statistics are difficult to interpret and to manipulate systematically (Krieger and Zetzsche 1998; Thomson 1999a Thomson , 1999b and so, for now, we have only manipulated the second-order statistics of natural images: the correlation between the luminance values of all pairs of pixels in an image. This can be described succinctly by the form of the Fourier amplitude spectrum. Despite the great variety of imaginable photographs of natural scenes, nearly all will have very similar and simply described amplitude spectra of the form:
where f is the spatial frequency and a (the exponent) varies from about 0.7 to 1.7 in natural scenes, with a mean of about 1.2 (Carlson 1978; Burton and Moorhead 1987; Field 1987; Tolhurst et al 1992; van der Schaaf and van Hateren 1996; Pa¨rraga et al 1998a) . It is possible, therefore, to make the second-order statistics of an image less natural, by filtering its spectrum to have an exponent (a) that is different from its natural value. Thus, we measure how small a spectral blend an observer can detect with natural stimuli and compare the thresholds for related stimuli whose amplitude spectra have been made steeper or shallower than is natural. Some of this work has been reported briefly (Tadmor and Tolhurst 1990) .
Methods
Stimulus display
Stimulus images measuring 1286128 pixels were displayed on a Joyce Electronics display with white phosphor and mean luminance of 105 cd m À2 , with the use of a Cambridge Research Systems VSG2 graphics system. At the viewing distance of 2.7 m, the images subtended 0.9 deg60.9 deg square, in the centre of the display, which measured 6.2 deg by 4.8 deg in total. The stimuli were nominally displayed to a resolution of 255 grey levels, but some of those grey levels were used to compensate for luminance nonlinearities in the display. The overall power of the stimuli could be reduced without loss of grey levels by multiplying the fast modulating voltage by a steady voltage, which was varied to set overall contrast or power (to 12-bit resolution). In fact, the number of levels increased because the display's input^output relation was more nearly linear for smaller excursions from the average luminance. Observers viewed the stimuli binocularly and foveally. Four observers participated: the two authors, and two others who were moderately experienced as observers but who were unaware of the goals of the experiments.
The stimuli were derived from digitised photographs whose acquisition and calibration we have described in detail elsewhere (Tolhurst et al 1992; Tadmor and Tolhurst 1994; Tolhurst and Tadmor 1997a, 1997b) . Two kinds of stimuli were made, which we call loosely constrained and highly constrained.
Loosely constrained stimuli
Two original photographs were chosen as the basis of a given stimulus set, and by using different pairs of photographs we could make a variety of different stimulus sets. For instance (figure 1), we could begin with two similar photographs of a person. Each photograph would be Fourier transformed, and an intermediate image could be made by blending the two Fourier spectra. For each of the spatial frequency and orientation coefficients in the spectrum, the magnitude and phase of that coefficient in the blended image are taken as:
and
where x determines the proportion of photograph 2 that contributes to the final blended image. Mag is, by definition, a positive number. Phase is a circular function, and wè rotated' the vector by the smaller of the two possible angles (`clockwise' or`anticlockwise'). The stimulus image would then be made by inverse Fourier transformation of the hybrid spectrum (but see below). In a given image set, some 20^30 blended images would be made with x values varying from zero upwards, in steps of 0.01 (1%) or 0.02 (2%). Since most natural images have very similar amplitude spectra, this procedure is mostly equivalent to a systematic change in the phase spectrum (cf Thomson and Foster 1997 ; but see Tadmor and Tolhurst 1993) . From one set of 20^30 blended images, several other sets were then made, which each differed in the slope of their amplitude spectra. During the blending process, the magnitudes of the Fourier coefficients were multiplied by a function of spatial frequency (f) of the kind:
By changing the exponent increment Da, we were able to make several stimulus sets where the overall exponent [a in equation (1)] of the reference image ranged from 0.4 at one extreme up to 2X2 at the other, spanning the natural range centred on about 1.2 (cf Tolhurst et al 1992). Figure 1 . A schematic to show how hybrid images were made by blending the Fourier spectra of two original photographs. Here, two different portraits of the same person are used as the seeds for a hybrid image. Each original is Fourier transformed. Then, each frequency-orientation coefficient can be considered as a vector, with magnitude A 1 and phase angle y 1 in picture 1 and magnitude A 2 and phase angle y 2 in picture 2. The same coefficient in the illustrated hybrid picture has a magnitude which is 70% of A 1 plus 30% of A 2 . Its phase angle is 70% of y 1 plus 30% of y 2 , which is the same as 30% rotation from y 1 towards y 2 in the shorter of the two possible directions. For a given hybrid, all the coefficients were blended by the same percentage. The hybrid picture is made from the blended spectrum by inverse Fourier transformation.
In order to display the blended stimulus images, it was necessary to compress the data into the graphics-card constraint of 8-bit pixels; ie the images, which had been made as floating-point objects, had to be converted to sets of integers with no more than 256 different nominal luminance levels. This compression can be done in several different ways, and it is such differences that contribute to the differences between our loosely constrained and highly constrained sets. In the loosely constrained sets, each of the stimulus images (irrespective of overall a or blending constant x) was allowed to fill the full range of 255 luminance values; ie the brightest pixel of every image was the same (pixel value 255) and the dimmest pixel of every image was the same (pixel value 1). The space-averaged mean luminances and overall powers of the different stimulus images were, therefore, not necessarily the same.
Some images were blended from two similar portraits of a person (as in figure 1 ) with very similar image statistics, while others were blended from quite disparate photographs, for instance of a street scene and of the branches of a tree. Figure 2 shows some examples of such blended images, at three different spectral slopes.
Highly constrained images
In the loosely constrained images, as the blending constant x increased in one set, successive images might differ in mean luminance, overall power, and even in spectral slope and shape [not all photographs have spectra conforming exactly to equation (1); Tolhurst et al 1992] . In order to show that the general form of our results did not reflect such potential`artifacts', we also made highly constrained sets.
When the Fourier transforms of the two original photographs were first taken, their spectra were constrained to follow exactly the form of equation (1), before any further spectral manipulations were performed (see Tadmor and Tolhurst 1994) . Then the slopes of the two originals were made the same by multiplying both spectra by functions of the form of equation (4) with appropriate values of Da. Thus, as x changes, there will be no change in spectral slope. Furthermore, the blended spectra of all the synthesised images were normalised to have the same overall power. When the images were later compressed into 255 integer values, several constraints were applied. The mean luminance of every image was constrained to be the same as that of the whole Joyce display (a pixel value of 128, allowing 127 luminances above and below the mean). Although the average pixel value was now the same for all images, the first-order statistics were not necessarily the same since we were unable to constrain the form of the pixel-luminance distribution histogram. All the images in one set were compressed into 8 bits together, so that all images still had the same overall power. Only one of the images in the set was likely to have a maximum pixel value of 255; and only one was likely to have a minimum of 1. At display time, images from different sets (with different a) were displayed with different, appropriate steady multiplying voltages (section 2.1) so that all stimuli in the whole experiment had the same (low) power and rms contrast (see Tadmor and Tolhurst 1994) .
Threshold measurements
Thresholds were measured by a modified two-alternative forced-choice technique. In a given trial, there were three stimulus intervals of 0.5 s. The middle interval (known to the observer) would always contain a reference image with spectral blend (x) of zero. An identical reference image would be presented either in interval 1 or 3, while a test image with x greater than zero would be presented in the remaining interval, chosen randomly by computer. This stimulus would have the same spectral slope as the two reference stimuli (highly constrained sets) or would have the same Da from the original blended set. The observer's task was to detect which interval (1 or 3) contained the odd-one out. The middle reference interval allows this to be a relatively straightforward discrimination task, rather than (perhaps) a more difficult memory task. The observer was always required to distinguish between a reference image with zero spectral blend and a test image with some spectral blend; we have not yet examined the discriminability of different degrees of spectral blend.
Depending upon the success or otherwise of the observer's responses to five such trials, the value of x was changed for succeeding trials. In a given experimental run, several staircases would be interleaved together, for stimulus sets derived from the same two originals, but having different exponent (a) values. The experiment was repeated several times, and all the observer's responses were combined to give psychometric functions from which threshold was estimated as the value of x at each a eliciting 74% Figure 2 . Some examples of some loosely constrained stimuli used in these experiments. The two originals are shown on the top row (0%, street scene) and the bottom row (100%, tree branches). The other pictures are of hybrids with varying degrees of spectral exchange (30%, 50%). The three columns show picture sets with three different spectral slopes (a of 0.6, 1.2, and 2.0).
correct responses. In all, 200^400 trials would have contributed to each psychometric function. The maximum-likelihood-estimator fitting procedures are described elsewhere (Tadmor and Tolhurst 1994) , and they provided an estimated standard error on each threshold measurement, calculated from the sharpness (second differential) of the relation between likelihood and estimated threshold.
Results
We have performed experiments with stimulus sets derived from five pairs of pictures, making ten different conditions, since each member of the pair can be considered as the reference image. Here, we report detailed results from two of those conditions. The results for the other pairs were similar to those we show in figures 3 and 4, except as we report in section 3.3.
Loosely constrained images
Some examples of our experimental results with loosely constrained images (see section 2.2) are shown in figure 3 . Results for two observers and for two different picture sets are shown: the blend of the two portraits (see figure 1 ) and the blend of street to tree (see figure 2) . The graphs show how much the Fourier spectrum of a reference image had to be exchanged with that of a second image before an observer could reliably detect the spectral distortion. Measurements were made with the picture sets essentially blurred figure 1, (a) and (b) ; and between the street scene gradually blended into the tree branches as in figure 2, (c) and (d). The images were loosely constrained (see section 2). Thresholds are expressed as the percentage of spectral exchange needed for discrimination for each series of pictures with different spectral slope; AE1 standard error is shown. The filled arrows point to the slope of the spectrum of the original reference photograph 1 (0% exchange), before any image transformations were performed. For the portrait series, the spectral slope of photograph 2 was essentially the same as that of photograph 1. However, the spectral slope of the photograph of tree branches [open arrows in (c) and (d)] was not the same as that for the photograph of the street scene (filled arrows). Observers: YT in (a) and (c); GA in (b) and (d). Different numbers of stimulus sets were presented to the two observers, and the a values were also different.
(increased slope of spectrum) or whitened (decreased slope). The arrows (see figure  legend) pointing to the abscissas show the slopes of the amplitude spectra of the original reference photographs, before any manipulations were made to their spectra.
The thresholds are generally lower for the experiments where two dissimilar pictures were blended: the street scene with the tree, (c) and (d). The thresholds for detecting the blending of two similar portraits, (a) and (b), are generally higher, as might be expected. It is quite clear in all four experiments that threshold rises very much when the slope of the amplitude spectrum is made shallower than is natural (a less than about 1.4). Furthermore, threshold also rises when the slope is steeper than is natural (a greater than about 1.6). The four experimental data sets all have a minimum close to the natural slope of the original reference photographs from which the stimuli were made. It is worth noting that, although it is convenient to say that natural images all have very similar spectral slopes (Field 1987; Tolhurst et al 1992) , the value does vary. It is our experience that portraits have especially steep slopes (up to 1.6, as here).
This would seem, at first sight, to be a successful and clear empirical demonstration that human spatial vision is most effective for discriminating between stimulus images with natural second-order statistics. Changing the amplitude spectral exponent (the second-order statistics) away from the natural value (1.3 to 1.5 in these examples) makes it harder for the observer to detect differences in the angle of the portrait or the view of the street. However, this experimental paradigm is not ideal in a number of respects. We had tried to design an experimental task which would oblige the observer to discriminate salient changes in the spatial structure and in the location of features in natural scenes, but a number of potentially spurious cues are possible in this basic experimental design. As one picture is blended into another, the mean luminance (as just one aspect of the first-order statistics) of the blended image may change; the exact form and slope of the amplitude spectrum may change; the overall spectral power may change, which might simply affect the perceived contrast of the image. In order to control for the possible contribution of such spurious cues to discrimination, we repeated the experiments using stimulus sets whose synthesis had been more highly constrained (see section 2.3).
Highly constrained images
In order to investigate the possibility that spurious cues or changes in overall power or contrast may have contributed to the effects shown in figure 3 , we repeated the experiments with stimuli in which the mean luminance was fixed, the overall power was fixed, and in which the blending had no effect on the slope or the form of the amplitude spectrum. Some of the results obtained with these highly constrained stimuli are shown in figure 4 for two observers . The basic U shape of the data sets is maintained. The observers found it easiest to make the discriminations at some intermediate spectral slope, and found it harder when the spectrum was made either shallower or steeper. However, the spectral slope giving the minimal threshold has moved to lower values than in figure 3 . There, the minima were at slopes of 1.5 to 1.8; now, with highly constrained stimuli, the slope for best discrimination is in the range 0.7 to 1.4.
With all the constraints in image construction, none of the images looked truly natural. As a is increased, so the highly constrained stimuli look more blurred; as a is decreased, so the highly constrained stimuli lose contrast. An a of about 0.8 provides the best compromise between these two faults, and Tadmor and Tolhurst (1994) argued, therefore, that constraining the stimuli to have fixed power and fixed mean luminance made them behave like natural images whose spectral slope was about 0.8. Thus, we would like to suggest that, in our present experiments, best discrimination performance for highly constrained stimuli occurs at an a where the stimuli attain their`best possible quality', and are most like natural images.
In the loosely constrained image sets (figure 3), the stimuli with spectral slope of 0.4 or 0.6 had much lower overall power than those with slope of 2.0 or 2.2. One major constraint added to the stimuli of figure 4 is to make the power of all stimuli the same, by reducing power until it is the same as that of the set at slope of 0.4. Clearly, this must affect the stimuli with steepest spectra the most. Indeed, the graphs of figure 4 show a more symmetrical U shape than those of figure 3; threshold rises less dramatically at low slopes in figure 4 than in figure 3, but it does rise more convincingly for high slopes.
3.3 An exception to the U shape We obtained similar U-shaped data sets in a variety of experiments, blending other pairs of original photographs. There were, however, several occasions when the graph was not U-shaped. When this was the case, threshold rose at low spectral exponents as illustrated in figures 3 and 4, but not at high spectral exponents (ie the thresholds remained low and the discrimination task did not become any harder for further increase in the value of a). An image with high a (or spectral slope) is dominated by low spatial frequencies. Even though the street scene and the tree branches look different in detail, they both share the same low-frequency organisation: when they are both highly blurred, they share a bright area to the middle left of the picture (see figure 2 , right column). Hence the spectral blending is difficult to distinguish at high a values. However, we noticed that whenever the results for an image set failed to show a minimum, the low-spatial-frequency (highly blurred) views of the two original photographs looked quite different. This reduced the discrimination task to simply spotting the very obvious differences in their low-spatial-frequency structure, equivalent to a change in the location of the object rather than to a change in its form or texture. 
Discussion
We have described experiments that provide an explicit experimental test of the increasingly popular assertion that the visual system is optimised by evolution or neonatal plasticity to deal with natural images. It is widely believed that the details of the orientation and spatial-frequency tuning of simple cells in the visual cortex lead to an efficient representation of the spatial information in natural scenes (eg Field 1987; Bell and Sejnowski 1997; Olshausen and Field 1997; van Hateren and van der Schaaf 1998) . By implication, the same representation ought to be less efficient at coding unnatural scenes. If the neural representation is, indeed, more efficient at coding natural information, we should expect this efficiency to reveal itself by making human visual discriminations best when the stimuli are natural. If increased efficiency carries no visual benefit, it is difficult to see how the efficiency might have evolved or how the basic idea might continue to be interesting. There are two elements to our experimental design.
The experimental task
First, we have defined a spatial discrimination task that has some biological utility: eg determining whether a person is looking at you or not (figure 1). The basic construction of the stimuli involved a systematic change of one photograph into another. We did this by gradually changing the Fourier spectrum of one stimulus into another. We could have performed a simpler manipulation: gradually changing the luminance of each individual pixel in one photograph into the luminance value in the equivalent pixel of another photograph. However, we would have had little control over spectral power and visibility in such a case; for instance, averaging the paired pixels in two uncorrelated pictures together is likely to cause a reduction in pixel variance or power. Another technique, which might be considered superior to that used here, is morphing of one object into another (Benson 1994; Tolhurst et al 1998; Pa¨rraga et al 1998b Pa¨rraga et al , 2000 . With our technique of spectral blending, the blended stimuli do not necessarily appear to be natural (see figures 1 and 2) and, usually, there are`ghosts' in the stimuli, indicating some spatial distortions of the images. With morphing, on the other hand, each image in the gradual sequence is potentially natural. Nonetheless, the present technique of spectral blending is especially appropriate for photographs that do not contain welldefined objects but, rather, have a structure based on areas that differ in texture, as might be common in views of landscapes, say. Furthermore, our results are similar in form to those reported for morphed stimulus sets that do not contain`ghosts' (Pa¨rraga et al 2000) .
In blending the spectrum of one picture into that of another, it seems unavoidable that there will be changes in mean luminance, spectral slope, and spectral power for instance. Such global`uninteresting' cues might be used by the observer as the basis of discrimination; however, we intended that our task would require discrimination of changes in local form or texture. Indeed, the reports of the observers indicate that they did not use such global cues; instead, they reported that they had discriminated changes in the position or contrast of localised features in the images. In any case, the stimulus sets made from very similar pictures (eg the portrait series) would not have contained such cues. The highly constrained image sets removed many spurious cues from the other picture sets, but at the expense of making all the images look unnatural in some way (generally of low contrast). The general U-shaped form of the results survived these constraints.
Since natural images have such similar amplitude spectra, our spectral blending consists primarily of a systematic change in spectral phase. Indeed, for stimulus sets with steep spectral slopes (high a), the images appear very blurred and the discrimination task degenerated essentially into detecting whether there is any small displacement of a large, blurry feature. This could be considered similar to the task of detecting small changes in the spatial phase of low-spatial-frequency sinusoidal gratings (eg Klein and Tyler 1986; Morrone et al 1989) . For a realistic visual task, the observer would be expected to distinguish between two very similar views or two very similar portraits, in which cases the spatial phases of the low-spatial-frequency components in the two images would have almost identical phases. Hence, for a realistic pair of images in the spectral blend (or in a morph), the discrimination threshold must surely rise for steep spectral slopes. If the blending is so related to phase, it might be argued that we could gain better`control' of the stimuli if we had applied some systematic phase randomisation (Thomson and Foster 1997) . However, it is the coherence of phase between different spectral coefficients that is so crucial to the integrity of natural images; by blending between two natural scenes rather than by randomising phase, we retained the phase coherence that would have been destroyed explicitly by randomisation. The use of systematic phase randomisation might lead to a clearer definition of how each image in the stimulus set differed from the next. Although we do not yet know whether our metric of percentage spectral exchange is a comparable distance measure at all spectral slopes, it is worth noting that the standard errors of the threshold measurements are very similar for different spectral slopes, implying that the measure is comparable across the experimental conditions.
The present task aims to measure how well we can discriminate one natural scene from another natural scene. In previous studies (Knill et al 1990; Tadmor and Tolhurst 1994; Tolhurst and Tadmor 1997a, 1977b) , the task has been to detect subtle changes (effectively of blur or of image whitening) in a single scene. In those studies, thresholds have been determined for detecting small differences in the spectral slope of single images. Figure 5 compares some results of the present experiments (open symbols, replotted from figures 4c and 4d) with those from our previous work on detecting differences in spectral slope (filled symbols). The reference original photograph in all cases was the street scene ( figure 2, top row) . The stimuli were all`highly constrained'. The ability to discriminate a change in the spectral slope of a single image is worst (thresholds are highest) at spectral Figure 5 . A comparison of the thresholds for discriminating spectral exchange between two pictures with the thresholds for detecting changes in spectral slope of a single picture (see Tadmor and Tolhurst 1994) . The left-hand ordinate shows thresholds for discriminating spectral exchange between the street scene and the tree: observers JPO (open triangles) and GA (open circles). These are replotted from figures 4c and 4d, respectively. The right-hand ordinate shows thresholds for detecting changes in the slope of the amplitude spectrum for the picture of the street scene at various reference spectral slopes for observer DJT (filled squares). The latter experiment was performed in a way analogous to that described in section 2 for the spectral exchange experiments: a three temporal-interval forced-choice, with foveal viewing (cf Tadmor and Tolhurst 1994). All stimuli in the three experiments were highly constrained. slopes near 1.0 (filled symbols), but the ability to actually distinguish between two different pictures (open symbols) is best at the same spectral slope. This reciprocity between the thresholds for the two different tasks seems surprising; we might have expected that all visual tasks would be performed optimally at the same spectral slope, a slope similar to that of natural images. However, we have suggested before that high thresholds for spectral-slope discrimination may indicate a greater tolerance of our visual system to small distortions by blur when image statistics are natural (Tadmor and Tolhurst 1994) .
Making stimuli unnatural
The second element of our experimental design involves the way in which we make stimuli less`natural'. It is easy to change the second-order statistics of images to make them less natural: we simply change the slope of the amplitude spectrum systematically and gradually away from about 1.2, since it is well known that natural images all have spectral slopes close to 1.2 (Carlson 1978; Burton and Moorhead 1987; Field 1987; Tolhurst et al 1992; van der Schaaf and van Hateren 1996; Pa¨rraga et al 1998a) . However, changing the second-order statistics (the correlations between pairs of pixels in the image) is unavoidably accompanied by changes in the spatial-frequency content of the image. At the very lowest level of vision, changes in the contrast of sinusoids have a predictable effect on visibility. As we change pixel correlations, so we change the visibility of the stimuli. Indeed, the spectral power of the images changes as the slope exponent (a) changes, as can be seen from the examples in figure 2. We have shown that spatial discriminations are best when the pixel correlations are natural, but it is difficult to control for the possibility that this is simply the result of a change in the visibility of the pictures. Nonetheless, we have shown that the overall pattern of results remains the same for the loosely constrained and the highly constrained stimuli. There are, furthermore, classes of image which share the second-order statistics of natural images, but which are definitely not natural (see Knill et al 1990; Tadmor and Tolhurst 1994; Thomson and Foster 1997) . Clearly, there are important determinants of`naturalness' in higher statistical orders (Yellott 1993; Olshausen and Field 1997; Thomson and Foster 1997; Krieger and Zetzsche 1998; Thomson 1999a Thomson , 1999b . Our experiments should be developed to change higher-order statistics, while leaving the second-order statistics alone. We will then be able to alter the stimuli systematically, while leaving low-level visibility untouched. However, algorithms for the systematic manipulation only of high-order statistics are yet to be developed.
Conclusions
The results of this paper and of similar morphing experiments (Pa¨rraga et al 1998b (Pa¨rraga et al , 2000 are highly suggestive that the human visual system is optimised for making use of the spatial information in natural scenes. These experiments provide the first experimental demonstrations of such optimisation: we do actually`see' natural stimuli better than unnatural ones.
