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We present an analytical study of state transfer in a spin chain in the presence of an inhomogeneous
set of exchange coefficients. We initially consider the homogeneous case and describe a method to
obtain the energy spectrum of the system. Under certain conditions, the state transfer time can
be predicted by taking into account the energy gap between the two lowest energy eigenstates. We
then generalize our approach to the inhomogeneous case and show that including a barrier in the
chain can lead to a reduction of the state transfer time. We additionally extend our analysis to
the case of multiple barriers. These advances may contribute to the understanding of spin transfer
dynamics in long chains where connections between neighboring spins can be manipulated.
PACS numbers: 67.57.Lm, 75.76.+j, 67.85.-d
I. INTRODUCTION
A reliable implementation of quantum communication
[1, 2] depends on the understanding of quantum state
transfer along qubit chains, where particles with at least
two internal states are connected through exchange co-
efficients. A major goal in this context is the possibility
of quickly transfering a given spin state from one site
to another - usually along the whole length of a one-
dimensional system - in a robust fashion.
Experimentally, such models can be studied with dif-
ferent setups, such as quantum wires [3], superconduct-
ing circuits [4] and optical waveguides [5]. From a theo-
retical standpoint, quantum state transfer and transport
dynamics have been studied both in the cases of static
[6–16] and dynamical [17–19] models.
An interesting perspective posed by some of these stud-
ies is to consider one-dimensional systems of cold atoms
in optical traps [20]. In these systems, the hyperfine
states of the atoms can act as the spin degree of free-
dom, and interactions can be manipulated with preci-
sion to optimize certain dynamical effects. By having a
single atom in a different internal state, the dynamics
of spin transfer can be studied in a highly controllable
environment. These techniques can also be applied to
study the related issue known as the impurity problem,
where a single distinguishable particle moves around in
a background of identical atoms. Such system have been
shown to exhibit interesting dynamical effects, from po-
laron physics [21–24] to Bloch oscillations [25] and quan-
tum flutter [26].
In this work we present an analytical investigation of
single-spin dynamics in the presence of a background,
both in the cases of homogeneous and inhomogeneous
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geometries (see Fig. 1). We interpret the inhomogeneous
cases as spin chains that are split by potential barriers
and show that, given certain conditions, the presence of
such barriers can in fact enhance the transfer of a spin
across the chain [27]. Moreover, this effect does not re-
quire any dynamical control of the parameters. We fur-
ther generalize our approach to the cases where more
than one barrier is present, and show how this problem
can be approached from an analytical standpoint.
The geometry we consider is closely related to the
Kronig-Penney model [28], which has been shown to ex-
hibit interesting static features, such as topological states
and energy bands similar to the Hofstadter butterlfy [29].
Here, we focus on the regime of finite barriers and strong
coupling away from the many-body limit.
Similar realizations may be also be considered in con-
densed matter systems, for instance in a one-dimensional
electronic system where the barriers would be realized by
strongly localized heavy ions. A similar scenario has been
considered for a bosonic gas in the presence of a barrier
made by a single heavy ion [30], which could also be ex-
tended by taking into account a two-species system of
atoms with highly imbalanced masses.
II. ANALYTICS FOR AN INHOMOGENEOUS
CHAIN
We study the dynamics of a one-dimensional XXZ
chain of N spins which is described by the following
Hamiltonian:
Hs = 1E0 −A, (1)
where E0 is a constant and the operator A is given by
A =
N−1∑
i=1
Ji
[
1
2
(1− σi · σi+1) + ∆(1 + σizσi+1z )
]
. (2)
In this expression Ji is the position dependent nearest
neighbor exchange coefficient and ∆ is the an inhomo-
2FIG. 1. The dynamics of an single distinguishable particle in
a XXZ spin chain is investigated in an inhomegeneous geom-
etry, where the exchange coefficients assume different values
depending on the presence of a potential barrier. For two
neighboring spins separated by a barrier, the exchange co-
effient is denoted by J1, and J0 otherwise. The distinguish-
able spin (which we label by |↓〉) is initialized at the left edge
of the spin chain, and the total time required for the state
transfer is denoted by ttrans.
geneity parameter that sets the strenght imbalance for
spins in the same state. Let Ωi and Λi denote the eigen-
values of Hs and A respectively. To obtain the eigenval-
ues of Hs it is sufficient to determine the eigenvalues of
A since they are related through
Λi = E0 − Ωi. (3)
The problem of diagonalizing Hs is therefore reduced to
diagonalizing the operator A. We are now interested in
obtaining an analytical expression for the matrix repre-
sentation of A−1Λ. To do so, we assume a basis of states
where a single spin is flipped and write
{|↓↑ . . . ↑〉 , |↑↓ . . . ↑〉 , . . . , |↑ . . . ↑↓〉}. (4)
The form of the matrix representation depends now on
the length of the spin chain, N , and the coupling con-
stants, Ji. We will focus only on the simple case of two
distinct coupling constants across the chain. They are
denoted by J0 and J1 with J0 > J1. Such systems could
be realized by trapping ultracold atoms in an effective
infinite well potential [31] and separating the atoms by
a number of finite barriers. If the atomic repulsion in
the trapped system is strong enough, it has been estab-
lished that the system can be described by a spin chain
Hamiltonian [32–34]. The atoms would then be bundled
together in wells between the barriers. Two atoms sepa-
rated by a barrier would correspond to the coupling con-
stant J1 and two atoms which are not separated by a
barrier (inside a well) would correspond to J0. Notice
that, assuming only a single flipped spin results in the
matrix representation of A−1Λ being always tridiagonal
and symmetrical. To simplify the notation, the following
expressions are introduced:
λ = − Λ
J0
+ 2 + 2∆
(2N
Nw
+
J1
J0
− 4
)
,
β =
J0
J1
− 1,
d1 = 2∆− 1
d2 =
d1
1 + 1/β
, (5)
where N is the length of the chain and Nw is the number
of wells in the system. With these expressions A− 1Λ is
given by
A− 1Λ =


λ+ d1 −1
−1 λ −1 0
−1 . . . −1
−1 λ −1
−1 λ+ d2 −J1/J0
−J1/J0 λ+ d2 −1
−1 λ −1
0 −1
. . . −1
−1 λ −1
−1 λ+ d1


. (6)
The size of the barrier between the wells is now essen-
tially determined by the parameter β: when β = 0 no
barrier is present (we have a homogeneous system with
single-valued exchange coefficients). When β ≫ 0, we
have a system which is split by an impenetrable barrier.
In terms of the matrix structure, most elements in the di-
agonal, super- and subdiagonal are either λ or −1. This
is true except for the first row/column, last row/column
and subspaces of the form
λ+ d2 −J1/J0
−J1/J0 λ+ d2 ,
3where a barrier between the i’th and (i + 1)’th sites of
the chain is implied. This means that for each barrier
in the system, there will be a corresponding subspace of
this form in the matrix.
In order to find the eigenvalues belonging to Hs we
take the following approach: from equation (5) it is clear
that Λ is a function of λ. Therefore the values λi, which
solve det(A − ΛI) = 0 are determined first. Next, these
values are translated into the corresponding eigenvalues,
Λi, belonging to A. Finally the eigenvalues, Λi, belong-
ing to A are used along with the relation Λi = E0 − Ωi
to determine the eigenvalues, Ωi, belonging to Hs. For
an arbitrary system, it is not expected that an analyt-
ical expression for the characteristic polynomial of the
Hamiltonian exists. In this case, however, it is possible
to obtain such an expression due to the particular struc-
ture of A − 1Λ. In Appendix A we provide details on
how to obtain this analytical expression. The resulting
formula is
det(A− 1Λ) = (λ+ d1) det(BNw)− det(B′Nw), (7)
where the determinant of the matrices BNw and B
′
Nw
are
given by the relation(
det(BNw)
det(B′
Nw
)
)
=
(
γ δ
γ′ δ′
)Nw−1(
det(B1)
det(B′1)
)
. (8)
In the expression above, B1 and B
′
1 are simple matrices
while γ, γ′, δ and δ′ are expressions which depend on
λ. The eigenvalues of A are found as the roots of equa-
tion (7). The expression in equation (7) gets increasingly
complicated with increasing Nw. This can be seen from
equation (8) where (Nw−1) appears as a power of a ma-
trix. This approach is therefore unfit to analyze systems
consisting of many wells, Nw ≫ 1. For increasing chain
length, N ≫ 0, on the other hand, the expression does
not increase in complexity. This provides an interesting
way to study state transfer also in long chains with a few
inhomogeneities in the exchange coefficients.
III. APPLICATIONS TO DYNAMICS
In this section we apply the method described above to
find the eigenvalues for different spin chains and conse-
quently analyze the dynamics of these systems. We start
by comparing our approach to a twol-level approxima-
tion, and then we study the dynamics in the presence of
single and multiple barriers.
A. Approximation as a two level system
Consider a spin chain of length N↑ + 1, where we con-
sider a single spin flipped. This particle represents an
impurity in the system, while all other spins can be in-
terpreted as a background of identical particles. Ini-
tially the homogenous system with no barriers is con-
sidered, which means all spin-spin interactions are the
same and equal to J0. We focus on compairing our re-
sults to a two-level approximation, where the two eigen-
states with lowest energy are considered. The form of
these eigenstates depends greatly on the inhomogeneity
parameter ∆. Here we take into account only the regime
where ∆ ≥ 1. For ∆ = 1, the background-background
(↑↑) interactions and the background-impurity (↑↓) in-
teractions are the same, which causes the impurity to
be distributed evenly across the spin chain. In the op-
posite limit, ∆ ≫ 1, a different behavior is expected:
since the background-background interactions are much
weaker than the background-impurity interactions, the
impurity will be located near the edges of the spin chain
for the two eigenstates of lowest energy (these will have a
similar structure but opposite parity). The background,
on the other hand, will be located near the center of the
spin chain. By initializing the impurity at one of the
edges of the system we guarantee a large overlap of the
initial wave function with the two states of lowest energy.
Thus, we determine these two eigenstates, by direct di-
agonalization, to find
|ψ1〉 = 1√
2
( |↓↑ . . . ↑〉+ |↑ . . . ↑↓〉 ).
|ψ2〉 = 1√
2
( |↓↑ . . . ↑〉 − |↑ . . . ↑↓〉 ). (9)
As expected both eigenstates are linear combinations of
basis elements where the impurity is at the edges of the
spin chain. This behavior can be qualitatively explained
by considering the energy of the system. In the limit
∆ ≫ 1 the background-impurity interactions are much
stronger than the background-background interactions.
This means that the system reaches the state of lowest
energy if the impurity has the smallest possible inter-
action with the background, which is precisely the case
of an impurity at the edges. If the system initially is
a linear combination of |↓↑ . . . ↑〉 and |↑ . . . ↑↓〉 then it
is described solely by the two lowest energy eigenstates,
and the dynamics of such a system can then be approxi-
mated as that of a two level system. In this context, it is
interesting to investigate the time it takes for the impu-
rity to travel from one edge of the spin chain to the other,
which we quantify as the transition time ttrans. When the
system is initialized with the impurity at the left edge,
|↓↑ . . . ↑〉, the state at t = 0 is given by
|Ψ(t = 0)〉 = 1√
2
( |ψ1〉+ |ψ2〉 ).
The probability for the impurity of remaining at the left
edge as the system evolves in time is calculated as the fi-
delity between |Ψ(t)〉 and |↓↑ . . . ↑〉. Likewise the fidelity
between |Ψ(t)〉 and |↑ . . . ↑↓〉 is used as a measure of how
well the impurity is transfered to the right edge. We
denote these quantities by Fl(t) and Fr(t), respectively:
Fl(t) = |〈Ψ(t)|↓↑ . . . ↑〉 |2= 1
2
(
1 + cos
(∆E
h¯
t
))
,
Fr(t) = |〈Ψ(t)|↑ . . . ↑↓〉 |2= 1
2
(
1− cos
(∆E
h¯
t
))
, (10)
4where ∆E = E2 − E1 is the energy gap between the
two eigenstates of lowest energy. The transition time is
obtained directly from equation (10) as half a period of
cos(∆Et/h¯)
ttrans =
pih¯
∆E
. (11)
In the context of spin transfer, it is often desirable to
minimize this transition time. From equation (11), it is
clear that ttrans is reduced by increasing the energy gap
between the two lowest energy eigenstates. It should be
noted, however, that this analysis and equations (10) and
(11) are only exact in the limit ∆ ≫ 1. For smaller val-
ues of ∆ the two lowest energy eigenstates will be linear
combinations of all the basis elements. If ∆ is sufficiently
large the basis elements |↓↑ . . . ↑〉 and |↑ . . . ↑↓〉 will dom-
inate and the two-level approximation will be more ac-
curate, as we will show next.
We now consider the specific case of a small spin chain
of length N = 5+ 1. By analyzing the energy spectrum,
we can determine how precisely a two-level approxima-
tion describes the dynamics of the system. In this anal-
ysis only the energy difference between the eigenvalues
are relevant, therefore the constant E0 in equation (3)
can safely be disregarded. The eigenvalues of the system
are determined for a series of different values of ∆ and
the result is illustrated in Fig. 2. Notice that, since we
removed E0, all energy values in this figure are negative.
FIG. 2. The eigenvalues as a function of ∆ for a spin chain
of length N = 5 + 1. Five sites are spin-up and one site is
spin-down.
For large values of ∆, the energy gap between the first
and second eigenstates is very small compared to all other
cases. This behavior confirms that the two eigenstates
with lowest energy are completely isolated from the re-
maining eigenstates in the limit ∆ ≫ 1. On the oppo-
site end of the figure, where ∆ = 1, the background-
background interactions and the background-impurity
interactions are equal. The first and second eigenstates
are therefore not expected to be isolated from the other
eigenstates. In this regime, the energy gaps between all
six eigenvalues are comparable. Fig. 2 illustrates that the
system is presumably well approximated as a two level
system for large values of ∆.
To determine how good this approximation actually
is, the fidelities from equation (10) are compared to the
exact fidelities. This comparison is shown in Fig. 3, where
three different values of ∆ are considered. The exact
fidelities are determined by direct diagonalization of the
Hamiltonian and using all eigenstates to calculate the
time evolution of the system. For the largest value ∆, the
exact and approximated fidelities are almost identical,
as expected from the previous discussion. In the other
cases, ∆ takes smaller values and the approximation is
less accurate. By inspecting the figures it is clear that
the local behavior of the fidelity is less and less accurately
captured by the approximation for decreasing ∆. Despite
this fact, the global behavior is still well described by the
approximation even for small values of ∆. Therefore the
two level approximation can be used to determine to what
extend the impurity is located either at the left or right
edge of the potential. The approximation can, however,
not be used to determine how efficiently the impurity is
transported to the other edge of the potential, since the
approximation does not capture the local behavior.
B. Single barrier
We continue investigating the spin chain of length N =
5 + 1 in the regime of ∆ ≥ 1, only now a barrier is
inserted between the third and fourth sites in the chain.
As stated previously, the size of the barrier is controlled
by the parameter β = J0/J1 − 1. Since the transition
time is inversely proportional to ∆E, we aim to describe
how the presence of this barrier affects the energy gap.
Fig. 4 shows the behavior of ∆E as a function of ∆ and
β.
We first investigate the behavior of ∆E as a function
of ∆ for fixed β. From Fig. 4, it is seen that ∆E is
monotonically decreasing as a function of ∆ for all values
of β. This behavior can already be extracted from Fig. 2,
where a small value of ∆ resulted in a larger energy gap
between the first and second eigenvalue while a larger
value of ∆ resulted in a smaller energy gap. In terms of
transition time, this means that a smaller ∆ results in a
smaller transition time. In the opposite limit, where ∆
is large, the transition times are longer.
Next ∆E is investigated as a function of β for a fixed
∆. For small values of ∆ (approx. ∆ < 0.85) the energy
gap is monotonically decreasing as a function of β. This
means that a smaller (larger) barrier results in a shorter
(longer) transition time. For larger values of ∆ (approx.
∆ > 0.85), a different behavior is observed. When a
barrier is inserted, the energy gap increases, which cor-
responds to a decrease in transition time. This means
that the barrier enhances the transition of the impurity
from one edge of the spin chain to the other. This be-
5FIG. 3. Comparison between the exact fidelities (blue and
red curves) to a two-level approximation (black dotted lines)
for a spin chain with N = 5 + 1. Initial state is given by
|↓↑ . . . ↑〉. The inhomogeneity parameter is set as (a) ∆ = 10,
(b) ∆ = 3 and (c) ∆ = 2. The time is given in units of J−1
0
.
havior is surprising since the tunneling of a single particle
through a barrier is generally exponentially suppressed.
To further investigate this effect, we focus of three cuts
of Fig. 2 corresponding to three different values of ∆. In
Fig. 5 the energy gap is shown for the inhomogeneous
system compared to the corresponding system where no
barrier is present.
All three curves coincide at β = 0, since we have
J1 = J0 and no barrier is effectively present. Increas-
ing the barrier size results in a larger energy gap until
a maximum is reached. The behavior of the energy gap
can be explained in terms of the spin distribution in the
chain with and without a barrier. As previously men-
tioned the background is primarily located at the center
of the chain while the impurity is found at the edges.
When a barrier is inserted the background is split, repre-
senting a smaller obstacle for the motion of the impurity.
By comparing the three cases in Fig. 5, it is clear that
the effect is greatest for large values of ∆. Naturally, af-
ter a certain maximum value, increasing the barrier size
will again suppress the motion of the impurity, even if we
FIG. 4. Energy gap as a function of ∆ and β for a spin
chain of length N = 5 + 1 with a barrier between third and
fourth particle. The figure shows that ∆E is monotonically
decreasing as a function of ∆ for a fixed β. For ∆ > 0.85,
however, ∆E has a more complicated behavior as a function
of β. In this range of ∆ there is a barrier size which maximizes
the energy gap.
take into account the splitting of the background.
The effect of inserting a barrier on the dynamics is
more clearly seen in Fig. 6, where the fidelities Fl and Fr
are shown as a function of time for different values of β
and ∆ = 3. In Fig. 6 (a), where no barrier is present,
the transition time is ttrans ∼ 1700, while in Fig. 6(c),
where a large barrier has been inserted, the transition
time is reduced to ttrans ∼ 225. This, however, results in
a decrease in the absolute value of the transfer fidelity.
Further studies may show how an optimal regime can be
reached by demanding a minimum value for this quantity
while also speeding up this transition.
These results show that when a sufficiently small bar-
rier is inserted into the system with large value of ∆, the
transfer time is reduced. An analogous effect for atoms
in a harmonic double-well geometry has been obtained
in [27]. This indicates that the effect discussed here does
not depend on the details of the trapping potential, given
that a certain interaction regime is assumed.
6FIG. 5. Difference in the energy gaps for the inhomogeneous
5+1 spin chain compared to the corresponding homogeneous
system. (∆E)Inhom − (∆E)Hom is shown as a function of the
barrier size β. The figure illustrates that the energy gap can
be increased by inserting a barrier in the center of the system.
C. Multiple barriers
In the previous section we showed that inserting one
barrier can reduce the trasnfer time for an impurity mov-
ing across the chain. Here we investigate the possibility
of a similar effect arising in a scenario with multiple bar-
riers. For this purpose, a longer spin chain consisting of
N = 11 + 1 sites is considered. This particular number
of particles is suitable for the study of multiple barriers
since it can be split into Nw = 1, 2, 3, 4 or 6 wells. Fig. 7
shows ∆E as a function of β for each of these number
of wells, where again ∆ = 3 is assumed. Notice that
the red curve - the case where no barrier is present - is
interpreted as the single-well homogeneous system.
For small values of β (approx. β < 1.4), it is seen
that the energy gap increases when the number of wells
is increased. The transition time is therefore reduced
by inserting more barriers. This behavior is explained
by the same argument presented in section III B. The
insertion of one or more barriers again results in a par-
tial splitting of the background, which leads to a faster
dynamics for the impurity. For a larger barrier size (ap-
prox. β > 1.4) a more complicated behavior is observed.
In this region, more barriers do not necessarily lead to
larger energy gaps. As an example, consider the curves
with Nw = 4 and Nw = 6. These curves intersect each
other at β = 1.4, which means that separating the sys-
tem into Nw = 4 wells leads to a higher energy gap than
Nw = 6. The same can be observed for other choices
FIG. 6. Comparison between the exact fidelities (blue and
red curves) to a two-level approximation (black dotted lines)
for a spin chain with N = 3 + 1 and (a) β = 0, (b) β = 1,
(c) β = 9. The inhomogeneity parameter is set as (a) ∆ = 3.
It becomes clear that the presence of a barrier decreases the
transition time, which is given in units of J−1
0
.
of β and different Nw. Clearly, while splitting the back-
ground can lead to a smaller transfer time in some cases,
for large barriers this effect quickly vanishes, which is
expected from qualitetively arguments. In the regime
of β = 0, all curves converge to the same value. This
can be understood by the fact that there are no barriers
present and all systems are effectively homogeneous. In
the opposite end of the figure, β → ∞, all curves go to
∆E = 0 except for Nw = 1. This behavior is due to the
fact that the barriers, in this regime, become impenetra-
ble. The system is therefore degenerate and split into Nw
completely separated subsystems.
IV. CONCLUSIONS
In this work we have studied the dynamics of a sin-
gle flipped particle in a spin chain in the presence of
inhogeneities. These is done by including exchange co-
efficients with different numerical values, which can be
7FIG. 7. A spin chain of length N = 11+1 is split into Nw = 1,
2, 3, 4 or 6 wells. ∆E is illustrated as a function of β for each
of these number of wells. In every case we assume ∆ = 3. In
the figure all curves converge to ∆E = 0 at β →∞.
interpreted as a homogeneous system split by potential
barriers. We present an analytical procedure for finding
the energy gaps in an arbitrarily large chain, which pro-
vides insight on the transfer dynamics of the impurity.
We find that including a barrier in the center of the sys-
tem can lead to an enhanced mobility of the impurity,
an effect that can be generalized to cases with multiple
barriers. Our findings may contribute to the realization
of optimized spin transfer in condensed matter and cold
atomic systems. The latter may be an ideal candidate
for this analysis due to the several possibilities regarding
trap geometry manipulation and tuning of interactions.
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Appendix A: Derivation of equation (7)
In this Appendix we provide details on the analytical expression obtained for the inhomogeneous spin chain Hamil-
tonian. Consider X to be a n× n matrix. We further define Y as the following matrix (m+ n)× (m+ n) matrix:
Y =


λ −1 0 . . . 0
−1 λ −1 . . . 0
0 −1 λ . . . 0
...
...
...
. . .
0 0 0 X


. (A1)
The entries in the first m rows and m columns consist solely of λ, −1 and 0, while the entries in the last n rows and
n columns are identical to X . The determinant of Y is then given by
det(Y ) =
− det(X ′) sin[(m− 2)ψ] + det(X) sin[(m− 1)ψ]
sin(ψ)
, (A2)
where ψ is defined through the relation λ = 2 cos(ψ). This result is useful since the matrix A − ΛI has rows of the
form
(
0, . . . , 0,−1, λ,−1, 0, . . . , 0
)
.
The goal now is to apply the result from equation (A2) recursively to find det(A − ΛI). We start at the lower right
corner of A− ΛI. We further define B0 and B′0 as
B0 =
(
λ −1
−1 λ+ d1
)
, B′0 =
(
λ+ d1
)
,
8we notice that whenever a prime is added to a matrix it indicates that the first row and first column of that matrix
has been removed. Analogously, we define
B1 =


λ −1 . . . 0
−1 λ . . . 0
...
...
. . .
0 0 B0


and let B′1 be the matrix obtained by removing the first row and first column of B1. Now we can replace X by B0
and X ′ by B′0 in equation (A2) to determine det(B1). The next step is to define
B2 =


λ −1 0 0 · · · · · ·
−1 λ −1 0 · · · · · ·
0 −1 . . .
0 0 λ+ d2 −β 0 · · ·
...
... −β λ+ d2 −1 · · ·
0 −1
...
...
...
... B1


.
and assume B′2 is again the matrix obtained by removing the first row and column of B2. This time the matrix in
equation (A3) is used as X and we get 

λ+ d2 −β 0 · · ·
−β λ+ d2 −1 · · ·
0 −1
...
... B1

 , (A3)
and the matrix in equation (A3) with first row and column removed is used as X ′. Then equation (A2) is again
applied to find det(B2). This step can be written in terms of the matrix multiplication(
det(B2)
det(B′2)
)
=
(
γ δ
γ′ δ′
)(
det(B1)
det(B′1)
)
,
where the expressions γ, γ′, δ and δ′ are given by
γ =
1
sin(ψ)
[((λ+ d2)
2 − β2) sin (( N
Nw
− 1)ψ)− (λ+ d2) sin (( NNw − 2)ψ)].
γ′ =
1
sin(ψ)
[((λ+ d2)
2 − β2) sin (( N
Nw
− 2)ψ)− (λ+ d2) sin (( NNw − 3)ψ)].
δ =
1
sin(ψ)
[ sin (( N
Nw
− 2)ψ)− (λ+ d2) sin (( NNw − 1)ψ)].
δ′ =
1
sin(ψ)
[ sin (( N
Nw
− 3)ψ)− (λ+ d2) sin (( NNw − 2)ψ)].
This step is then repeated Nw − 1 times to obtain an expression for det(BNw). This can again be written in terms of
the matrix multiplication (
det(BNw)
det(B′
Nw
)
)
=
(
γ δ
γ′ δ′
)Nw−1(
det(B1)
det(B′1)
)
.
Once BNw and B
′
Nw
are determined an expression for det(A− ΛI) can be obtained through the relation
det(A− ΛI) = (λ+ d1) det(BNw)− det(B′Nw ).
These two equations yield an analytical expression for the characteristic polynomial of the operator A, which allows
us to diagonalize the spin chain Hamiltonian.
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