Cut-threshold graphs  by Hammer, Peter L. et al.
Discrete Applied Mathematics 30 (1991) 163-179 
North-Holland 
163 
Cut-threshold graphs* 
Peter L. Hammer, FrCd&ic Maffray 
RUTCOR, Rutgers Center for Operations Research, Hill Center, Busch Campus, Rutgers 
University, New Brunswick, NJ 08903, USA 
Maurice Queyranne 
Faculty of Commerce and Business Administration, University of British Columbia, 2053 Main 
Mall, Vancouver, Canada, BC V6TIY8; and: Laboratoire d’Automatique et d’Analyse des 
Systemes du CNRS, 7 Avenue du Colonel Roche, 31077 Toulouse Cedex, France 
Received 11 November 1988 
Revised 4 August 1989 
Hammer, P.L., F. Maffray and M. Queyranne, Cut-threshold graphs, Discrete Applied 
Mathematics 30 (1991) 1633179. 
We study the structure of the networks in which connectedness and disconnectedness can be ex- 
pressed by a threshold system. This means that the elements of the network have a certain 
“destruction cost” and that the enemy can disconnect the network if and only if they pay a large 
enough price. We give polynomial algorithms for the recognition of such networks, and for the 
determination of the appropriate costs and threshold value. 
We follow the standard graph-theoretical terminology of Berge [l], except that 
we will speak about nodes of the graph rather than vertices. The set of nodes is 
denoted by V(G) and the set of edges by E(G). 
Edge cut-threshold graphs 
Let G be a graph with two special nodes s (the source) and t (the sink). We will 
say that G is an edge cut-threshold graph if there exist nonnegative weights 
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associated with the edges of G and a threshold value such that a subset of edges of 
G is an (s, t)-cut if and only if the total weight of the edges of this subset is greater 
than (or equal to) the threshold value. In other words, we may consider the weights 
associated with the edges as destruction costs. With these costs in mind, we know 
that we may disconnect s from t if and only if we pay a sum which is greater than 
or equal to the threshold value. 
We recall that Chvatal and Hammer [2] have defined a threshold graph to be any 
graph G having the property that the vertices of G can be assigned weights in such 
a way that a set of vertices is independent if and only if its total weight is less than 
a given threshold value. The reader is invited to notice the similarity between this 
and the definition of edge cut-threshold graphs. Furthermore, Chvatal and Hammer 
have proved that a graph G is a threshold graph if and only if, for any two vertices 
x, y of G, the sets N(x) - {y} and N(y) - {x} are comparable by inclusion. We will 
now see that a type of comparability relation also exists between the edges of an edge 
cut-threshold graph. 
A Boolean function in n variables is any (0, 1}-valued function defined on the 
n-dimensional hypercube (0, l}“. 
A Boolean function @J is said to be a threshold Boolean function if there exists 
a weight wi associated with every Boolean variable Xi and a threshold value 8 such 
that o(X)= 1 if and only if w,Xi + *e. + w,X,L 8. For an excellent study of 
threshold functions, the reader is referred to [4]. 
One says that a Boolean variable Xi dominates a Boolean variable Xj with 
respect to a Boolean function @ if, whenever X is a Boolean vector with Xi= 0, 
Xj = 1 and Q(X) = 1, one also has @(X’) = 1 for the vector X’ obtained from X by 
switching the values of X, and Xj. If either Xi dominates Xj or Xj dominates Xi, 
then one says that Xi and Xj are comparable. 
We know that if @ is a threshold Boolean function, then any two Boolean 
variables are comparable with respect to QJ [5]. However, in general this condition 
is not sufficient for @ to be a threshold function. 
Let a Boolean variable be associated with each edge of G, and m be the total 
number of edges in G. We define an m-dimensional Boolean function F by the pro- 
perty that F(X) = 1 if and only if X is the characteristic vector of an (s, t)-cut in G. 
Then it is clear that G is an edge cut-threshold graph if and only if F is a threshold 
Boolean function. In particular, if G is an edge cut-threshold graph, then the 
Boolean variables associated with any two edges of G must be comparable. For this 
reason, we will say that two edges of G are comparable if the Boolean variables 
associated with these edges are comparable with respect to the function F. More 
precisely we will say that edge e dominates edge f in G if the Boolean variable cor- 
responding to e dominates the Boolean variable corresponding tofwith respect to F. 
By this definition, e dominates f if and only if, for every (s, t)-cut C containing 
f and not e, C-f + e is also an (s, t)-cut. 
We say that an edge e shortcuts a path P over an edge f of that path if e has one 
extremity before f and the other extremity after f on the path. 
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Theorem 1. An edge e of G dominates an edge f if and only if, for every (s, t)-path 
P that uses f and not e, e shortcuts P over f. 
Proof. Assume that e dominated f and consider any path P using the edge f. We 
may assume that P does not use e. Let S be the set of all nodes of P from s to the 
first extremity off. Since S contains s and not t, we know that the set C of all edges 
joining a node of S to a node of V(G) - S is an (s, t)-cut. Note that C contains f. 
If C does not contain e, we have that C-f + e must be a cut of G. However, C-f + e 
has no edge of P, a contradiction. Therefore C must contain e, i.e., e has one ex- 
tremity on P between s and the first extremity off. By a completely similar and sym- 
metric argument, we can prove that e has an extremity on P between the last 
extremity off and t. So we have proved that e shortcuts P over f. 
Conversely, suppose that, for every path P that contains f and not e, e shortcuts 
P over f. Let C be any (s, t)-cut containing f and not e. Let P be any (s, t)-path. We 
know that P must use an edge of C. If P uses an edge of C-f, then P has an edge 
of C-f + e. So we may assume that f is the only element of C in P. By the 
hypothesis, either e is in P or e shortcuts P over f. However in the second case we 
are able to define an (s, t)-path (by shortcutting P via e) which does not contain any 
element of C, a contradiction. Therefore P must contain e. So we have proved that 
C-f + e contains at least one edge of every (s, t)-path P, i.e., C-f + e is an (s, t)- 
cut. 0 
Proposition 2. Any partial subgraph of an edge cut-threshold graph is an edge cut- 
threshold graph. 
Proof. If G is edge cut-threshold, then the associated Boolean function F is 
threshold. It is clear that any restriction of a threshold function is a threshold func- 
tion. So the result follows immediately from the observation that removing any edge 
e from G is equivalent o restricting F by fixing to 0 the value of the Boolean variable 
corresponding to e. 0 
Lemma 3. Let G be an edge cut-threshold graph. If P, and P2 are two (s, t)-paths, 
then one of them is obtained from the other one by shortcutting it. 
Proof. Let P, = (s = x1, . . . ,x, = t) and Pz = (s = yl, . . . , yI = t). Let i be the largest in- 
dex such that xh =yh for all h 5 i. Thus Xi+ 1 #yi+ 1. If yi+ 1 = t, then the lemma is 
proved. We may thus assume that yi+, ft. Let e=x;x,+ 1 and f =yiyi+ 1. Without 
loss of generality, f dominates e. If yi+ 1 $ V(P,), let 
and 
X=(x,,..., Xi> u {Yi+l}={Yg,...,Yi+l}, 
C={(u,u)eE 1 UEX, DE V(G)-X}. 
Then C is an (s, t)-cut, C fl P, = {e} and f $ C since JJi and yi+ 1 are in X. Since f 
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dominates e, C-e + f is an (s, t)-cut, which contradicts (C- e+ f) fl P, = 0. So we 
must have yj+ 1 E V(P,). Let yi+ I =Xj for some j in {i+ 2, . . . , k- l}. Let 
h = max{ p 1 x~_~ =ylpp}, so that the final vertices of P, and P2 are the same from 
x~-~=Y/~~ up to xk=yI, and xkph-, #Y[-~~,; note that h is well defined, and that 
possibly h = 0. If h = k-j, then x1 =yi+ , implies i + 1 = I - h, and from the choice of 
h it follows that x~=JJ_~+~+, for all p=j, . . . . k. We obtain that P, =(x0, . . . . xi, 
x;+,, ..a ,Xj,yk-h+l,***, y,). It is clear that P2 shortcuts P,, and the lemma is proved. 
So we may assume that h <k-j + 1 and consequently I - h > i + 1. An argument 
similar to the one used above shows that either 
xkdh_,@P2 and Y~-~_~EP~ (1) 
or 
xk-&,EP2 and Y/-h-,@P2. (2) 
In case (1) let g be the edge xk~&,xk~h, while in case (2) let g be the edge 
y/_h_,y/-h. In either case, edge g is shortcut by another edge g’ (where g’ is 
x1-h _ ,x1 in case (1); and g’ is xk _h- ,x&h in case (2)). With X defined as before we 
have g $X, and moreover C - e + g is not an (s, t)-cut, since C - e + g does not in- 
tersect the (s, t)-path formed by P, in case (1); and by P,(s,xj) + Pz(y,+ ,, t) in case 
(2). Therefore g does not dominate e. Similarly, define: 
and 
Co={(u,u)~E 1 ueXO, UE V(G)-X,}, 
PO’ p2J 
i 
in case (1); 
P2(~,y/-h~l)fPl~,~h-l,~), in case (2). 
Then we have g E C,, e $ C, and (C, - g + e) fl PO = 0. Hence e does not dominate g. 
Therefore, e and g are incomparable, a contradiction. So we must have 
x,+~=Y~+~+~ forp=L..., k-j and the lemma is proved. 0 
Definition 1. We define a family of graphs called (s, t)-ladders as follows: 
l A chordless (s, t)-path is a ladder. Its edges are exposed. Its height is 0. 
l Consider an (s, t)-ladder of height k. Pick an exposed edge e. Create a new 
chordless path of length at least two and identify its extremities with the extremities 
of e. Then the new graph is a ladder of height k+ 1, and the edges of the new path 
are the exposed edges of the new ladder. 
The following proposition is easy to verify by induction on the number of edges: 
Proposition 4. A ladder H of height k has exactly k + 1 (s, t)-paths PO, . . . , Pk, 
where Ph _ , - Ph consists of exactly one edge eh (the edge picked at iteration h of 
the construction of H). The cardinalities /PO 1, . . . , 1 Pk 1 are strictly increasing. If 
h<i, then Ph is derived from Pi by shortcutting via edge eh. 
We will say that an edge of G is redundant if it is not used by any (s, t)-path. 
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Proposition 5. Let H be an edge cut-threshold graph with no redundant edge. Then 
H is a ladder, and any weakest edge is exposed. 
Proof. We do the proof by induction on the number of edges of H. Let e. be a 
weakest edge in H. Since e. is not redundant, there must exist an (s, t)-path P which 
contains e,. Let e, be a weakest edge in the set E(H)-E(P) (if e, does not exist, 
then His P and thus is a ladder of height 0, and e. is exposed). Since el is stronger 
than e. and is not on the path P, from Theorem 1 we obtain that el must shortcut 
P over eo. Let E. be the set of all edges e of P such that e, shortcuts P over e. The 
edges of E. form a subpath PO of P. This subpath has no chord f other than e,, 
otherwise f would be strictly weaker than e, (because the path obtained from P by 
shortcutting via e, does not contain f and is not shortcut byf), which would con- 
tradict the definition of e,. Let now H’ be the partial subgraph obtained by 
deleting the edges of E. (and the internal nodes of PO). Note that no edge of H’ is 
redundant, and that e, is now a weakest edge of H’. By the induction hypothesis, 
H’ is a ladder in which el is exposed. To get back to H, we just need to identify the 
extremities of the path PO with the extremities of the edge e,. This is in conformity 
with the construction of a ladder. Moreover, all edges of PO are exposed, and in 
particular eo. 0 
Proposition 6. Any ladder is an edge cut-threshold graph. 
Proof. Let H be a ladder of height k. By induction on k, we will construct a system 
of weights w(e) (eeH) satisfying the following property: 
(P) A set of edges is an (s, t)-cut if and only if the total weight of its edges 
is at least 1. 
For k = 0, we let the weight of all edges be 1. Since His a simple chordless (s, t)-path, 
it is clear that (P) holds. We may thus assume k>O. Let E’ be the set { fi, . . . ,f,} of 
all exposed edges of H and f be the edge whose extremities are the same as the ex- 
tremities of the path formed by E’. Let H’ be the graph obtained from H by deleting 
the edges of E’ and the internal points of the path formed by E’. We know that H 
is a ladder of height k- 1. By the induction hypothesis, there exists a system of 
weights w’(e) (eeH’) such that (P) holds in H’. We define the weights in H as 
follows: 
w(e) = w’(e), for eeH’ and e+f; 
w’(f 1 
WC&~ = -
r+l ’ 
for i= 1, . . ..r. 
rw’(f 1 
w(f I= r+l’ 
Consider an (s, t)-cut C in H. Then Cn P,, # 0 for all h = 0, . . . , k. If C fl Pk contains 
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some edge not in E’, then w(C)? w(C-E’-f)= w’(C-El-f)? 1 since C-E’-f 
is then a cut in H’. Otherwise, C must contain at least an edge e E E’ and, in order 
to meet Pk_,, C must contain f. Therefore C-E’ is a cut in H’ and w(C)? 
w(e)+w(f)+w(C-E’-f)=w’(f)+w’(C-E’-f)=w’(C-E’)r1.Sow(C)z1for 
all cut C in H. 
We now assume by induction that all minimal cuts in H’ have weight equal to 1. 
This implies that 0< w’(f) 5 1. We also assume by induction that every set of edges 
S which is not a cut in H’ has weight w’(S) 5 1 - w’(f). Let C be a minimal (s, t)-cut 
in H. If IC( I k, then C does not contain f. Therefore C intersects PO,. . . , Pk_ , and 
Cfl Pkg E’. Since C is minimal, then Cn E’= 0 and w(C) = w’(C) = 1. If ICI > k, 
then ICI = k+ 1, and then f E C and f,, E C for exactly one element fh of E’. 
Therefore: 
w(C) = w(fh) + w(f) + w(C-fh -f) 
=w’(f)+w’(C-f,-f)=l, 
since C-fh is a minimal cut in H. Assume s is not a cut in H. If S-E’ is a cut in 
H’, then we must have sn E’=0 (otherwise it would also intersect Pk) and 
ST‘I Pk_ 1 = {f } (otherwise it would also intersect Pk at an edge distinct from f). 
Furthermore if S is not a minimal cut in H’, then it intersects Pk_ 1 in at least two 
edges, and therefore intersects Pk, a contradiction. So S must be a minimal cut in 
H’ and w’(s) = 1. We have: 
w(S)=w’(S)+w(f)-w’(f)=w’(S)-w’(f,)=l-w(f,) 
(remember that all edges in E’ have the same weight). If S-E’ is not a cut in H’, 
then: 
rw’(f) 
w(S) I w(E) + rw’( fJ 5 1 - w’(f) + - r+ 1 5 1 - w(f1). 
This shows that for every S which is not a cut in H we have w(S)5 1 - w(e) where 
w(e) is the weight of any exposed edge in H. This completes the induction and, con- 
sequently, the proof of the proposition. 0 
Let now e be a redundant edge of G, and a and b be the extremities of e. There 
cannot exist two node disjoint paths A and B such that A connects s to a and B con- 
nects b to t, otherwise A + e + B would be an (s, I)-path using e, contradicting the 
redundantness of e. Consequently, by Menger’s theorem, either {a, 6) and {s, t} are 
not part of the same connected component of G or there exists a cutnode of G whose 
removal disconnects {s, t} from {a, b}. So we have established the following. 
Theorem 7. A graph G is edge cut-threshold if and only if the connected component 
of G that contains s and t consists of an (s, t)-ladder on which other subgraphs may 
be attached, each by a single cutnode. 
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Recognition of edge cut-threshold graphs 
Given a graph G, the following algorithm will tell us whether G is edge cut- 
threshold or not. Moreover, if G is an edge cut-threshold graph, the algorithm will 
give a system of weights {w(e) / eEE) on the edges of G and a threshold value 8 
such that the (s, t)-cuts are exactly the sets of edges whose total weight is at least the 
threshold value. An additional function l(e) (the “length” of edge e) defined on the 
set of edges will be used for technical purposes. 
The basic idea of this algorithm is that, if G is edge cut-threshold, then the 
nonredundant edges of G form a ladder, i.e., an (s, Q-path which may have many 
chords. The algorithm does not find this ladder at once; but it finds a shortest 
chordless (s, t)-path (the path Pi at Step 1 of the algorithm) and builds up on this 
path until all the elements of the ladder have been found. 
Algorithm ECT 
Step 0. Let [i(e) = 1 and w*(e) = 0 for all edges e in E. Let 8’ = 0. 
Step k (kz 1). Let Pk be a shortest (s, t)-path, i.e., having the property that 
1,(P,J s lk(P) for all (s, t)-path P. 
If k= 1 and there is no (s, t)-path at all, then stop: s and t belong to distinct con- 
nected components of G, and G is edge cut-threshold (with w(e) = 0 for all edges e 
and B=O). 
Otherwise (since /k(e)>O for all edges e), Pk is a simple path. 
Claim 8. If lk(Pk)=lk(Pk_,), then G is edge cut-threshold, with weights wk_l and 
threshold 1. 
Claim 9. If G is edge cut-threshold, then the following property must hold: 
Pk is derived from Pk_ , by replacing an exposed edge e of Pk_, 
(eEPk_,-Pk_2) by a path of edges fi,...,f, (r22) and nodes 
x,,...,x,_~ such that fh@PIu.“uPk_I for all H in {l,...,r) and 
xh@v(PI)u.“uPk_, foral[Hin {l,...,r-1). 
If the property given in Claim 9 does not hold, then the algorithm stops. 
If G does not satisfy the hypotheses of Claim 8 or Claim 9, let fk+ 1 be defined 
by: 
lk+l(d= 
L 
l,(g) = 1 7 if ge ifi, . . ..f.>, 
nlk(g)? otherwise; 
and wk+ , by: 
wk@)& + 1 )t if ge {fi, . . ..fJ. 
wk+,(g)= rwk(e)/(r+ I), if g = e, 
wk(&?) > for all other edges. 
Go to Step k+ 1. 
170 P.L. Hammer et al. 
Justification of the algorithm 
By induction, Algorithm ECT constructs a sequence G’, . . ..Gk-’ of ladders, 
where Gh = (V, Eh) and Eh = E(P,) U .a’ U E(P,). Assume that the corresponding 
paths Pr, . . . . Ph satisfy the following assumption: 
~~-1(P,)>~~-1(PZ)>...>~~-,(P,). (3) 
We will now prove the two claims and the inductive assumption (3). 
Proof of Claim 8 and of the inductive assumption (3). Observe that 
/k(Ph)=n/k_r(ph) for h=l,...,k-1 
and that 
~k(P!f) < k(% 1). 
Therefore, 
and this proves (3). 
Let P be an arbitrary (s, t)-path. Thus fk_l(P)zlk_ l(Pk_l). If PC_ E(Gk-I), then 
l,(P) = nl,_ l(P) 2 Ik(Pk- I). Consequently, if Ik(P) < Ik(Pk_ 1), then there exists an 
edge g in P-E(Gk-‘). 
Conversely, assume that there exists such an edge g. Note that P uses at most n - 1 
edges of length 1, and fewer edges from E(Gk- ‘) than Pk_, (otherwise, it would be 
identical to Pk _ 1, a contradiction). Therefore, 
l,(P)<n- 1 +n(lk_,(P,_,)- l)<lk-r(Pk-1). 
So if lk(P) 1 lk(Pk_ r) for all simple path P, it follows that every simple path P is 
one of P 1, . . . , Pk- ,. No edge g of E - Ek- ’ can belong to a simple (s, t)-path, and 
thus to a minimal (s, t)-cut. This proves Claim 8. 0 
Proof of Claim 9. By Lemma 3, either Pk is obtained by shortcutting Pk_ 1 with an 
edge or vice-versa. 
If Pk shortcuts P&r, then the shortcutting edge g must not belong to E(Gk-‘), 
by the prOOf Of Claim 8. But then j&r(g) = 1 and &_l(Pk)<lk_ l(Pk_l), a con- 
tradiction. So it must be the case that Pk_, shortcuts Pk. Let g denote the shortcut- 
ting edge ({g} =Pk_r -Pk). If the property stated in Claim 9 does not hold, then 
g is not an exposed edge in Pk _ 1, and then, letting {g’} =Pk_2-Pk_l, we can con- 
struct a path P’ using Pk and the shortcutting edge g’. Since neither P’ nor Pk_, 
shortcut one another, by Lemma 3 we obtain that G is not cut-threshold. This com- 
pletes the proof of Claim 9. q 
In Fig. 1 we show a ladder together whose edges have weights such that a set of 
edges is an (.s, t)-cut if and only if its total value is greater than or equal to 1. 
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Fig. 1. A ladder with weighted edges and threshold value 1. 
Complexity of the algorithm 
We let n = 1 V(G)] and m = II?(G)). It is easy to see that Step 0 of Algorithm ECT 
can be executed in time O(m). Similarly, the properties stated in Claim 8 and in 
Claim 9 can be checked in time O(m). The main step (Step k) consists in solving the 
shortest path problem for a graph in which the edges have lengths. This can be done 
in O(n log n + m) [3]. Note that the current path at Step k has at least one more node 
than the path at the previous step. Therefore the number of times the main step is 
executed is bounded by the number n of nodes of the graph. 
We conclude that the overall time complexity of Algorithm ECT is 
O(nm + n* log n). 
Node cut-threshold graphs 
We now turn to the situation in which we seek to disconnects from t by removing 
nodes from G. 
We will say that G is a node cut-threshold graph if there exist nonnegative weights 
associated with the nodes of G and a threshold value such that a subset of nodes 
of G is an (s, t)-cut if and only if the total weight of the nodes of this subset exceeds 
the threshold value. 
We say that a node y shortcuts a path P over a node x of that path if y has one 
neighbor before x and one other neighbor after x on the path. 
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As in the case of edges, we can associate a Boolean variable with every node of 
G -s - 1. Let F’ be the Boolean function on the nodes of G - s - t defined by the con- 
dition that F’(X) = 1 if and only if X is the characteristic vector of a set of nodes 
which is an (s, Q-cut of G. Thus, G is a node cut-threshold graph if and only if F’ 
is a threshold Boolean function, which in turn implies that any two nodes of 
G -s - t are comparable (with respect o F’). Note that “x dominates y (with respect 
to F’)” means that for every (s, t)-cut C which contains y and not x, C-y + x is also 
an (s, t)-cut of G. 
Theorem 10. A node x of G-s-t dominates a node y if and only if, for every 
chordless (s, t)-path P that contains y, either x is on the path P or x shortcuts P over 
Y. 
Proof. Suppose that x dominates y in G, and let P be any chordless (s, t)-path that 
contains y and not x. Let U be the set of those nodes of P which lie before y, and 
U’ be the set of all vertices which have a neighbor in U. Note that C = u’ - U is an 
(s, t)-cut of G which contains y, and no other node of P (otherwise P would have 
a chord). If C does not contain x, then, since x dominates y, C-y +x must be an 
(s, t)-cut. However, C-y+x does not contain any node of P, a contradiction. 
Therefore, x is in C, i.e., x has a neighbor u in U. By a symmetric argument, we 
can show that x has a neighbor u which lies on the path P after y. The existence of 
u and u clearly shows that x shortcuts P over y. 
Conversely, let C be an (s, t)-cut containing y and not x. We want to show that 
C-y +x is an (s, t)-cut. If this does not hold, there exists an (s, t)-path P which does 
not intersect C-y +x. However, since C is an (s, t)-cut, P must intersect C. It 
follows that P fl C = {y) and that P does not contain x. By the hypothesis, we obtain 
that x shortcuts P over y. Thus we can define a new (s, t)-path P’ by using P and 
shortcutting via x. But P’ contains no element of C, a contradiction. Cl 
Proposition 11. Any induced subgraph of a node cut-threshold graph is a node cut- 
threshold graph. 
Proof. Let H be any induced subgraph of a node cut-threshold graph G, such that 
s and t belong to H. Let x and y be two nodes of H. Without loss of generality, 
x dominates y in G. Let P be a chordless (s, t)-path in H, such that P contains y. 
Since P is also a chordless (s, t)-path in G and x dominates y in G, we obtain that 
either x is in P or x shortcuts P over y. In either case, it is clear that x dominates 
y in H. 0 
We say that a node y of G is redundant if y does not belong to any chordless (s, t)- 
path. Let y be a redundant node, and x be any other node of G. Clearly the property 
stated in Theorem 10 holds by vacuity, since y is in no chordless (s, t)-paths. In other 
words, we have proved that y is comparable to all other nodes of G (including the 
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other redundant nodes). Thus G is a node cut-threshold graph if and only if any two 
nonredundant nodes are comparable. 
Let H be the subgraph induced by the nonredundant nodes of G. Note that s and 
t belong to H. By the previous property and Proposition 11, it follows that G is node 
cut-threshold if and only if H is. 
Definition 2. We will say that a graph His an (s, t)-bubble if its nodes can be put 
in two disjoint sets X={S=X~,X,,...,X~,X~+~=~} and Y={y,,...,y,} (Y may be 
empty) such that: 
(i) 6, Xi, . . . , xp, t) is a chordless (s, t)-path; 
(ii) every node of Y has at least two neighbors in X (we let a(i) be the smallest 
index such that yi is adjacent to x,(;), and b(i) be the largest index such that yi is ad- 
jacent to xb(i); 
(iii) a(q)5-..5a(l)<b(l)5..*Ib(q). 
Proposition 12. Let H be a node cut-threshold graph with no redundant nodes. 
Then H is a bubble. 
Proof. We proceed by induction on the number of nodes of H. If H consists of a 
single chordless (s, t)-path, then there is nothing to prove. Otherwise, there must ex- 
ist a node whose removal does not disconnect s from t. Since H is a node cut- 
threshold graph, its nodes are completely ordered by the comparability relation. Let 
y be a maximal node among all nodes whose removal does not disconnect s from 
t. By the induction hypothesis, H-y is a node cut-threshold graph. Moreover, we 
claim that: 
H-y has no redundant node. 
To verify this claim, suppose that H-y has a redundant node z. Thus z lies on no 
chordless (s, t)-path in H-y. It follows that every chordless (s, t)-path of H contain- 
ing z also contains y. However, z is not redundant in Hand so there exists at least 
one chordless (s, t)-path P of H containing z and thus y. Without loss of generality 
we may assume that z is before y along P from s to t. Consider a chordless (s, t)-path 
Q of H-y. Note that ze Q. Let z’ be the first node along P from s to t with the 
property that z’$ Q (possibly z,‘= z). Let u be the node preceding z’ along P. So we 
have P(s, u) = Q(s, u). Let z” be the node after u along Q from s to t. Note that z” $ P 
for otherwise UZ” would be a chord of P. Remarking that the removal of z” does 
not disconnect s from t, since P is an (s, &path in H-z”, we conclude that, by the 
choice of y, node y dominates z”. Since y does not belong to the path Q containing 
z”, it must be that y shortcuts Q over z”. It follows that y has a neighbor u along 
Q(s, u). But then, uy is a chord of P, a contradiction, Thus H-y has no redundant 
node. 
Since H-y is a node cut-threshold graph with no redundant nodes, by the induc- 
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tion hypothesis, H-y must be a bubble with sets X and Y as in Definition 2. 
If Y is empty, then H-y is a chordless (s, t)-path (s, x1,. . . ,x,, t). Since y is not 
redundant in H, it must lie on a chordless (s, t)-path of H and thus y must have at 
least two nonconsecutive neighbors on the path @,x1, .. . ,x,, t). Let yl =y and let 
a( 1) (respectively b(1)) be the index of the first (respectively last) neighbor of y along 
the path H-y. Note that a(l)<b(l). Clearly then, H is a bubble. 
If Y is not empty, let y, be its last element. Note that 
(s, x l,...,X,(,),Yq,Xb(q),...,Xp,t) 
is a chordless (s, t)-path P, by the definition of a(q) and b(q). Moreover the removal 
of y, does not disconnect s from t, since for example (s, x1, . . . , xp, t) is an (s, t)-path 
in H-y,. Thus by the choice of y, y dominates yq. By Theorem 10, it follows that 
y must shortcut the path P over yq, i.e., y must have neighbors on this path before 
xac4) and after xb(,). We let yq+ , =y. We let a(q + 1) be the smallest index such that 
y is adjacent to xacq+ r), and b(q+ 1) be the largest index such that y is adjacent to 
x&+ ,). Clearly we have a(q + 1) I a(q) i a=. 5 a(l) < b(1) I ... I b(q) 5 b(q + 1) and 
thus H is a bubble (with the notation of Definition 2). 0 
Proposition 13. Every bubble is a node cut-threshold graph. 
Proof. Let H be a bubble with the notation of Definition 2. We will show, by in- 
duction on the size q of the set Y, that we can assign a weight w(x) to each node 
of H in such a way that a set of nodes is an (s, t)-cut if and only if its total weight 
is at least 1, and so that any minimal cut has weight exactly 1. 
If Y is empty, then H is a chordless (s, t)-path (s = x0, x1, . . . , xp, xp+ , = t). We let 
W(Xi) = 1 for every i. Then the desired property is clearly satisfied. 
If Y is not empty, we consider H-y,. By the induction hypothesis, there exists 
a weight w’(x) for every node x of H-y, such that a set of nodes C is an (s, t)-cut 
in H-y, if and only if its total weight w’(C) is at least 1. Moreover, any minimal 
(s, t)-cut C in H-y, has weight w’(C) exactly equal to 1. 
Let Z be the set {x,(~)+ ,, . . . , xb(&- ,} U (Y-y,). Note that Z is not empty. Since 
Z is an (s, t)-cut in H-y,, we have w’(Z) L 1. Let A be any real number such that 
0 <A < l/w’(Z) I 1. We define the weight w(x) of any node of Has follows: If x E Z, 
then w(x) = Aw’(x); if ic a(q) or i> b(q), then w(xi) = 1, finally, w(y,) = 1 - A. 
Consider a minimal (s, t)-cut C in H. If C contains any node Xi such that either 
ic a(q) or ir b(q), then C= {Xi} since any such node is an (s, t)-cutnode. Thus 
w(C) = W(Xi) = 1. We can now assume that C does not contain any node Xi with 
isa or i? b(q). This implies that C contains y,, otherwise 
(x0, . . . ,xa(q),Yq,xb(q)t **-~~p+l) would be an (s, t)-path lying entirely outside C, a 
contradiction. It is clear that C-y, is a minimal cut in H-y,. Since C-y, G Z, we 
have: 
w(c)=w(c-y,)+w(y,)=~w’(c-y,)+(1-1) 
=A+l-a=1. 
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Thus the weight of any minimal (s, t)-cut in H is exactly 1. 
Consider now a set S which is not an (s, t)-cut in H. For the same reason as above, 
S does not contain any node Xi with ic a(q) or iz b(q). If S does not contain Y,, 
then SC 2, and thus: 
w(S) = Awl(S) i nw’(z) < 1 
by the choice of A. If S contains Yq, then S-Y, is not an (~,t)-cut in H-y,, for 
otherwise S would be an (s, t)-cut in H, and thus w’(S-Y,)< 1. We obtain: 
w(S) = w(S -Y,) + NY,) 
=Aw’(S-y&+(1 -A) 
<It-l-l=l. 
Therefore the weight of any set which is not an (s, t)-cut is strictly less than 1. This 
completes the proof. 0 
As a corollary of Propositions 12 and 13, we have established the following. 
Theorem 14. A graph G is a node cut-threshold graph if and only if the subgraph 
induced by its nonredundant nodes form an (s, t)-bubble. 
Recognition of node cut-threshold graphs 
We are now interested in determining a polynomial-time algorithm which can 
recognize whether a given graph (with two special nodes s and t) is a node cut- 
threshold graph. Moreover, if the graph is node cut-threshold, this algorithm will 
give a weight to every node in such a way that a set of nodes is an (s, t)-cut if and 
only if its total weight is at least 1. First we prove the following lemma. 
Lemma 15. Let P, and Pz be two chordless (s, t)-paths in a node cut-threshold 
graph G. Then either / V(P1 - P2) 1 = 1 or / V(P2 - PJl = 1. 
Proof. First of all we note that if G is a node cut-threshold graph and if P is any 
chordless (s, t)-path in G, then P lies entirely in the subgraph H induced by all the 
irredundant nodes of G. By Proposition 5, H must be a bubble, with the notation 
of Definition 2. It is clear in H that (s =x0, . . . , xacq,), as well as (x~(~), . . . , xp + , = t), 
are contained in every chordless (s, t)-path. Consequently, 
Q,=(~=x,,...,~,(,),Y,,x~(~), . . ..xp+i =O 
is the only chordless (s, t)-path that contains y,. Therefore, no chordless (s, t)-path 
containing yi (1~ is q - 1) can contain Y,. More generally, no chordless (s, t)-path 
containing Yj can contain any Yj with j>i. So we obtain that: 
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is the only chordless (s, t)-path that contains yi* 
Now consider the two paths Pi and P2 given in the hypothesis of Lemma 15. 
Since they cannot both be equal to Q = (x0, . . . ,xP+ ,), at least one of them contains 
some element yi of Y. Without loss of generality, we can assume that P, = Qj for 
somej in {l,..., q} and that either P2 = Qi for 1 i i <j or P = Q. In either case, it 
is clear that V(P, - Pz) = {yi} and the conclusion follows. 0 
Algorithm NCT 
Given a graph G, the following algorithm will tell us whether G is node cut- 
threshold or not. Moreover, if G is a node cut-threshold graph, Algorithm NCT will 
give a system of weights {w(x) ) XE V(G)} on the nodes of G and a threshold value 
19 such that the (s, t)-cuts are exactly the sets of nodes whose total weight is at least 
the threshold value. An additional function c(x) defined on the set of nodes will be 
used for technical purposes. 
Step 0. Let cl(x) = 1 and wi(x) =0 for all nodes x in G. Let B’ = 0. 
Step k (kz 1). Let Pk be an (s, t)-path such that ck(Pk)= C,, V(4j ck(x) is 
minimized, i.e., c,(P,sc,(P) for all (s, t)-paths P. To find such a path, we assign 
a special weight ck(e) to each edge e =xy of G, defined by: 
c 
Us) + c.&) P if e=st, 
ck(e) = 
c/Ls) + M_v)9 if x=s and yft, 
f+(x) + c/f(t), if x#s and y= t, 
+ck(x) + +ckti)v if xfs and y#t. 
If k= 1 and there is no such (s, t)-path at all, then stop: s and t belong to distinct 
connected components of G, and G is node cut-threshold (with w(x) = 0 for all nodes 
x and e=O). 
Otherwise, by the definition of ck(e), it is easy to see that Pk is a chordless path. 
Claim 16. If ck(Pk) =ck(Pk_,), then G iS a node cut-threshold graph, with weights 
wk_ , and threshold 1. 
Claim 17. If G is a node cut-inreshold graph, then the following property must 
hold: 
Pk is derived from , replacing a x Pk_ , - Pk-2 by a 
chordless path (z,, . . . , 2,) such that ZiB V(PJ U 0.. U v(pk_ ,) for all i in 
{l,...,r}. 
If the property stated in Claim 17 does not hold, then Algorithm NCT stops. 
If G does not satisfy the hypotheses of Claim 16 or Claim 17, let ck+ 1 be defined 
by: 
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ck + 1 b> = 
c&)=1, if ZE{Z, ,..., z,}, 
nckczl, otherwise; 
and wk+l by: 
x%(x)&+ I), if zE{zr,...,z,}, 
%+1(z)= rw&)/(r + 1), if z = x, 
wk(z) 9 for all other nodes. 
Go to Step k+ 1. 
Justification of the algorithm 
By induction, Algorithm NCT constructs a sequence G’, . . . , Gk- ’ of bubbles, 
where Gh = (Nh,Eh), Nh = V(P,) U ... U v(ph) and Eh is the set of all edges incident 
with two nodes of Nh. Assume that the corresponding paths P,, . . . ,Ph satisfy the 
following assumption: 
~k-1(p,)>~k-1(p2)>..‘>ck-1(pk). 
We now prove Claims 16 and 17 and the inductive assumption (4). 
(4) 
Proof of Claim 16 and of the inductive assumption (4). Observe that 
ck(Ph) =nc&r(Ph) for h = 1, . . . . k- 1 
and that 
ck(pk) < ck(pk - 1) * 
Therefore, 
and this proves (4). 
Let P be an arbitrary chordless (s, t)-path. Thus ck_l(P)>ck_ l(Pk_l). If 
v(P) c Nk- r , then ck(P) = nc,+ r(P) 2 ck(Pk_ r). Consequently, if c#) < ck(Pk_ r), 
then there exists a node z in V(P)-Nk-‘. 
Conversely, assume that there exists such a node z. Note that P uses at most n - 1 
nodes of length 1, and fewer nodes from Nk-’ than P&r (otherwise, it would be 
identical to Pk_ r, a contradiction). Therefore, 
ck(P)sn- 1 +n(ck-I(&,)- L)<ck_r(pk-,). 
So if ck(P)>ck(Pk_ r) for all chordless (s, t)-paths P, it follows that every 
chordless path P is one of PI, . . . , Pk- r. No node z of V(G) - NkP ’ can belong to 
a chordless (s, t)-path, and thus to a minimal (s, t)-cut. This proves Claim 16. 0 
Proof of Claim 17. By Lemma 15, either Pk is obtained by shortcutting Pk_ 1 with 
a node or vice-versa. 
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If Pk shortcuts Pk_ ,, then the shortcutting node z must not belong to Nk- ‘, by 
the proof of Claim 16. But then ck_ r(z) = 1 and ck_ i(Pk) < ck_ r(Pk_ r), a contradic- 
tion. So it must be the case that Pk_r shortcuts Pk. Let z denote the shortcutting 
node ({z} = Pk_ 1 - Pk). If the property stated in Claim 17 does not hold, then, let- 
ting {z’} =Pk_2-Pk_ r, we can construct a path P’ using Pk and the shortcutting 
node z’. Since neither P’ nor Pk_ 1 shortcut one another, by Lemma 15 we obtain 
that g is not cut-threshold, a contradiction. 0 
In Fig. 2, we show a node cut-threshold graph which consists of a bubble to which 
a redundant node (node r) has been added. 
S t 
Fig. 2. A bubble with a redundant node (r). 
Complexity of the algorithm 
It is easy to see that Step 0 of Algorithm NCT can be executed in time O(n). The 
properties stated in Claim 16 and in Claim 17 can be checked in time O(n). The 
main step (Step k) consists in solving the shortest path problem for a graph in which 
the edges have been assigned special engths. As in the previous section, this can be 
done in O(n log n+m) (see [3]). Note that Nk has at least one more node than 
Nk- r. Therefore the main step is executed at most n times. Consequently the 
algorithm for the recognition of node cut-threshold graphs runs in 
O(nm + n2 log n). 
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