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Introduction
Throughout this paper, we will write K for any algebraically closed field with characteristic zero and K[x 1 , . . . , x n ] is the polynomial algebra over K with n indeterminates x 1 , x 2 , . . . , x n . ∂ x i will denote the derivation For some examples of simple derivations, see [1] , [5] , [9] , [10] , [11] , [12] [13] . A polynomial map is a map f = (f 1 , f 2 , . . . , f n ) : K n → K n of the form (x 1 , x 2 , . . . , x n ) → (f 1 (x 1 , . . . , x n ), . . . , f n (x 1 , . . . , x n )),
Invertible polynomial maps correspond one-to-one with K-automorphisms of the polynomial ring
So describing invertible polynomial maps from K n → K n is the same as de-
The group of K-automorphisms of K[x 1 , . . . , x n ] will be denoted by Aut(K[x 1 , x 2 , . . . , x n ]). For more information about invertible polynomial maps, see [6] .
In [2] and [3] , the authors mention the following conjecture.
We can ask the same question for the polynomial ring in n variables K[x 1 , x 2 , . . . , x n ]. However, the same question is not true for other cases. If n = 1, then all the simple derivations of K[x 1 ] have the form c·∂ 1 for any c ∈ K * . Thus, it is easy to compute that Aut(
Although the conjecture is not true for n variables with n ≥ 3, we can still ask the same question for simple Shamsuddin derivations in n variables, where n ≥ 3.
A derivation D of K[x 1 , . . . , x n ] is said to be a Shamsuddin derivation if
Rene Baltazar shows that Conjecture 1.1 is true for the Shamsuddin deriva- [3] . In particular, the author proves that Aut(
. Thus, conjecture 1.2 has an affirmative answer if n = 2. Recently, Rene Baltazar reminds me that L.G.Mendes and Ivan Pan have proved the subgroup of K-automorphisms of K[x 1 , x 2 ] which commutes with simple derivations is trivial, see [7] . L.N.Bertoncello and D.Levcovitz have proved the subgroup of K-automorphisms of K[x 1 , . . . , x n ] which commutes with simple Shamsuddin derivations is trivial, see [4] . In our paper, we give a different proof to the first problem and our method is much simpler. Conjecture 1.2 is a special case of Theorem 3.1. In addition, we pose an interesting problem in the process of solving these problems.
In the paper, we give an affirmative answer to conjecture 1.1 in section 2. In particular, we prove that Aut(
In particular, we give an affirmative answer to conjecture 1.2.
2 Affirmative answer to conjecture 1.1
In the section, we show that Aut(
Proof. Since f is an invertible polynomial map, so we can assume that h = (h 1 , . . . , h n ) be the inverse of f . By the definition of invertible polynomial map, we
. Therefore, the ideal (x 1 , . . . , x n ) is equal to the ideal (f 1 , . . . , f n ). Let m be the ideal (x 1 , . . . , x n ), ρ be any element in S and ρ(x i ) = f i (x 1 , . . . , x n ) for all 1 ≤ i ≤ n. Then we have ρ(m) = m. It follows from Proposition 7 in [3] that ρ = id. That is, S = {id}.
Next, we pose the following question which is crucial for us to solve conjecture 1.1. In addition, the question is interesting in itself.
In which case that we have c j = 0 for all 1 ≤ j ≤ n?
Proof. Suppose Problem 2.2 has an affirmative answer. Let ρ ∈ Aut(K[x 1 , x 2 , . . . ,
Clearly,D is a simple derivation. Letf i (x 1 , . . . , x n ) = f i (x 1 , . . . , x n ) − c i and ρ(x i ) =f i (x 1 , . . . , x n ) for all 1 ≤ i ≤ n. Then it follows from equation (2.1) that Let p(x 1 , . . . , x n ) be a polynomial over K[x 1 , . . . , x n ] and p(x 1 + c 1 , . . . , x n + c n ) = p(x 1 , . . . , x n ) for some c i ∈ K, 1 ≤ i ≤ n. If there exists c k = 0 for some k ∈ {1, 2, . . . , n}, then p(
Proof. Let p (m) be the highest homogeneous part of p with deg p (m) = m. Since
by comparing the homogeneous part of degree m − 1 of equation (2.2).
is the homogeneous part of p with deg p = l, 0 ≤ l ≤ m, so we can continue the process forp. Then we have
Then we have the following statements:
(1) p 1 , p 2 , . . . , p n are linearly independent;
Proof. (1) Suppose that p 1 , p 2 , . . . , p n are linearly dependent. Then there exists (λ 1 , λ 2 , . . . , λ n ) ∈ K n and (λ 1 , λ 2 , . . . , λ n ) = (0, 0, . . . , 0) such that
in equation (3.1) for all 2 ≤ i ≤ n. Thus, we have
By comparing the coefficients of x m i −1 i of equation (3.2), we have c i = 0 for all 2 ≤ i ≤ n. Then it follows from equation (3.1) that a ji (x 1 + c 1 ) = a ji (x 1 ) for all 2 ≤ i ≤ n, 0 ≤ j ≤ m i . It follows from Lemma 2.6 (2) that there exists some j 0 ∈ {0, 1, . . . , m i } such that a j 0 i (x 1 ) ∈ K[x 1 ] and a j 0 i (x 1 ) / ∈ K or q i (x 1 , x i ) ∈ K for all 2 ≤ i ≤ n.
If n = 2, then the conclusion follows from Corollary 2.7. If n ≥ 3, then there exists some i 0 ∈ {2, . . . , n} such that a j 0 i 0 (x 1 ) ∈ K[x 1 ] and a j 0 i 0 (x 1 ) / ∈ K. Otherwise, q 2 (x 1 , x 2 ), · · · , q n (x 1 , x n ) are linearly dependent, it follows from Lemma 2.6 (1) that D is not simple. This is a contradiction. Therefore, we have c 1 = 0. Otherwise, a j 0 ,i 0 (x 1 ) has infinitely many roots, this is impossible. 
