We prove the additivity of the Casson-Seiberg-Witten invariant of integral homology S 1 × S 3 under fiber sum along embedded curves and embedded tori, which is the 4-dimensional analogue of the additivity of the Casson invariant under connected-sum and splicing along knots.
Introduction
In [4] Lim interpreted the Casson invariant for an integral homology sphere as the counting of irreducible monopoles corrected by the eta invariants of the Dirac operator and signature operator. Following the same scheme Mrowka-Ruberman-Saveliev introduced the Casson-Seiberg-Witten invariant λ SW for an integral homology S 1 × S 3 as a 4-dimensional analogue of the Casson invariant in [8] . One of the prominent feature of the Casson invariant is that it interacts nicely with respect to topological operations, i.e. surgery, connected-sum, splicing etc. In this paper we would like to prove the analogous properties of the Casson-Seiberg-Witten invariant corresponding to splicing and connected-sum in the 3-dimensional case, which we refer to as fiber sums.
More precisely let (X 1 , T 1 ) and (X 2 , T 2 ) be two sets of data such that X i is an integral homology S 1 × S 3 , T i ⊂ X i is an embedded torus with the map H 1 (T i ; Z) H 1 (X i ; Z) a surjection, i = 1, 2. After fixing a framing of T i , i.e. an identification of a tubular neighborhood ν(T i ) of T i as D 2 × T 2 , we get a basis {µ i , λ i , γ i } for H 1 (∂ν(T i ); Z), where γ i is chosen to represent a generator of H 1 (X i ; Z). Then the fiber sum of (X 1 , T 1 ) and (X 2 , T 2 ) is obtained by gluing the complement X 1 \ν(T 1 ) and X 2 \ν(T 2 ) using the diffeomorphism on T 3 represented by the matrix ϕ T =   0 1 0 1 0 0 0 0 1   under the basis {µ i , λ i , γ i }. We will give a more detailed description of the construction in Section 2.2. λ SW (X) = λ SW (X 1 ) + λ SW (X 2 ),
where X is the fiber sum of X 1 and X 2 along T 1 and T 2 .
The fiber sum along curves are defined as follows. Let (X 1 , γ 1 ) and (X 2 , γ 2 ) be two sets of data such that X i is an integral homology S 1 × S 3 , γ i ֒ X i is an embedded simple closed curve such that [γ i ] generates H 1 (X i ; Z). We denote by M i the closure of the complement of a tubular neighborhood of γ i in X i . The fiber sum X of X 1 and X 2 is obtained by gluing together M 1 and M 2 using the identity map after fixing framings of the neighborhoods of γ i . Theorem 1.2. The Casson-Seiberg-Witten invariant is additive under fiber sum along curves, i.e.
where X is the fiber sum of X 1 and X 2 along γ 1 and γ 2 .
In the product case when X i = S 1 ×Y i with Y i an integral homology sphere, the Casson-Seiberg-Witten invariant λ SW (X i ) reduces to the Casson invariant −λ(Y i ) (c.f. [8] ). If we take knots K i ⊂ Y i , we get embedded tori T i = S 1 × K i ⊂ X i . The fiber sum of (X 1 , T 1 ) and (X 2 , T 2 ) is the product
is the splicing of Y 1 and Y 2 along knots K 1 and K 2 . Thus Theorem 1.1 recovers the additivity of the Casson invariant under splicing along knots. If we fix a point y i ∈ Y i , and choose γ i = S 1 × {y i }, the fiber sum of X 1 and X 2 along γ i is X = S 1 × (Y 1 #Y 2 ), where the connected sum takes place at y 1 and y 2 . In this viewpoint Theorem 1.2 recovers the additivity of the Casson invariant.
The paper is organized as follows. In Section 2 we recall necessary background Seiberg-Witten theory for the proof. Then in Section 3 we make use of the machinery developed by Kronheimer-Mrowka in [3] to prove the additivity of counting for irreducible monopoles by running the neck-stretching argument. Section 4 uses the technique developed in [7] to prove the additivity of the correction term in the definition of the Casson-Seiberg-Witten invariant. Finally in Section 5 we present some examples where the fiber sums arise in integral homology S 1 × S 3 .
W . The blown-up configuration space is (2.1) C σ k (X, s) := {(A, s, φ) ∈ A k (X, s) × R × L 2 k (W + ) : s ≥ 0, φ L 2 = 1}. The gauge group is G k+1 (X, s) := L 2 k+1 (X, S 1 ) consisting of L 2 k+1 -maps from X to S 1 , whose action on C σ k is given by (2.2) u · (A, s, φ) = (A − u −1 du ⊗ 1 W + , s, uφ).
The quotient configuration space is denoted by B σ k (X, s)
is an oriented compact 0-manifold for a generic pair (g, β) (c.f. [8] ). The counting of the moduli space #M g,β (X, s) forms the first part of the definition of λ SW (X).
The second part of λ SW (X) is given by an index correction term ω(X, g, β) defined as follows. We fix a generator 1 X ∈ H 1 (X; Z) which is represented by a smooth map f :
. Y is called a generating hypersurface of X. Note that the unique spin c structure on X is given by spin structures on X, of which we fix one now. We denote by t the spin structure on Y induced from s. Cutting X along Y results in a spin cobordism W : Y Y . Let (Z, s) be an arbitrary spin 4-manifold with spin boundary (Y, t). Then we form a spin 4-manifold with a periodic end:
where each W i is a copy of W . Lifting and extending the pair (g, β) to Z + arbitrarily, we can consider the twisted Dirac operator on Z + :
Definition 2.1. We call a pair (g, β) ∈ Met(X) × P(X) regular if the family of Dirac operators
Remark 2.2. Let's fix a metric g on X. {D + z,β (X, s)} forms an S 1 -family of complex Fredholm operators of index 0. The stratum consisting of operators with nontrivial kernel in this space has real codimension 2 (c.f. [2] ). Thus for a generic choice of perturbation β, this family consists of invertible operators. For this reason given any metric g, varying perturbations suffices to give us regular pairs (g, β).
Here ln z is defined by choosing a branch. For different choice of branches, the above operators in (2.6) differ by a conjugation of e 2πkf . Thus it is well-defined for (g, β) to be regular. It's proved in [8, Proposition 2.2] that being regular is a generic property. Theorem 3.1 in [8] says that for any regular pair (g, β) the twisted Dirac operator D + β (Z, g) is Fredholm, thus has index defined. We let
where σ(Z) is the signature of Z, be the index correction term. Then the Casson-Seiberg-Witten invariant for X is defined as
where (g, β) is a regular pair. One of the main results of [8] is that λ SW (X) is independent of the choice of the regular pair (g, β). We note here that if we change the sign of the generator 1 X ∈ H 1 (X; Z), λ SW (X) switches its sign.
Fiber Sums.
Here we give a detailed description of the fiber sums.
2.2.1.
Fiber Sum along Tori. Let ι : T 2 ֒ X be an embedding of a torus in a integral homology S 1 × S 3 with the property that the induced map ι * : We choose a framing so that (2.9)
[λ] ∈ ker i * and 1 X · [γ] = 1, where i * : H 1 (∂ν(T ); Z) H 1 (M ; Z) is induced by the inclusion map.
Definition 2.3. Let (X 1 , T 1 ) and (X 2 , T 2 ) be two sets of data as above with fixed framings satisfying (2.9). The fiber sum of (X 1 , T 1 ) and (X 2 , T 2 ) is the manifold given by
where ϕ T : ∂M 2 ∂M 1 is an orientation-reversing diffeomorphism whose isotopy class in −SL(3; Z) is given by the matrix
Remark 2.4. In practice we will write X 1 = M 1 ∪N 1 , X 2 = N 2 ∪M 2 , which means we identify ∂M 1 = −∂N 1 = T 3 , ∂N 2 = −∂M 2 = T 3 . Thus the basis {µ 1 , λ 1 , γ 1 } of ∂N 1 becomes {λ 1 , µ 1 , γ 1 } for ∂M 1 . In this way the gluing map ϕ T is represented by the identity matrix under the new basis of ∂M 1 and ∂N 2 . When we talk about monopole Floer homology of T 3 in Proposition 3.2 , it's always identified with the copy ∂M 1 instead of ∂N 2 .
For i = 1, 2, followed from Lemma 2.4 in [7] one can choose a generating hypersurface Y i ⊂ X i that intersects the embedded torus T i transversely into a knot K i . Then a new generating hypersurface Y in the fiber sum X is obtained by splicing Y 1 and Y 2 along K 1 and K 2 with framing induced from that of T 1 and T 2 respectively.
2.2.2.
Fiber Sum along Curves. Let γ ⊂ X be a simple closed curve in an integral homology S 1 × S 3 so that 1 X · [γ] = 1. Let ν(γ) be a tubular neighborhood, for which we fix a framing ν(γ) ∼ = S 1 × D 3 . Note that [S 1 , SO(3)] ∼ = Z/2, there are two choices of framings. We denote by M := cl(X\ν(γ)) the closure of the complement of ν(γ) whose boundary is ∂M = S 1 × S 2 .
Definition 2.5. Let (X 1 , γ 1 ) and (X 2 , γ 2 ) be two sets of data as above. The fiber sum of (X, γ 1 ) and (X, γ 2 ) is the manifold given by
where we have oriented ∂M 1 and ∂M 2 in a reversed manner.
For i = 1, 2 one can choose a generating hypersurface Y i ⊂ X i so that γ i intersects Y i transversely and positively into a single point due to the fact that 1 X i · [γ i ] = 1. Then a new generating hypersurface Y in the fiber sum X can be chosen as the connected sum of Y 1 and Y 2 at the intersecting points with the embedded curves.
2.3.
Seiberg-Witten Theory on 3-Manifolds. In this section we gather necessary information we will use of the Seiberg-Witten theory on 3-manifolds from [3] .
Let (Y, h) be a Riemannian closed smooth oriented 3-manifold equipped with a spin c structure t = (S, ρ), where S is a U (2)-bundle, and ρ : T Y End(S) is the Clifford multiplication. As before we have the space of connections A k (Y, t), the blown-up configuration space C σ k (Y, t), the space of gauge transformations G k+1 (Y, t), and the quotient blown-up configuration space B σ k (Y, t). On C σ k (Y, t) there is a vector field given by blowing-up the gradient vector field of the Chern-Simons-Dirac functional:
10)
where D B is the Dirac operator, and Λ(B, r, ψ) = ψ, D B ψ L 2 (Y ) . Then one sees that the critical points of (grad L) σ are one the following two types:
(i) When r = 0, a critical point (B, r, ψ) solves the equations
(2.11) (ii) When r = 0, a critical point (B, 0, ψ) is characterized by the fact that B is a flat connection, i.e. F B = 0, and ψ is an eigenvector of D B .
A critical point is said to be irreducible if it's of the first type, and reducible if it's of the second type.
There is a Banach space of perturbations P(Y, t) so that for each q ∈ P(Y, t) we can perturb the vector field (grad L) σ to (grad L q ) σ . Then we have the same description of the critical points for the perturbed vector field except all the equations in the description above are perturbed in a suitable way, and the Dirac operator is replaced by the perturbed one D B,q (see [3, Section 10.3] ). A generic perturbation ensures that ker D B,q = 0. Thus for a reducible critical point a = (B, 0, ψ), the eigenvalue of ψ is either positive or negative. We say a is boundary-stable if it's positive, and boundary-unstable if it's negative. In this way we have decomposed the critical points of (grad L q ) σ into three parts:
of irreducible, boundary-stable, and boundary-unstable critical points respectively.
Let Example 2.1. As an example, let's consider (S 3 , t 0 ) the 3-sphere with its unique spin c structure. Since S 3 admits metrics with positive scalar curvature, there are no irreducible critical points. Up to gauge transformation there is a unique flat spin c -connection B 0 on S 3 . Applying generic perturbations one can assure that all eigenspaces of the Dirac operator D B 0 ,q have dimension 1, which means up to gauge there is a unique eigenvector of unit length corresponding to each eigenvalue. Thus the critical-point set consists of a doubly infinite sequence corresponding to the spectral decomposition of D B 0 ,q .We index the critical points so that [a i ] corresponds to the i + 1-th positive eigenvalue of D B 0 ,q when i ≥ 0, and the −i-th negative eigenvalue when i < 0. Moreover
Let W : Y 1 Y 2 be a cobordism between two connected 3-manifolds equipped with a spin c structure s. We write t 1 = s| Y 1 , t 2 = s| Y 2 . Let W o be the manifold obtained from W by attaching two cylindrical ends to its boundary. Given 
Counting Irreducible Monopoles
In section we present the first half of the proof of the main results by a neckstretching argument. Let X = M ∪ N be an integral homology S 1 × S 3 decomposed as in the process of forming either of the fiber sums, i.e. N is a tubular neighborhood of either an embedded torus, or a simple closed curve as in Section 2.2, M is the closure of its complement. We write V = ∂M , which is either
Let h be a metric on V which is either flat or has positive scalar curvature depending on V = T 3 , or S 1 × S 3 . We consider metrics g on X satisfying (i) The restriction of g to the neighborhood of V is the product metric:
(ii) The restriction of g on N has nonnegative scalar curvature, and positive at some point. We denote by Met(X, h) the set of such metrics. Given T > 0, we stretch the neck
We write the cylindricalended version as
As for perturbations, we would like to consider β ∈ P(X) of the form
Definition 3.1. We say a metric g on X is admissible with respect to the decomposition X = M ∪ N if the spin Dirac operator
is an isomorphism.
The main result we will prove in this section is
Suppose the metrics g 1 , g 2 are admissible with respect to the decompositions. Moreover we choose the spin structures s i on X i so that
Then there exists T 0 > 0 such that for all T > T 0 and regular pairs (g i,T , β i,T ) of X i,T of the form discussed above, we have
provided the induced pair (g T , β T ) is regular as well.
The strategy of the proof is to analyze the moduli space over the manifolds with cylindrical end and then apply the gluing theorem to count. To simplify notations we will drop the decorations of perturbations, metrics, and spin c structures when writing the moduli spaces unless they are relevant to the argument.
Before proceeding to the proof, we explain here how the admissibility condition of the metrics can be achieved in our case. According to Theorem 10.
the metric h has positive scalar curvature. Thus ker D(V, h) = 0 holds automatically. When Y = T 3 and h is flat, the only spin structure whose Dirac operator has nontrivial kernel is given by the product of the spin structure on S 1 which does not extend over a disk. But none of the spin structures on X restricts to this one. So ker D(V, h) = 0 in the case as well.
Another thing we would like to mention here is the perturbations we are using in the neck-stretching process. In the statement of Proposition 3.2 we only need the perturbations β T = β T,M + β T,N . To make use of the critical points in Subsection 2.3 and arguments in [3] , we add perturbations supported on V the cobordism obtained by removing a 4-ball in N . Then the gluing theorem identifies the moduli spaces:
where [a −1 ] is the critical point on (S 3 , t 0 ) given by the first negative eigenvalue of the corresponding Dirac operator. Now we need to find critical points
Thus the spinor bundle S T 3 is trivial. Let [A 0 ] be the equivalence class of the trivial connection on S. The the space of equivalence classes of flat spin cconnections on S is parametrized by the Picard torus
In [3, Section 37] Kronheimer-Mrowka showed that one can choose perturbations q on (T 3 , t) so that so that x = [A 0 ] is the minimal, y i has index 1, z i has index 2, and w is the maximal. For each of these critical points on [A 0 ] + T, we get a doubly infinite sequence of critical points for (grad L q ) σ in B σ k (T 3 , t): 
Proof. Let's consider the moduli space M(W o ) consisting of monopoles [A, r, φ] of finite energy, i.e.
where s is the scalar curvature on W o . Then there are asymptotic maps On the other hand the formal dimension of the top stratum of M(W o ) is given by the index of the deformation complex of the Seiberg-Witten equation using weighted Sobolev space, which is given by
is a monopole in the top stratum. Note that the metrics that we allow on N = D 2 ×T 2 have positive scalar curvature in the interior, thus ind D + A = 0. We then conclude that
The conclusion now follows from the additivity of the relative grading and the computation of the rational grading in [ Proof. We write y j 0 = [A j , 0, φ j ], j = 1, 2, 3. Fixing a parametrization of T 3 ∼ = S 1 × S 1 × S 1 , we let t j be the spin structure on T 3 given by the product of spin structures on S 1 such that the spin structure on the j-th S 1 is the one that extends over D 2 , and on the other two S 1 's does not extend. Then one can choose perturbations so that A j 's are given by the restriction of spin connections corresponding to t j respectively. We choose N = D 2 × T 2 in the beginning. Thus We write z j 0 = [A j , 0, φ j ], j = 1, 2, 3. After fixing a parametrization of T 3 ∼ = S 1 × S 1 × S 1 , one can choose perturbations so that A j is the spin connection of the spin structure on T 3 given by the product of spin structures on S 1 where on the j-factor it's the spin structure that does not extend over the disk, and on the other two S 1 -factors extends over the disk. Then we see that
is injective, once the flat connection [A j ], j = 2, 3, on the boundary is prescribed there is a unique flat connection up to gauge on N restricting to A j . Thus M([a −1 ], W ′ o , z j 0 ), j = 2, 3, is identified with CP 0 as before, which gives us the counting.
When Since T is a circle, one choose perturbations having two critical points, which we denote by u, v such that v = [A 0 ] is the minimal point, u is the maximal point. Thus we get two doubly infinite sequences of critical points for (grad L q ) σ : u i , v i , which are indexed as before. (ii) When i < 0,
Proof. We apply the same argument as in the proof of 
On the other hand the formal dimension of the top stratum is given by
where the vanishing of ind D + A follows from the fact that the metrics on W have positive scalar curvature. Thus we get
Then the results for other critical points follow from the additivity and the computation in [ 
) consists entirely of reducibles over a single flat connection, which is identified as CP 0 . Thus
As in the end of last subsection, we identify ∂N = S 1 × S 2 instead of −S 1 × S 2 . Removing a 4-ball in N gives us a cobordism W ′ : S 3 S 1 × S 2 . We can also prove the analogue of Proposition 3.6 in the case of S 1 × S 2 . (ii) The counting of the 0-dimensional moduli spaces is given by
Proof. Similar as in (3.15) we get
Then there are only two critical points v 0 and u −1 satisfying the dimension condition.
When 
is an isomorphism. Then there exists T 1 > 0 such that for all T > T 1 , and regular
Proof. We only prove the case when V = T 3 . The other case is the same. Following Proposition 26.1.4 in [3] one can consider the compactified moduli space over (X o , s): If we reverse the role of M and N we get an analogous result as follows. 
is an isomorphism. Then there exists T 2 > 0 such that for all T > T 2 , and regular pairs (g T , β T ) of X T with β T β o , we have
Proof. We only prove the case when V = T 3 . The other case is proved in the same way. As in the proof of Proposition 3.10 we consider the compactified moduli space
Moreover for all T greater than a sufficiently large T 2 > 0, due to (3.22) we identify
Analyzing as before we see that in the union 
Now we are ready to give a proof for Proposition 3.2.
Proof of Proposition 3.2. We only prove the case when V = T 3 . The argument for the case of S 1 ×S 2 is the same, and simpler in details. We consider the compactified moduli space If [a] is boundary-unstable, Remark 3.5 implies that only when [a] = z 2 −1 , or z 3 −1 can we get nonzero counting. The same argument as above gives us that #M(M 1,o , z j −1 ) = 1, j = 2, 3. Thus we conclude that
where the second line of the equality follows from Proposition 3.10 and Proposition 3.11.
Comparing Index Correction Terms
The second half of the proof of the main results is to compare the index correction terms of the manifolds before and after applying fiber sums. The main ingredient of the proof is the excision principle over end-periodic manifolds proved in [7, Section 5] , which we briefly recall here.
Let (Z + , s) be a spin c 4-manifold obtained from an integral homology S 1 × S 3 which we denote by X as before. Suppose we can decompose Z + as a union of two end-periodic open sets, i.e. Z + = P ∪ Q, where P and Q restricted to the end W + are invariant under the Z-translation. Moreover we want P ∩Q = (−1, 1)×Ṽ ⊂ Z + is a tubular neighborhood of an embedded end-periodic 3-manifoldṼ where the restriction of the metric g on Z + is of product form. We write V ⊂ X for the projection of the end ofṼ to the 4-manifold X. Since the metric is a product, we can insert cylinders [−T, T ] ×Ṽ and [−T, T ] × V to Z + and X respectively. We denote the results by Z +,T and X T .
Suppose now we are given two sets of such data Z 1,+ = P 1 ∪ Q 1 , Z 2,+ = P 2 ∪ Q 2 as above together with perturbed Dirac operators (as in (2.5))
. We say those two sets of data are excisable if the spin c structures on the overlaps (−1, 1) ×Ṽ 1 and (−1, 1) ×Ṽ 2 are identified as well as the twisted Dirac operators:
. Then we can form two new end-periodic manifolds (Z 1,+ ). At last we assume that all the Dirac operators on the end-periodic manifolds are Fredholm. A criterion for elliptic operators on an end-periodic manifold extending as a Fredholm operator from L 2 1 to L 2 is derived in [10, Lemma 4.3] . In our case it's equivalent to the regularity of the pairs (g i , β i ) (see also [8] ). Now we can use the excision principle to compare the index correction terms. We follow the set-up in Section 3.
Proposition 4.2. Given two sets of data X 1 = M 1 ∪ N 1 and X 2 = N 2 ∪ M 2 as in Proposition 3.2 with ∂M 1 = −∂M 2 = T 3 , we form the fiber sum X = M 1 ∪ M 2 . Suppose the metrics g 1 ∈ Met(X 1 , h), g 2 ∈ Met(X 2 , h) are both admissible. Moreover we choose the spin structures s i on X i so that s 1 | ∂M 1 = s 2 | ∂M 2 . Then there exists T 4 > 0 such that for all T > T 4 and regular pairs (g i,T , β i,T ) of X i,T we have
Proof. We will drop the stretching parameter T , perturbations, and metrics in the notation. Whenever we apply the excision principle we need a larger parameter. There are only finitely many times of excision, which gives us a lower bound T 4 . Once metrics are chosen for X 1 and X 2 , all other metrics are induced then. Whenever we need regularity, we choose generic perturbations β i to achieve this. For each fixed T , only finitely many steps are needed to achieve regularity. Being regular is an open condition, thus we can choose β i,T to vary continuously with respect to T . Recall N 1 is a tubular neighborhood of an embedded torus T 1 ⊂ X 1 . From the text below Definition 2.3, we choose the generating hypersurface Y 1 ⊂ X 1 intersecting the torus T 1 transversely into a knot K 1 . Now we attach a 2-handle to K 1 with framing given by the identification N 1 ∼ = D 2 × T 2 , and then take a spin 4-manifold to cap off the boundary. In this way we have found a spin 4-manifold (Z 1 , s 1 ) with spin boundary (Y 1 , t 1 ) so that K 1 bounds a disk D 1 , which is the core of the attaching 2-handle, inside Z 1 . Now we remove a small 4-ball centered at the center of D 1 . Applying the excision principle to the excisable data
− is the orientation-reversed 4-ball attached by a negative cylindrical end (−∞, 0] × S 3 , which is equipped with the unique spin structure, we get Repeat the whole process to (X 2 , T 2 , s 2 ) we get (4.4) ind D + (Z 2,+ ) = ind D + (Z c 2,+ ). Now the punctured disk D c 1 : U K 1 is a concordance from the unknot in S 3 to K 1 in Y 1 . Let's denote by π 1 : W 1,+ X 1 be the projection of the periodic end on Z 1,+ and by N K 1 a tubular neighborhood of (−∞, 0]
We then get a decomposition Z c 1,+ = P 1 ∪ Q 1 . Repeat the process to (Z c 2,+ , K 2 ) we get a decomposition Z c 2,+ = Q 2 ∪ P 2 . Applying the excision principle to the excisable data
From the constructionQ is diffeomorphic to R × S 1 × S 2 equipped with metrics of positive scalar curvature. Thus
Note that Z c + has a cylindrical end of the form (−∞, 0] × S 1 × S 2 . Apply one more excision to this end with respect to the pair S 1 × S 3 = S 1 × D 3 ∪ S 1 × D 3 , we get Z + with a cylindrical end modeled on the fiber sum X such that
where the vanishing of the other terms are caused the fact that S 1 × S 3 admits an orientation-reversing diffeomorphism. Thus we get Let Z be the compact part of Z + . From the construction we know that Z is obtained as follows. We first remove a 4-ball D i in Z i to get a cobordism W c i : S 3 Y i with an embedded concordance D c i : U K i for each i = 1, 2, then remove neighborhoods of D c i in W c i , and glue the resulting manifolds accordingly to get a cobordism W c : S 1 × S 2 Y , finally fill W c with S 1 × D 3 to get Z. By the additivity of signature, the manifolds we removed or filled in the first, second, and fourth steps all have signature 0. Thus the gluing in the third step gives the additivity of signature:
We also prove the corresponding additivity of the correction term in the case of fiber summing along curves. Proposition 4.3. Given two sets of data X 1 = M 1 ∪ N 1 and X 2 = N 2 ∪ M 2 as in Proposition 3.2 with ∂M 1 = −∂M 2 = S 1 × S 2 , we form the fiber sum X = M 1 ∪ M 2 . Suppose the metrics g 1 ∈ Met(X 1 , h), g 2 ∈ Met(X 2 , h) are both admissible. Moreover we choose the spin structures s i on X i so that s 1 | ∂M 1 = s 2 | ∂M 2 . Then there exists T 4 > 0 such that for all T > T 4 and regular pairs
Proof. For the same reason as in the proof of Proposition 4.2 we will drop the neck-stretching parameter T , metrics, and perturbations in the notation. Now N 1 is a tubular neighborhood of an embedded curve γ 1 which intersects the generating hypersurface Y 1 positively into a single point. Choose a spin 4manifold (Z 1 , s 1 ) with spin boundary (Y 1 , t 1 ), we remove a neighborhood D 1 of the intersection point in Z 1 . Let P 1 = D 1 ∪ π −1 1 (N 1 ) ⊂ Z 1,+ , and write the closure of the complement of P 1 to be Q 1 . We repeat the construction on (X 2 , γ 2 ) to get a decomposition Z 2,+ = Q 2 ∪ P 2 .
Applying the excision principle to the excisable data
gives us Note that Z is the boundary sum of Z 1 and Z 2 , thus we get the additivity of the signature:
(4.12) σ(Z 1 ) + σ(Z 2 ) = σ(Z).
Examples
In this section we discuss some examples which illustrate how the fiber sums we have been considering naturally arise.
Example 5.1. Let S 3 1 (K) be the 3-manifold obtained by performing 1-surgery along a knot K in S 3 . The meridian of K in S 3 becomes a knot K ′ in S 3 1 (K). Then we get an embedded torus T K = S 1 × K ′ ⊂ S 1 × S 3 1 (K). Let (X, T ) be another pair in the construction of fiber sums along tori. The fiber sum formula gives us that
where ∆ K (t) is the symmetric Alexander polynomial of K. Here we have used the fact that λ SW (S 1 × S 3 1 (K)) = −λ(S 3 1 (K)) = − 1 2 ∆ ′′ K (1).
Example 5.2. Consider the n-fold branched cover Σ n (K) of a knot K in S 3 . Denote by τ : Σ n (K) Σ n (K) the generating covering transformation of order n. We denote by X n (K) the mapping torus of Σ n (K) under this map: τ (y) ).
It's not hard to show that X n (K) has the same integral homology as S 1 × S 3 . Note that in [5] the Casson-Seiberg-Witten invariant of X n (K) is computed as
where sign m/n (K) is the Tristram-Levine signature (see [9, Section 6] ). In particular when n = 2, we get
where σ(K) is the knot signature. LetK ⊂ Σ n (K) be the branching set. Pick up a point y 0 ∈K, there is a natural embedded curve γ K ⊂ X n (K) given by closing the first factor [0, 1] in the mapping torus at y 0 . There is a preferred framing of γ K given as follows. Let's choose a τ -invariant neighborhood U y 0 of y 0 in Σ n (K), which we identify as [0, 1] × D 2 where τ acts as τ (s, re iθ ) (s, re i(θ+ 2π n ) ). Then a tubular neighborhood ν(γ K ) ⊂ [0, 1] × Σ n (K)/ ∼ of γ K is identified as
[t, s, re iθ ] − ([t], s, re i(θ+t 2π n ) ).
(5.2)
On the other hand, T K = S 1 ×K gives us an embedded torus in X n (K), which is endowed with a preferred framing as follows. We identify a τ -invariant neighborhood ofK with S 1 × D 2 from that of K in S 3 , where τ acts as τ (e is , re iθ ) = (e is , re i(θ+ 2π n ) ). Then a tubular neighborhood ν(T K ) is identified as
, e is , re i(θ+t 2π m ) ).
(5.3)
Corollary 5.1. Let (X n (K), γ K ) and (X n (K), T K ) be the pairs as above.
(i) Let (X, γ) be a pair as in forming the fiber sum along curves. Then λ SW (X# γ X n (K)) = λ SW (X) − 1 8
n−1 m=0 sign m/n (K).
(ii) Let (X, T ) be a pair as in forming the fiber sum along tori. Then λ SW (X# T X n (K)) = λ SW (X) − 1 8
Example 5.3. Let Y 1 and Y 2 be two integral homology spheres. We fix basepoints y 1 ∈ Y 1 and y 2 ∈ Y 2 . Let c ֒ Y 1 be a simple closed curve based at y 1 representing a non-central element in π 1 (Y 1 , y 1 ) . The preferred framing on c identifies a tubular neighborhood of c as ν(c) ∼ = S 1 ×D 2 . Let A ⊂ D 2 be the annulus with outer radius 1, and inner radius 1 2 . Consider a map on S 1 × A ⊂ ν(c) given by f ′ c :
where ρ : [0, 1] [0, 1] is a smooth decreasing function satisfying ρ(1) = 0, ρ(r) = 1 for r ≤ 1 2 with vanishing derivatives on both ends. Then we extend this map to Y 1 as identify on the rest, which we still denote by f ′ c . Connect-summing Y 1 and Y 2 at y 1 and y 2 respectively on balls of radius ǫ with 0 < ǫ < 1 2 , we can then extend the map f ′ c to f c :
which can be visualized as dragging Y 2 along the curve c. We denote the mapping torus Y 1 #Y 2 under the map f c by X c . Note that the map f ′ c is homotopic to the identity map via f ′ c,t : S 1 × D 2 − S 1 × D 2 (s, re iθ ) − (s + 2tρ(r), re iθ ),
where t ∈ [0, 1 2 ]. Let α ⊂ Y 1 be the curve S 1 × {y 1 }. Then a representative γ 1 of the class [α] * [c] ∈ π 1 (S 1 × Y 1 ) can be choosen as follows. Write t ∈ [0, 1] for the coordinate on the S 1 -factor of S 1 × Y 1 . The basepoint of S 1 × Y 1 is choosen as (0, y 1 ). Under the identification ν(c) ∼ = S 1 ×D 2 , y 1 is gven by (0, 0). We pick up y ′ 1 ∈ ν(c) so that y ′ 1 is identified with (0, 1). Take an arc connecting y 1 to y ′ 1 given by a(t) = (0, 2t), t ∈ [0, 1 2 ], in ν(c). Then γ 1 lying in S 1 × ν(c) is given by 1] . Let γ 2 = S 1 × {y 2 } be the curve in Y 2 . Then one sees that the mapping torus X c is the fiber sum of (S 1 × Y 1 , γ 1 ) and (S 1 × Y 2 , γ 2 ). Thus our result implies that (5.4) λ SW (X c ) = λ(Y 1 ) + λ(Y 2 ).
In particular when [c] ∈ π 1 (Y 1 , y 1 ) is of inifinite order, the map f c has infinite order in the mapping class group of Y 1 #Y 2 (c.f. [1] ). Thus (5.4) gives an example of computing the Casson-Seiberg-Witten invariant in the case of a mapping torus formed by an infinite order diffeomorphism. Note that the computation for a large class of mapping torus given by finite order diffeomorphisms was carried out in [5] . We note here that in principle the mapping torus X c is different from the product X = S 1 × Y 1 #Y 2 . One can see this from their fundamental groups. From the construction we know that
where c = [c] ∈ π 1 (Y 1 ). On the other hand π 1 (X) = h ⊕ (π 1 (Y 1 ) * π 1 (Y 2 )).
If both π 1 (Y 1 ) and π 1 (Y 2 ) have trivial center, then π(X c ) has trivial center, but π 1 (X) does not.
