Abstract. We write a formula for the LMO invariant of a rational homology sphere presented as a rational surgery on a link in S 3 . Our main tool is a careful use of theÅrhus integral and the (now proven) "Wheels" and "Wheeling" conjectures of B-N, Garoufalidis, Rozansky and Thurston. As steps, side benefits and asides we give explicit formulas for the values of the Kontsevich integral on the Hopf link and on Hopf chains, and for the LMO invariant of lens spaces and Seifert fibered spaces. We find that the LMO invariant does not separate lens spaces, is far from separating general Seifert fibered spaces, but does separate Seifert fibered spaces which are integral homology spheres.
Introduction
In their paper "Wheels, Wheeling, and the Kontsevich Integral of the Unknot", B-N, S. Garoufalidis, L. Rozansky and D. P. Thurston [BGRT] made two conjectures; the "Wheels" conjecture about the value of the Kontsevich integral of the unknot, and the "Wheeling" conjecture about the relationship between the two natural products on the space of uni-trivalent diagrams. We quote here a paragraph from [BGRT] , explaining a part of their motivation:
If [LMO] , using the "Århus integral" formula of [Å-I-III] . The "Wheels" and "Wheeling" conjectures are now theorems [Ko, Moc, HV, BLT, Th] , and this seems a good time to proceed with the plan outlined above. Thus the purpose of our note is to use Wheels and Wheeling and theÅrhus integral to obtain some explicit formulas for the values of the Kontsevich integral and the LMO invariant on various simple knots, links and 3-manifolds, as well as a general formula for the behavior of the LMO invariant under rational surgery over links (previously such formulas existed only for integral surgery). In these equations:
• X = (x i ) is the set of components of L, A( X ) is the space of chord diagrams 1 whose skeleton consists of |X| directed circles colored by the elements of X modulo the usual 4T , STU, AS and IHX relations, but not divided by the framing independence relation. For general background about chord diagrams and related topological and Lie algebraic issues see [B-N] .
• ν = Z( ) ∈ A( ) ∼ = A(↑) is the Kontsevich integral of the zero-framed unknot , regarded as an element of the space A( ) ∼ = A(↑) of chord diagrams whose skeleton is a single directed circle (modulo the same relations as above), or a single directed line (modulo the same).
• ν ⊗X is the |X|'th tensor power of ν, regarded as an element of A(↑) ⊗X , the X'th tensor power of A(↑). It acts on the Kontsevich integral Z(L) of L using the usual "stick in anywhere" action A(↑) ⊗X 
⊗ A( X ) → A( X ).
• σ : A( X ) → A( X ) is the formal PBW linear isomorphism between the space A( X ) and the space A( X ) (denoted B links (X) in [Å-II] ) of X-marked uni-trivalent diagrams modulo AS, IHX and X-flavored link relations (see Section 5.2] ). The map σ is most easily defined as the inverse of the symmetrization map χ : A( X ) → A( X ). If X is a singleton, we often suppress it and write A( ), A( ), σ : A( ) → A( ), etc. We note that σ is a homonymous variant of a better known isomorphism σ : A(↑ X ) → A( * X ), where A(↑ X ) is the same as A( X ) but with the directed circle skeleton components replaced by directed lines and A( * X ) is the standard space of X-marked uni-trivalent diagrams modulo AS and IHX, not reduced by link relations.
• is the key ingredient of "formal integration". It can be either the LMO-style "negative dimensional integral" (m) , or, in the case when M is a rational homology sphere, the "formal Gaussian integration" F G of [Å-I-III] . (The equality of these two integration theories is in [Å-III] ; a sticky leftover from [Å-I-III] , that F G is well defined modulo link relations, is our Proposition 2.2). We note that is valued in A(∅), the space of trivalent diagrams modulo AS and IHX (that is, unitrivalent diagrams with no univalent vertices), and that A(∅) is a commutative algebra under disjoint union.
• ±1 is the ±1-framed unknot, and ς + (L) and ς − (L) are respectively, the numbers of positive and negative eigenvalues of the covariance matrix of Z(L), which is the linking matrix of L (see [Å-I, Definition 2.8 and Claim 1.10]). It is rather easy to show (see Section 4.1) that if a rational homology 3-sphere M is given by surgery on some rationally framed link L, then its LMO invariantẐ LMO (M ) can be computed using exactly the same formulas (1)-(3), only replacing the input Z(L) (which is not defined for rationally framed links) by some extension thereof, which we will also denote by Z(L). Our main result in this paper is a precise formula for this "rationally-framed Kontsevich integral". We start with some definitions.
Here · ∪ is the often-suppressed symbol for the disjoint union product on A( * ), the constants b 2m are the modified Bernoulli numbers, defined by the power series expansion /5760, etc.) and ω 2m denotes the 2m-wheel, the degree 2m uni-trivalent diagram made of a 2m-gon with 2m legs (so that ω 2 = +, ω 4 = #, . . . , with all vertices oriented counterclockwise). We note thatÂ = ∂ A and A, · are well defined even for arguments B ∈ A( X ), provided ∂ A annihilates all X-flavored link relations. This is equivalent to saying that A is invariant with respect to x for all x ∈ X, where "invariance" is defined in Figure 1 . , so that closed vertex-free loops can be formed by gluing them together. We will not encounter this problem in this paper.
Remark 1.4. Formally ∂ A acts as if it were a differential operator on multi-variable polynomials in symbols indexed by X, according to an operator obtained from A by replacing each label x by ∂ x (see [Å-II, Section 2]). Thus while dealing with specific diagrams we will sometimes use notation as follows:
Next we define the Dedekind symbol S(p/q) of a reduced rational number p/q. A comprehensive source of information about the Dedekind symbol is [KM] , where (among other things) the well-definededness and equivalence of the definitions below is discussed. Definition 1.5. The Dedekind symbol S(p/q) of a reduced rational number p/q is defined by the properties
Equivalently, the Dedekind symbol S(p/q) is defined via its relation
with the Dedekind sum s(p, q), which is given by either of two formulas
where ((x)) is the sawtooth function ((x)) := x − x − 1/2. See Table 1 on page 10. Definition 1.6. Let L be a rationally framed link, with framing f i = p i /q i on the component x i (measured relative to the 0 framing), and let L 0 be L with all framings replaced by 0. Set
where in this equation:
• Ω −1 refers to inversion with respect to the disjoint union product of A( * ).
• Ω −1
with all of its univalent vertices ("legs") colored x.
• Ω x/q denotes Ω with all of its legs colored by x/q (meaning that terms with k legs get multiplied by 1/q k ).
• θ denotes the trivalent diagram in A(∅) and % x i denotes the "isolated chord"
Notice that if all the f i 's are integers, then Ω Remark 1.7. The LMO invariant can be generalized to be an invariant of 3-manifolds with an embedded link, and the surgery formula for the (thus generalized) LMO invariant holds even if the base manifold is not necessarily S 3 . As our proof of Theorem 1 is completely local (see below), the theorem generalizes in the obvious manner to the case when the base manifold is arbitrary and some passive (non-surgery) link is also present.
1.2. Plan of the proof. It is well known (e.g. [Ro, Section 9H] ) that rational surgery with parameter p/q over a link component can be achieved by shackling that component with a framed Hopf chain and then performing integral surgery, in which the framings a 1,..., are related to p/q via a continued fraction expansion (cf. [KM, Equation 0.5 . The first step is computational in nature, rather complicated in the technical sense and takes up the bulk of the proof. When the output of the first step is appropriately normalized, it turns out to be Z(L), which then needs to be fed into the second step, which is nothing but a re-run of the procedure in Equations (1)-(3). This proves Theorem 1.
1.3. Plan of the paper. In Section 2 we discuss some preliminaries: the Wheels and Wheeling theorems, formal Gaussian integration and assorted facts regarding continued fractions and matrices. In Section 3 we prove some necessary lemmas, and in Section 4 we carry out the computation mentioned above, of the Kontsevich integral and of surgery over Hopf chains, and thus finish the proof of Theorem 1.
Section 5 contains some further computations. Most importantly, we compute the LMO invariant of arbitrary lens spaces and of certain Seifert fibered spaces, and find that the LMO invariant does not separate lens spaces, is far from separating general Seifert fibered spaces, but it does separate Seifert fibered spaces which are integral homology spheres. Theorem 2 (Wheels, [BGRT, BLT, Th] ). The Kontsevich integral of the unknot is the symmetrization of the Wheels element Ω of Equation (4)
Theorem 3 (Wheeling, [BGRT, Ko, Moc, BLT, Th] 
is an algebra isomorphism, so that
We will need a slightly more general form of the Wheeling theorem, also proven in [BLT, Th] : We note that Theorems 2-3' have a common generalization as explained and proven in [BLT, Th] (see also Section 4.2 of this article): 
Formal Gaussian integration.
Definition 2.1. Formal Gaussian integration is defined on formal Gaussian-like expressions ("perturbed Λ-Gaussians", for some invertible "covariance" X × X matrix Λ = (l ij )) in A( * X E) (E denotes some arbitrary extra skeleton components) by
, Below we will often need to compute the Kontsevich integral of links, and formal Gaussian integrals thereof. The Kontsevich integral of a link is valued in a quotient space A( X ) of A( * X ), and thus it is useful to note that formal Gaussian integration is well defined for integrands in A( X ):
Proposition 2.2. Formal Gaussian integration is well defined on A( X E). Specifically, if Z ∈ A( X E) can be written as a perturbed Λ-Gaussian in two ways,
where P 1,2 are X-substantial and in A( * X E) but the equality holds in A( X E), then
Proof. We argue by induction on |X|. If X is empty, so is the statement of the proposition. Otherwise there are two cases. The lucky case: If l 11 = 0 we can compute the x 1 integral first ([Å-II, Proposition 2.13]), and we need to show that
where we know that (
l ij x i x j is link relation equivalent to 0 via X-flavored link relations. Multiplication by x 1 x 1 is well defined modulo link relations (exercise!), and thus
is also link relation equivalent to 0 via X-flavored link relations. By the definition of formal Gaussian integration the inner integral in Equation (9) is given by
kills all x 1 -flavored link relations (because the x 1 -marked strut x 1 x 1 is x 1 -invariant), and maps (X\{x 1 })-flavored link relations to (X\{x 1 })-flavored link relations. Therefore the inner integral in Equation (9) is link equivalent to 0 via (X\{x 1 })-flavored link relations. By the induction hypothesis we now find that the outer integral in Equation (9) vanishes.
The ugly case: If l 11 = 0 we consider
where is an arbitrary scalar. Multiplication by x 1 x 1 is well defined modulo link relations, and so the integrand here remains link equivalent to 0. Thus by the lucky case, I( ) vanishes for all = 0. On the other hand, the coefficient of every diagram that appears in I( ) is a rational function in which is non singular at = 0 because Λ is regular. Thus it must be that I(0) = 0.
Remark 2.3. The above proof gives us an opportunity to whine and complain about the state of our understanding of integration in spaces of diagrams. Two such integration theories exist. The LMO integration theory as in [LMO, Le] , and the formal Gaussian theory of [Å-I-III]. Neither one of them is satisfactory:
• Formal Gaussian integration has a solid conceptual foundation; it is the diagrammatic analogue of an old time favorite, the theory of Gaussian integrals and Feynman diagrams. But it is defined only for a restricted kind of integrands, and thus it can only be used to define an invariant of a restricted class of 3-manifolds, namely rational homology spheres. And certain aspects of it, such as its being well-defined modulo link relations (as above), are somewhat tricky.
• The LMO integration theory is always defined and there's no problem showing that it is well-defined modulo link relations, and thus it is superior to formal Gaussian integration, at least in some sense. But we (the authors) lack a conceptual understanding of what it really means. It involves the introduction out of thin air of some strange relations, and one needs to spend some time verifying that under these new relations the theory does not collapse to nothing. In [LMO, Le] , these relations and the construction as a whole are not interpreted. In [Å-III] the relations are given a semi-satisfactory interpretation in terms of "negative dimensions". But whereas formal Gaussian integration is clearly the diagrammatic counterpart of Gaussian integration over Lie algebras, the LMO integration theory is not fully understood as the diagrammatic counterpart of anything (be it integration or anything else). The situation clearly needs to be resolved. Is the LMO theory a diagrammatization of something known? What is it? If not, then it is a genuinely new piece of mathematics. Genuinely new mathematics is wonderful, but it is a rare commodity. Is the LMO theory really new?
In [Å-III] it is shown that the two integration theories agree whenever the weaker one is defined. Thus we could have deduced the previous proposition from the corresponding one for the LMO theory, which is easier to prove. But then we would have had to rely on a non trivial theory which is not yet properly understood.
2.3. Surgery, continued fractions and matrices. The continued fraction expansion in Equation (6) has a slightly refined version
in which the signs of p and q are uniquely determined from a 1,..., . For convenience and without loss of generality, we assume that the signs of p and q are fixed so that (10) holds. This done, we define the integers u and v from the equality
(cf. [KM, Lemma 1.9] ). Let Λ = (l ij ) be the (tri-diagonal) linking matrix of the Hopf chain of Equation (6) 
Proposition 2.4. The four corners of the inverse matrix
Proof. By induction on (and row expansion of the relevant determinants) one establishes the equality
After that, the theorem follows from simple observations regarding the determinant det Λ and the minors Λ
is triangular with ones on the diagonal, and finally that Λ
We note that while the matrix Λ is not determined by p/q, a certain combination of its trace τ , its signature ς and the numbers p/q and v/q appearing in the corners of its inverse matrix does depend only on p/q: Table 1 ) is given by 
Some Lemmas and preliminary computations
3.1. Simple diagram manipulations. In the previous section we have used elements of A( * X ) where X is a set of labels. One may extend this notation in a multilinear way so as to allow labels which are elements of a formal vector space whose basis is indexed by X. Thinking of the elements of A( * X ) as multinomials in the symbols X, whose coefficients are diagrams, one can also perform evaluations in which one or more of the symbols in X are set to zero, which has the effect of selecting out those diagrams not mentioning these symbols. 
Properties of Ω.

Proposition 3.3 (Pseudo-linearity of log Ω). Any x-invariant D in A( * x E) satisfies
(12) ∂ D Ω x = ∂ D Ω x | x=0 Ω x = D, Ω x x Ω x
(compare with standard calculus: if D is any differential operator and f is a linear function, then De
f = (Df )(0)e f ;
we added the prefix "pseudo" above because Equation 12 does not hold for every D, but only for x-invariant D's).
Proof. In [BLT, Th] it is shown that Ω x+y = Ω x · ∪Ω y in A( x y ), and thus using Lemma 3.1,
The x-invariance of D is used in asserting the equality between the contractions D y , Ω x+y y and D y , Ω x · ∪Ω y y . If x-invariance is not assumed, the contraction map 
Proof. The first assertion follows immediately from Proposition 3.3. The second assertion follows from the first and from the equality , Ω = θ/24, which follows from the fact that the two-legged part of Ω is +/48. 
In particular, if A is invertible, then
And so, using Proposition 3.3 twice and the fact that Ω| x=0 = 1, we get Proof. Equation (13) , Ω y y by Corollary 3.4,
The operatorΩ commutes with translation by y (the map x → x + y), becauseΩ has "constant coefficients". Thus Equation (14) is a consequence of Equation (13). Alternatively, it can be proven directly along the same lines.
3.3. Properties of Z # . The Wheeling Theorem allows us to introduce a variant Z # of the Kontsevich integral Z which has some nice multiplicative properties:
be the "wheeled Kontsevich integral". As σ andΩ −1 are invertible, Z # carries just as much information as the original Kontsevich integral. In a completely parallel manner, seť
A first example of a nice multiplicative property of Z # is the following lemma:
In particular, if L is integrally framed, then simply
2 See [Me] . 
Proof. Equation (15) follows immediately from the generalized form of the Wheeling Theorem, Theorem 3', and the known multiplicative property of the Kontsevich integral Z. Equation (16) follows from Equation (15) using the following lemma, which is of independent interest.
Lemma 3.10. The wheeled Kontsevich integral of the 0-framed unknot is given by
Proof.
, Ω Ω, by Proposition 3.3,
= Ω, Ω −1 Ω, by Corollary 3.5. 
Exercise 3.13. Determine the behavior of Z # under
• doubling a component (see [LM2] and Proposition 4.2 below).
• dropping a component.
3.4. One specific integral. At several points below we will need the value of a certain specific integral, which we hereby evaluate:
Lemma 3.14. For any scalars α, β and γ the following equality holds:
by (8), with a dummy u
by a change of variables,
by Corollary 3.4 3.5. The framed unknot and an alternative formula forẐ
LMO
. We now know enough to write a cleaner formula forẐ LMO . We start by computing the Kontsevich integral of the p-framed unknot (for an integer p). Using Lemmas 3.8 and 3.10 we get
We can now computeÅ 0 ( p ):
by Lemma 3.14 for I(1, 1; p)
In particular, the normalization factors in the definition of theÅrhus integral are
We can now write a rather clean formula forẐ • If L is integrally framed, then
• If L is rationally framed with framing
zero framed version of L, then the following surgery formula is equivalent to Theorem 1 (and in particular, as we shall later see, it holds):
Proof. The first assertion, Equation (22), is a simple assembly of Equations (3), (18) 
In order to prove Theorem 1, we computeẐ LMO (M ) in two steps: (1) We first run the procedure of Equations (1)- (3) only on the 'extra' components of L s . Namely, we set
(here ς 1± are the numbers of positive/negative eigenvalues of the covariance matrix of Z(L s ) with respect to only the variables in X e ). (2) We then run the procedure of Equations (1)- (3) over the remaining components, taking as our input the result of the first step. Namely, we seť
(here ς 1± are the numbers of positive/negative eigenvalues of the covariance matrix ofẐ
LMO 1
).
Proof of Theorem 1. Theorem 1 follows immediately from Lemma 4.1 (right below) and Proposition 4.5 (on page 18), which assert thatẐ by Lemma 3.6, (14).
It remains to undo the (1, 1) framing by using Lemma 3.8 on each component:
For the sake of completeness, we can now re-prove Theorem 4: 
x exp x y and hence
by Equation (25),
It only remains to note that σ y Z('
The Hopf chain and the shackling element. We can use the connect-sum lemma (Lemma 3.9) repeatedly in order to compute the wheeled Kontsevich integral of (positively linked) Hopf chains (see Figure 3) . The result is
Using Lemma 3.8 and some repackaging, we get: Proposition 4.3. Let (l ij ) be the linking matrix of the Hopf chain H x 1 ,...,x (a 1 , . . . , a ). Then Z # (H x 1 ,...,x (a 1 , . . . , a ) Figure 3 . A Hopf chain of length is a connected sum of − 1 Hopf links. We can now use Proposition 4.3, Equation (25) 
= Z(L).
Proof. Both sides of the required equality are clearly made of local contributions, one per each shackling element or framing fraction p i /q i . Thus it is enough to prove the proposition at the locale where all the actors act. Ergo we may as well assume that the link L in question is a straight line ↑ f x marked f = p/q, and then, after choosing and a 1 , . . . , a as in Equation (6) (more precisely, as in Equation (10)), the shackled L becomes the shackling element S x;x 1.. (a 1.. ) (so X e , the set of "extra" labels, is {x 1 , . . . , x }). We just need to computê
and start crunching:
by Corollary 3.12, applied to x 1,...,
by Lemma 3.14 for I(1, 1/q; p/q) 
The following is easily established (see [Mon, Sc] ):
• M is given by surgery on the following (rationally framed) "key chain
We could use the rational surgery formula of Theorem 1 to compute the LMO invariant of M , but it is somewhat easier to backtrack a bit, and use the main points of the proof of Theorem 1, applied in a slightly different manner. So we shackle the components x 1 , . . . , x n of L as in Figure 2 , and observe that the result L s is a (−b)-framed unknot marked x with n one-step-longer Hopf chains hanging from it. We then run the "first step" of Section 4.1 on these longer Hopf chains. As there the result is Z # (
−b
x ) corrected by n insertions of factors corresponding to the n one-step-longer Hopf chains. So noting that 0, a
. . , a i and using Equation (26) we find that the result of the (revised) first step of the computation iŝ
This result serves as the input into the second step of the computation in the usual manner:
In the particular case of sl (2), we may divide all diagram spaces A(. . .) by the additional "A 1 relations" (with a formal parameter), = 3 and
(The first relations says that sl(2) is three dimensional, and the second becomes the identity 
by Equation (4) = exp 2 Assembling everything, we find from Equation (29) Disregarding some thorny normalization issues, this result is in agreement with [LR, Section 4 .5].
5.4. The LMO invariant of integral homology Seifert fibered spaces. Corollary 5.2 and Remark 5.6 seem like bad news for finite type invariants of 3-manifolds. But things aren't as bad as they seem. The LMO invariant is a universal finite type invariant merely over the rationals, and it may well be that rational homology spheres, whose homology groups may contain torsion, are separated by finite-group-valued finite type invariants. At any rate, it is nice that we can complement our non-separation results for the LMO invariant of rational homology spheres with a separation result for (some) integral homology spheres: For the sake of simplicity we assume that e 0 > 0; that is, that e 0 = +1 / i p i . This done, Equation (32) shows that Z rest (M ) makes sense as an honest analytic function of > 0, and not merely as a formal power series. Assume for the moment that n > 2. For large values of it is easy to bound the integral in Equation (32) above and below by rational functions of , and thus the growth rate of Z rest (M ) as a function of is determined by the exponential prefactor. Thus by observing the growth rate of Z rest (M ) we can determine (n−2− i 1/p 2 i )/4e 0 , factor that term out, and therefore regard the integral in Equation (32) . This growth rate is much slower than the minimal possible value of (n − 2 − i 1/p 2 i )/4e 0 for n > 2, which is attained when n = 3 and (p i ) = (2, 3, 5). Thus the case of n ≤ 2 is easily separated from the case of n > 2.
Exercise 5.7. Verify directly from Equation (32) that in the sl(2) case Z rest (M ) = sinh~/2 /2 for n ≤ 2.
