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Existing methods of strain analysis such as the center-to-center method and the Fry method estimate
strain from the spatial relationship between point objects in the deformed state. They assume a trun-
cated Poisson distribution of point objects in the pre-deformed state. Signiﬁcant deviations occur in
nature and diffuse the central vacancy in a Fry plot, limiting the its effectiveness as a strain gauge.
Therefore, a generalized center-to-center method is proposed to deal with point objects with the more
general Poisson distribution, where the method outcomes do not depend on an analysis of a graphical
central vacancy. This new method relies upon the probability mass function for the Poisson distribution,
and adopts the maximum likelihood function method to solve for strain. The feasibility of the method is
demonstrated by applying it to artiﬁcial data sets generated for known strains. Further analysis of these
sets by use of the bootstrap method shows that the accuracy of the strain estimate has a strong tendency
to increase either with point number or with the inclusion of more pre-deformation nearest neighbors. A
poorly sorted, well packed, deformed conglomerate is analyzed, yielding strain estimate similar to the
vector mean of the major axis directions of pebbles and the harmonic mean of their axial ratios from a
shape-based strain determination method. These outcomes support the applicability of the new method
to the analysis of deformed rocks with appropriate strain markers.
Crown Copyright  2014 Published by Elsevier Ltd. All rights reserved.1. Introduction
Themutual spatial arrangement of objects including sedimentary
clasts, fossils, ooids, polycrystal aggregates, porphyroblasts, in rocks
is frequently treatedasapassive strainmarker todetermine theﬁnite
strain of the host rock, in two ways: the center-to-center method
(Ramsay, 1967) and the all objecteobject separations or Fry method
(Fry, 1979; Hanna and Fry, 1979). The nearest neighbor objects in the
pre-deformed state need be known for the former method, but not
necessarily for the latter method that has found a wider application
for this reason. As both methods explicitly or implicitly assume, the
study objects are randomly distributed, well sorted and well packed
in the pre-deformed state, so that they would deﬁne in the Fry plot a
blank fabric ellipse that has a similar orientation and a similar axial
ratio to the strain ellipse (Fig. 1aec). For instance, Fry (1979)
considered a truncated Poisson distribution of point objects with
its associated randomness, sorting and packing properties. The de-
viation of one ormore of these properties from the assumptions thusx: þ86 20 85290130.
014 Published by Elsevier Ltd. Alllargely accounts for the uncertainty of strain estimates in practice.
Accordingly,modiﬁcations to the twomethodshave sincebeenmade
to visually or numerically enhance recognition of the fabric ellipse,
including the Delaunay triangulation method (Mulchrone, 2002,
2013) for the former, and the normalized Fry method (Erslev, 1988),
the enhanced normalized Fry method (Erslev and Ge, 1990), the
modiﬁednormalized Frymethod (McNaught 1994, 2002 ), thepoint-
count density method (Waldron and Wallace, 2007), the retro-
deformation method (Lisle, 2010), the maximum likelihood func-
tion method (Shan and Xiao, 2011), the image analysis method
(Sampath and Srivastava, 2011), and so forth for the latter.
Despite these modiﬁcations, it is still a challenge to use objects
with a distribution that severely violates the above-mentioned
assumptions, because the estimated strains using these methods
may deviate signiﬁcantly from the actual ﬁnite strain. Deviations of
actual spatial strain markers from the characteristics of an ideal
population tends to diffuse the quality of the needed vacancy or gap
for the strain determination. For example, objects may be well
sorted but loosely packed (Fig. 1def), or badly sorted but closely
packed (Fig. 1gei), creating ill deﬁned vacancies that preclude
useful strain measurement. Although as described, a variety of
methods exist for attempting to resolve this issue, we believe thatrights reserved.
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Fig. 1. Presentations of objects with three contrasting distributions, well sorted and well packed (aec), well sorted and loosely packed (def), and poorly sorted and well packed (ge
i). These objects are artiﬁcially generated in the non-deformed state. In Fry plot, the small black “plus” symbols are either all objecteobject separation points (b, e and h) or the ﬁrst-
nearest neighbor points (c, f and i), and the large gray “plus” symbols represent the origin of the plot, with a similar size. The vacancy that the nearest neighbor points deﬁne in the
central part of the Fry plot appears to have a circular shape in the ﬁrst case (c), a square shape in the second case (f), and a rectangle or elliptical shape in the third case (i).
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e9586treating all points as members of a Poisson distribution rather than
as a truncated Poisson distribution is the key to successful issue
resolution.2. Principles of method
The Poisson process is widely used to describe the occurrences
of the centers of objects or point objects in rocks for two-
dimensional strain analysis (e. g. Fry, 1979; Shan and Xiao, 2011).
In this discrete process, if objects are supposed to happen one by
one, then each individual object happens independently of therelative timing and of existing objects. Let us consider a case of N
Poisson objects in a bounded region W and involving no defor-
mation (Fig. 2a). The possibility mass function of having a number
of k (1 k<N) objects within a certain circular subregion V (V˛W)
is calculated in the following expression:
Pðk; l; rÞ ¼

lpr2
k
elpr2
k!
(1)
where r is the radius of the circular subregion, and l is the mean
density of objects, the point number N divided by theW’s volume.
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Fig. 2. Presentations in Fry plot of Poisson points and their nearest neighbors in the pre-deformation (aeb; Rs ¼ 1) and deformation (cee; Rs ¼ 2 and F ¼ 0) states, respectively.
Both the large “plus” and “circles” symbols in (b) and (dee) have a similar size. These circles have a radius of (lp)1/2, where l is the mean density of points, and represent the
invariability of the directional mean density. The inserts in (b) and (d) represent the strain ellipses in the states. See the caption of Fig. 1 for more explanation.
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e95 87For a truncated Poisson distribution, the introduction of a cutoff
radius gives a slightly more complicated expression of the possi-
bility mass function (see Shan and Xiao, 2011, Eqs. (3) and (4)).
The nearest neighbor point of a certain givenpoint is determined
by looking for another point having the smallest distance to it. In the
Fry plot, these points appear approximately evenly distributed in
direction space (Fig. 2b). That is to say, the mean density is isotopic.
Characterizing this isotropy requires the introduction of a new
concept, the mean density tensor D,

D ¼

l 0
0 l

. This tensor
deﬁnes a circle with a radius of (lp)1/2 and centered at the origin of
the Fry plot (Fig. 2b and dee), onwhich the nearest neighbor points
concentrate, as required in a Poisson distribution. Themean density
in a certain direction, or the directional mean density, is in inversely
proportion to the amount of extension or shortening parallel to the
direction. This is obvious if the nearest neighbor points in anydirection are sufﬁciently numerous to have a well-deﬁned Poisson
distribution.
Let us deform this population by imposing on it a strain tensor ﬃﬃﬃﬃﬃ
Rs
p
0
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rs1
p

, where Rs is the strain ratio (Fig. 2a vs. 2c). The
strain of a certain line may be decomposed into two components,
length change and angle change. They are respectively parallel and
perpendicular to the line in the deformed state. The length-change
strain ε1(F) is readily calculated from the prescribed strain tensor,
according to Ramsay and Huber (1983), Eq. (D.7), p. 294) :
ε1ðfÞ ¼
	
Rs cos2 fþ Rs sin2 f

1
(2)
where the angle F is measured from the major strain axis in the
deformed state. F has its counterpart angle q in the pre-deformed
state. Their relationship is shown in Wettstein’s (1886) formula,
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e9588tan f ¼ Rs tan q: (3)
After rearranging and differentiating Eq. (3), we have the angle-
change strain εa(F),
εaðfÞ ¼ dfdq ¼ Rs cos
2 fþ Rs1 sin2 f: (4)
Multiplying ε1(F) in Eq. (2) with εa(F) in Eq. (4) is 1. This is
redundant for the isochoric strain that we implicitly assume, but
means the invariability in isotropy of the mean density tensor
(compare Fig. 2b and d). This invariability means no difference in
distribution between the points in the pre-deformed state and in
the deformed state. In either state, points with a Poisson distribu-
tion are insufﬁcient information for a strain determination (Fry,
1979). However, the directional change in point density in Eq. (2)
is a function of strain and provides a basis for strain determina-
tion. This will be addressed in the next section.3. Generalized center-to-center method
During deformation, the distances between the pre-
deformation nearest neighbor points become larger, smaller or,
rarely, constant, depending upon their angular relations to the
exerted strain. The strain parallel to the line between the nearest
neighbor points in the deformed state is described in Eq. (2). In
terms of the inversely proportional relationship between the di-
rection mean density and the length-change strain, or Eq. (2), the
directional mean density of the pre-deformation nearest neighbor
points in the deformed state l1(F) has the following expression,
l1ðfÞ ¼ l
	
Rs cos2 fþ Rs1 sin2 f


: (5)
Given this directional mean density description, we need to have
an understanding of the pre-deformation distribution of the nearest
neighbors, so as to have a means of comparing the results of retro-
deformations from determined strains. Two approaches toward the
comparison are to assume that the nearest neighbor points in the
pre-deformed state have an even distribution in direction space or,
alternately, to use a maximum likelihood function. These assump-
tions are basedupon the features of the nearest neighbor pointswith
a Poisson distribution, no preferred orientation and a probability
mass function of Eq. (1). They are both theoretically acceptable, but
the former could give a generally larger deviation of the strain solu-
tion than the latter, due to the discrete nature of point objects.
Therefore, the latter approach is chosen in this study. Insteadof direct
use of Eq. (5), we retro-deform the points in the deformed state and
describe their possibility mass function in the retro-deformed state
using Eq. (1). The likelihood function of the pre-deformation nearest
neighbor points in the retro-deformed state is deﬁned as,
PL

Rs0;f0
 ¼ Yn
i¼1
P

ki; l; r
0
i

(6)
where Rs0 is the retro-strain ratio, f0 is the direction angle of the
major retro-strain axis, ki is the number of pre-deformation nearest
neighbor points of the i-th point, and r0i is the distance of the ki-th
nearest neighbor point to the i-th point in the retro-deformed state.
In deﬁnition, r0i is a function both of the retro-strain (Rs0, f0) and of
the distance to the i-th point and the angle of the ki-nearest
neighbor point in the deformed state (ri, F). It is readily derived
from the basic equations about the Rf/phi method (Ramsay, 1967,
205e206), but this derivation is not presented here.
Considering the very small values of the likelihood function in
the calculation, its log version is used instead. Maximizing thelog likelihood function is done by use of grid search in parameter
space. In this paper Rs0 is taken a value of 1e20 with a spacing of
0.1, and f0 an integer of 0e180. After retro-deforming the point
objects by each strain (Rs0, f0), we calculate the log likelihood
function from them in the retro-deformed state, according to Eq.
(6). Once the maximum log likelihood function is searched out in
this way, the optimal strain in the present state (Rs, F) is readily
obtained from the solution of the retro-strain: both have a
similar strain ratio, and their major strain axes are mutually
perpendicular.
In addition, it is not an easy thing to identify the pre-
deformation nearest neighbors in the deformed state, due to the
paucity or absence of such markers in many deformed rocks. This
can be done in some cases, for example, in conglomerate by
checking the occurrences of objects and their spatial relationships.
Even in such a case further identifying the pre-deformation ki-th
(1) nearest neighbors is often hardly possible. However, with the
knowledge of the pre-deformation nearest neighbors in the
deformed state, both the strain and the pre-deformation ki-th (1)
nearest neighbors may be solved for during maximization of the
likelihood function, because they are independent variables. Once
we obtain the former, the latter is readily determined from the
nearest neighbors in the retro-deformed state.
4. Test with artiﬁcial data sets
In this section, artiﬁcial data sets are generated for known
strains, and are analyzed to demonstrate the feasibility of the
proposed method.
4.1. Data generation
A series of artiﬁcial data sets were created with increasing size
from 10 to 154 points at increments of two points. The ﬁnal set of
the entire 154 points, as well as the pre-deformation nearest
neighbors, are generated in the following procedure:
1) generate in the Cartesian coordinate system a number of 400
points within a 10  10 square region by randomly sampling,
with a mean density of 0.4 (l ¼ 0.4),
2) calculate the separations of each individual point with respect to
all other points,
3) deform these points homogeneously with a strain ratio of 2
(Rs ¼ 2) and a direction of the major strain axis toward the X-
axis (F ¼ 0),
4) resample the points by choosing only those within an inscribed
circle having a radius of 5
ﬃﬃﬃ
2
p
=2 in the deformed region, which
avoids the potential effect of shape of the sampled region on the
strain analysis (Shan and Xiao, 2011), and
5) modify the pre-deformation nearest neighbor points of each
chosen point, according to the spreadsheet of the pointepoint
separations calculated before deformation, and the list of the
chosen points.
4.2. Results
Applying our proposed method to these artiﬁcial data sets, for
the ﬁrst nearest neighbor, both the estimated major strain axis
directions (Fig. 3b) and the estimated strain ratios (Fig. 3c) tend to
converge toward the known values, as does the maximized mean
log likelihood function (Fig. 3a). Their numerous ﬂuctuations are
diagnostic of the discrete and random nature of the Poisson pro-
cess. Morphologically, the ﬂuctuations may be divided into two
kinds, with a smaller wavelength frequency plus a larger amplitude
and with a larger frequency plus a smaller amplitude. The former
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Fig. 3. Maximized mean log likelihood function (MLLF) and estimated strains from an increasing number of artiﬁcial Poisson points for the ﬁrst (aec), second (eef) and third (gei)
nearest neighbors in the pre-deformed state, respectively. The dashed lines represent Rs ¼ 2 and F ¼ 0.
a   n=10 b   n=50
c   n=100 d   n=150
Rs=2.1, phi=-1.3oRs=1.3, phi=-2.8o
Rs=2.1, phi=-1.2o Rs=2.2, phi=-1.2o
Fig. 4. Presentation in Fry plot of the pre-deformation nearest neighbor points for a point number of 10 (a), 50 (b), 100 (c) and 150, respectively. The estimated strains by applying
the proposed method are listed at the upper-left corners of the subﬁgures. The “plus” symbols have a size proportional to the probability mass function of the nearest neighbor
points at the estimated strain. The ellipses centered at the origin has an area of 1/l and, represent the variation in direction space of the directional mean density. The scale bars have
a similar size. See the caption of Fig. 1 for more information.
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Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e9590kind occurs mainly for a point number of less than 50, where the
points are insufﬁcient in number to form a good Poisson distribu-
tion (Fig. 4a). The latter kind exists throughout the region, partic-
ularly for a point number of greater than 82, where the strain
estimate varies slightly in a narrow range, Rs ¼ 1.8e2.6 and F ¼ 2e
14 (Fig. 4bed).
As the pre-deformation second (Fig. 3feg) and third (Fig. 3hei)
nearest neighbors are included, both kinds of ﬂuctuations
dramatically decrease in amplitude, and, astonishingly, for a
number of even 10 points we may at times have a good estimate of
strain. When the point number becomes larger than 40, the second
kind of ﬂuctuations dominates, and the strain estimates have a
narrower range, Rs ¼ 1.8e2.3 and f ¼ 5e7 in the former case
(Fig. 3feg), and Rs ¼ 1.8e2.1 and F ¼ 4e5in the latter case
(Fig. 3hei). In line with the increasing accuracy of strain estimate,
themaximizedmean log likelihood function has a greater tendency
to stabilize at a certain given point number of more than 80 (Fig. 3d
and h).-40
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Fig. 5. The spread of the estimated strains by the bootstrap method from an increasing num
neighbors in the pre-deformed state, respectively. The spade symbol represents either the v
estimated strain ratios, and the vertical short lines at the upper and lower sides have an equi
or the estimated strain ratios. See the caption of Fig. 3 for more information.4.3. Bootstrap
To resolve the ﬂuctuations of the strain estimates, a non-
parametric bootstrap algorithm (Efron and Tibshiran, 1993) is
used that estimates the standard deviation of a sample average
from the averages of a large number of the bootstrap samples,
subsets resampled from the study data set. A series of data sets
with an increment of 5 points are chosen, and each data set is then
resampled to have a number of 100 bootstrap samples. In each
bootstrap sample, the nearest neighbor points in the pre-
deformed state are recalculated as described in the previous
subsection. It is worth noting that some points appear twice or
more in a bootstrap sample, because of resampling. This repetition
is unrealistic in the light of nearest neighbors but has a statistical
meaning of overweighting these points for estimation of the
strain.
Applying the bootstrap method, the average strain estimates
(i.e. the direction of the major strain axis and the strain ratio)1
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ector mean of the estimated major strain axis directions or the harmonic mean of the
valent length to the mean square deviation of the estimated major strain axis directions
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e95 91ﬂuctuate slightly around the known strain, as compared with the
estimates from our method (Fig. 5 vs. Fig. 3). These ﬂuctuations
appear to have a greatly decreased amplitude when the second and
third nearest neighbors are incorporated.With the increase of point
number, the standard deviation of the strain estimates reaches a
maximum at the start, greatly decreases, and then varies very
slightly for a point number of larger than 50 (Fig. 5aeb) or 40
(Fig. 5cef). It also remarkably decreases with the inclusion of the
pre-deformation second and third nearest neighbor points.
Therefore, adding more points, including other pre-deformation
nearest neighbors or doing both will enhance the accuracy of the
strain estimate.
5. Application
Shan and Xiao’s (2011, Figs. 4 and 5a) real example has a number
of 51 pebbles in a deformed conglomerate, poorly sorted but well
packed (Fig. 6a). In this example, due to the severe deviation from a
truncated Poisson distribution, the nearest neighbors fail to mark a
well-deﬁned circular or elliptical vacancy in the Fry plot (Fig. 7c;
Shan and Xiao, 2011, Fig. 5c) and appear a little better in deﬁning
such a central vacancy in Erslev’s (1988) normalized Fry plot
(Fig. 7e). Moreover, Mulchrone’s (2002) Delaunay triangulation
nearest neighbors (Fig. 7b) do well neither in the Fry plot (Fig. 7d)
nor in the normalized Fry plot (Fig. 7f). This outcome is not a sur-
prise because these modiﬁcations are based upon well sorted and
well packed objects, as previously discussed.
In the circumstances, it seems justiﬁable to assume a Poisson
distribution rather than a truncated Poisson distribution for these
pebbles, and they may be used to test the proposed method. For
each pebble, all possible pre-deformation nearest neighbor pebble
pairs are recognized by eye from the image (Shan and Xiao, 2011,
Fig. 4), according to their spatial relationships. Accordingly, theb  Rs=3.3, Phi=162
a
O
Fig. 6. (a) Ellipses representative of pebbles in a deformed conglomerate (Shan and Xiao,
between some neighbor objects, due to the deviation of either or both shapes from an ideal e
(a). Listed at the upper-left corner is the strain estimated using the proposed method frompoints have a varying number of the pre-deformation nearest
neighbors, between one and nine (Fig. 6a), which is different from
the previous artiﬁcial data sets. For any given point having two or
more such pairs, at this moment we cannot tell which is the ﬁrst,
second or other nearest neighbor point in the pre-deformed state,
because this discrimination is dependent upon the strain to be
solved.
Applying our new method to these data gives rise to an esti-
mated strain of Rs ¼ 3.3 and F ¼ 162 (Fig. 6b). This result re-
sembles the average strain estimate by the bootstrap scheme
described previously, Rs ¼ 3.3 and F ¼ 177 (Fig. 8). The unimodal
distributions of Rs (Fig. 8a) and F (Fig. 8b) are indicative of a high
accuracy of the strain estimate.
It is interesting to make a comparison between the estimated
strains using our new method (Fig. 8), Shan and Xiao’s (2011)
method, and the Rf/phi mean method, or the vector mean for the
directions of the major axes of elliptical objects and the harmonic
mean for their axial ratios (Ramsay, 1967; Lisle, 1985) (Fig. 9). The
average strain estimate approaches the strain estimate by the Rf/
phi mean method, and both have a great difference from the two
strain estimates by Shan and Xiao (2011) with andwithout spurious
data. Retro-deformation of the conglomerate with these estimates
(Fig. 10) illustrates this comparison, and makes more sense in
appraising these estimates. The retro-deformed maps appear
reasonable for the strain estimates by our proposed method
(Fig.10a) and the Rf/phi meanmethod (Fig.10b), as in either case all
or nearly all of the pebbles have a much smaller axial ratio and a
variable orientation, giving an impression of no discernible defor-
mation (see an example of Fig. 1g for a comparison). They seem
problematic for Shan and Xiao’s (2011) estimates (Fig. 10ced), as in
both cases most or all of the objects have a much greater axial ratio
with a strong preferred orientation, which would not be expected
for the undeformed initial state of the pebble population.2011), and their nearest neighbor(s) in the pre-deformed state. Slight overlap exists
llipse. (b) Fry plot of the pre-deformation nearest neighbor points (“plus”) identiﬁed in
these points. See the caption of Fig. 4 for more information.
c d
e f
Fr
y
pl
ot
Delaunay triangulation
N
or
m
al
iz
ed
Fr
y
pl
ot
Central separations
a b
N
ea
re
st
ne
ig
hb
or
s
Fig. 7. Fry and normalized Fry plots (Erslev, 1988) of the nearest neighbors and the Dalaunay triangulation nearest neighbors (Mulchrone, 2002), respectively. Short lines represent
the ﬁrst nearest neighbors (a) or the Dalaunay triangulation nearest neighbors (b). For better illustrating the central vacancy, only the separations (“plus”) in the central part of the
Fry (c) and normalized Fry (e) plots are chosen and displayed, of which the ﬁrst nearest neighbors are represented by the “square” symbol. In (c)e(f), the gray circles centered in the
origins have a radius of 1.
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e9592Therefore, in the light of retro-deformation results, we believe that
our new approach using a Poisson point distribution, a maximum
likelihood function for the initial state and bootstrapping to mini-
mize estimate ﬂuctuations is applicable for strain analysis from
deformed point distributions.
6. Discussion
6.1. Similarities and differences
The proposed method is similar to Ramsay’s (1967) center-to-
center method and Fry’s (1979) objecteobject separation
method, in the use of the mutual spatial arrangement of pointobjects. It differs by assuming a Poisson point distribution as
opposed to the truncated Poisson distribution for the latter two
methods. Marker point populations derived from a Poisson dis-
tribution cannot be effectively displayed using a separation vs.
angle plot or a Fry plot because they do not create the gap or va-
cancy, respectively, of the methods that allow a visual appreciation
of strain. The method depends on using only their pre-
deformation nearest neighbors in the deformed state to solve
numerically for strain. Therefore, the former method is less
straightforward and more computational than the latter methods,
but avoids the errors and complexities that result from attempting
to deﬁne gaps or vacancies that can be usefully measured to
determine strain.
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Fig. 8. Histograms of the estimated major strain axis directions (a) and the estimated strains (b) by applying the proposed method to a series of resampled subsets with boot-
strapping. The dashed lines represent the values of the vector mean for the estimated major axis directions or the harmonic mean for the estimated axial ratios (see Ramsay, 1967;
Lisle, 1985). See the text for more explanation.
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Fig. 9. Rf/phi plots of deformed pebbles (black "plus") in Fig. 6a. Also displayed in the plots are the estimated strains by our proposed method, the Rf/phi mean method (Ramsay,
1967; Lisle, 1985), and Shan and Xiao’s (2011) method, respectively, for comparison.
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a  By this proposed method b By the Rf/phi mean method c Without spurious data d  With spurious data
Rs=3.3, phi=177 Rs=4.5, phi=176 Rs=7.3, phi=167 Rs=16.2, phi=170
By Shan and Xiao's (2011) method
Fig. 10. Presentations of the study conglomerate in the retro-deformed states for the strains estimated using the proposed method (a), the Rf/phi mean method (b), and Shan and
Xiao’s (2011) method (ced), respectively. See the conglomerate in the present state (Fig. 6a) for comparison. In (a), the average strain estimate by the bootstrap method is chosen for
retro-deformation. The scale bars have a similar size.
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Poisson distribution is an extension of the center-to-center method
and the Fry method for point objects with a truncated Poisson
distribution. For a certain given object population that mostly lies
between the two end members, the choice of one of these methods
is at present empirically done, depending upon the extent of de-
viation from a truncated Poisson distribution in the natural data set.
6.2. Advantages and disadvantages
The proposed method is applicable to Poisson point distribu-
tions with the knowledge of the nearest neighbors in the pre-
deformed state. The advantage of this approach over the Fry
method, the center-to-center-method, and most of their modiﬁ-
cations is that it does not create a central vacancy because the
distribution is not truncated, so the analysis can focus on the
available point population rather than attempting to ﬁrst create a
clear vacancy so that a strain estimate can be generated.
However, the pre-deformation nearest neighbor points in the
deformed state are often difﬁcult to identify, due to the absence or
scarcity of markers at outcrop or under microscope, which restricts
the application of the proposed method. Such an identiﬁcation is
available in well-packed but poorly-sorted objects like the study
conglomerate, and takes much time and much care. The use of
numerical calculation rather than graphic presentation and evalu-
ation makes the method less straightforward and less interactive.
6.3. Central vacancy in Fry plot
Both the Fry method and the center-to-center method are based
upon the spatial relationship between points, thus leading to the
dependence of the accuracy of their strain estimates upon the
distribution of points. Both are most likely to give an inaccurate or
even meaningless estimate in the case where points do not process
a truncated Poisson distribution, the basic assumption of the
methods (Fry, 1979). For instance, the second and third cases in
Fig. 1, that are not such distributions provide diffuse centralvacancies in their Fry plot (Fig. 1e and h) and nearest neighbor Fry
plot (Fig. 1f and i). Normally, the signiﬁcance of the assumption
needs be tested to decide whether wewould accept or reject such a
strain estimatewith a certain given conﬁdence level. Unfortunately,
this statistical inference receives much less attention from users
who just look for an elliptical vacancy in the central part of the Fry
plot as a strain gauge. They tend to focus on methods that attempt
to create more useful central vacancies for strain measurement.
Here arises an issue about this pragmatic preference: could the
central elliptical vacancy be a beautiful pitfall for strain analysis?
We believe that the answer is deﬁnitely yes. When points are not in
a well-truncated Poisson distribution (see Fig. 1d and g), a diffuse
vacancy exists that is an artifact of the peculiar initial particle or
point distribution, and it may strongly obscure the desired elliptical
vacancy. The deformed conglomerate examined in this paper
(Fig. 6a) is a vivid example. It appears poorly-sorted and well-
packed, and displays a weak anticlustering of points in the Fry
plot (Shan and Xiao, 2011, Fig. 5c). The strain estimates by Shan and
Xiao’s (2011) method, a modiﬁed Fry method fail to give a
reasonable retro-deformation image of the pebbles in the pre-
deformed state (Fig. 10), and so do the estimates by the normal-
ized Fry method and the Delaunay triangulation method (Fig. 7).7. Conclusions
Both the center-to center method (Ramsay, 1967) and the Fry
method (Fry, 1979) estimate strain from the spatial relationship
between point objects in the deformed state. They require a Poisson
distribution of point objects that is truncated to such degree that
the anticlustering of the neighbor points marks a central elliptical
vacancy in a proportion to strain they have undergone. Commonly,
a certain given set of point objects possesses a distribution that is
intermediate between truncated Poisson where strain is deter-
minable by use of either of the methods or their numerous modi-
ﬁed methods, to Poisson where strain is almost indeterminable by
whatever means. When the former case is severely deviated, the
central vacancy in Fry plot may be diffused so greatly that it
Y. Shan, X. Liang / Journal of Structural Geology 60 (2014) 85e95 95becomes an artifact of point distribution rather than strain. The
latter case is dealt with in this paper.
When Poisson points are homogeneously deformed, the mean
density of points remains isotropic, but the directional mean den-
sity varies as a function of the exerted strain, as in Eq. (5). The pre-
deformation nearest neighbor points in the deformed state are
regarded as a ﬁnite strain maker, in the light of this variation. A
generalized center-to-center method for estimating strain from
such data is proposed in this paper. This new method relies upon
the probability mass function for Poisson distribution, and adopts
the maximum likelihood function method to solve for strain. Arti-
ﬁcial data sets generated for a known strain are used to demon-
strate the feasibility of the method. The nonparametric bootstrap
algorithm is utilized to evaluate the accuracy of the strain estimate.
The results show that the accuracy has a strong tendency of
increasing either with point number or with the inclusion of other
nearest neighbor points in the pre-deformed state.
The proposed method is also applied to a deformed conglom-
erate previously studied by Shan and Xiao (2011). The estimated
strain is similar to the one using the Rf/phi mean method (Ramsay,
1967; Lisle, 1985). Both give a retro-deformation map where the
pebbles appear not to be involved with any visible deformation. On
this basis, we believe that our method is useful for estimating strain
from a deformed point population that deviates from a well-
truncated Poisson distribution.
Acknowledgments
This work is funded by the National Natural Science Founda-
tion of China (Grant No. 41272228). This manuscript was
reviewed by R.J. Lisle, B. Dunne and an anonymous referee who
made valuable and constructive suggestions to it. R.J. Lisle helpedcheck the written English. This is contribution No. IS-1813 from
GIGCAS.References
Efron, B., Tibshiran, R.J., 1993. An Introduction to the Bootstrap. Chapman & Hall,
London, p. 436.
Erslev, E.A., 1988. Normalized center-to-center strain analysis of packed aggregates.
J. Struct. Geol. 10, 201e209.
Erslev, E.A., Ge, H., 1990. Least-squares center-to-center and mean object ellipse
fabric analysis. J. Struct. Geol. 12, 1047e1059.
Fry, N., 1979. Random point distributions and strain measurement in rocks. Tecto-
nophysics 60, 89e105.
Hanna, S.S., Fry, N., 1979. A comparison of methods of strain determination in rocks
from southwest Dyfed (Pembrokeshire) and adjacent areas. J. Struct. Geol. 1,
155e162.
Lisle, R.J., 1985. Geological Strain Analysis, a Manual for the Rf/phi Technique. Per-
gamon Press, London, p. 99.
Lisle, R.J., 2010. Strain analysis from point fabric patterns: an objective variant of the
fry method. J. Struct. Geol. 32, 975e981.
McNaught, M.A., 1994. Modifying the normalized fry method for aggregates of
nonelliptical grains. J. Struct. Geol. 16, 493e503.
McNaught, M.A., 2002. Estimating uncertainty in normalized fry plots using a
bootstrap approach. J. Struct. Geol. 24, 311e322.
Mulchrone, K.F., 2002. Application of Delaunay triangulation to the nearest
neighbour method of strain analysis. J. Struct. Geol. 25, 689e702.
Mulchrone, K.F., 2013. Fitting the void: data boundaries, point distributions and
strain analysis. J. Struct. Geol. 46, 22e33.
Ramsay, J.G., 1967. Folding and Fracturing of Rocks. McGraw-Hill Book Company,
New York, p. 568.
Ramsay, J.G., Huber, M.I., 1983. The Techniques of Modern Structural Geology. In:
Strain Analysis, vol. 1. Academic Press, London, p. 307.
Sampath, B.S.R.V., Srivastava, D.C., 2011. Rapid extraction of central vacancy by
image-analysis of fry plots. J. Struct. Geol. 40, 44e53.
Shan, Y., Xiao, W., 2011. A statistical examination of the fry method of strain anal-
ysis. J. Struct. Geol. 33, 1000e1009.
Waldron, J.W.F., Wallace, K.D., 2007. Objective ﬁtting of ellipses in the centre-to-
centre (fry) method of strain analysis. J. Struct. Geol. 29, 1430e1444.
Wettstein, A., 1886. Über die Fischfauna des Tertiären Glarner Schiefers. Schwiez.
Paläont. Ges. Abh. 13, 1e101.
