This paper presents an invariant imbedding approach to the solution of coupled matrix-vector difference equations under two-point boundary conditions. It is shown that the finite difference approach to the solution of elliptic equations results in a special case of the coupled difference equations considered. For linear self-adjoint equations, the invariant imbedding approach yields stable initial value problems. Finally, the standard direct and iterative finite difference methods are derived and analyzed from the invariant imbedding equations.
INTRODUCTION
Invariant imbedding [1] is a technique by which many characteristically unstable boundary value problems are converted to stable initial-value problems. Although most of the literature in invariant imbedding deals with continuous systems governed by ordinary differential or integral equations, the method is far more general [2] . This paper will be concerned with invariant imbedding and coupled difference equations under two-point boundary conditions. We will proceed in three parts. First we will establish the invariant imbedding method for coupled matrix-vector difference equations. Although the invariant imbedding equations are usually derived from a physical approach [3] , we will derive the method as a consequence of linearity even though this approach will tend to obscure the meaning of the term "invariant imbedding."
We will then show that the finite difference methods for solving linear elliptic boundary value problems are equivalent to solving a second-order linear difference equation. This second-order difference equation can easily be solved by invariant imbedding, yielding stable initial value problems. Finally, we consider the example of Laplace's equation. We show that both the direct and iterative finite difference ANGEL methods can be derived and analyzed from the second-order difference equation. In effect, we show that the theory of second-order difference equations yields a natural and comprehensive theory of the numerical solution of linear elliptic equations.
COUPLED DIFFERENCE EQUATIONS
Let u(i) and v(i) be a set of k-dimensional and/-dimensional vectors t, respectively, for i = m to i = n. We will consider the first-order coupled set of linear difference equations to emphasize the dependence of these functions on the interval and the boundary conditions. As a consequence of linearity, we have (2.3) or in matrix form,
Note that the functions J', ~, R, T, o, and s are functions of only the position and the interval. We will now show that by invariant imbedding we can find initial value problems for these functions, and from these functions we can find initial value problems for u(i) and v(i).
INVARIANT IMBEDDING
If we apply the boundary conditions (2.2)-(2.3), we find
Let us consider a point Y such that y=(m+ l,m,n,%fl), or in other words, 7 is a point on the solution of (2.1) subject to (2.2). The principle of causality states that the values of u(i) and v(i) are the same whether we start with ~, at m or 7 at m + 1. Then (2.4) yields the equality or in matrix form,
Substituting the above expression in (3.2), letting i = m + 1, and using (3.1) when applicable, we get 
The first equation of (2.1) can be rewritten using (2. Finally, we equate coefficients of ~ and ~ in (3.9) and find the following equations for /~(m, n), ~P(m, n), and g(m, n):
The necessary initial conditions are given by (1) as /~(n, n) = 0, P(n, n) =/, (3.11) :% n) = 0.
We can now proceed in the same manner and investigate the functions ~?(i, m, n), J'(i, m, n), and o(i, m, n). We consider the point Equations (3.10) and (3.12) can be looked at as representing an imbedding on the interval length.
INITIAL VALUE PROBLEMS
Theoretically, we now have enough information to enable us to construct the functions #~, 3", o, R, T, and s numerically. However, since we are really only interested in u(i) and v(i) this will not be necessary. In fact, either (3.10) or (3.12) is sufficient to recover u(i) and v(i).
By causality we can write
and then we substitute this expression in We have assumed that (3.10) has been solved so that the functions
and ~(i, m) are available. If we start with (3.12) we can derive the initial value problem
in a similar manner.
We have yet to establish the existence of the functions ~ and ~. We will do this for the particular difference equations associated with elliptic equations.
SECOND-ORDER EQUATIONS
We will be concerned with second-order difference equations of the form 
The initial value problem, (4.1), becomes 
w(i) = T(i) [3 + s(i).
Then by (5.3), w(i) satisfies
with w(n -1) =/3.
Thus, numerically we need only solve the first equations of (5.3), (5.5), and finally
u(i + 1) = R(i) u(i) + w(i).
THEOm':M. (5.6) where D(m) is nonnegative definite, then (1) R(m) exists and is positive definite; (2) The characteristic values of R(m) are less than unity.
If the matrices A(i), B(i), and C(i) are positive definite and A(m) + C(m) + D(m) = B(m),
Proof. We proceed inductively. We have
and since B(n-2) is nonsingular by assumption, R(n-2) exists and is positive definite. By (5.6) we find
so all the characteristic values of R(n --2) are bounded by unity. Suppose Proof. We first consider the equation
If an error has been made in the computation, we are actually solving 9) and the error is defined as
E(m) = R(m) --R'(m).
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Subtracting (5.9) from (5.8), we find after some algebra 
DISCRETIZATION OF ELLIPTIC EQUATIONS
Given a region S with boundary F, we will consider the elliptic equation If we use the standard finite difference approximations
we can approximate (6.1) by the linear algebraic equations 
we can rewrite (6.2) as
where where
and r(i) is determined by the boundary conditions.
It is trivial to show [6] that B(i) is positive definite and therefore the theorem of Section 5 holds. Thus we can solve (6.3) by invariant imbedding with the boundary conditions u(0) and u(n 4-1). Furthermore, if we start with the variational problem corresponding to (6.1), we can rewrite (6.7) such that all the matrices are symmetric and the invariant imbedding equations will be stable.
From (6.3) and (5.3), we can derive all the standard methods for solving (6.1). We will do this for the example of Laplace's equation on a rectangle.
DIRECT METHODS
Suppose we discretize Laplace's equation 
Then the discretized equations can be written as where -u(i 4-1) 4-2u(i) -u(i -1) + Qu(i) -r(i) = O,
where
otherwise.
The first three terms of (7.1) represent the x derivatives and the last two the y derivatives. The boundary conditions u(0) and u(n 4-1) are assumed to be given. From Section 5 we can solve (7.1) by
R(m) = [21 + Q -R(m 4-1)] -1, w(m) =-[21 4-Q -R(m 4-1)]-l(w(m 4-1) 4-r(m))
R(n) = O, w(n) = u(n + 1), (7.2) and
u(i + 1) = R(i) u(i) + w(i). (7.3)
Since Q is positive definite the solution of (7.2) and (7.3) exists and the equations are computationally stable. The computation of (7.2) and (7.3) requires O(nl a) operations. The method defined above can be seen to be equivalent to a block tridiagonal elimination procedure. If we use the Kronecker product [7] we can write (7.1) as 
A (~ B = [aijB],
[I Q (2/+ Q) + M (~ 1]u : r,(7.
The matrix [I @ (21 + Q)+ M Q I] is clearly block tridiagonal. If we perform
Gaussian elimination on (7.4) taking into account the zero blocks we will get (7.2) and (7.3). The various relationships between (7.1), (7.2), (7.3), and (7.4) have been previously noted [5, 6, 8] .
POINT ]TERATIVE METHODS
The main difficulty associated with (7.2) and (7.3) is the necessity of inverting n /-dimensional matrices. We will now show that the matrix inversions can be avoided by use of an iterative technique. We will derive the methods directly from the secondorder difference equation (7.1).
We can separate Q as
where M is as defined by (7.5). Then (7.1) becomes
If we have an initial approximation {u(i)}, we can iterate on (8.2) by
4u(k+n(i) = Mu(k)(i) + uIk)(i + I) + utk)(i --1) + r(i). (8.3)
Techniques based on (8.1) have been called diagonal decomposition methods [10] . It is clear that since all the quantities on the right of (8.3) are known at each iteration all the computations of (8.3) are scalar computations. In fact, we have defined the point Jacobi methods.
If we modify (8.3) by iterating in the order of increasing x and y2 we can use new estimates in (8.3) as soon as they are available. Thus, if
M-----L+U,
where L is lower triangular and U is upper triangular, (8.3) becomes [ 
41-L]u(k+~)(i) --u~k+l~(i --1) ---Uu(k~(i) + u(k)(i + 1) + r(i).
( 8.4) This defines the point Gauss-Seidel method. Now if we let fi(kl(i) be defined by (8.4 
) as 4~l~+x)(i) --Lu(k+t)(i --1) = UuIk)(i) + u(k)(i + 1) + r(i),
and use the weighting factor w so that
we have defined the point relaxation method,
Since all three-point iterative methods do not require matrix-vector operations, invariant imbedding is not needed to solve the equations at each iteration. The situation changes when we consider the block iterative methods.
BLOCK ITERATIVE METHODS
We start by writing (7.1) as 1) and using this equations iteratively as
The above equation defines the column Jacobi method. To find u(k+t~(i) we must solve a linear system of l algebraic equations, but since the matrix [21 + Q] is tridiagonal this is a simple task. In view of Section 7 it is easy to show that (9.2) can be solved by the scalar equations and u(i, 0) is given by the boundary conditions. If we proceed in the same manner as in Section 8 we can derive the column Gauss-Seidel and column relaxation methods. We will omit this derivation since the results will be equivalent to the corresponding row procedures which we will now derive.
Using our original decomposition of Q in (8.1) we can write (7.1) as
which immediately yields the row Jacobi method, 
R(m)(w(m + 1) + MuCk'(m) + r(m)),
(9.4) R(i) u{k+l'(i --1) + w(i), R(n) = o,
w(,,) = u(n + 1).
Inductively we find the R(m) is diagonal and therefore the first equation of (9.4) can readily be solved using only scalar divisions. In fact, all the equations of (9.4) are really scalar equations and thus the invariant imbedding procedure has transformed the boundary value problem of (9.3) into two simple initial value problems. Further examination will show (9.4) to be a type of normalized iterative process [11] . We can iterate (9.4) in the order of increasing x and y and use new estimates as soon as they are available. If this is done (9.4) becomes (9.5) 
u~k+~l(i) =: R(i) ulk+l)(i --1) + w(i),
which is equivalent to solving
(9.6) Equations (9.5) or (9.6) define the row Gauss-Seidel method. We can get the row relaxation method directly from (9.5) by using the weighting factor, oJ, and solving We can also write (9.7) in the form of the two-point boundary value problem
R(m) w(m)
From (9.7), we can derive a modified relaxation procedure of the form
The difference between (9.7) and (9.9) is that the relaxation is done as soon as possible in (9.9) and at the end of an iteration in (9.7). The procedure given by (9.9) is new and in practice has converged faster than (9.9). However, the analysis of (9.9) is not yet complete and we will not consider the procedure further in this paper.
ALTERNATING DIRECTION IMPLICIT TECHNIQUES
The alternating direction implicit method of Peaceman and Rachford [12] is similar to a column iteration followed by a row iteration. In our notation the PeacemanRachford equations become 
R(i) u~*+l~(i --1) + w(i).
We note that R(m) is again diagonal and an iteration of (10.3), or (10.4), requires only 21m multiplications and divisions.
ANALYSIS
In this final section we will show that not only does the second-order difference equation approach yield the standard methods, the approach also gives a straightforward analysis of the methods. For convenience we will assume that our region S is a square so that l ----n.
We will use Kronecker products for our analysis. It is well-known that the characteristic values of the matrix [I @) A + B @ I] are the numbers ~ + fl~, where ~i and flj are characteristic values of A and B respectively [7] . Looking back at the iterative methods we see that they are all of the form 
T = [A Q U + I(~B -F C(• @ U +IQE +F(~L].
We will now demonstrate that due to the special nature of T, we will be easily able to find its modulus in terms of the characteristic values of M. Fortunately, the charac- 
CONCLUSION
We have shown that the discretization of elliptic equations gives rise to second-order matrix-vector difference equations under two-point boundary conditions. The invariant imbedding approach yields nonlinear stable initial value problems from these linear boundary value problems. The direct method requires the inversion of symmetric n-dimensional matrices. To avoid the matrix inversions we derived a number of iterative methods which were equivalent to the standard iterative approaches. Finally we were able to investigate the convergence of the iterative methods directly from the difference equations.
The main advantage of our approach is that it yields a unified theory of the finite difference approach to elliptic equations. By using our formulation irregular region problems can be considered directly from (7.1) . If the orders of u(i) and u(i + 1) are different only minor modifications have to be made on our equations. This topic is investigated in [5] . The theory of second-order difference equations and invariant imbedding can also be extended to certain classes of nonlinear elliptic equations and equations in more than two space dimensions. These topics will be explored in future papers.
