Convolutional Neural Networks (CNNs) are one of the most extensively used tools in machine learning, but they are still not well understood and in many cases they are over-parameterized, leading to slow inference and impeding their deployment on low-power devices. In the last few years, many methods for decreasing the number of parameters in a network by pruning its output channels have been suggested, but a very recent work has argued that random pruning of channels performs on-par with state-of-the-art pruning methods. While random and other pruning methods might be effectively used for lowering the number of parameters in a CNN, none of these methods can be used to gain any further understanding of the model that the CNN has built. In this work, we propose a novel method for pruning a network, that at the same time can lead to a better understanding of what the individual filters of the network learn about the data. The method proposed aims to keep only the filters that are "important" for a class. We define a filter as important for a class if its removal has the highest negative impact on the accuracy for that class. We demonstrate that our method is better than random pruning on two networks used on the EMNIST and CIFAR10 datasets. By analyzing the important filters, we find that the important filters in the pruned networks learn features which are more general across classes. We demonstrate the importance and applicability of that observation in two transfer-learning tasks.
INTRODUCTION
Convolutional Neural Networks (CNNs) are one of the most widely used tools in machine learning. With the development of deeper network architectures [? ? ? ? ] , their usage has become more extensive and they are being applied to many tasks, predominantly in computer vision. Though their depth and the large number of parameters make them powerful enough for some of the most difficult computer vision problems, such as the classification of the ImageNet data set [? ? ], these aspects also impede their wider usage. Indeed, in most application scenarios, both the task of training a CNN and the task of inference-making (prediction) using a trained CNN, still require the utilization of large CPU or GPU clusters, or they at least require a commodity CPU or GPU machine [? ] . Reducing the number of parameters in a CNN is important for reducing the training, testing and inference time and it also paves the way to the deployment of CNNs on low-power devices. This problem of over-parameterization of CNNs has been well known in the machine learning community [? ? ] and many methods for reducing the number of parameters have been suggested. These methods can be roughly divided into two groups: low-rank approximation methods [? ? ] and pruning methods [? ? ? ? ] . All of these methods first decrease the number of parameters and then fine-tune for a small number of epochs in order to recover the pre-modified network accuracy. Interestingly, a recent work has showed that random pruning of output channels in a CNN favorably compares with other state-of-the-art pruning and parameter-reduction methods, as it leads to similar pre-pruning accuracy while requiring less computation to do the pruning [? ] . While random and other pruning methods might be effectively used for decreasing the number of parameters in a CNN, none of these methods can be used to gain any further understanding of what the CNN has learned from the data. Understanding the learned features can be also useful for transfer-learning: the utilization of a model for future tasks that have similar input [? ] and this can subsequently lower the confusion of where to start when given a new classification task that requires the usage of deep CNNs [? ] .
In this work, we propose a novel method for pruning a network, that at the same time can lead to a better understanding of what the individual filters of the network learn about the data. The proposed method keeps only the filters that are "important" for at least one class, i.e. those filters whose removal has the highest negative impact on the accuracy for a class. We demonstrate that our method is better than random pruning on two networks used on the EMNIST and CIFAR10 datasets. By analyzing the important filters, we find that the important filters in the pruned networks learn features which are more general across classes. We demonstrate the importance and applicability of that observation in two transfer-learning tasks. Namely, we initialize networks with important filters from pruned and unpruned networks and we observe that transferring filters from the pruned networks leads to much better accuracy and loss results than if we transfer-learn with filters from unpruned networks.
RELATED WORK
As mentioned in the introduction, methods for CNN reduction can be divided into two groups: low-rank approximation and pruning methods. One of the first methods for low rank approximation is described in [? ? ]. These methods factorize a convolutional layer into several smaller ones that in total have smaller number of parameters than the original layer. This leads to a faster inference and it requires no or very few fine-tuning epochs, depending on the harshness of the approximation. Another equally effective strategy for reducing the number of parameters in a CNN is to prune output channels (filters) using certain criteria. One of the earliest filter-pruning strategies was to remove filters whose weights are relatively close to zero [? ] or whose l1-norm is relatively small [? ] . Another approach is to prune redundant filters. For example, the work in [? ] considers filters to be redundant if, on average, they produce similar outputs. Thus, [? ] examines the average cosine similarity between the outputs from different filters. The filters are then clustered based on the calculated similarity: if the cosine similarity is above certain thresh-hold (the outputs are "similar-enough"), the filters are grouped together. Then, only one filter per cluster is kept. While this can greatly reduce the size of the network, it also might over-reduce the network as the average similarity is a very heuristic measure. For example, some filters might have similar outputs on some inputs but very dissimilar outputs on other inputs, thus both filters might be needed. The method that we propose in this work, though heuristic as well, avoids such mistakes as for each class we keep filters that exhibit importance for that class.
On the other hand, some strategies pose the filter-pruning problem as a minimization problem and they prune filters that minimize the error between the before-pruning output and the after-pruning output of the filter. For example, in [? ], a filter is removed if by removing it, the output of the next layer is not significantly changed. In [? ] , a score to each neuron is prescribed by propagating the score assigned to the neurons from the last layer. The last layer neurons get their score based on how much their removal changes the output of the last layer.
Recently, the work in [? ] has demonstrated that, accuracy wise, a random pruning of the network by random removal of output channels shows an on-par performance with the state-of-the-art pruning techniques, while requiring fewer flops to do the pruning. While the random pruning strategy shows that CNNs have remarkable plasticity properties, neither random pruning nor any of the other strategies can be used to further extrapolate properties of the filters that are kept in the network.
Instead, the method that we propose is both efficient and it leads to further insights into what the network has learned and what features play significant role in the classification of an input to a class. This pruning approach based on finding filters from each layer that are important for a class is described in the next section.
MAIN RESULTS
In this section we present the main contribution of this article: a greedy approach for finding important output channels (filters) in a CNN. After finding the important filters, we keep only the k most important filters per class from each layer, discarding the rest of the filters and thus pruning the network. This pruning method is summarized in the algorithm below. In the next subsections, the outputs of the important filters are further analyzed and finally, they are used on transfer-learning tasks.
Greedy Pruning Method Greedy Pruning
Remove the filter F i j creating a "branch" B i j of the original network, where B i j is the network without the F i j filter.
3.
Create an array A F i j which stores the accuracy for each of the classes when they are fed through B i j
4.
For the set C of test samples from class c:
Compute the test accuracy on the class c; record it in A F i j 7. For each class, keep only the k filters that cause the maximum drop in accuracy for a class The way we remove a filter from a layer with this greedy algorithm is also illustrated in Figure ? ?. We note that there can be a situation where, by keeping the k most important filters per class, we may discover that every filter is critical for some class. In that case, no pruning would occur. While it is possible that no pruning may occur in a layer, in practice we have observed that the more we prune, the more the set of important filters for a class overlaps with the set of important filters for other classes. Because of the overlap in important filters, pruning is usually possible unless k is large in comparison to the number of classes. If we are iteratively pruning a network with the greedy pruning method, a stopping point could be declared if every filter is found to be important with k = 1 and the accuracy in the fine-tuning stage is within the acceptable range.
While our pruning approach does require more computations than random pruning, from the pseudo-code we can see that the method can be run in parallel. Indeed, one way to run the greedy pruning method in parallel is to designate one computational node per branch B i j of the network. Note that the total number of branches that the algorithm considers equals the total number of output channels in the network. The computational node that considers the branch B i j would be responsible for removing the appropriate filter, F i j , from the original network, feed-forwarding the data and recording the class accuracy. Thus, our method is suitable for pruning extremely large networks efficiently. We further demonstrate
Figure 1: (a) Original CNN consisting of two layers. (b) Branch B 1 2 of the network: the original network without the filter F 1 2 . Thus, the filters in the second layer are convolved only with the outputs from filters F 1 1 and F 1 3 in the first layer.
that the greedy pruning performs better than random pruning, by applying the method on two networks.
Greedy Pruning Applications and Comparison
In this subsection we compare the performance of the Greedy Pruning approach with the random pruning approach. Namely, we first prune a trained network with the greedy pruning approach and reduce it to a certain number of output channels per layer. Then, we repeat the reduction with random pruning, i.e. we again take the trained, original network and we randomly prune as many filters from each layer as were pruned with the greedy approach. Then, we compare the performance of the random pruning approach with the greedy pruning, by measuring the initial accuracy drop and the accuracy during fine-tuning in two classification tasks on two networks. For part of this experiment we used the GPU resources on the Bridges system provided by the Extreme Science and Engineering Discovery Environment XSEDE [? ] . The first network is a variation of the network described in [? ] and is used for classifying images of handwritten letters from the EMNIST data set [? ] . The second network is a variation of AlexNet [? ] for classifying images from the CIFAR10 dataset [? ] . The structures of the networks are summarized in Table ? ? and Table ? ?. The EMNIST network was pruned only once and the CIFAR10 network was pruned and fine-tuned twice. In particular, the EM-NIST network was reduced to having 6, 9, 12, 14 output channels per layer and this has decreased the number of parameters from 126, 414 to 21, 458. In each of the two pruning iterations for the CIFAR10 network, the network was pruned so that the 5 most important filters per class are kept from each layer, i.e. the greedy pruning method was invoked with the parameter k = 5. In the Layer Name Filter Size In Ch. Out Ch. Padding  Conv1  11x11  3  64  5  Conv2  9x9  64  192  2  Conv3  8x8  192  384  1  Conv4  1x1  384  256  1  Conv5  1x1  256  256  1  Fully Connected - 256*4*4 10 Softmax -10 Table 2 : CNN for the CIFAR10 data set.
first pruning, this led to getting a branch of the original network which had 41, 118, 194, 141, 154 output channels per layer, decreasing the total number of parameters from 2, 510, 666 to 808, 771. In the second pruning, with the parameter k = 5 again, the number of output channels per layer decreased to 37, 67, 90, 71, 95 for each of the five convolutional layers respectively, and this has led to a further decrease of the number of parameters from 808, 771 to 433, 417. After several epochs of fine-tuning, filters which had been important for only one class (or very few classes) became critically important for more classes resulting in greater overlap of critical filters, and, consequently, additional filters which could be pruned. Thus, for both of the networks, the number of parameters was decreased for more than 5 times. Naturally, this large reduction led to a significant initial drop in accuracy, but this drop is still less than the drop we get if we have pruned the network randomly. The difference between the accuracy drops is more evident on the larger network used on the CIFAR-10 data set, which is an indicator that on large models, using the greedy approach for pruning the network is more efficient than using random pruning and it would require less epochs of fine-tuning.
We report the difference in accuracy when using the greedy pruning versus the random pruning approach in Figure ? ?. Namely, for each epoch E i of fine-tuning after pruning the network, we calculate a д i and a r i where a д i and a r i are the accuracy after finetuning for i epochs when the network was pruned with the greedy approach/random approach respectively. We then plot the difference as the vertical line between the points (E i , a r i ) and (E i , a д i ). The gap between a r i and a д i shows the reduced loss in accuracy from greedy pruning and that it takes several epochs before the gap has shrunk and both pruned networks achieve their original accuracy. In the fine-tuning stage the accuracy is recovered when using either method but we observe that the greedy pruning method recovers the before-pruning accuracy faster than the random pruning method.
Beyond Pruning: Analysis of Important Filters
The greedy pruning approach is based on the intuition that not all filters learn important features for at least one of the classes, thus removing those that are not important for any class should not lead to a significant change in the performance of the network. Naturally, this leads to the question of what kind of features do the important filters learn and are the shapes that they fit particularly descriptive of the input data set? In order to answer this question, we first need to know whether the important filters that we have kept are unique. If instead, the filters that we keep are not unique, i.e. there are many other filters that cause the same accuracy drop as the filters that we have kept, then further analysis of the filters labeled as important by the greedy pruning will not be much different than further analyzing the "non-improtant" filters. Thus, we look at each individual filter in the original networks and its impact on the accuracy for a class. We observe that the important filters per class are very important for that class. Namely, for a particular class, only a few filters per layer are such that their removal leads to a significant drop in accuracy for that class. We have shown examples of this observation for some classes from the EMNIST and CIFAR10 datasets in Figure ? ?(a) and Figure ? ?(b). Next we can look at what do the important filters learn about the input data and whether they are capturing some important features that characterize the input dataset. To this end, we perform the following experiment.
• For each class, get the important filters from each layer. This forms "paths of important filters" through the network.
• Remove the important paths P c for the considered class C.
• Examine the accuracy after the removal of the filters in P c on the class C and on all the other classes except C.
After performing this experiment on the network for the EMNIST data set, we observed that removing an important path for a class from the original, un-pruned network has little effect on the other classes. This is shown in Figure ? ?(left-side). It is also important to mention that in the un-pruned network, the paths of important filters rarely overlap, i.e. two classes rarely share an important filter from a layer. Thus, we can infer that in this case, while the important filters for a class seem to fit well the samples from that class, the learned features do not generalize to the other classes.
However, performing the same experiment on the pruned network, we observe that removing the important path for a particular class significantly affects the other classes as well. This is shown in Figure ? ?(right-side). Thus, this leads to the hypothesis that the important filters found in the pruned networks, contrary to the over-parametarized networks, fit features that are more general, i.e. an important filter learns a feature that is valuable for multiple classes.
Furthermore, when examining the important filters per class in the pruned network, we find that there are many filters that are important for several classes, while that was not the case in the wide, original network. For example, in the pruned network, filter 0 from the first layer and filter 7 from the second layer, are important for the letters a, b, d, m. It is intuitive that these letters share important filters as they all have similar dominant features, such as smooth curves that almost form a circle. Indeed, even just by looking at the outputs of the important filters for those classes, we see that their dominant features are well captured, as shown in Figure ? ?.
That is not the case for the important filters from the un-pruned network, as they learn much more blurred and unclear features, as seen in Figure ? ?.
Beyond Pruning: Transfer Learning
In the previous section we presented evidence toward the hypothesis that filters from the smaller, pruned networks that are derived from the original, un-pruned networks with the greedy pruning method, learn features which are shared across classes. We can further put this hypothesis to test by performing transfer learning tasks [? ? ? ]. Transfer learning is another broad and active area of research in machine learning that aims to re-use a model learned by a base network from some base data set, to fit another data set and perform some other task on that new data set [? ] . A critical step in transfer learning is to assure that the features learned by the base network are relevant for the new input data [? ] . As we have The effect on all classes when important filters for class i are removed is much higher in the pruned network, thus those filters learn more general features. In green: accuracy on class i before the removal of the important filters for class i. In orange: accuracy on class i after removal of the "most important filter chain" for class i. In purple: ycoordinate value is the accuracy on all the other classes, except the class corresponding to the x-coordinate value, after the removal of the "most important filter path" for the class represented by the x-coordinate value.
seen that the pruned CNNs seem to learn more general features, we would expect that using the pruned CNNs for transfer learning would lead to better results than if we were using the un-pruned CNNs. Indeed, we confirm this via two experiments.
In the first experiment we want to classify the MNIST data set of handwritten digits [? ] by using the important filters from the original and the pruned EMNIST network. To do this, we create a new network which has almost the same structure as the EMNIST network, just the number of output channels per layer is different. Namely, as the MNIST data set is smaller and we do not want to over-fit it in one iteration, the number of output channels that we use for the MNIST network is 6, 8, 11, 8 for layer 1, 2, 3, 4 accordingly. Initializing this network with the important filters from the pruned network from the EMNIST dataset leads to better accuracy and convergence results than if we initialized the network with important filters from the wide network or if we have trained the network from scratch. These results are shown in Figure ? ?(a).
Further, we performed a transfer learning task using the important filters from the first and second pruned network that were used for the classification of the CIFAR10 data set. In this experiment, we use the network described in Table ? ? to classify the CIFAR100 dataset [? ] . Note that the network described in Table ? ? has more filters than the first and second pruned versions of it. Thus, from each pruned version, we take the same number of important filters and we use them to initialize a portion of the filters in the network that is used on the CIFAR100 data. The number of important filters we use for initializing is 37, 67, 90, 71, 95 for layers 1 through 5 accordingly. Again, initializing with the second (smaller) pruned network we get much better results in terms of accuracy and loss, as shown in Figure ? ?(b) and Figure ? ?(c). Again, if the network is trained from scratch we get much lower accuracy per epoch than if we initialized the network with any of the important filters sets. This shows that the pruning method and the finding of important filters concept has potential to be used in the difficult task of transfer learning.
CONCLUSION
In this work we propose a novel, computationally efficient method for pruning a network which aims to keep only the filters that are "important" for a class, i.e. those filters whose removal has the highest negative impact on the accuracy for that class. By keeping only the important filters from each layer we manage to significantly reduce the network sizes, while recovering the accuracy during the fine-tuning epochs. We also show evidence towards the hypothesis that important filters of smaller networks learn features that are more general across classes, which can be further used in transfer-learning. The task of transfer learning refers to the re-use of learned features from one base network and base dataset, to another network and dataset. We perform two transfer-learning tasks: we classify digits and the CIFAR100 dataset using networks initialized with important filters from a wider and a pruned network. In both of these tasks, the accuracy per epoch is significantly higher when the new network is initialized with important filters from the pruned network, supporting the claim that the important filters from networks pruned with our method learn features that are more general across classes.
FUTURE WORK
The proposed pruning method will be further examined on more complicated network structures and datasets. It would be interesting to further examine the mathematical properties of the important filters and try to answer, for example, what kind of input transformations do they perform? Another aspect of future work could examine what happens when we prune the network in a way that we only keep the important filters and furthermore we only convolve an important filter for a class from one layer with the outputs from important filters for that class from the previous layer. This would mean that we will convert the original CNN to a sparse CNN [? ] and furthermore we will be routing information for a class only between the filters that are important for that class, a concept similar to the concept of capsule networks [? ] . In this scenario, it would be interesting to examine whether this sparse network exhibits capsule-network-like behaviors.
