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Abstract
In this paper, we introduce the Pascal functional matrix of two variables. Using ideas from
linear algebra, we obtain several interesting identities. Finally, we give an a3rmative answer to
an open problem posed in M. Razpet, Discrete Math. 135 (1994) 377. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The Pascal functional matrix for one and two variables has been extended in di9erent
ways in [1,3–5,7,9,10]. In the present paper we want to show that (cf. Theorem 2)
the minimal polynomial of Pascal matrix Pn[<1; <1] (<x means an element of Zp) is
m(x) = (1− x)p, whenever n¿p− 1.
2. The Pascal functional matrix with two variables over the eld F
Denition 1. Suppose n is a natural number. For any two variables x, y in the "eld
F , we de"ne Pascal functional matrix with two variables of order (n + 1) × (n + 1),
as follows:
(Pn[x; y])ij =


xi−jyj
(
i
j
)
if i¿j¿0;
0 if j¿ i:
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For example, the Pascal functional matrix of order 3× 3 has the following form:
P2[x; y] =


1 0 0
x y 0
x2 2xy y2

 :
Now we present the main theorem.
Theorem 1. For any four variables x; y; u and v from an arbitrary 3eld F and
natural number n;
Pn[x; y]Pn[u; v] = Pn[x + yu; yv]:
Proof: We put Pn[x; y]Pn[u; v] = (aij(x; y; u; v)), then
aij(x; y; u; v) =
n∑
k=0
xi−kykuk−jvj
(
i
k
)(
k
j
)
=
n∑
k=0
xi−kykuk−jvj
(
i
j
)(
i − j
k − j
)
= (x + yu)i−j(yv)j
(
i
j
)
:
Now considering Pn[x; 1] :=Pn[x], we have the following corollary:
Corollary 1.
Pn[x]Pn[y] = Pn[x + y]:
It is easy to see that Pmn [1] = Pn[m], whenever m is an integer. In the case m=−1,
it is easy to see that Pn[− 1], is the multiplicative inverse of Pn[1]. Using Theorem 1
and Corollary 1, we obtain the following interesting result (see [8]):
Corollary 2. For any positive integers m; n and real number x; we have
n∑
k=0
(−1)k
(n
k
)
(x + k)m = (−1)mm!n;m (06m6n):
In the special case m= n, the above result is well known as Tepper’s identity [2,8].
Let p be a prime number. Denote by ( ij )p the remainder of division of (
i
j ) by p.
The number ( ij )p can be produced by Pascal identity calculated in the "eld Zp (here
Z denotes the ring of integers). To this end we de"ne the principal matrix of order k
as the "nite matrix A(k; p), (06i¡pk), (06j¡pk).
Considering F =Zp, then we observe that A(k; p)=Ppk−1[<1; <1]. Now, we prove the
open problem in [6] in the more general case for matrix Pn[<1; <1]:
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Theorem 2. Let p be a prime number and n be a natural number; n¿p − 1; then
the minimal polynomial of Pn[<1; <1] over the 3eld Zp is m(x) = (1− x)p.
Proof: Put A=Pn[<1; <1]. The characteristic polynomial of A is A(x)=(1− x)n+1. Since
minimal polynomial mA(x) divides A(x), so we must "nd a minimal degree i such
that mA(x) = (1− x)i, and mA(A) = 0.
Now considering mA(A) = 0 then, we have
mA(A) = (I − A)i
=
i∑
j=0
(−1)i−j
(
i
j
)
Ai−j
=
i∑
j=0
(−1)i−j
(
i
j
)
Pn[i − j; <1];
consequently,
(mA(A))rs =
( r
s
) i∑
j=0
(−1)i−j
(
i
j
)
(i − j)r−s: (1)
Now we claim that the degree of the minimal polynomial is i = p. By (1), it is clear
that
(mA(A))rs ≡ 0 (modp):
Therefore, it is su3cient to show that the minimal degree cannot be i = p− 1.
By replacing r = p− 1, s= 0, and using Corollary 2,
(mA(A))rs ≡
p−1∑
j=0
(−1)p−1−j
(
p− 1
j
)
(p− 1− j)p−1 (modp)
≡
p−1∑
j=0
(−1)j
(
p− 1
j
)
(1 + j)p−1 (modp)
≡ (−1)p−1(p− 1)! (modp)
≡ 0 (modp):
Thus, the minimal polynomial of A is mA(x) = (1 − x)p, and the proof is
completed.
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