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Abstract
The miraculous birth of a new life starts by the formation of an embryo. The
process by which an embryo is formed, embryogenesis, has been studied and shown
to consist of three types of processes: mitosis, cell differentiation and morphogenetic
movements. Scientists and medical doctors are still at a loss to explain the funda-
mental forces driving embryo development and the causes of birth defects remain
largely unknown.
Recent efforts by the Embryo Biomechanics Lab at the University of Waterloo
have shown a relationship between morphogenetic movements that occur during
embryo formation and the frequency and orientation of mitosis. To further study
this relationship a means of automatically identifying the frequency and orientation
of mitosis on time-lapse images of embryo epithelia is needed.
Past efforts at identifying mitosis have been limited to the study of cell cultures
and stained tissue segments. Two methods for identifying mitosis in contiguous
sheets of cells are developed. The first method is based on local motion analysis
and the second method is based on intensity analysis.
These algorithms were tested on images of early and late stage embryos of the
axolotl (Ambystoma mexicanum), a type of amphibian. The performance of the
algorithms were measured using the F-Measure. The F-Measure determines the
performance of the algorithm as the true mitosis detection rate penalized by the
false mitosis detection rate. The motion based algorithm had performance rates of
68.2% on an early stage image set and 66.7% on a late stage image set, whereas the
intensity based algorithm had a performance rates of 73.9% on early stage image
set and 90.0% on late stage image set. The mitosis orientation errors for the motion
based algorithm were 27.3o average error with a standard deviation (std.) of 19.8o
for early stage set and 34.8o average error with a std. of 23.5o for the late stage set.
For the intensity based algorithm the orientation errors were 39.8o average with
std. of 28.9o for the early stage image set and 15.7o average with std. of 18.9o for
the late stage image set.
The intensity based algorithm had the best performance of the two algorithms
presented, and the intensity based algorithm performs best on high-magnification
images. Its performance is limited by mitoses in adjacent cells and by the presence
of natural cell pigment variations.
The algorithms presented here offer a powerful new set of tools for evaluating
the role of mitoses in embryo morphogenesis.
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Nomenclature
The following syntax or font style are used for mathematical formulations through-
out this text. They are presented here to assist the reader interpret individual




~a Displacement vector or velocity
â Estimate of a
A List of vectors (A(i) = a).
A Vector field; each index is a 2D velocity (A(i, j) = ~a)
a : i : b Matlab notation referring to a set of numbers




Embryogenesis, the process by which an embryo is formed, can be considered to
consist of three main processes: mitosis, cell differentiation and morphogenetic
movements. Repeated mitoses, or cell divisions, enable a single-celled zygote (fer-
tilized egg) to give rise to a multi-celled embryo, while cell differentiation enables
the cells so produced to become functionally different from each other. Morpho-
genetic movements then move the differentiated cells to their correct locations and
give the embryo its proper form. Organized patterns of cell division can contribute
to these movements, and this capacity motivates the present study, the object of
which is to identify the locations and orientations of mitoses during early embryo
development.
One of the earliest and most important developmental events to occur in ver-
tebrate embryos is neurulation, a process during which a flat sheet of epithelia
cells reshapes into a tube. This neural tube is the precursor of the brain and the
spinal cord [48]. In humans the process occurs during the third and fourth weeks
of embryogenesis, when most women have just realized that they are pregnant.
Due to the impracticalities of viewing human embryos at this early stage as well
as the ethical issues, most studies of neurulation use animal models [11]. Images
of neurulation in axolotl, the animal model used in this study, are shown in Figure
1.1.
During the formation of the neural tube, defects or groups of defects may occur
that lead to incomplete neural tube closure. These groups of defects are generally
referred to as neural tube defects (NTDs) [48]; two common types of NTDs are
anencephaly and spina bifida [5, 8, 11]. In anencephaly, the portion of the neural
tube that form the brain does not close properly resulting in the absence of major
portions of the brain, skull and scalp. In spina bifida, the spinal cord is incom-
pletely formed due to improper closure of the spinal cord portion of the neural
tube. Anencephaly and some cases of spina bifida are fatal, while some infants
with spina bifida survive as a result of extensive medical and surgical care [5, 11].
A long term study of 117 open spina bifida patients showed a mortality rate of
51% [31]. The 57 survivors ranged in age from 26 to 33; of the survivors 21 live
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Figure 1.1: The neurulation of an axolotl embryo. (top) Sketches from [1]. (bottom)
Time-lapse images obtained from the Frogatron 3000 robotic microscope [52].
independently, 17 need some support and 19 need daily care [31].
NTDs are the most common cause of human malformations (birth defects) and
their occurrence varies largely between different populations [5, 11, 48]. In the
low-risk Finnish population the occurrence is 1 in 3000 while in the high-risk areas
of Ireland and UK the occurrence is 1 in 300 [48]. Studies have shown genetic,
environmental and dietary influences for the cause of NTDs [5, 8]. There has also
been evidence that consumption of sufficient amounts of vitamin B folic acid can
prevent NTDs [5]. However, the fundamental embryonic mechanism responsible for
the development of the neural tube and the cause of NTDs is still not known [11].
Personnel at the Embryo Biomechanics Lab (EBL) at the University of Water-
loo study the internal forces and mechanisms that cause embryo development, in
order to learn about the possible mechanisms of NTDs. Using images of embryo
development [52], measurements of the tensile properties of embryo epithelial [54]
and finite element models [6, 10], the stresses and strains within the developing
embryo have been quantified [3].
Computer simulations have shown that the frequency and direction of mitosis
can cause internal forces that drive embryo epithelia deformation [7]. For example,
EBL has shown that in simulated embryo epithelia, mitosis normal to the major
axis of the elliptical cells results in isotropic tissue growth whereas embryo epithelia
that undergo vertically aligned mitosis grow in the vertical direction (Figure 1.2)
[7]. However, these simulations can not show what fraction of the internal forces
present during embryo development are caused by mitosis.
To determine the extent of internal forces that are caused by mitosis, the fre-
quency and orientation of mitosis on the embryo epithelia must be identified. Time-
lapse images of embryo epithelia sections (Figure 1.3), obtained from the Frogatron
3000 robotic microscope [52], can be used to quantify mitosis. Once quantified,






Figure 1.2: (a) In cell-oriented mitosis the original embryo epithelia (dashed box)
undergoes simulated mitosis in which all mitosis occurred along a normal to the
major axis of the elliptically modeled cells; this results in isotropic tissue growth.
(b) In frame-oriented mitosis the original embryo epithelia (dashed box) undergoes
mitosis along the vertical axis; this results in vertical tissue growth.
epithelia as a result of mitosis. However, manual counting of mitosis in time-lapse
images of embryo development is tedious, time consuming and not unreliable. As
a result, to develop an automated image processing algorithm to quantify mitoses
in image sequences of embryo epithelia is desirable.
(a) (b) (c)
Figure 1.3: Some images of embryo epithelia with varying lighting conditions and
cell sizes where mitosis are to be detected.
Existing methods for automatic detection of mitosis rely on counting cells by
segmenting individual cells or identifying nucleus division on chemically stained
tissue segments (Chapter 2). However, for the embryo epithelia images these ap-
proaches are not suitable due to poor image quality and the need observe embryo
development that is not influenced by any external chemicals. As a result of these
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limitations associated with existing mitosis identification methods, new methods
are developed for the identification of mitosis in embryo epithelia.
In this study, unlike most previous studies, time-lapse images of embryos are
used. As a result temporal information of the cell lattice is available. Using the
temporal information, this thesis presents two new methods of mitosis detection in
embryo epithelia. The first method (Chapter 3), determines mitosis locations using
local motion patterns that are unique to mitoses. The second method (Chapter 4),
determines mitosis locations by locating the intensity drops that occur during the
nucleus division phase of mitoses.
The performance of the two proposed algorithms are then analyzed and com-
pared on images of embryo epithelia with hand marked mitosis locations (Chapter





A single mitosis obtained from time-lapse images of embryo epithelia is illustrated
in Figure 2.1. The duration of a mitosis tMitosis is defined as the time in frames
for the mother cell to divide into two daughter cells, starting at the frame before
the cell boundaries start moving. The direction of mitosis 0 ≤ αMitosis ≤ π is
the angle measured counter-clockwise from the positive x-axis to the normal of the
cell boundary formed between the two daughter cells. Finally, the time to nucleus
division, tNucleusDiv, is the time, in frames, from the start of mitosis to the start
of nucleus division. The nucleus division is characterized by the dark spot or line
along the width of the cell in frames 3 to 5.
Previous attempts at automatic and manual identification of mitosis can be cat-
egorized as cell counting approaches and nucleus division identification approaches.
In cell counting approaches, the cells in each time-lapse image are counted and
the mitosis count is then inferred from the increase in the number of cells; these
methods are discussed in Section 2.1. In nucleus division identification approaches,
time-lapse images are not used, instead mitosis are identified as locations in still
images where nucleus division is present; these methods are discussed in Section
2.2.
2.1 Cell Counting
Cell counting methods [4, 9, 37, 41] were developed for cell cultures, not tissue seg-
ments, because in cell cultures individual cells are isolated on a uniform background
allowing the use of computer vision segmentation algorithms to obtain a cell count.
In embryos, the cells are joined together in a lattice network such that all cells are
attached to multiple other cells. As a result, the segmentation algorithms used in
[4, 9, 37, 41] can not be used for cell counting.
There have been several studies on segmenting cells in cell latices of both organic
and non-organic materials. One such study is used to segment and count tumor
cells in cancer tissue segments [33]. In this study the cancer tissue segments are
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Figure 2.1: A single mitosis isolated from time-lapse images of embryo epithelia.
Each frame is 5 min apart and mitosis orientation is defined by αMitosis.
chemically stained such that there is a high contrast between tumor cells and non-
tumor cells, as a result the tumor cells appear as dark spots on uniform non-tumor
cell background (Figure 2.2a). Due to the low density of tumor cells, these images
resemble images of cell cultures as opposed to images of tissue segments.
Another study looked at segmenting individual corneal cells from images of
human cornea endothelial (Figure 2.2b). This work used a morphological prepro-
cessing operator to obtain the center location of each corneal cell, then using this
information with a watershed algorithm, individual corneal cells are segmented
[53]. The morphological preprocessing operator relies on the high contrast of the
boundaries in cornea endothelial to detect the centers of corneal cells. In the case
of embryo epithelia, the high contrast cell boundary is not visible, reducing the
performance of the morphological preprocessor. Furthermore, embryo epithelia are
composed of cells separated by a dark boundary (line boundary) and adjacent cells
with no visible boundary between them other than their intensity difference (edge
boundary). Since the images of cornea endothelial contain only line boundaries,
the morphological preprocessor works only for line boundaries.
In electron microscope (EM) images of non-organic materials, such as nickel,
there are both line and edge boundaries (Figure 2.2c). In the study of these ma-
terials, there has been work done on identifying all cell boundaries by using the
real and imaginary parts of the Gabor filter [46]. Due to focus defects, noise, and
poor illuminations, the cell boundaries are not as readily visible in the embryo ep-
ithelia images as they are in the EM images. As a result, the method presented in
[46] is not guaranteed to detect all cell boundaries and is thus not reliable to give
sufficiently accurate cell counts for mitosis identification. An example of the cell
boundary detection using [46] is illustrated in Figure 2.3.
Previous studies on embryo epithelia dealt with identifying average cell shape
and size from images [25, 40]. A cell segmentation algorithm is developed in [25]
for obtaining cell shape and size. This segmentation algorithm used local con-
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(a) Stained cancer tissue [33] (b) Cornea endothelial [53] (c) Scanning electron microscopy
image of nickel [46]
Figure 2.2: Images of different cell latices where individual cells are to be segmented.
Figure 2.3: The cell boundaries in this image, marked by the white lines, were
obtained using the real and imaginary Gabor filter responses [46]. The threshold
on the Gabor filter response controls the number of boundary pixels returned; a
lenient threshold will result in many false positive boundary pixels and a strict
threshold will result in many false negative boundary pixels. Even with a very
lenient threshold, allowing for many false positives, not all cell boundaries are
detected as seen here.
trast enhancement followed by an iterative watershed algorithm. The analysis in
[25] showed that segmentation of individual cells were difficult due to lack of cell
boundary visibility. An example of the segmentation result from [25] is provided in
Figure 2.4.
2.2 Nucleus Division Identification
The number of mitoses or the mitotic count has been used extensively in the analysis
of tumor growth, in particular for breast cancer patients [12]. The mitosis count
for tumor diagnosis is obtained from an image of fixed tissue samples that has been
chemically stained. The cells on a breast cancer tissue segment undergoing mitosis
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(a) Original image [25] (b) Segmentation results [25]
Figure 2.4: An example segmentation result of embryo epithelia using the segmen-
tation algorithm presented in [25].
are recognized by the following description [43]:
• “Absence of nuclear membrane.”
• “Absence of a clear zone in the center.”
• “Presence of hairy projections.”
• “Presence of cytoplasm that is basophilic rather than eosinophilic.”
From an image processing perspective, the center of the cells undergoing mitosis
appear as compact dark regions with hairy boundaries [27] as seen in Figure 2.5a.
Most publications in this field address the issue of obtaining accurate mitotic count
based on multiple manual counts of these dark regions [12, 20, 43, 50]. A feasibility
study of an automated process for obtaining mitotic count was presented in [26].
The only automated algorithm for counting mitoses, in stained cancer tissue,
was presented in [27]. This automated method used a threshold to obtain initial
seeds of the dark regions. Using the seeds, a region growing algorithm was used to
identify the total area of all potential mitosis regions. The identified regions were
classified as mitosis using a Fisher linear discriminant. The features used for the
classification of each region are the optical mass, average optical density, standard
deviation of optical density, minimum gray value, a measure of homogeneity, area,
parameter and the bending energy along the parameter.
This dark region, resulting from nucleus division, is also present in the axolotl
images used in this study (Figure 2.5b). However, since the live embryo can not be
chemically treated without altering its natural growth, the nucleus division points
are not always the darkest spots on the embryo epithelial image; as a result the
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(a) Stained breast cancer tissue
[27]
(b) Embryo epithelia
Figure 2.5: (a) Chemically stained breast cancer tissue sample [27] where the mitosis
locations, during nucleus division, appear as dark regions with hairy boundaries.
(b) Embryo epithelia where the mitosis locations, during nucleus division, appear
darker but are not the darkest regions in the image.
automated algorithm presented in [27] can not be used for the analysis of embryo
epithelia.
2.3 Tracking
To obtain temporal information from the time lapse images of embryo epithelia,
concepts from visual tracking are used. Background information on the tracking
scheme used in this thesis is presented here, along with the reasons for choosing this
scheme. For a detailed explanation of visual tracking please refer to [24, 49, 55].
Yilmaz et al. [55] categorized tracking into point tackers, kernel trackers and
silhouette trackers. Point trackers represent the object being tracked as a set of
points. Kernel trackers represent the object as a geometric shape such as rectangle
or ellipse. Silhouette trackers represent the object by its silhouette. Based on these
three categories, for tracking embryo epithelia, the epithelia can be represented as
a set of points, a set of ellipses representing individual cells in the epithelia or a set
of silhouettes of individual cells in the epithelia (Figure 2.6).
Point trackers are further broken down into deterministic and probabilistic
trackers [55]. Probabilistic methods, unlike deterministic methods, account for
noise in the image as well as random perturbations of the object being tracked [55].
Two main algorithms for probabilistic based point trackers are Kalman filtering
[49] and particle filtering [49]. In this work Kalman filtering is used because all
noise in the system are assumed to be Gaussian.
A brief overview of the use of Kalman filter for tracking points on the epithelia
is presented here. The Kalman filter will not be derived here and the reader is
9






Figure 2.6: The epithelia to be tracked can be represented as a set of salient points
or a set of ellipse representing individual cells or a set of silhouettes of individual
cells. The number of points, ellipses and silhouettes can be varied.
referred to [49] for detailed investigation and derivation of the Kalman filter.
2.3.1 Dynamic Model
The goal of point trackers is to track the location of a point on the epithelia over
several frames in an image sequence. The point on the epithelia is represented by
a sequence of states zt and its corresponding covariance Pt where t = 0, 1, 2, · · · is
the frame number. The dynamics of the states are modeled to be
zt = Atzt−1 + wt (2.1)
wt ∼ N (0,R)
where At is the model parameter and wt is the noise in the dynamic model; this
noise is called the process noise. The process noise is assumed to be zero mean
Gaussian noise with variance R.
Observation and experimental study demonstrated that points on the epithelia
can be modeled as having both a constant velocity and a linear motion between
frames because very little motion occurs between frames. In this case the state can
be represented using the location (x, y) and velocity ~v = (vx, vy) of the point at
each frame (zt =
[
x y vx vy
]T
). The model parameter At is constant for each
frame t and is defined as
At = A =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1
 (2.2)
where ∆t is the time between two consecutive frames. If the velocity is represented
as pixels per frame then ∆t = 1.
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2.3.2 Measurement Model
In addition to the dynamic model of the points on the epithelium, the state of the
point can be measured at each frame. The measurement mt of the state is related
to the true state zt as
mt = Ctzt + vt (2.3)
vt ∼ N (0,Qt).
vt is the zero mean Gaussian noise in the measurement and Ct is the relationship
between the measured state and the true state. In this study, only the location
(x, y) of the point being tracked is measured at each frame. Therefore,
Ct = C =
[
1 0 0 0
0 1 0 0
]
. (2.4)
There are many methods for obtaining the measurement mt [55]. The simplest
method is the normalized cross-correlation between frames of a local region of in-
terest (ROI) around the point being tracked [51]. Another method is the phase
disparity measure [18] in a local N by N neighborhood. Based on a study of track-
ing 20 points over 18 frames on an epithelium, it was found that the phase disparity
measure [18] is more accurate than the correlation method. However, the corre-
lation method is computationally faster than the phase disparity measure. For
tracking the 20 points, the phase disparity measure had a mean error of 4.9 pixels
with a standard deviation (std.) of 3.6 where as the correlation method had a mean
error of 11.0 pixels with a std. of 13.0 pixel.
To obtain the phase disparity measure a Gabor filter bank is used [18]. For each





where Im is the imaginary response of the Gabor filter and Re is the real response










2 are the first derivatives and [φ]2π denotes a cyclic difference, i.e.
[φ]2π ∈ (−π, π].
Given Aωφ (φ = −45o, 0o, 45o, 900 and ω = 0.5, 1, 1.5 line width) the phase re-
sponses at frame t, Bωφ the phase responses at frame t + 1, a search area size N ,
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the point (x, y) to be tracked and the dynamic model prediction of that point on
the next frame (x̂DM , ŷDM), the phase disparity measure is outlined in Algorithm
2.3.2. The result of the matching process is the measured location m of point (x, y)
and its corresponding covariance matrix Q. The constant k used in Algorithm 2.3.2
was obtained by studying the phase disparity values. To effectively use the phase
disparity measure the point being tracked must be a triple junction point (TJP)
or a cell boundary point; numerical issues, such as divide by zero, occur when the
point is in a uniform area such as the center of a cell.
Algorithm 1 Obtain Phase Disparity Measurement






i, j = −N−1
2
, · · · , N−1
2
k = 5 Obtained experimentally
for n = 0 to 2 do
ω = ωarray(n)






















x̂ = x̂ + ∆x
ŷ = ŷ + ∆y
end for


















The Kalman filter [49, 55] recursively estimates the true state of a point at frame t
given the dynamic model and the measurement model. The three steps in Kalman
filtering are prediction, measurement and update.
In the prediction step the dynamic model (Eq. 2.1) is used to estimate the
current state given the previous state, ẑt|t−1, and its covariance Pt|t−1 as [49, 55]:
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ẑt|t−1 = Aẑt−1|t−1 (2.7)
Pt|t−1 = APt−1|t−1A
T + R (2.8)
where ẑt−1|t−1 is the previous state estimated by the Kalman filter and Pt−1|t−1
is the previous covariance estimated by the Kalman filter. For the recursion, the
initial conditions needed are ẑ0|0 and P0|0 where ẑ0|0 is the state at frame 0 and
P0|0 is the covariance of the state at frame 0.
In the measurement step the current state mt and its covariance Qt are obtained
from the measurement model.
In the update step, the predicted state ẑt|t−1 and the measured state mt are
combined using the Kalman gain Kt to obtain an estimate of the true state at the





ẑt|t = ẑt|t−1 + Kt(mt −Cẑt|t−1) (2.10)
Pt|t = Pt|t−1 −KtCPt|t−1 (2.11)
To illustrate the performance of the Kalman filter estimate over direct measure-









. For this 1D case 100 frames were simulated





. The position measurements were




and Qt randomly selected from the
distribution N (0, 1000). Note that since Qt is a variance, the absolute value of
the randomly selected numbers are used. Having simulated the ground truth zt,
measurements mt and measurement variance Qt for 100 frames, the Kalman filter
was used to obtain the estimated position and velocity.
To apply the Kalman filter, the initial condition of the state was chosen as
ẑ0|0 = z0 and P0|0 = 100I. The process noise variance was chosen as R = I; this
value is different than the process noise variance used to simulate ground truth
because in a real world application the true process variance is not known.
The position result of the Kalman filter at time t = 95 is given in Figure 2.7.
From the probability density function (pdf) of the predicted location, measured
location, and estimated true location (Figure 2.7), it can be seen that the estimated
location lies between the predicted and measured locations and its confidence is
higher than the confidence of predicted and measured locations as seen by the
smaller variance of the estimated location. By plotting the variance of the estimated
location Pt(1, 1) and the measured location Q (Figure 2.8) it can be seen that
the estimated location variance quickly converges from the initial condition of 100
13
Figure 2.7: The Kalman filtering result at t = 95 for 1D translation. The vertical
lines represents the predicted, measured, updated and ground truth location of the
point being tracked. Around each of the predicted, measured and updated locations
is the pdf of the location; the higher the confidence in the location, the narrower
the pdf of that location. It is important to note that sometimes the location of
the prediction or measurement will be closer to the ground truth than the update
location, however, the confidence of the updated location will always be higher than
the predicted and measured location.
to a mean confidence value of approximately 9 even though the variance of the
measurement is not converging.
The mean absolute error between the measured location and the ground truth
over the entire 100 frames is 3.72 with a standard deviation of 3.67. The mean error
between the Kalman filter estimate and the ground truth is 2.75 with a standard
deviation of 2.55.
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Figure 2.8: When comparing the variance of the Kalman filter estimate of the point
being tracked to that of the measurement estimate, the variance of the Kalman filter
estimate is on average smaller than the measurement variance. Furthermore, the





Image sequences in which mitoses occur (Figure 3.1) show that distinctive motion
patterns accompany this process. Inward motion (see points marked with a +)
occur along the newly formed cell boundary and outward motion (see points marked
with a o) occurs along an axis through the daughter cells. These motions are
approximately normal to each other and are consistent with those predicted by
computer simulations [7]. The third and final pattern is the outward motion (see
points marked with a *) caused by the growth of the nucleus region. Using these
motion patterns, mitoses in time lapse images of embryo epithelia will be identified.
The overall scheme for identifying mitoses through local motion fields is pre-
sented in Figure 3.2. First the distinctive motion patterns that occur during mitoses
are combined to produce a mitosis motion field prototype (Section 3.1). Next the
motion field of all images in the time lapse image sequence are identified (Section
3.2). Once the image motion fields are calculated, the mitosis motion field proto-
type is matched within the image motion fields (Section 3.3). Thresholds can then
be applied to the result of the matching process to obtain a mitosis count (Section
3.4).
Figure 3.1: A single mitosis obtained from time-lapse images of embryo epithelia.
The key motion patterns within a single mitosis are marked up with the symbols
+ (inward motion), o (outward motion) and * (nucleus region motion).
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Figure 3.2: Overview of the motion based algorithm for mitosis detection. This
algorithm detects mitoses by matching the mitosis motion field prototype within
the local image motion field. The dashed boxes represents parameters that are
needed by the algorithm and must be estimated by the user. (a) A mitosis motion
field prototype is developed based on observations and simulations. (b) Local image
motion field is estimated using optical flow, after all global translational motions
have been removed. (c) The mitosis motion field prototype is matched within the
image motion field using both orientation and magnitude of the velocity vectors. (d)
Magnitude, area and temporal thresholds are applied to the motion field prototype
matches to obtain mitosis count and orientation.
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Figure 3.3: The motion field representing the template motion that occurs during
a single mitosis. This motion field will be refer to as the mitosis motion field
prototype.
3.1 Mitosis Motion Field Prototype
These three motion patterns, identified in Figure 3.1, can be combined into a single
motion field model as illustrated in Figure 3.3. This motion field model will be re-
ferred to as the mitosis motion field prototype, and can be described mathematically
as a saddle point V(x), using the vector field equation [42]
V(x) = Ax + b, (3.1)
where x is a point on the prototype coordinate system (Figure 3.3) and b =[
0 0
]T
is the offset of the vector field pattern from the origin. To represent
a saddle point, A must be chosen such that its eigenvalues are real and the product
of the eigenvalues is less than zero [42].
By observing the flow patterns of mitoses image sequences it was found that the





is a fair approximation for most mitosis.
In some image sequences, the inward motion illustrated by + in Figure 3.1 is






was found to be a more suitable choice. The two values of A
used in this study does not represent all saddle points but do represent many of the
mitoses patters that were observed by the author. Nevertheless, when using these
prototypes small deviations from these two saddle points must be allowed.
Having defined the mitosis motion field prototype, the task of detecting mitosis
is the same as finding all occurrences of this prototype in the motion field of the
time-lapse images.
18
3.2 Image Motion Field
Identification of the mitosis motion field prototype is complicated by the fact that
the epithelia that cover the surface of an embryo undergo stretching, reshaping,
and translation as the embryo develops. In this study the total epithelia motion
(U) will be modeled as
U = L+ ~T (3.2)
where L, also referred to as the local image motion field, is the local deformation
field caused by mitoses and ~T is the global translation of the epithelia in the camera
view. A more detailed model would incorporate a large-scale reshaping field R
in addition to the local deformation and global translation. In high-magnification
images, like those of interest here, image translation dominates large-scale reshaping
and thus large-scale reshaping is ignored in this study.
In order to detect the mitosis motion field prototype in the local image motions
field L, the global translation ~T must be removed. A variety of image registration
methods are available for estimating global translation between two image frames
[29]. The simplest of these methods, the normalized cross-correlation between frame
t and t + 1, performs well for pure translations and cases where intensities between
frames are constant. Since the images used here have fairly uniform illumination
between frames and only pure translation information needs to be recovered, the
normalized cross-correlation is used to estimate the global translation between the
two frames. The translation is then removed by translating frame t + 1 by − ~̂T .
Once the global translation between all frames in the image sequence is removed,
an estimate of the local image motion field L̂ can be obtained using optical flow, “the
distribution of apparent velocities of movement of brightness patterns in an image”
[23]. Many methods are available for obtaining optical flow from image sequences
[2]. Barron et. al. [2] categorized these methods into differential, region matching,
energy and phase based techniques. Due to noise and grainy pigmentation of the
epithelium, differential based techniques perform poorly. Energy and phase based
techniques do not detect intensity changes caused by the nucleus division as motion
(see points marked with a * in Figure 3.1) because these techniques are robust to
illumination changes. Region matching techniques perform better than differential
based techniques under noise and they also detect the intensity changes caused by
the nucleus division, as a result a region matching optical flow algorithm is used to
estimate the local image motion field L̂. The region matching optical flow algorithm
used is a modified version of Singh’s optical flow algorithm [44]. Refer to Appendix
A for details on the optical flow algorithm.
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3.3 Motion Field Analysis
Having obtained the estimate of the local image motion field L̂, the task now is to
find all occurrences of the mitosis motion field prototype in the local image motion
field. Two standard approaches to analyzing vector fields are critical point analysis
[36, 42] and template matching [15, 22]. In critical point analysis, locations of
zero velocities are identified and categorized based on flow pattern around the zero
velocity point. In template matching, a user-given template motion field pattern is
matched within a larger motion field.
In this study, the template matching scheme is used because critical point anal-
ysis works best on dense vector fields; the vector fields estimated using optical flow
are not dense fields. The template matching schemes [15, 22] only match orienta-
tion pattern as velocity magnitudes will differ from application to application. As a
result the probability of mitosis at image location (i, j), PMitosis(i, j), is determined
as
PMitosis(i, j) =
PV elOri(i, j) + PV elMag(i, j)
2
. (3.3)
Where PV elOri is the velocity orientation weight determined by matching the mitosis
motion field prototype within the image motion field and PV elMag is the velocity
magnitude weight determined by analyzing the velocities near mitosis.
3.3.1 Velocity Orientation Weight
To obtain PV elOri, the template matching method defined by Heiberg [22] is used
in this study; this method is the same as the zeroth order Clifford’s Convolution
[15]. The matching scheme is the dot product of the normalized template vector
field within the normalized image motion field. The mean of the dot product for







L̂(i− x, j − y)TV(x, y) (3.4)
where D(i, j) is the degree of match at image location (i, j), L̂ is the estimate of
the local image motion field, V is the template motion field and n is the size of
the template. The template used is the previously described mitosis motion field
prototype. The size of the template is chosen as the length of the minor axis of the
average elliptical cell in the image. The average elliptical cell in the image can be
determined using [25] or provided manually.
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Since mitosis can occur at any orientation, templates at all possible rotations
from 0o to 360o needs to be used. However, two templates with very small orienta-
tion difference will have similar match within the image motion field, since there is
very little difference between the templates. Therefore template orientation incre-
ments of 5o was chosen as the trade off point between the need for exact orientation
information and having two templates with the same match response.
At each location on the image motion field, the maximum dot product is kept
as the degree of match and the orientation of the template is kept as the orientation
of the mitosis. The maximum degree of match, DMAX , is then weighted using a
sigmoid function to determine PV elOri,
PV elOri(i, j) =
1
1 + e−kV elOri(DMAX(i,j)+bV elOri)
(3.5)
where kV elOri = 5 and bV elOri = 0.5 were obtained experimentally.
3.3.2 Velocity Magnitude Weight
From observations on the data, the velocity magnitude of the mitosis is generally
larger than the velocity magnitude of tissue deformations. That is, a high velocity
magnitude is expected at mitosis locations. As a result PV elMag is obtained as the
sigmoid weighted version of the velocity magnitude.
PV elMag(i, j) =
1
1 + e−kV elMag(‖L̂(i,j)‖Smoothed+bV elMag)
(3.6)
The magnitude of the local image motion field is smoothed using a uniform average
filter of size n where n is the size of the mitosis motion field prototype; this will
remove any noise in the velocity magnitudes. The parameters kV elMag and bV elMag
are highly dependent on the image sequence and they are selected based on the
data.
To select the values of kV elMag and bV elMag, some mitosis in the image sequences
must be hand marked. A histogram of the smoothed local image motion field
velocity magnitude at these hand marked mitosis location must then be constructed.
Based on this histogram the value of bV elMag is chosen as the minimum velocity
found on the histogram; this will ensure that the minimum velocity of the mitosis
region is assigned a weight of 0.5 on a 0 to 1 range. The value of kV elMag is chosen
such that PV elMag = 1 at the maximum velocity found on the histogram; this will
ensure that the maximum velocity of the mitosis region gets the maximum weight.
An example of the sigmoid weighting function and velocity histogram, created from
five hand marked mitosis locations, is illustrated in Figure 3.4.
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Figure 3.4: The velocity weighting sigmoid function is overlaid with the velocity
magnitude histogram obtained from five hand marked mitosis locations. The sig-
moid function parameter bV elMag = 5, the smallest velocity in the histogram and
kV elMag = 1 to ensure that sigmoid function is at 1 for the maximum velocity in
the histogram.
3.4 Mitoses Count and Orientation
The probability of mitoses at all image locations PMitosis has been obtained from
the image motion field orientation and magnitude patterns. In order to obtain a
discrete count of mitosis, thresholds need to be applied on PMitosis to locate all
instances of high PMitosis. Two magnitude thresholds TLOW , THIGH and a spatial
size threshold TSIZE are used on PMitosis.
The threshold TLOW is first applied to obtain P
′
Mitosis, a binary image where all
potential mitosis locations are indicated by the high pixels. To apply the spatial size
threshold, a list C of all 8-connected objects in P′Mitosis is obtained. The 8-connected
object, also known as the 8-connected component, is the set of all foreground pixels
connected together using the eight-connectivity rule [21]. Refer to Appendix B for
details on various pixel connectivity rules.
The size threshold TSIZE is applied along with THIGH on each individual 8-
connected object, C(i), as follows:
P′′Mitosis(Pi) =
{
1 if size(Pi) > TSIZE‖max(PMitosis ∈ Pi) > THIGH
0 Otherwise.
(3.7)
where Pi is a list of all pixels in the 8-connected object C(i); that is an 8-connected
object remains a valid mitosis location if its size in pixel is larger than TSIZE or
a pixel in that object has a PMitosis value greater than THIGH . A morphological
closing operator [14] with square structuring element of size N is performed on
P′′Mitosis to connect any small gaps in P
′′
Mitosis as a result of the thresholds. The
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value of N = 7 is used; this value will always be small. If a large value of N is used
multiple mitosis will be joined as a single mitosis.
The number of mitoses are then obtained as the number of 8-connected objects
in P′′Mitosis. To avoid multiple detection of the same mitosis on different frames, any
detected object in P′′Mitosis that spatially overlaps between consecutive frames are
considered as the same mitosis. A single mitosis has many orientation estimates
since it will have more than one pixel in the 8-connected object. Therefore the mi-
tosis orientation estimation is obtained as the most commonly occurring orientation
angle in the 8-connected object.
A method based on the image data for selecting thresholds TLOW and THIGH is
not available. They may vary between image sets, however, TLOW and THIGH do
depend on the sigmoid function parameters kV elOri, bV elOri, kV elMag and bV elMag. If
the sigmoid function parameters are chosen well, that is they separate the mitosis
pixels from non-mitosis pixels, then TLOW ≈ 0.5 and THIGH ≈ 1. The range of
these two parameters are 0.5 ≤ TLOW ≤ 1 and TLOW < THIGH ≤ 1 because these
thresholds are applied on PMitosis which ranges between 0 and 1 since it is the





Studying of mitosis sequences such as Figure 4.1, shows that there is a drop in the
intensity of the cell center during mitosis. This is caused by division of the nucleus
and is a documented behavior in cancer tissue segments [27] and is observed to be
true in embryo epithelia. Identification of these intensity drops forms the basis for
an intensity approach for the detection of mitosis.
The intensity pattern needs to be studied relative to the embryo epithelia, not
relative to the image coordinate system. That is, studying the intensity pattern
of a pixel over time will not yield useful results as the embryo epithelia undergoes
translations and deformation over time. In order to study the intensity pattern
on the embryo epithelia, a reference frame that is fixed to the embryo epithelia
and deforms along with the epithelia is needed (Section 4.1). This reference frame
will be referred to as the material reference frame because it is relative to the
material undergoing deformation. Once the material reference frame is identified,
the intensity changes on the epithelia relative to the material reference frame can be
obtained (Section 4.2). Thresholds can then be applied to these intensity changes to
obtain the mitosis count and direction (Section 4.3). This entire process is outlined
in Figure 4.2.
Figure 4.1: In this example of a single mitosis it can be clearly seen there is an
intensity drop at the center of the cell during mitosis. This drop occurs during the
division of the nucleus.
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Figure 4.2: Overview of the intensity based algorithm. This algorithm detects mi-
tosis by identifying intensity drops during the division of the nucleus. The dashed
boxes represents parameters that are needed by the algorithm and must be esti-
mated by the user. (a) A material reference that is fixed to the epithelia is obtained.
(b) Relative to the material reference the intensity drops on the sections of the ep-
ithelium are identified. (c) Magnitude, area and temporal thresholds are applied
on the intensity drops to obtain mitosis counts and orientation.
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4.1 Material Reference Frame
In tracking non-rigid objects, such as the embryo epithelia, the object is typically
represented using a triangular mesh [34, 35, 38, 39, 47]. Triangular meshes have
also been used in registering images in medical image processing [17]. Here, the
triangular mesh is used as the material reference frame. The triangular mesh will be
deformed from one frame to the next using the real-time, non-rigid surface tracking
algorithm presented in [34, 35]; this algorithm was chosen because it was simple
to implement and unlike the other algorithms it used a regular triangular mesh on
the first frame. The details of placing a triangular mesh on an image coordinate
system are presented in Appendix B.
The triangular mesh (material reference frame) at frame t is represented by a
set of L vertices St = {v1, . . . , vL}. The goal of the triangular mesh deformation
algorithm [35] is to obtain an estimate of these vertices on the next frame, Ŝt+1. This
is accomplished using a set of key points, Ft, that are tracked to the next frame, F̂t+1,
and a constraint on the amount of deformation that can occur. Mathematically the
estimate Ŝt+1 can be obtained by minimizing the objective function [35]
Ŝt+1 = arg min
St+1
ε(St+1) = εD(St+1) + εC(St, St+1, Ft, F̂t+1). (4.1)
Where εD() represents the mesh deformation constraint and εC() represents the
correspondence between the tracked point sets Ft and F̂t+1 relative to the triangular
mesh.
The deformation constraint εD() is modeled using a second order derivative
constraint on the mesh vertices [19, 35]. This constraint models the embryo epithelia
as a rubber sheet that is undergoing deformation; a similar constraint was used to
track points on embryo epithelia [51]. The derivative constraint is formulated using
a banded matrix K as [35]
εD(St+1) = 0.5(X
TKX + YTKY). (4.2)
Refer to Appendix B.1 for details on deriving the K matrix.
The correspondence constraint εC is [35]:
εC(St, St+1, Ft, F̂t+1) = −
L∑
i=1
ρ(‖F̂t+1(i)− TS(Ft(i), St, St+1)‖ , r). (4.3)
TS() transforms the key points from frame t to frame t + 1 with respect to the
triangular mesh using barycentric triplets [35]; discussion of the barycentric coor-
dinate system is presented in Appendix B.2. The function ρ(δ, r) used in this work
is slightly different from the one presented in [35] because in [35] for each feature
point in frame t multiple feature points in frame t + 1 are detected. In this study
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(a) Frame 1 (b) Frame 2 (c) Frame 4
Figure 4.3: A regular triangular mesh from frame 1, represented by its vertices
St, is deform to frame 2 using two constraints. The first constraint, smoothness
constrain, minimizes the sum of all the second derivative along the mesh edges.
The second constraint, correspondence constraint, attempts to keep the mesh fixed
to a set of key points, Ft, that are tracked from one frame to the next. The mesh
is fixed to a key point by ensuring that the key point occupies the same location
within a triangular grid, relative to the triangle’s vertices, from one frame to the
next; this is accomplished using the barycentric coordinate system. The key points,
Ft, are illustrated in this figure as white dots. If a key point can not be tracked
accurately to the next frame it is replaced by a new key point.
all points in Ft have a one-to-one mapping with points in F̂t+1 because they are





where the value of r, as obtained from [35], starts as a large number and decreases
after each iteration of the objective function (Eq. 4.1). The starting value for r was
chosen as 3∆MAX where ∆MAX is the maximum possible displacement of a feature
point between frame t and t + 1. This starting value of r is much smaller than the
starting value recommended in [35] because very little deformation occurs between
consecutive frames.
The material reference frame is always initialized as a regular triangular mesh,
St, on the first frame (Figure 4.3a). The key points, Ft, are then selected on the
first frame (white dots in Figure 4.3a) and tracked to the next frame (white dots
in Figure 4.3b). The triangular mesh is then deformed from the first frame to the
next using Eq. 4.1. In this way the triangular mesh is deformed from frame to
frame till the N th frame, (Figure 4.3c). Tracking and selection of these key points,
Ft, is explained in Section 4.1.1 and 4.1.2.
Figure 4.4 illustrates selected frames from the deformation of a triangular mesh
on two epithelia surface. The first surface is a section of epithelia that is not on
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(a) Frame 1 (t = 0 min) (b) Frame 17 (t = 85 min)
(c) Frame 32 (t = 160 min) (d) Frame 1 (t = 0 min)
(e) Frame 50 (t = 50 min) (f) Frame 100 (t = 100 min)
Figure 4.4: Triangular mesh attached to the embryo epithelia; to be used as a
material reference frame. (a-c) Early stage embryo development. (d-f) Late stage
embryo development at the neural ridge area.
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Figure 4.5: Illustration of the aperture problem. When matching points using
local region of interest only the triple junction points can be uniquely matched
from frame to frame; boundary and cell center points can be matched to multiple
locations on the next frame.
the neural ridge or neural plate; most of the surface of the epithelia is similar to
this tissue segment. The second surface is a section of epithelia on the neural
ridge. As illustrated in this figure, the rubber sheet model conforms well to the
non-neural ridge areas, however, on the neural ridge there is a fold in the tissue
which contradicts the second derivative smoothness constraint. If the location of
the neural ridge fold is known, a fold constraint can be introduced on the nearby
grid vertices. In this study the location of the neural ridge is not known. As a
result, images of epithelia along the neural ridge or neural plate are not used.
4.1.1 Key Point Identification and Tracking
The points Ft are tracked using the Kalman Filter with the phase disparity measure
as discussed in Section 2.3. For the phase disparity measure a Gabor filter bank
with twelve filters are used. The filters were tuned for bandwidths of 0.5, 1 and
1.5 times the cell boundary; this accounted for any deviations of the cell boundary
width from the average boundary size obtained from the user. For each of the
three filter bandwidths, orientations of −45o,0o,45o and 90o are used. The tuning
of Gabor filters to the specified parameters is illustrated in [46].
The orientations of 0o and 90o are used to account for all highly horizontal and
vertical cell boundaries and the orientations of −45o and 45o account for diagonal
cell boundaries. Ideally, to account for cell boundaries at all angles and larger
deviations from the average cell boundary, it would be beneficial to tune filters at
much finer resolution in bandwidth, 0.1 : 0.1 : 1.9 times the line width, as well as
orientation −90o : 1o : 90o. However, this will result in a much larger number of
filters and significantly increase the computational cost.
The points to be tracked need to be chosen such that they can be uniquely
matched between frames. To isolate these points, all points on the cell sheet are
classified as either lying inside a cell, on a boundary between two cells or on a
junction between multiple cells. From Figure 4.5, it can be seen that points on the
cell boundary and cell center can not be uniquely matched from one frame to the
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next using a local region of interest because multiple nearby points have the same
intensity pattern. This problem is called the aperture problem and it occurs in all
local region based tracking schemes [44]. As a result of the aperture problem, only
triple junction points (TJPs) are selected as suitable points for tracking.
The key points Ft are selected as TJPs on the first frame of the epithelia image
sequence. If a point being tracked is lost, then it is replaced by a new TJP from
the current frame. A tracked point F̂t(i) is said to be lost if it is no longer close to
a TJP. The weight of a tracked point F̂t(i) being closed to TJP is defined as








,∀a ∈ At. (4.5)
At is the list of all TJPs on frame t and σ controls the allowable variability of
the distance between a tracked point and the closest TJP. The value of σ must
be smaller than the maximum movement expected between two frames. In this
study σ was chosen as the width of the cell boundaries. To account for focus and
illumination changes, a threshold of PThreash = 0.5 is applied on the average of P (i)
over the last N = 4 frames.
4.1.2 Triple Junction Point Detection
The TJPs, At, can be detected by finding intersections of cell boundaries. To isolate
all TJPs, all cell boundaries need to be found such that each individual cell is
segmented in the image; this is not possible due to poor contrast of cell boundaries
as stated before in Section 2.1. Therefore, the TJP detection algorithm presented
here will not detect all TJPs.
To detect cell boundaries the Gabor filter (GF) is used. The use of the GF to
detect cell boundaries was successfully demonstrated in electron microscopy images
[46]. Four GFs, as formulated in [46], are used to detect cell boundaries. All four
filters are tuned to the width of the cell boundaries and assumed to have a line
length of two times the width; converting line width and length to the frequency
and bandwidth of the GF is presented in [46]. The four filters have orientations of
−45o,0o,45o and 90o.
The magnitude of the real part of the Gabor filtered images can be combined





90 are first combined in pairs to obtain two estimates of the
edge magnitude. The first estimate B̂1 is obtained in Eq. 4.6 using the 0
o and 90o
orientation filters. These two orientations of the GF will give high responses for
horizontal and vertical boundaries but weaker responses for diagonal boundaries as
illustrated in Figure 4.6b. The second estimate B̂2 is obtained in Eq. 4.7 using
the −45o and 45o orientation filters. These two orientations of the GF will give
high responses for diagonal boundaries and weaker responses for horizontal and
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(a) Image (b) Vertical and hor-
izontal (Normal) line
gradients








(g) Binary edges with
TJPs
(h) Image with TJPs
Figure 4.6: Illustrates the steps in determining triple junction points (TJPs). Nor-
mal and diagonal line gradients are obtained using the magnitude response of nor-
mal and diagonal real Gabor filters respectively. Maxima of normal and diagonal
line gradients are obtained as the cell boundary gradient. The Gabor filter phase
is used to threshold the line gradient. Skeletonization is used to thin binary lines
to one pixel wide. Finally TJPs are detected on the binary line image. Note the
gradient images have been scaled for better display.
vertical boundaries as illustrated in Figure 4.6c. The two boundary estimates are
then combined in Eq. 4.8 to obtain a more accurate estimation of cell boundary
















When applying the complex GF to an image, the magnitude of the imaginary
response (IIGF ) is the smoothed first spatial derivative and the magnitude of the
real response (IRGF ) is the smoothed second spatial derivative, where the orien-
tation and smoothness of the derivatives corresponds to the GF orientation and
bandwidth. Based on this behavior the central pixel of a line will have an imagi-
nary response of zero and an absolute real response of a large number (Figure 4.7).
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(a) Image
(b) Cross-Section of Image (c) GF Response
Figure 4.7: (a) Image of a line. The dotted line represents the location of the cross-
section studied in (b-c). (b) The intensity profile along the cross-section of the
image. (c) The real and imaginary response of a Gabor Filter (GF) tuned to the
line width and orientation. The phase of the GF at the center of the line (x = 50)
is arctan (IIGF )/(IRGF ) = arctan 0/(−42) = 180o.
Figure 4.8: Masks used to find initial estimates of triple junction points.
The phase response of a GF, arctan (IIGF )/(IRGF ), at the central point on the line
will be arctan 0/x = 180o where |x|  0. Therefore, erroneous boundaries in B can
be eliminated by thresholding the phase response of the GF (Figure 4.6e).
The lower and upper thresholds placed on the phase response are 170o and 1900.
A range of phase are accepted because due to discretization the imaginary response
magnitude of the GF (first spatial derivative) at a pixel is sometimes small but not
zero. Once the phase threshold has been accomplished, the potential boundaries
are then thresholded to a binary image and thinned to one pixel width using a
morphological skeletonization operation [14]. The resulting binary boundary image
(Figure 4.6f) is then used to obtain TJPs.
Given the binary boundary image, there are several methods available for de-
tecting TJPs [28, 32, 45]. In this work a very simple algorithm is used, instead
of the ones presented in [28, 32, 45] because the methods presented in [28, 32, 45]
are complicated by the need for obtaining the angles between the three branches
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(a) (b) (c) (d)
Figure 4.9: Invalid and valid triple junction points (TJPs) based on the branch
length test using a circle. (a) Only two branches from TJP are longer than circle
radius. (b-c) Within the circle the branches meet at a point other than the TJP
(center of circle). (d) Valid TJP is one that has three branches with length greater
than the radius of circle and the three branches only meet at the TJP.
meeting at the TJPs. The method used here starts off by obtaining initial estimates
of TJPs by filtering the binary boundary image using all four 90o rotations for each
of the three masks shown in Figure 4.8. These initial estimates are then improved
by checking the lengths of each of the three branches meeting at the TJP. This
assumes that true TJPs will have long branches and TJPs caused by noise will not.
To check the length of the branches, a circle of radius R is placed on each of
the potential TJPs. The point is kept as a TJP if the three branches from the
point reach the circumference of the circle without touching each other. Figure 4.9
illustrates some valid and invalid TJPs. Of the detected TJPs, all points that are
∆MAX distance apart from each other are added to At, Figure 4.6g.
4.2 Intensity Analysis on Material Reference
Frame
The material reference frame (triangular mesh, St) can be thought of as a La-
grangian reference frame for the embryonic epithelium. That is, the epithelia within
each triangular grid over time is the same tissue. Having obtained this material
reference frame, the intensity behavior over time of each triangular section of ep-
ithelia can be studied to determine locations where there is a drop in intensity. As
stated before, these drops in intensity are potential locations of mitosis.
The intensity of each triangular epithelia section is represented by Gt(i), the
average intensity of all image pixels within the triangular grid; refer to Appendix
B for details. The intensity change in the epithelia section, Dt(i), is then obtained
as the difference in the average intensity of the triangular grids:
Dt(i) = Gt(i)−min
(




(a) Frame 2 (b) Frame 5 (c) Frame 8 (d) Frame 11
(e) Material reference frame
(f) Average intensity of material reference frame grids
(g) Maximum grid difference over tMitosis frames
Figure 4.10: Continued To Next Page.
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(h) Frame difference after linear magnitude threshold
(i) Frame difference after size threshold
(j) Frame difference after temporal threshold
Figure 4.10: An example processing of an image sequence using the intensity based
mitosis detection algorithm presented in this thesis. (a-d) Select frames from a time-
lapse image set with one true mitosis at the center of the frames. (e) The material
reference frame at each frame obtained by deforming triangular mesh. (f) The
average intensity of each grid in the material reference frame. (g) Maximum frame
difference over tMitosis frames. (h) Frame difference after magnitude thresholds Tm
and Tb. (i) Frame difference after size threshold TSIZE on 12-connected objects in
the triangular mesh (material reference frame). (j) Frame difference after temporal
threshold tMitosis − tNucleusDiv + 1.
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The value of tMitosis is chosen by the user such that it represents the duration
of mitosis in frames. All negative values of Dt(i) are set to zero because only
decreases in intensity are of interest. These drops in intensity values are then
used to determine if each triangular section of epithelia is on a cell undergoing
mitosis. This approach is only valid if there are now sudden changes in the global
illumination within the tMitosis frames.
An example of the grid average intensity, Gt, and the frame difference, Dt, are
illustrated in Figures 4.10f and 4.10g respectively. The actual frames and material
reference frame used to obtain these average intensity and frame difference are
presented in Figures 4.10a to 4.10e.
4.3 Mitosis Count and Orientation
Several criteria can be used to threshold Dt and obtain the location of mitosis. First,
since mitosis tends to have a large decrease in intensity, a magnitude threshold can
be applied. Secondly, if the triangles in the mesh are smaller than the cell size, then
mitosis locations will have several adjacent triangular grids with large intensity
changes allowing for a spatial spread (area) threshold. Finally, since mitosis occurs
over several frames, the areas of large intensity change will persist over multiple
frames allowing for a temporal threshold.






1 Dt(i) > Gt(i)Tm + Tb
0 Otherwise.
(4.10)
The threshold is based on the original average intensity of each grid, Gt(i), because
bright cells were observed to have a larger decrease in intensity during mitosis than
a darker cell. The values of Tm, the slope of linear threshold, and Tb, y-intercept of
linear threshold, are highly dependent on the quality of the image.
Currently the values of Tb and Tm are selected by plotting the intensity drop vs
average cell intensity of several mitoses; typically 2 to 5 hand-identified mitoses are
used for this purpose. The number of hand-identified mitoses used depends directly
on the variation of cell intensities in the image sequence; larger the cell intensity
variation, the larger the number hand-identified mitoses needed. Once the intensity
drop vs average cell intensity of manually detected mitoses are plotted, a least
squares fit of a line through these points will yield the slope (Tm) and y-intercept
(Tb) is chosen as a value slightly smaller than the y-intercept obtained from the
least squares fit. This is illustrated in Figure 4.11. The slope Tm will be shallow,
nearly horizontal, if all the cells in the images have relatively the same intensity
values and will be steep if the image contains both dark and light cells. Finally if
Tb is negative then all cells with intensity from 0 to the x-intercept will be ignored
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Figure 4.11: The procedure for selecting the intensity drop threshold as a function
of average cell intensity. First plot the intensity drop during mitosis vs average cell
intensity points for some known measured mitoses (plotted as o). Then using the
least squares algorithm fit a line though these points (dashed lines). The intensity
drop threshold then has the same slope as the least squares fit but the y-intercept
will be slightly smaller than the least squares y-intercept.
when detecting mitosis. The sensitivity of algorithm performance to the choice of
Tb and Tm is presented in Section 5.2.
The result of magnitude threshold, D′t, is a set of 12-connected object on the
triangular mesh (Figure 4.10h). The 12-connected objects were chosen because
on a triangular grid (material reference frame) 12-connectivity is equivalent to 8-
connectivity typically used on the rectangular grid image coordinate systems. Refer
to Appendix B for details on 12-connectivity. The area of each 12-connected object,
in number of triangles, is calculated and thresholded to obtain D′′t (Figure 4.10i),
a more refined estimates of mitosis locations.
D′′t (Pi) =
{
1 if size(Pi) > TSIZE
0 Otherwise.
(4.11)
where Pi is a list of all triangles in the i
th 12-connected object in D′t. The threshold
TSIZE is chosen as the number of triangles that can fit within the width of the
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Figure 4.12: The time for mitosis and nucleus division is illustrated. The maximum
decrease in intensity is seen in two frames (tMitosis− tNucleusDiv +1 = 4−3+1 = 2).
The bottom braces show the two instances when a large intensity drop will be seen
because these two set of tMitosis frames contain the cell before start of mitosis and
during nucleus division. The elliptical region marked on each frame indicates the
region of the cell that undergo the intensity drop due to nucleus division.
average cell; the width of the average cell can be provided by the user manually or
obtained automatically [25].
Finally, the remaining 12-connected objects in D′′t are further pruned using the
temporal spread. Given tMitosis, the duration of mitosis and tNucleusDiv the time
to the nucleus division (Figure 4.12), the temporal spread of the intensity drops
can be estimated as tMitosis − tNucleusDiv + 1 frames. As a result, any object in D′′t
that is not present for tMitosis− tNucleusDiv + 1 frames are deleted as a false positive
(Figure 4.10j). An object in frame t is said to be present in frame t + 1 if there is
a 12-connected object in frame t + 1 that spatially overlaps it.
When using triangular mesh representation for the embryo epithelia, the trian-
gular mesh will have a lower resolution than the image because the mesh is placed
on top of the image. To ensure that the cells are still distinguishable, the resolution
of the triangular mesh must be higher than the resolution of the cells. However,
tracking a high resolution triangular mesh from frame to frame is computationally
expensive. Therefore, a low resolution mesh can be used for tracking and then later
interpolated to obtain a resolution higher than the cell resolution. Interpolating
the low resolution mesh works well so long as the starting low resolution mesh is
slightly smaller than the cell resolution.
Each detected mitosis consists of a set of connected triangles on several consecu-
tive frames. The union of these triangles, as illustrated in Figure 4.13, are obtained
in list H; where the list H contains the centroid of each triangle, H(i) = c = (x, y) =
centroid of triangle i. The maximum intensity difference of each of the triangles in
H are obtained in list I. Given H and I the weighted mean and covariance of the
spread of the triangle centroid can be obtained as:
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(a) Frame 2 (b) Frame 5 (c) Frame 8 (d) Frame 11
(e) Frame difference after temporal threshold
(f) Union (g) Ellipse fit
Figure 4.13: Given the intensity difference at all triangles in the material reference
frame that have met all the threshold conditions (e), the union of these frames
consists of all spatially overlapping connected components over consecutive frames
(f). Using the maximum difference and the centroid of the triangles in the union
(f) an ellipse can be fit around these intensity differences. The minor axis of the
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The direction of the mitosis is then obtained as the direction of the eigenvector
of S with the smallest eigenvalue. Essentially the union of the triangles should lie
in a line along the width of the cell, such that when an ellipse is fit around these
triangles the major axis will be along the width of the cell and the minor axis should




The algorithms were tested on several time-lapse image sequences from two em-
bryos. The first embryo was at an early stage of development (stage 9 [1]); approx-
imately 23 hours into embryogenesis. The second embryo was at a later stage of
development (stage 12 [1]); approximately 45 hours into embryogenesis. The fre-
quency of mitoses was observed to be high at the early stage embryo development
and very low during later stage development. As a result of this, manual ground
truth detection on early stage embryo images are easier than later stage embryo
images.
The testing data used are outlined in Table 5.1. One image sequence from an
early stage embryo and fourteen image sequences from the same late stage embryo
are used. The number of mitoses and orientation within each image sequence was
manually determined. The parameters of an ellipse, that modeled the average cell
in the image sequence, were obtained using the algorithm presented in [25]. High-
magnification images of the early stage embryo development were not available for
use in this study because of the unavailability of young embryos. The late stage
images used a much higher magnification as seen by the cell resolution.
Before proceeding with the algorithm analysis, a discussion on the method for
evaluating these mitosis detection algorithms is needed. Mitosis detection, as pre-
sented in this work, is not a classification problem, it is an event detection problem.
As an event detection algorithm, the only information available are the number of
correctly detected mitoses (TP - true positive), the number of incorrectly detected
mitoses (FP - false positive) and the number of mitoses not detected (FN - false
negative). If this was a classification problem then the number of cells correctly
classified as not undergoing mitosis (TN - true negative) would also be known.
However, since the total number of cells on the images are not know the TN count
is not known.






Table 5.1: Test Data Sets
Set Sequence # of Frame Avg. Cell Model in Pixels # of
# Frames Intervals Area Major Minor Mitoses
(min) Axis Axis





3 51 1 2
4 21 1 1
5 21 1 1
6 21 1 1
7 21 1 1
8 21 1 1
9 21 1 2
10 21 1 2
11 21 1 1
12 21 1 3
13 21 1 2
14 21 1 1
15 61 1 5





Precision, P, is the fraction of mitoses correctly detected by the algorithm out of
all the locations detected as mitosis by the algorithm. Recall, R, also called the
true positive rate, is the fraction of mitosis correctly detected by the algorithm out
of the total mitosis present in the test data set. Ideally a precision of 100% and a
recall of 100% is desired by all detection algorithms.






The parameter β controls the importance of recall over precision. In this study
both precision and recall are assumed to be equally important thus β = 1.
Finally the performance of an algorithm relative to a parameter in that algo-
rithm can be studied using the precision-recall curve (PRC). The PRC is related
to the receiver operator cure (ROC) [13] which is used to study classification algo-
rithms. The plots of the PRC used is this study follow the interpolation method
presented in [13].
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Table 5.2: Motion Algorithm Parameters
Optimal
Set kV elMag bV elMag TSIZE THIGH TLOW
Early Stage 1 5 200 0.65 0.5
Late Stage 1 7 400 0.95 0.5
Table 5.3: Search Range Used to Obtain the Optimal Thresholds for Motion Algo-
rithm
Search Range
Set TSIZE THIGH TLOW
Early Stage 50 : 50 : 300 TLOW : 0.05 : 1 0.5 : 0.05 : 1
Late Stage 100 : 50 : 500 TLOW : 0.05 : 1 0.5 : 0.05 : 1
5.1 Motion Based Algorithm
For the motion based algorithm the main parameters selected by the user are
kV elMag and bV elMag from Eq. 3.6 and the thresholds TLOW , THIGH and TSIZE
as discussed in Section 3.4. The values of kV elMag and bV elMag are chosen based on
the data and are presented in Table 5.2. These parameters, presented in Table 5.2,
were chosen using 3 of the 94 manually detected mitoses on the early stage image
set and using image sequence 2 and 3 for the late stage image set; these mitoses
were not used in the testing phase. Only a loose guideline was given in Section
3.4 for choosing the thresholds TLOW , THIGH and TSIZE, as a result the optimal
threshold triplet (TLOW , THIGH , TSIZE) was found as the triplet that maximized
the F-measure, Fβ=1. The optimal threshold triplet is given in Table 5.2 and the
range of the threshold triplets searched to obtain the optimal triplet is given in
Table 5.3. Based on the optimal threshold values, TLOW is in fact 0.5 as expected
for both the early and late stage image sets. The value of THIGH is close to 1 for
the late stage set but not for the early stage set. The low value of THIGH would
suggest that the values of PMitosis for the early stage do not span the entire range
of 0 to 1.
Given the parameters in Table 5.2, the confusion matrices for mitosis detection
by the motion based algorithm are presented in Figure 5.1. Based on the confusion
matrices, the algorithm performance is determined using the F-Measure as 68.2%
for the early stage image set and 66.7% for the late stage image set. Based on
the F-Measure the performance of this algorithm is better than a random guess
and since no other algorithms exists this is a definite progress. However based on
the personal from the Embryo Biomechanics lab a performance of 80% or higher is
needed before the algorithm can be used for studying embryo development.
The performance of this algorithm on the two image sets are similar, but the
cause of the low performance for the two image sets are widely different. To see




Act- Positive 58 33




Act- Positive 16 5
ual Negative 11 N/A
(b) Late stage
Figure 5.1: The confusion matrices for the motion based mitosis detection algo-
rithms on the early and late stage image sets using the optimal threshold values as
determined by maximizing the F-Measure.
TSIZE) in the range given in Table 5.3 are plotted in Figure 5.2. From the precision-
recall point plot, for the early stage image set high precision rates are achieved but
high recall rates are not achieved. In the late stage image set it is the opposite,
that is high recall rates are achieved but high precision rates are not achieved. This
means that for the early stage image set FN are common and for the late stage
image set FP are common.
FNs are caused when the mitosis motion field prototype is not detected at an
actual mitosis location. This occurs when the local motion field, where the mitosis
motion field prototype appears, is altered by some other type of motion. As dis-
cussed in Section 3.2, the image motion field is composed of a global translation
~T , local image motion L and large scale reshaping R. Since for high-magnification
images the global translation ~T dominates the large scale reshaping R, the reshap-
ing term R was ignored. The high FN rate in the early stage image set suggests
the presence of the large scale reshaping, R. This indicates that the level of magni-
fication used for the early stage image set was not high enough to counter act the
large scale reshaping. For the late stage image set, a higher magnification level is
used which resulted in the absence of large scale reshaping causing the lower FN
rate.
FPs are caused when the mitosis motion field prototype is detected at locations
where mitoses are not present. As with the FNs, FPs occurs due to a poor es-
timation of local motion field. In the case of FPs the poor local motion field is
a result of illumination changes. The late stage image set has a larger intensity
change between frames than the early stage image set. Furthermore the late stage
image set also has higher noise levels due to the high magnification used. These
intensity changes and noise levels are detected by the optical flow algorithm, used
to estimate local image motion, as actual epithelia motion. These false motions has
increased the FP rate of mitosis detection in the late stage image set.
The error in the mitosis orientation for all detected mitoses in the early and late
stage image sets are illustrated in Figure 5.3. The figure shows that the error rates
are quite high for the orientation. Accuracy is marginally affected by the discrete 5o
rotations of the mitosis motion field prototype that are used. The main component
that affects the accuracy is how well the mitosis motion field matches the mitosis
motion field prototype. Studying the mitosis with low orientation error it can be
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(a) Early stage (b) Late stage
Figure 5.2: The precision-recall points for the motion based algorithm as function
of (TLOW , THIGH , TSIZE) are presented for the early and late stage image set. The
PRC are obtained by fixing two of the thresholds to the optimal value based on F-
Measure. Large scale reshaping motion is present in the early stage image set due to
the use of low-magnification images; this resulted in high FN rate. The late stage
image set uses high-magnification images thus FN rate are lower than the early
stage image set. However, due to the high magnification, there are illumination
changes and noise present in the late stage image set; this resulted in high FP rate.
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(a) Early stage (b) Late stage
Figure 5.3: The orientation error for the mitosis detected by the motion based algo-
rithm. The low accuracy of the orientation results are due to the sparse detection
of the mitosis motion field using optical flow.
Table 5.4: Intensity Algorithm Parameters










5 5 8 pixels
seen that they conform well to the mitosis motion field prototype Figure 5.4. Those
mitoses that do not conform well to the mitosis motion field prototype have high
orientation error Figure 5.4. The mitosis motion field that did not conform well
to the mitosis motion field prototype is being detected as mitosis primarily by the
velocity magnitude and secondly by the small contribution due to mitosis motion
field prototype match.
5.2 Intensity Based Algorithm
For the intensity based algorithm, the parameters that must be estimated by the
user are the duration of mitosis tMitosis, the time to the division of nucleus tNucleusDiv
and the threshold parameters Tm, Tb, TSIZE. These parameters, presented in Table
5.4, were chosen using 3 of the 94 manually detected mitoses on the early stage
image set and using image sequence 2 and 3 for the late stage image set; these
mitoses were not used in the testing phase. The confusion matrix for the two
image sets, with the parameters presented in Table 5.4, are presented in Figure 5.5.
Based on the confusion matrix results, the performance of the algorithm, using the
F-Measure, on the early stage image set is 73.9% and on the late stage image set
is 90.0%.
The overall performance of the algorithm can be studied from the PRC, Figure
5.6, which plots the precision and recall as a function of the different thresholds
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(a) Local Image Motion (b) Local Image Motion
(c) Orientation Match (d) Orientation Match
Figure 5.4: (a,b) Shows the normalized local image motion field, true orientation of
mitosis (white line) and location where the orientation of the mitosis motion field
prototype had the best match (white circle). (c,d) Illustrate the mitosis motion field
prototype that matched with the local image motion field illustrated in (a,b). In
the case of (a) the local image motion field is a good representation of the mitosis
motion field prototype, thus the error in orientation estimate is small. In the case of
(b), large scale deformation has degraded the local image motion field resulting in
a large error on mitosis orientation estimate. It should be noted the match of the
mitosis motion field prototype within (b) is less than 0.2, however since the velocity
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Act- Positive 18 3
ual Negative 1 N/A
(b) Late stage
Figure 5.5: The confusion matrices for the intensity based mitosis detection algo-
rithms on the early and late stage image sets using the optimal threshold values as
determined from the data set by the author.
used in the algorithm. From the PRCs, Figure 5.6, it can be seen that the intensity
algorithm performs best on the late stage image set. There are several reasons for
this, but the main reason is the image quality. In the late stage image set all cells
have relatively the same intensity value and the early stage image set has a wide
range from very dark cells to very light cells. This causes two problems: FPs due to
motion of the boundary between the dark and light cell and FNs due to difficulties
in choosing the magnitude thresholds Tb and Tm.
The motion of a boundary between a dark cell and a light cell appears as a
mitosis due to improper fit of the material reference frame. The material reference
frame is estimated from sparse key points and thus will not deform exactly with
the embryo epithelia at all locations. As illustrated in Figure 5.7, this error in the
material reference frame at the boundary between light and dark cells, results in
intensity changes that are detected as mitosis. The error in the material reference
frame is in part due to the large deformation that occur between consecutive frames
as a result of the large time span between frames and the low-magnification of the
images in the early stage data set. Once again, due to the unavailability of young
embryos, the algorithm could not be tested on high-magnification images of early
stage embryo development.
The linear intensity drop, modeled by Tb and Tm, is insufficient to capture the
intensity drop of all the different cell intensities present in the early stage image set.
Some cells have a smaller intensity drop during mitosis than the value modeled by
the linear intensity drop and thus were not detected as mitoses. The linear model
parameters were estimated using hand marked mitosis of a very dark and two very
light cells. Based on the test results, this linear model performs well when detecting
mitosis of very dark and very light cells and not so well at detecting mitosis of cells
with medium (gray) intensity. This suggests that perhaps a nonlinear model of
intensity drops would be better than the linear model used here; the nonlinear
model should have the same threshold values for dark and light cells but a lower
one for the medium intensity cells.
Another reason for the poor performance of the intensity based algorithm, on
the early stage image set, is the high frequency of mitoses. When the mitosis
frequency is high, adjacent cells can under go mitosis at the same time. When this
happens there is a tendency for the algorithm to detect multiple adjacent mitosis
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(a) Early stage (b) Late stage
Figure 5.6: The precision-recall curves as a function of the intensity algorithm
thresholds, for both the early and late stage image sets. The use of low-
magnification images and the presence of high density of neighboring mitoses in
the early stage image set reduces the performance of the intensity based algorithm.
The intensity algorithm performs best when analyzing high-magnification images
where neighboring cells are not undergoing mitosis; like those in the late stage
image set.
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(a) Frame 1 (b) Frame 3 (c) Frame 5
(d) Frame 1 detected mitosis (e) Frame 3 detected mitosis (f) Frame 5 detected mitosis
Figure 5.7: The circle is a point fixed on the material reference frame (triangular
mesh). The dashed line in (a-c) is the manually marked edge boundary between
a dark and light cell. From (a-c) it can be seen that the edge boundary moves
relative to the material reference frame. This motion causes intensity changes
on the triangular grids of the material reference frame that are still present after
the applications of thresholds; as indicated by the black triangles in (d-e). The
boundary motion has caused a FP because each connected black component in
(d-e) are the detected mitosis. Ideally the material reference frame should deform
with the epithelia and there should be no motion of the epithelia relative to the
material reference frame.
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as a single mitosis due to the various intensity changes occurring nearby as well as
the deformation of the local area (Figure 5.8).
The histogram of the error in the orientation of the detected mitoses are pre-
sented in Figure 5.9. The early stage image set has a mean error of 39.8o with a std
of 28.9o and the late stage image set has a mean error of 15.7o and a std of 18.9o.
As will be seen the large error in the early image set is due to the low-magnification
images used. To accurately estimate the orientation, a set of triangular grids from
the material reference frame that have high intensity change must be located in a
line along the diameter of the cell where the nucleus division occurs. If the number
of these triangles along the cell diameter are large enough then the ellipse that is
fit around these triangle will have the same orientation as the mitosis.
In the case of the early stage mitosis, due to the low-magnification images, the
number of triangles that can fit within the diameter of the cell is not large enough
to accurately estimate the orientation of the cell diameter as seen in Figure 5.10.
The larger cells in the early stage image sets are at a large enough magnification for
correct estimate of the orientation Figure 5.10. Further degradation of the orienta-
tion estimate for the early stage image set is caused by the algorithms tendency to
merge neighboring mitoses.
The few large errors in the late stage image set, observed from the orientation
error histogram Figure 5.9, is due to a diffused nucleus division. When the intensity
drop due to nucleus division is diffused over the entire cell, as opposed to just along
the cell diameter, the orientation estimation does not provide accurate information
(Figure 5.11). The intensity drop is diffused over the cell as a result imaging
conditions such as poor illuminations and shadows.
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(a) Frame 1 (b) Frame 4 (c) Frame 6 (d) Frame 8
(e) Frame 1 (f) Frame 2 (g) Frame 3 (h) Frame 4
(i) Frame 5 (j) Frame 6 (k) Frame 7 (l) Frame 8
Figure 5.8: When isolating mitosis, spatially overlapping high intensity differences
over multiple frames are combined as a single mitosis. This causes multiple adjacent
mitoses to be detected as a single mitosis as seen in this figure. The triangle grids,
of the material reference frame, that have high intensity differences are plotted on
top of the epithelia images. The intensity differences of the three mitosis are joined
together through the high intensity difference triangles on Frame 5 (i). The three
cells that undergo mitosis, which are detected as one, are illustrated in (a-d).
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(a) Early stage (b) Late stage
Figure 5.9: The orientation error for the mitosis detected by the intensity based
algorithm. The poor performance of the early stage image set is due to the low-
magnification images used. With low-magnification images a high resolution ma-
terial reference frame, needed to obtain the orientation of the mitosis, can not be
created.
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(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4
(e) Frame 1-4 union (f) Orientation er-
ror
(g) Frame 1 (h) Frame 2 (i) Frame 3
(j) Frame 1-3 union (k) Orientation er-
ror
Figure 5.10: The orientation estimations for a large and small cell in the early stage
image set is shown. For the large cell, the detected orientation (solid line in (f))
is close to the ground truth orientation (dashed line in (f)). For the small cell the
predicted orientation is much different than the ground truth orientation (k). The
reason for the high orientation error is that when the magnification is small, the
number of triangles from the material reference frame that can span the diameter
of the cell is too few.
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(a) Frame 1 (b) Frame 4 (c) Frame 6 (d) Frame 8
(e) Frame 11 (f) Frame 15 (g) Frame 1-15 union (h) Orientation
Figure 5.11: During nucleus division, the intensity drop will normally occur linearly
along the cell diameter. Sometimes, like in the case illustrated here, the intensity
drop will be partially or totally diffused and will no longer appear linear. In the
case illustrated here, a larger area on the right side of the cell drops in intensity
than on the left side of the cell. As a result of this, the triangular grids with high
intensity drops are localized on the right side of the cell as seen on (g). This will
give a very large error in the estimate of the mitosis orientation as seen on (h);




Conclusions and Future Work
Embryogenesis consists of three types of processes: mitosis, cell differentiation and
morphogenetic movements. It has been shown that the frequency and orientation
of mitosis can affect morphogenetic movements. To study the effect of mitosis on
morphogenetic movements, an automatic algorithm for counting mitoses on time
lapse images of embryo epithelia is needed. This thesis presented two algorithms
for counting mitosis in time-lapse images of embryo epithelia; a motion based and
an intensity based algorithm. A comparison of these two methods to existing al-
gorithms is not possible as, to the best of the author’s knowledge, no automatic
algorithms for detecting mitosis on live tissue exists in the literature.
Low-magnification, early stage embryo development image set and high- mag-
nification, late stage embryo development image set were used to test these al-
gorithms. Unfortunately, due to lack of young embryos, high-magnification early
stage embryo development image sets could not be obtained at this time. The
mitosis location and orientation in these two image sets were manually determined
for testing.
The motion based algorithm had performance rates of 68.2% on early stage
image set and 66.7% on late stage image set, where as the intensity based algorithm
had a performance rates of 73.9% on early stage image set and 90.0% on late stage
image set. The mitosis orientation errors for the motion based algorithm were 27.3o
average error with a standard deviation of 19.8o for early stage set and 34.8o average
with a standard deviation of 23.5o for the late stage set. For the intensity based
algorithm the orientation errors were 39.8o average with standard deviation of 28.9o
for the early stage image set and 15.7o average with standard deviation of 18.9o for
the late stage image set.
Under low magnification the motion based algorithm performs poorly due to
the presence of large scale epithelia reshaping. The intensity based algorithm is
also affected by the presence of large scale reshaping, but not as significantly as the
motion based algorithm. Using high-magnification images the motion due to large
scale reshaping is minimized but noise levels and illumination defects are increased.
As a result the motion based algorithm still has low performance, whereas the
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intensity based algorithm is robust to the noise and illumination changes that occur
at the high-magnification images.
Based on these results, the performance of the intensity based algorithm is much
better than the motion based algorithm. The intensity based algorithm will work
best when high-magnification images, where all the cells have approximately the
same average intensity, are used. The algorithm will work best for late stage embryo
development images where it is less likely to have neighboring cells undergo mitosis
at the same time because the algorithm will detect neighboring mitosis as a single
mitosis. To fully understand the performance of the intensity based algorithm it
is desirable to study its performance on high-magnification images of early stage
embryo development.
There are still several areas left to be explored to improve the intensity based
algorithm. First and foremost, the detection of adjacent mitosis must be explored.
One method of separating several mitosis detected as a single mitosis is to use
average cell size with cell boundary information. That is, if the detected mitosis
occupies an area much larger than the average cell size then local edge information
can be used to split the detected mitosis area into several mitosis areas.
A second area for improvement is the definition of the magnitude of the intensity
drop during mitosis as a function of cell average intensity. The currently used linear
model of intensity drop has shown to be inaccurate at estimating the intensity drop
of all cells. A study using images of multiple embryos (pigmentation varies between
embryos) is needed to determine the best model for this function.
A third area for improvement is the estimation of the mitosis orientation. While
the method presented here has performed well for high-magnification images the
performance can still be improved. Other means of detecting orientation, not ex-
plored in this thesis, must be studied to determine the best means of estimating
mitosis orientation. One potential method is to determine the newly formed cell
boundary between the two daughter cells.
Finally, while the presented algorithm is the only automated algorithm currently
available for detecting mitosis on live tissue, it still requires a certain amount of
manual intervention. The presented algorithm needs a few manually detected mi-
toses to determine threshold parameters. It is desirable to determine an automated
means of selecting these thresholds. Unfortunately, since the pigmentation varies





Singh’s optical flow method [44] first estimates a coarse velocity vector at each pixel
by taking a region of interest (ROI) in frame t and matching it to the next frame
by minimizing the sum of squared difference (SSD) within a search window. In
this thesis, minimizing the SSD method for local region matching was replaced by
maximizing the normalized cross-correlation, since normalized cross-correlation was
already implemented for determining global translations (Section 3.2). Using the
normalized cross-correlation, an n by n ROI around each image pixel was matched
to the next frame using a search window of size N by N pixels. The resulting N














[I1(x − i, y − j) − I1(x, y)]2
(A.1)






Where I1(x, y) and I2(x− u, y − v) are the average intensity in the n by n ROI
around image coordinate (x, y) in frame one and (x− u, y − v) in frame two.
Typically the minimum location of SSD is obtained as the new location of the
tracked pixel, however, Singh uses a weighted average. Following this methodology,
in this study, Ncc is weighted as
<c(u, v) = e−kNcc(u,v) (A.2)
where k = 7 was obtained experimentally to produce the best results. The velocity
of the tracked pixel is then obtained as the average of the weighted Ncc,
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The displacement vectors obtained from Eq. A.3 is used as the coarse estimate of























<c(i, j)(j − vcc)2
3777777775
(A.4)
The coarse estimate of the velocity field obtained using Eq. A.3, Ucc , estimates
the velocity of each pixel independent from its neighboring pixels. Singh argues
that, for cases where the pixel of interest is not on a motion boundary, the velocity
of a pixel will be similar to that of its neighbors. Based on this Singh concludes that
a Gaussian weighted average velocity of a local neighborhood around a pixel will
be similar to the actual velocity of the pixel. That is, given the true image velocity
field U = (ut,vt), the average velocity field Ū and its corresponding covariance
matrix are obtained by Eqs. A.5 and A.6 using <n. <n is a W by W Gaussian
weighting window.










































a = (ut(x − i, y − j) − uavg(x, y))2
b = (ut(x − i, y − j) − uavg(x, y))(vt(x − i, y − j) − vavg(x, y))
c = (vt(x − i, y − j) − vavg(x, y))2
Based on the two estimates of the velocity fields, Ucc and Ū , Singh obtains the




(U(x, y) − Ū(x, y))T S−1n (x, y)(U(x, y) − Ū(x, y))
+ (U(x, y) − Ucc(x, y))T S−1cc (x, y)(U(x, y) − Ucc(x, y))
˜
dxdy (A.7)
This leads to the following condition for the optimal solution
S−1cc (x, y)[U(x, y) − Ucc(x, y)] + S−1n (x, y)[U(x, y) − Ū(x, y)] = 0 (A.8)
Since U , Ū and Sn are unknown, Eq. A.8 can not be solved directly. However,
Singh provides us with an iterative solution to Eq. A.8 as
Uk+1(x, y) =
ˆ











A triangular mesh, as illustrated in Figure B.1, can be thought of as an alternative
to the rectangular meshes that are typically used to represent images. While this
coordinate system is beneficial in tracking deformable objects [34, 35, 38, 39, 47],
mathematical formulations are needed for converting between the triangular mesh
and the rectangular mesh images.
The triangular mesh is represented by a set of vertices, S = {v1, . . . , vL}, in the
image coordinate frame as illustrated in Figure B.1. The triangles in the mesh are
indexed in a row major fashion from the top left. The intensity value of a triangle
is defined as the average intensity of the image pixel centers that are located in
the triangle. For example the shaded image pixels in Figure B.1 represents the
intensity of triangle 2 (G(2)).
Another term to be defined on a triangular mesh is pixel connectivity. In a
square grid, pixel connectivity is defined as either 4-connected or 8-connected as
illustrated in Figure B.2a. This is useful when classifying a single object in a binary
image as either 8- or 4-connected object. In a similar manner, in the triangular
mesh connectivity can be defined as 3-connected or 12-connected as illustrated in
Figure B.2b. In this thesis all connected objects on triangular mesh are composed
of 12-connected triangles.
B.1 Derivative Constraint on Mesh Vertices
In tracking triangular meshes, the regular triangular mesh shown in Figure B.3a is
allowed to deform between frames; the result is a non-regular triangular mesh. To
limit the amount of deformation between frames a smoothness constraint is intro-
duced on the meshes vertices. The smoothness constraint is a the second derivative
constraint on all adjacent vertex triplets laying along the mesh line (Figure B.3b).
By minimizing the square of the second derivative between all vertex triplets, it
can be ensured that the deformation is limited between frames.
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Figure B.1: A triangular mesh on an image is represented by its vertices v1, . . . v8.
The triangles are indexed from left to right. The intensity of a triangle is the
average intensity of all pixels within the triangle as illustrated by the shaded area
for triangle 2.
(a) 4- & 8-connected neighbors (b) 3- & 12-connected neighbors
Figure B.2: (a) The two type of grid connectivity on a square grid. (b) The two
type of grid connectivity on a triangular grid.
(a) Triangular mesh (b) Vertex triplets
Figure B.3: (a) A triangular mesh with vertices labeled. (b) All vertex triplets at
a given vertex (v4).
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Figure B.4: A triangle in the mesh at Frame t is deformed to Frame t + 1. Given
the location of the vertices (A, B, C) and (A′, B′, C ′) in frame t and t+1, the point
P from frame t needs to be mapped to frame t + 1 relative to the triangle vertices.
The second derivative constraint is represented by a banded matrix K′, where
each row represents one vertex triplet and each column represents a vertex on the
mesh. Each row will approximate the second derivative using the filter [ −1 2 −1 ].
The second derivative constraint matrix K′ for the mesh if Figure B.3a is
K′ =
0BBBBBBBBBBBBBBBBBBBBBBBBB@
−1 2 −1 0 0 0 0 0 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0 0 0 0 0 0
−1 0 0 0 2 0 0 0 −1 0 0 0 0 0
0 −1 0 0 2 0 0 −1 0 0 0 0 0 0
0 −1 0 0 0 2 0 0 0 −1 0 0 0 0
0 0 −1 0 0 2 0 0 −1 0 0 0 0 0
0 0 0 0 −1 2 −1 0 0 0 0 0 0 0
0 0 −1 0 0 0 2 0 0 0 −1 0 0 0
0 0 0 −1 0 0 2 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0 2 0 0 0 −1 0
0 0 0 0 0 −1 0 0 2 0 0 −1 0 0
0 0 0 0 0 0 0 −1 2 −1 0 0 0 0
0 0 0 0 0 −1 0 0 0 2 0 0 0 −1
0 0 0 0 0 0 −1 0 0 2 0 0 −1 0
0 0 0 0 0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 2 −1
1CCCCCCCCCCCCCCCCCCCCCCCCCA
(B.1)
The square of the second derivative is obtained as K = K′TK′.
B.2 Barycentric Coordinates
A triangle, on the triangular mesh, will deform between two frames as illustrated
in Figure B.4. Any point, P , inside this triangle can be transformed from the one
frame to the next relative to the triangle vertices using barycentric coordinates.
Barycentric coordinates were introduced by August Ferdinand Möbius in 1827 [16].
In barycentric coordinates a point P is represented by the barycentric triplet
(λ1, λ2, λ3), which are weights needed on the triangle vertices (A, B, C) to make
point P the center of mass of the triangle. Only the ratio between the weights are
important in representing the point P , as a result the constraint λ1 +λ2 +λ3 = 1 is
enforced. The cartesian coordinate of P is then represented using the coordinates
of the triangle vertices as
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P = λ1A + λ2B + λ3C (B.2)
Solving for the triplet (λ1, λ2, λ3), yields
λ1 =
(Bx − Cx)(Cy − Py)− (Cx − Px)(By − Cy)
(Ax − Cx)(By − Cy)− (Bx − Cx)(Ay − Cy)
(B.3)
λ2 =
(Ax − Cx)(Cy − Py)− (Cx − Px)(Ay − Cy)
(Bx − Cx)(Ay − Cy)− (Ax − Cx)(By − Cy)
(B.4)
λ3 =1− λ1 − λ2 (B.5)
Given the barycentric triplets from the first frame (λ1, λ2, λ3) and the location
of the triangle vertices in the second frame (A′, B′, C ′) the location of point P in
the second frame can be obtained using Eq. B.2.
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