INTRODUCTION
Instrumental variable (IV) analysis might be an attractive method to adjust for confounding in non-randomized studies, since it potentially controls for both observed and unobserved confounding.
1,2 An IV is a variable that is associated with the exposure under study and related to the outcome only through the exposure. 1, 2 This implies that an IV should satisfy three basic assumptions: i) the IV is (strongly) associated with the exposure under study; ii) the IV affects the outcome only through the exposure; 2-4 and iii) the IV is independent of confounders. 2, 3 If these assumptions are satisfied, with additional assumption (homogeneous treatment effect, see later) IV analysis may provide consistent estimate of exposure effect on the outcome. 2 However, if one of the basic assumptions is violated, the IV estimate can be severely biased and inconsistent.
1,2
To check the first assumption, statistical tools such as the F-statistic, 1,5-7 R squared, 8 pseudo-R-squared, 9 and the odds ratio 9,10 have been used. There is no well-established method for checking the second and third assumptions and several authors 1, 9, 11, 12 argued that these assumptions are unverifiable or directly untestable from data as they involve unobserved confounders. 2, 13 On the other hand, Glymour et al. 14 proposed several "non fail-safe methods" that are useful for evaluating the validity of IV although they require additional assumptions.
Moreover, several other authors [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] provided supportive evidence for the third assumption, by describing the balance of observed patient characteristics between IV categories.
2
Alternatively, an imbalance in observed patient characteristics can falsify the third assumption and help researchers assess whether it is appropriate to proceed with IV analysis.
26
In this article, we propose familiar and easy to apply methods that will help researchers to falsify the third assumption by assessing the independence between the IV and observed confounders. These methods are based on balance measures commonly used in propensity score (PS) methods. [27] [28] [29] In PS methods, 30 balance measures such as the standardized difference, 27-29 the Kolmogorov-Smirnov distance, and the overlapping coefficient 28, 29 can be used to quantify balance of observed confounder distributions between exposure groups.
These balance measures are chosen since they are robust with respect to sample size and known among epidemiologists. 28, 29, 31 If observed confounders are insufficiently balanced between the IV categories, the IV and observed confounders are not independent, which means that the third assumption is violated; hence, IV analysis is not appropriate. However, if observed confounders are balanced, investigators should rely on substantial background knowledge to argue that such balance could be carried over to unobserved confounders although it cannot be verified from the data. 15, 25 The objective of this study was to explore the usefulness of balance measures to quantitatively falsify the assumption that the IV should be independent of confounders. In addition, we illustrated this method using an empirical example on the relation between inhaled long-acting beta 2 adrenoceptor agonists and the risk for acute myocardial infarction (AMI).
MATERIALS AND METHODS

Balance measures for observed confounders
Balance measures have been used in PS methods to assess balance of confounders between treatment groups. 
Simulation setting
We used Monte Carlo simulations to assess the third assumption of IV analysis using the SDif. The scenarios we considered included binary IV, binary exposure, continuous outcome, and continuous confounders. We used the following notations: Y denotes the outcome, X denotes the exposure, Z denotes the IV, and C and U denote set of observed and unobserved confounding variables, respectively. We used statistical software R (Windows, version 2.15.1) for simulations and analyses.
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Data Generation
First, we generated four continuous confounders (C 1, C 2, C 3, and C 4 ) using the multivariate normal distribution (MVND) with mean 0 and variance 1. The correlation coefficient between confounders was varied between 0 and 0.4. A binary IV was generated based on the following logistic models (equation 1).
The values for α 1 -α 4 were varied between 0.0 and 0.60 to induce different association between IV and confounders. α 0 was set to -0.42 in the logistic model (equation 1) in order to achieve 40% prevalence of the binary IV. Next, a binary exposure was generated based on
The value of 0  was set to -1.5 so that nearly 50% of the subjects were treated, the values of A continuous outcome, Y, was generated using the following model (equation 3):
where X indicates the exposure variable generated previously (equation 2) and the variable C 1 , C 2 , C 3, and C 4 denote the confounding factors. δ 0 , δ x, and δ 1 -δ 4 denote the intercept (set to 1.0), the true exposure effect (set to 1.0), and the effects of the confounders on the outcome (set to 1.5), respectively.  is the error term for the outcome, which follows a normal distribution with mean zero and variance of unity.
We distinguished three scenarios which are schematically presented in Figures 1a-b , 2a-b, and 3a-b, using causal diagrams. In scenarios 2 and 3, when there is unobserved confounding (U), the observed confounder C 4 was considered to be unobserved in the analysis stage. Hence, no assessment was made on the balance of the distribution of this variable between IV categories. All scenarios were evaluated for a sample size of 10,000 and each scenario was replicated 10,000 times. In order to identify the average exposure effect among the study population, we assumed that the effect of exposure on the outcome was the same for all subjects.
2
Analysis of simulated data
In all the three scenarios, the balance of observed confounders between IV groups was assessed using SDif. In the presence of unobserved confounders, balance was only assessed on observed confounders. We analysed data using the two-stage least squares method. The first-stage model was a linear regression model, in which the exposure was the dependent and the IV was the independent variable. 36 The second-stage model was also a linear regression model, in which the outcome was regressed on the predicted exposure (i.e., the predicted value of exposure status based on equation [4] ), rather than the actual exposure. These models can be summarized:
First-stage model:
Second-stage model:
where X and Z are exposure and IV, respectively. Xˆdenotes the predicted value of the exposure, predicted from equation and second-stage models, respectively. The parameter x  in equation [5] is called the IV estimator, an estimate for the exposure effect on the outcome.
In IV analysis, the observed confounders can be included in both the first and the secondstage models since the conditional independence and exclusion restrictions underlying IV estimation are more likely to be valid after conditioning on covariates 6 and the precision of the estimates can be improved. 6, 25, 37, 38 In addition, Brookhart et al. 39 suggested "reporting an unadjusted IV estimate and exploring the sensitivity of the results to the inclusion/exclusion of covariates, particularly if there is not a strong theoretical reason to believe that they confound the instrument-outcome association". To evaluate this approach, we performed additional analyses including all observed confounders in each stage models, equations [4] and [5] .
In addition, we used conventional multivariable linear regression models adjusting for all observed confounders to estimate the exposure effect on the outcome and compared the results with the IV estimates.
Bias was defined as the difference between the average of the estimated effects and the true exposure effect (i.e., 1.0). Confidence Intervals (CIs) were estimated using the standard errors of the mean of the estimates (i.e., standard deviation of the IV estimates divided by square root of the number of simulations) to identify the precision of estimating the bias of the IV estimates.
Empirical example
To illustrate the method, we used data from a pharmacoepidemiologic study on the relation between inhaled long-acting beta 2 adrenoceptor agonists and the risk for acute myocardial infarction (AMI). For this follow up study, data from the Dutch Mondriaan database was The outcome status (myocardial infarction) was based on GP records (the international classification of primary care, ICPC code =K75). Patients were excluded if they had any history of myocardial infarction prior to or at the start of follow up.
Co-morbidities and co-medications were assessed, from one year prior to study entry until the end of the study period, every time exposure changes (current, recent, past) and every six categories. In addition, crude and adjusted hazard ratios were estimated using conventional Cox proportional hazards model where confounders except gender were considered timevarying. Figure 1 shows the relation between the SDif and bias of the IV estimate for the scenario without unobserved confounding (i.e. all confounders observed).The magnitude of the bias increased when the balance on confounders between IV categories decreased (as indicated by an increase in the SDif). When IV was independent of observed confounders (indicated by 9 intersection point in the plot that corresponds to the zero-point of the mean SDif), unadjusted IV estimates were unbiased. However, when the IV was associated with observed confounders, unadjusted IV estimates were biased even for stronger IV (e.g. α i = 1.5 in equation 1 with the corresponding value of SDif was 0.6 and z  = 2.5 in equation 2, the bias in the IV estimate was as high as 5.5). When IV was associated with observed confounders, the magnitude of the bias was also influenced by the strength of the IV (i.e. the association between IV and exposure, z  ). For example, for two IVs with z  = 0.5 and 2.5, when the SDif of 0.6, the corresponding bias were close to 9 and 5.5, respectively. In the same Figure, the conventional multivariable linear regression estimates were unbiased where as those of unadjusted IV estimates were not except when IV is perfect, i.e. IV is independent of confounders corresponding to SDif of zero. However, results from the adjusted IV models (models that also included the observed confounders both in first and second stage models)
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were unbiased. The strength of association between the exposure and confounders influenced the magnitude of bias of IV estimate but not the balance of observed confounders between IV categories. We therefore only presented results for an association between the exposure and the confounders of β i = 1.5. Figure 1 Here Figure 2 shows the relation between the SDif and bias for the scenarios with unobserved confounding which was independent of observed confounders. In this situation, both unadjusted IV method and the conventional multivariable regression method provided biased estimates (Figure 2c ), due to association between IV and confounders (except when IV is perfect, the starting point of BetaU.Z line in the plot corresponding to the nearly zero-SDif), and the presence of unobserved confounding, respectively. Moreover, in the case of an IV that was associated with confounders (e.g. SDif = 0.05 to 0.80), the results obtained from the 10 conventional linear regression model were less biased than those of unadjusted IV models.
Again, the magnitude of bias increased with increasing SDif. In situations where the IV was independent of the observed confounders but not of unobserved confounders, IV estimates were still biased even though the SDif was close to zero, which is due to the fact that the SDif was determined based only on the observed confounders. When observed confounders were included as covariates in the IV models, the bias of IV estimates was close to zero when the IV was independent of the unobserved confounders (Figure 2d ). In addition, the bias for adjusted IV estimates was smaller than that of unadjusted IV estimates. Importantly, when the IV was strong but related to the confounders (both observed and unobserved), estimates from adjusted IV models were more biased than those of conventional multivariable regression estimates. Insert Table 1 4. DISCUSSION Our simulation study shows that balance measures can be used to falsify the third assumption of IV analysis, i.e. the assumption that the IV is independent of confounders. The standardized difference (SDif), a measure of the degree of balance on observed confounders between IV categories, was strongly correlated with the bias of IV estimates. Values of the SDif close to zero indicate that at least the observed confounders are balanced between IV categories. When this assumption is violated, IV analysis may result in more biased estimates than conventional regression analysis.
The magnitude of bias was associated with the strength of the IV and the balance of observed confounders between IV categories. A higher value of SDif (e.g., larger than 10%), 32 i.e., strong association between IV and observed confounders, indicates a violation of the third assumption and is associated with highly biased estimates. This bias can be remedied by including observed confounders in the IV model under the assumption of no unobserved confounding or unobserved confounders being independent of the IV. However, IV analysis is mainly considered in settings where unobserved confounding cannot be ruled out. An imbalance in observed confounders as indicated by SDif would, therefore, suggest that IV analysis with or without inclusion of observed confounders would yield biased estimates.
Interestingly, in the presence of unobserved confounding that was related to IV, conventional multivariable regression analysis yielded less biased estimates than IV analysis in our simulations even in the presence of a strong IV.
The bias and variation in IV estimates increased considerably when the association between IV and exposure was weak (i.e., weak IV), which is in line with previous studies. 1,2 In those cases, estimates from IV analysis were more biased than conventional regression analysis, even when observed confounders were included both in the first and second-stage IV models.
However, when the IV was strong (e.g. z  =2.5), including observed confounders in the IV models provide essentially unbiased estimates like linear regression in the absence of unobserved confounding despite poor performance of IV methods in finite sample size.
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In our empirical example, the adjusted estimate from conventional regression was not significant and close to the "no relevant differences between treatment groups" in a metaanalysis of RCTs. 45 On the other hand, the estimates from unadjusted and adjusted IV analyses were divergent which could be due to imbalance of observed confounders (age, oral corticosteroids, and disease) between IV categories, i.e. violation of the third assumption.
Moreover, weak association between IV and exposure (current LABA use) was evident as reflected by wider confidence interval in the unadjusted IV estimate. Although adjustment for observed confounders in IV models improved the precision of the estimate, the IV estimate is far from the estimates in meta-analyses of RCTs on this topic. 45 This difference could be due to the imbalance in observed confounders between IV groups and it seems plausible that such 13 imbalance could also exist in unobserved confounders. Hence, when there is an imbalance in unobserved confounders between IV categories, adjustment for observed confounders in the IV analysis could result in more biased estimates than conventional regression methods.
Therefore, IV analysis is inappropriate in such cases. On the other hand, the noncollapsibility 46 of hazard ratio could in part explain the difference between adjusted and unadjusted (IV or conventional regression) estimates.
This study has several strengths. First, we explored the usefulness of balance measures (SDif) in several realistic settings to falsify the third assumption of IV, which is easy to apply. The
SDif has several desirable properties compared to other tests of independence (e.g. t-test),
including independence of sample size. 28 Second, we considered a wide range of scenarios for associations among IV, exposure, and confounders (both observed and unobserved). A limitation of our simulation study is that we restricted the simulations to a continuous outcome with linear model. We chose this approach, because IV estimates are reported to be biased in the case of a binary outcome with non-linear model. 10, 47 Future research could extend the simulations to settings with binary outcome. In addition, although the different confounders in the simulations had different associations with the exposure and/ or outcome, we gave equal weights to all confounders in estimating the standardized difference.
Nevertheless, the choice of the weights is not straightforward and its impact on the bias is not substantial. 28 Furthermore, we used SDif for only binary IV; however, a similar approach can be used for continuous IV, i.e. assessing balance of observed confounders between quintiles of the continuous IV. Hence, when balance in observed confounders is achieved, investigators should rely on theoretical justifications with regard to balance of unobserved confounders 26, 50 for the validity of the IV analysis. If balance measures indicate that the confounders are imbalanced between IV categories, and thus falsify the third IV assumption, researchers should consider refraining from IV analysis even adjusting for observed confounders. . Directed acyclic graphs (3a and 3b) and plots of mean standardized difference vs. bias of IV (for different association between Z and U, Beta.U.Z=regression coefficient of U) and conventional regression estimates in the presence of U that is associated with C (3c and 3d). Z is independent of U (3a) and Z is associated to U (3b). Standard IV/regression estimates (3c) and adjusted IV/ regression estimates (3d). 
