A dichotomy for subsymmetric basic sequences with applications to
  Garling spaces by Albiac, Fernando et al.
ar
X
iv
:1
91
0.
02
41
4v
2 
 [m
ath
.FA
]  
11
 A
ug
 20
20
A DICHOTOMY FOR SUBSYMMETRIC BASIC
SEQUENCES WITH APPLICATIONS TO GARLING
SPACES
F. ALBIAC, J. L. ANSORENA, S. J. DILWORTH, AND DENKA KUTZAROVA
Abstract. Our aim in this article is to contribute to the study
of the structure of subsymmetric basic sequences in Banach spaces
(even, more generally, in quasi-Banach spaces). For that we intro-
duce the notion of positionings and develop new tools which lead
to a dichotomy theorem that holds for general spaces with sub-
symmetric bases. As an illustration of how to use this dichotomy
theorem we obtain the classification of all subsymmetric sequences
in certain types of spaces. To be more specific, we show that Gar-
ling sequence spaces have a unique symmetric basic sequence but
no symmetric basis and that these spaces have a continuum of
subsymmetric basic sequences.
1. Introduction and background
Let X be a (real or complex) separable Banach space. One of the main
problems in the isomorphic theory of Banach spaces is the classifica-
tion of the basic sequences of a certain type in X. This question is
formulated in a proper way using the notion of equivalence of basic
sequences. Recall that a sequence (xj)
∞
j=1 in a Banach space is a basic
sequence if it is a (Schauder) basis of its closed linear span; two basic
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sequences (xj)
∞
j=1 and (yj)
∞
j=1 in X are said to be equivalent provided
a series
∑∞
j=1 aj xj converges in X if and only if
∑∞
j=1 ajyj does.
The most important category of sequences in which this classification
is studied is that of symmetric sequences. A basic sequence (xj)
∞
j=1 is
symmetric if the rearranged sequence (xπ(j))
∞
j=1 is equivalent to (xj)
∞
j=1
for any permutation π of N. This class of sequences includes the canon-
ical unit vector basis of the ℓp spaces and c0. Closely related to symme-
try is the notion of subsymmetry. A basic sequence (xj)
∞
j=1 in X is said
to be subsymmetric if it is unconditional, i.e., the rearranged sequence
(xπ(j))
∞
j=1 is also a basic sequence for any permutation π of N, and
(xφ(j))
∞
j=1 is equivalent to (xj)
∞
j=1 for any increasing map φ : N→ N.
The question whether a symmetric basic sequence exists in every
Banach space was a driving force in the development of the theory for
many decades. And, despite the fact that the question was solved in
the negative by Tsirelson in 1974 ([30]) it motivated a plethora of new
interesting problems.
The class of subsymmetric basic sequences is more general (see, e.g.,
[12,28]). In practice, the only feature that one needs about symmetric
basic sequences in many situations is their subsymmetry, to the extent
that when symmetric bases were introduced these two concepts were
believed to be equivalent until Garling [11] provided a counterexample
that disproved it.
However, subsymmetric bases, far from being just a capricious gen-
eralization of symmetric bases, played a relevant role by themselves
within the general theory. Indeed, the study of Banach spaces with a
non-symmetric subsymmetric basis led to the solution of major prob-
lems in the field. For example, the first arbitrarily distortable space
constructed by Schlumprecht [26] has one such basis. Other important
landmarks whose attainment was inspired by techniques related to this
concept are the solution of the unconditional basic sequence problem
by Gowers and Maurey [15] and the distortion of ℓp spaces by Odell
and Schlumprecht [23]. The construction of all these spaces is based on
techniques that differ greatly from the aforementioned example of Gar-
ling. Besides, since subsymmetric bases are just unconditional spread-
ing sequences, they appear naturally in those contexts where spreading
models are applied.
For background, let us next briefly outline a few well-known facts and
milestone results in the classification of symmetric and subsymmetric
basic sequences in Banach spaces.
Neither the space nowadays known as the original Tsirelson space
nor its dual have any subsymmetric basic sequences (see [13, 30]). Per
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contra, the unit vector system is the unique subsymmetric basic se-
quence of ℓp (1 ≤ p < ∞) and c0 (see, e.g., [4, Proposition 2.14] and
[5, Proposition 2.1.3]).
Kadec and Pe lczyn´ski proved in [12] that Lp[0, 1] does not have a
subsymmetric basis for 1 ≤ p < ∞, p 6= 2. The set of indices q
for which Lp[0, 1] has a basic sequence equivalent to the unit vector
system of ℓq is the interval [p, 2] if 1 ≤ p < 2 and the finite set {2, p} if
2 ≤ p <∞ (see, e.g., [5, Theorem 6.4.18]).
The classification of symmetric basic sequences in Lorentz sequence
spaces d(w, p), for 1 ≤ p < ∞, being w = (wn)
∞
n=1 ∈ c0 \ ℓ1 a posi-
tive non-increasing weight, was obtained in [7]. Here, Altshuler et al.
proved that the space d(w, p) has a unique symmetric basis and that
the classification of its symmetric basic sequences depends on w. In
the case when w is submultiplicative, i.e.,
sup
m,n
mn∑
n=1
wj(
m∑
j=1
wj
)(
n∑
j=1
wj
) <∞,
the space d(w, p) has exactly two symmetric (and subsymmetric) basic
sequences, namely the unit vector bases of d(w, p) and ℓp; otherwise,
d(w, p) has more than two (non-equivalent) symmetric basic sequences,
and there are examples of weights w for which d(w, p) has infinitely
many symmetric basic sequences.
Let hF denote the separable part of the Orlicz sequence space ℓF . It is
known [18] that every subsymmetric basic sequence in hF is equivalent
to the unit vector system of an Orlicz space hG. In particular, every
subsymmetric basic sequence is symmetric. Lindenstrauss and Tzafriri
showed in [19] that if limt→0 tF
′(t)/F (t) exists then hF has a unique
symmetric basis. In the same paper, an Orlicz sequence space with
exactly two symmetric basic sequences is provided. The same authors
gave in [21] a sufficient condition for hF to have uncountably many
subsymmetric basic sequences. More recently, the article [10] contains
an intricate construction of an Orlicz sequence space with a countably
infinite collection of symmetric basic sequences. Sari’s work [25], in
turn, discusses the structure with respect to a domination order relation
of the set of symmetric basic sequences in an Orlicz sequence space.
The examples above show that all possible situations that one can
have a priori, actually do occur, namely:
(a) there are no symmetric basic sequences;
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(b) there is (up to equivalence) a unique symmetric basic sequence;
(c) there exist finitely many non-equivalent symmetric basic se-
quences; and
(d) there are infinitely many nonequivalent symmetric basic se-
quences.
The case when a Banach space has a unique symmetric basic se-
quence deserves special attention. Note that amongst all the afore-
mentioned examples, only ℓp and c0 have a unique symmetric basic
sequence. Altshuler constructed in [6] a Banach space with a symmet-
ric basis which does not contain any subspace isomorphic to ℓp or c0,
and whose symmetric basic sequences are all equivalent. Another re-
markable example was provided by Read [24]. He answered a question
of Lindenstrauss and Tzafriri by constructing a space with exactly two
symmetric bases (up to equivalence). More precisely, Read proved that
every symmetric basic sequence is equivalent either to the unit vector
basis of ℓ1 or to one of the two symmetric bases of his space. It was
remarked in [17] that a careful look at the papers of Altshuler and Read
shows that their proofs work similarly for the more general case of all
subsymmetric basic sequences. Let us restate some of the questions
raised in [17] about the richness of subsymmetric sequences.
Problem 1.1. Does there exist a Banach space in which all subsymmet-
ric basic sequences are equivalent to one basis, and that basis is not
symmetric?
Problem 1.2. Does there exist a Banach space with, up to equivalence,
precisely two subsymmetric bases, at least one of them is not symmet-
ric?
In addition, we may also ask the following.
Problem 1.3. Does there exist a Banach space with, up to equivalence,
precisely n subsymmetric basic sequences such that at least one of them
is not symmetric? Here n is a natural number greater than 1.
With an eye on this kind of questions, in Section 2 we develop new
tools which lead to a dichotomy theorem for general Banach spaces with
a subsymmetric basis. We prove that every subsymmetric sequence
in such a space is either of a certain canonical form or it dominates
a normalized sequence that vanishes in the supremum norm. In the
symmetric setting, this type of dichotomy has its roots at least as far
back as 1973 in the work of Altshuler, Casazza, and Lin [7], where it
is effectively used to study the structure of symmetric basic sequences
in Lorentz sequence spaces. In the spreading model setting, this di-
chotomy was also present in the work of Beauzamy and Lapreste´ [9].
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However, the subsymmetric case has not been understood that well.
In order to bridge this gap in the theory we introduce the necessary
novel notion of positionings which yields our main result, namely the
dichotomy theorem.
In Section 3 the dichotomy theorem is used to investigating the struc-
ture of subsymmetric basic sequences in Garling-like sequence spaces.
Specifically, we show that there exists an entire new class of spaces with
a unique symmetric basic sequence. The Banach spaces we investigate
here were introduced in [4] by extending the pattern in the example of
Garling cited above. Because of that they were called Garling sequence
spaces. Although Garling sequence spaces g(w, p) for 1 ≤ p < ∞ and
w ∈ c0 \ ℓ1, share with the spaces ℓp the property that each of their
symmetric basic sequences is equivalent to the unit vector system of ℓp,
the reader should be warned that g(w, p) is far from behaving like ℓp.
For instance, it is known (see [3,4]) that Garling sequence spaces have a
unique subsymmetric basis which is not symmetric, hence they possess
no symmetric basis. The authors showed in [4] that Garling sequence
spaces behave in some sense like Lorentz sequence spaces, after which
Garling sequence spaces are modeled replacing symmetry with sub-
symmetry. Showing that Garling sequence spaces have infinitely many
nonequivalent subsymmetric basic sequences will evince that Garling
sequence spaces and Lorentz sequence spaces have structures that are
further apart than one may think. The uniqueness of symmetric ba-
sic sequence will be proved in Section 3.3, while the construction of
uncountably many subsymmetric basic sequences will be achieved in
Section 3.4.
Although we are mainly interested in Banach spaces, for the sake
of completeness we will make sure that our discussion remains valid
in the more general setting of (not necessarily locally convex) quasi-
Banach spaces. Throughout this note we use standard Banach space
theory notation and terminology, as can be found, e.g., in [5]. For the
convenience of the reader, though, we next single out the terminology
that will be most heavily used. As is customary, we write c00 for the
space of all scalar sequences with finitely many nonzero entries. We will
write F for the real or complex field. Given a countable set J , (ej)j∈J
denotes the unit vector system on J , i.e., ej = (δk,j)k∈J for every j ∈ J
where δk,j = 1 if n = k and δk,j = 0 otherwise. The unit vector system
on J regarded inside a quasi-Banach space X ⊆ FJ , will be denoted
by E [X]. The support of x = (aj)
∞
j=1 ∈ F
J is the set supp(x) = {j ∈
J : aj 6= 0}. The coordinate projection of x ∈ F
J on A ⊆ J is defined
by SA(x) = (ajχA(j))j∈A. If J = N and n ∈ N Sn : F
N → FN denotes
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the coordinate projection on the n first coordinates. If J is totally
ordered and x, y ∈ FJ are such that i < j for every i ∈ supp(x) and
j ∈ supp(y) we write x ≺ y.
A basis of a quasi-Banach space X is a sequence B = (xj)
∞
j=1 in X
such that for every x ∈ X there is unique sequence (an)
∞
n=1 in F such
that x =
∑∞
j=1 aj xj. If (xj)
∞
j=1 is a basis, the map x
∗
k : X → F given
by
∑∞
j=1 aj xj 7→ ak is called its kth coordinate functional, and
F : X→ FN, x 7→ (x∗j(x))
∞
j=1
its coefficient transform. The support of x with respect to the basis B is
the set supp(x) := supp(F(x)) of indices corresponding to its nonzero
entries. Given x and y ∈ X we write x ≺ y if F(x) ≺ F(y). The closed
linear span of a subset Z of a quasi-Banach space X will be denoted by
[Z]. A basic sequence (yk)
∞
k=1 is semi-normalized if 0 < c = infk ‖yk‖
and C = supk ‖yk‖ < ∞. If c = C = 1 the basic sequence is said
to be normalized. Given two basic sequences B1 = (xk)
∞
k=1 and B2 =
(yk)
∞
k=1 in quasi-Banach spaces X and Y, respectively, we say that B1
dominates B2, and write B2 . B1, if there is a bounded linear operator
T : [xk : k ∈ N] → [yk] : k ∈ N] such that T (xn) = yn for all n ∈ N.
Quantitatively, if ‖T‖ ≤ C for some positive C we say that B1 C-
dominates B2 and write B2 .C B1. Note that B1 and B2 are equivalent
if and only if B2 . B1 and B1 . B2. If it is the case, we write B1 ≃ B2.
If the basis (xj)
∞
j=1 is unconditional, then
∑∞
j=1 aj xj converges un-
conditionally for every x =
∑∞
j=1 aj xj ∈ X. So, unconditional bases
can be indexed with an infinite countable set instead of N. A quasi-
Banach lattice on a countable set J is a quasi-Banach space X ⊆ FJ
such that ‖x‖ ≤ ‖y‖ whenever |x| ≤ |y|. By a sign we mean a
scalar of modulus one. It is known that a linearly independent fam-
ily B = (xj)j∈J satisfying [B] = X is unconditional if and only if for
every sequence of signs ε = (ǫj)j∈J there is a bounded linear operator
Mε : X→ X such thatMǫ(xj) = εj xj for every j ∈ J . In the case when
‖Mε‖ ≤ C the basis is said to be C-unconditional. Every unconditional
basis is C-unconditional for some C, and the optimal constant C = 1
is attained under renorming. Thus, an unconditional basis (xj)j∈J in-
duces a lattice structure on X: given x, y ∈ X, we say that |x| ≤ |y| if
|x∗j(x)| ≤ |x
∗
j(y)| for every j ∈ J . Given 0 < p < ∞, a quasi-Banach
lattice is said to be p-convex if there is a constant C such that∥∥∥∥∥∥
(
n∑
k=1
|xk|
p
)1/p∥∥∥∥∥∥ ≤ C
(
n∑
k=1
‖xk‖
p
)1/p
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for every n ∈ N and (xk)
n
k=1 in X. The optimal constant C will be called
the p-convexity constant of the lattice. Notice that any Banach lattice
is 1-convex with constant 1. Given 0 < q <∞ the q-convexification of
the quasi-Banach lattice X on J is the quasi-Banach lattice consisting
of all x ∈ FJ such that |x|q ∈ X, endowed with the quasi-norm x 7→
‖|x|q‖1/q.
Given infinite-dimensional quasi-Banach spaces X and Y, L(X,Y)
denotes the space of bounded linear operators from X into Y, and
put L(X) = L(X,Y). The symbol X ≃ Y means that X and Y are
isomorphic.
We denote by Π the set of all permutations of N and by O the set
of increasing functions from N into N. Πn will be the set of all permu-
tations of N[n], where N[n] is the set of the first n natural numbers,
i.e.,
N[n] = {1, . . . , k, . . . , n}.
Given a function φ we denote by D(φ) its domain and by R(φ) its
range. Note that a function in O is univocally determined by its range.
2. A dichotomy for subsymmetric basic sequences
We start this section by introducing some definitions concerning a
quasi-Banach space S with a subsymmetric basis (sj)
∞
j=1.
Definition 2.1. A quasi-norm ‖ · ‖ on S is A said to be subsymmetric
with respect to (sj)
∞
j=1 if
‖x‖ =
∥∥∥∥∥
∞∑
j=1
εj s
∗
j (x) sφ(j)
∥∥∥∥∥ , x ∈ S, |εn| = 1, φ ∈ O. (2.1)
In this case we will say that the basis (sj)
∞
j=1 is 1-subsymmetric.
A quasi-norm of S is subsymmetric if and only if the basis (sj)
∞
j=1 is
1-unconditional and for every increasing map φ : A ⊆ N→ N the linear
operator Vφ ∈ L(S) defined by
x =
∞∑
j=1
aj sj 7→ Vφ(x) =
∑
j∈D(φ)
aj sφ(j) (2.2)
satisfies ‖Vφ‖ ≤ 1 (see [8]). Notice that if φ ∈ O then Vφ is an isometric
embedding.
Recall that a quasi-norm is said to be a p-norm, 0 < p ≤ 1, if it is
p-subadditive, i.e.,
‖x+ y‖p ≤ ‖x‖p + ‖y‖p, x, y ∈ S.
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Combining the Aoki-Rolewicz theorem (see, e.g., [16]) with the tech-
niques developed in [8] yields that any quasi-Banach space with a sub-
symmetric basis can always be endowed with an equivalent p-norm
which is subsymmetric with respect to the basis, for some 0 < p ≤ 1.
A block basic sequence with respect to the basis (sj)
∞
j=1 is a sequence
(yk)
∞
k=1 of non-zero vectors such that yk ≺ yk+1 for all k ∈ N. Block
basic sequences are a particular type of basic sequences which play a
key role in the theory of Banach spaces. As we next show, if we focus
on subsymmetric basic sequences its role is even more significant.
Lemma 2.2. Let S be a quasi-Banach space with a subsymmetric basis
(sj)
∞
j=1. Suppose (yn)
∞
n=1 is a semi-normalized block basic sequence with
respect to (sj)
∞
j=1 such that
N := sup
n
| supp(yn)| <∞.
Then B is equivalent to (sj)
∞
j=1.
Proof. Without loss of generality we assume that S is equipped with a
1-subsymmetric p-norm. For every n ∈ N we have
c := inf
m
‖ym‖ ≤

 ∑
j∈supp(yn)
|s∗j(yn)|
p


1/p
≤ N1/p sup
j∈supp(yn)
|s∗j(yn)|.
Hence, there is φ : N → N such that |s∗φ(n)(yn)| ≥ D := c
−1N1/p for
every n ∈ N. By subsymmetry,
(sj)
∞
j=1 .1 (sφ(n))
∞
n=1 .D (yn)
∞
n=1.
For each k = 1, . . . , N , let Ak = {n ∈ N : | supp(yn)| ≥ k}. There is
(φk)
N
k=1 such that D(φk) = Ak and supp(yn) = {φk(n) : n ∈ Ak}. Put
C = supm ‖ym‖. Then for any (an)
∞
n=1 ∈ c00,∥∥∥∥∥
∞∑
n=1
an yn
∥∥∥∥∥
p
≤ Dp
N∑
k=1
∥∥∥∥∥
∞∑
n∈Ak
an sφk(n)
∥∥∥∥∥
p
≤ NDp
∥∥∥∥∥
∞∑
n=1
an sn
∥∥∥∥∥
p
.
Hence, if E := N1/pC we obtain (yn)
∞
n=1 .E (sj)
∞
j=1. 
Proposition 2.3. Let (yn)
∞
n=1 be a subsymmetric basic sequence in a
quasi-Banach space with a basis (xj)
∞
j=1. Then (yn)
∞
n=1 is equivalent to
a block basic sequence of (xj)
∞
j=1.
Proof. Since (yn)
∞
n=1 is semi-normalized, (x
∗
j(yn))
∞
n=1 is bounded for
every j ∈ N. Using Cantor’s diagonal argument there is φ ∈ O such
that (x∗j(yφ(n)))
∞
n=1 converges for every j ∈ N. Set
zn = yφ(2n) − yφ(2n−1), n ∈ N.
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Since limj x
∗
j(zn) = 0, by the gliding hump technique, (zn)
∞
n=1 has
a subsequence equivalent to a block basic sequence of (xj)
∞
j=1. By
Lemma 2.2, (zn)
∞
n=1 is equivalent to (yn)
∞
n=1, then it is subsymmetric
and we are done. 
2.1. Basic sequences generated by a seed. Among block basic se-
quences, basic sequences generated by a vector are of particular interest
when studying the geometry of Banach spaces with a symmetric basis
(see [7]). If the basis is merely subsymmetric, we need a slightly more
sophisticated concept. Roughly speaking, basic sequences generated
by a vector are constructed by means of a recursive process consist-
ing of adding coefficients to a vector at each step. The idea is that if
the basis is not symmetric the position where the new coefficients are
placed plays a significant role. As we intend to add larger coefficients
first, our process connects with methods from greedy approximation
with respect to bases, whose language we borrow.
Given a Banach space S with a basis (sj)
∞
j=1, we define the greedy
ordering of a vector x ∈ S as the unique one-to-one map ρ : N → N
satisfying
• (|s∗ρ(j)(x)|)
∞
j=1 is non-increasing;
• if j ≤ k and |s∗ρ(j)(x)| = |s
∗
ρ(k)(x)|, then ρ(j) ≤ ρ(k);
• if supp(x) is finite then ρ(N) = N; and
• if supp(x) is infinite, then ρ(N) = supp(x).
If ρ is the greedy ordering of x and n ∈ N, we define the nth greedy set
of x by
An(x) = {ρ(j) : 1 ≤ j ≤ n}
and the nth greedy sum of x =
∑∞
j=1 aj sj by
Gn(x) =
n∑
j=1
aρ(j) sρ(j) =
∑
j∈An(x)
aj sj.
We say that y ∈ S is a right-shift of x ∈ S if there is φ ∈ O such
that Vφ(x) = y, where Vφ is defined as in (2.2). If the basis (sj)
∞
j=1
is symmetric, then a block basic sequence (xn)
∞
n=1 such that xn is a
right-shift of Gn(x) for all n ∈ N is equivalent to a block basic sequence
(yn)
∞
n=1 such that yn is is a right-shift of
Hn(x) :=
n∑
j=1
aρ(j) sj
for all n ∈ N. If the basis (sj)
∞
j=1 is merely subsymmetric, the sequence
(Hn(x))
∞
n=1 no longer does the job. Nonetheless, for each n ∈ N there
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is a permutation πn of N[n] such that Gn(x) is a right-shift of
Jn(x) :=
n∑
j=1
aρ(j) sπn(j)
for all n ∈ N. Then, the block basic sequence (zn)
∞
n=1 is equivalent to
(xn)
∞
n=1 provided that zn is a right-shift of Jn(x) for all n ∈ N. This
idea naturally leads to introducing the notions of a positioning and a
seed.
Throughout this section and the forthcoming Section 2.2 we will
deal with a quasi-Banach space S equipped with a subsymmetric basis
(sj)
∞
j=1, and we will assume, without loss of generality, that the quasi-
norm in S is p-subadditive and subsymmetric. In this case, Vφ is an
isometric embededing for all φ ∈ O and, hence, ‖y‖ = ‖x‖ whenever y
is a right-shift of x ∈ S.
Definition 2.4. A positioning will be a sequence (dn)
∞
n=1 such that dn ∈
N[n] for all n ∈ N. Given a positioning η = (dn)
∞
n=1 we recursively
define a sequence π[η] = (πn)
∞
n=1 with πn ∈ Πn for all n ∈ N. Starting
with π0 = ∅ we put
πn(j) =


πn−1(j) if πn−1(j) < dn,
1 + πn−1(j) if πn−1(j) ≥ dn,
dn if j = n.
A seed will be a pair (f, η), where f is a sequence of scalars and η
is a positioning. Given a seed (f, η) we recursively define the families
u[f, η] = (un)
∞
n=1 and ul[f, η] = (um,n)1≤m≤n in S by
um,n =
m∑
j=1
aj sπn(j), un = un,n =
n∑
j=1
aj sπn(j),
where π[η] = (πn)
∞
n=1 and f = (aj)
∞
j=1.
Note that if η = (dn)
∞
n=1 is a positioning and π[η] = (πn)
∞
n=1, then
dn = |{j ∈ N[n] : πn(j) ≤ πn(n)}|, n ∈ N. (2.3)
In the case when η = (dn)
∞
n=1 is the standard positioning given by
dn = n for n ∈ N we put u[f ] = u[f, η] and ul[f ] = ul[f, η]. Note that
in this particular case, (un)
∞
n=1 is the sequence of partial sums of the
formal series
∑∞
j=1 aj sj and um,n = um for every m ≤ n.
The following result summarizes some early properties of the con-
cepts we have defined.
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Lemma 2.5. Let η be a positioning. Given f , f˜ ∈ FN, put
ul[f, η] = (um,n)m≤n, u[f, η] = (un)
∞
n=1, and u[f˜ , η] = (u˜n)
∞
n=1.
Then:
(a) supp(um,n) ⊆ N[n] for all m ≤ n.
(b) If m ∈ N then u[f − Sm(f), η] = (un − um,n)
∞
n=1 (with the
convention that um,n = un for m > n).
(c) If |f˜ | ≤ |f | then |u˜n| ≤ |un| for all n ∈ N. Consequently,
‖u˜n‖ ≤ ‖un‖ for all n ∈ N.
(d) If m ≤ n, then um,n is a right-shift of um.
(e) (‖un‖)
∞
n=1 is a non-decreasing sequence.
(f) (‖un−um,n‖)0≤m≤n increases with n and decreases with m (with
the convention that u0,n = 0).
Proof. (a), (b), and (c) are clear.
(d) For each j ∈ N, let σj ∈ O be such that R(σj) = N \ {j}. Then,
if m ≤ n− 1 and η = (dn)
∞
n=1,
Vσdn (um,n−1) = um,n.
From here, we proceed by induction.
(e) Let m ≤ n. Using (d) and 1-uncondionality we get
‖um‖ = ‖um,n‖ ≤ ‖un‖.
(f) follows from (b), (c) and (e). 
Let (f, η) be a seed and, as usual, put u[f, η] = (un)
∞
n=1 and ul[f, η] =
(um,n)
∞
n=1. With Lemma 2.5 (e) and Lemma 2.5 (f) in mind we define
E0[f, η] = sup
n
‖un‖ = lim
n
‖un‖,
and, for m ∈ N,
Em[f, η] = sup
n≥m
‖un − um,n‖ = lim
n
‖un − um,n‖.
Note that (Em[f, η])
∞
m=0 is non-increasing. We have
E∞[f, η] = inf
m
Em[f, η] = lim
m
Em[f, η].
Proposition 2.6. Let (f, η) be a seed. Then E0[f, η] <∞ if and only
if E∞[f, η] <∞.
Proof. Since E∞[f, η] ≤ E0[f, η], we need only prove the “if” part.
Assume that E∞[f, η] < ∞. Then Em[f, η] < ∞ for some m. By
Lemma 2.5 (d), if ul[f, η] = (um,n)m≤n and u[f, η] = (un)
∞
n=1,
‖un‖ ≤ ‖un − um,n‖+ ‖um,n‖ = ‖un − um,n‖+ ‖um‖.
Therefore E0[f, η] ≤ Em[f, η] + ‖um‖ <∞. 
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Lemma 2.7. If E∞[f, η] = 0, then f ∈ c0.
Proof. If f = (aj)
∞
j=1, then |aj| ≤ ‖uj‖ for all j ∈ N. Applying this
inequality to f − Sj−1(f) and taking into account Lemma 2.5 (c),
|aj| ≤ ‖uj − uj−1,j‖ ≤ Ej−1[f, η], j ≥ 2.
Letting j tend to infinity finishes the proof. 
We say that a block basic sequence (xk)
∞
k=1 is generated by a seed
(f, η) if there is an unbounded sequence ν = (nk)
∞
k=1 in N such that,
with the usual notation u[f, η] = (un)
∞
n=1, xk is a right-shift of unk . By
subsymmetry, all block basic sequences generated by the same seed who
also share the unbounded sequence ν used in the above definition are
isometrically equivalent. Let us construct, among them, a particular
block basic sequence. Given n ∈ N ∪ {0} we define τn ∈ O by
τn(j) = j + n.
Put qk =
∑k−1
i=1 ni for all k ∈ N (with the convention that
∑0
i=1 xi = 0).
Let
B[f, η, ν] = (Vτqk (unk))
∞
k=1.
Note that every block sequence generated by a seed is in fact generated
by a seed ((aj)
∞
j=1, η) such that a1 6= 0. We will refer to such seeds as
proper. Imposing the seed to be proper allows us to ensure that un 6= 0
for every n ∈ N so that B[f, η, ν] is a block basic sequence.
Lemma 2.8. Suppose that |f | ≤ |g|. Then B[f, η, ν] .1 B[g, η, ν].
Proof. It s straightforward from Lemma 2.5 (c). 
Given 0 < p <∞ we set p = min{1, p}.
Lemma 2.9. Let (f, η) be a proper seed and µ = (mk)
∞
k=1 be an un-
bounded sequence of natural numbers. Suppose that
∞∑
k=1
(Emk [f, η])
p <∞.
(a) If ν = (nk)
∞
k=1 verifies mk ≤ nk for all k ∈ N then B[f, η, µ] ≃
B[f, η, ν].
(b) B[f, η, µ] is a subsymmetric basic sequence.
Proof. (a) Put
u[f, η] = (un)
∞
n=1, ul[f, η] = (um,n)
∞
n=1, B[f, η, µ] = (yk)
∞
k=1,
and, for k ∈ N, qk =
∑k−1
i=1 ni. By Lemma 2.5 (d), xk = Vτqk (umk,nk) is
a right-shift of umk for every k ∈ N. By Lemma 2.5 (a), B := (xk)
∞
k=1
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is disjointly supported. Hence, B is a basic sequence isometrically
equivalent to B[f, η, µ]. We have
‖yk − xk‖ = ‖Vqk(unk − umk,nk)‖ = ‖unk − umk,nk‖ ≤ Emk [f, η].
The principle of small perturbations (see, e.g., [5, Theorem 1.3.9])
yields that B[f, η, ν] ≃ B ≃ B[f, η, µ].
(b) If B be a subbasis of B[f, η, µ] then B is isometrically equiv-
alent to B[f, η, µ˜], where µ˜ = (m˜k)
∞
k=1 is a subsequence of µ. Let
ν = (max{mk, m˜k})
∞
k=1. Since
∞∑
k=1
(Em˜k [f, η])
p ≤
∞∑
k=1
(Emk [f, η])
p <∞,
applying (a) yields B[f, η, µ] ≃ B[f, η, ν] ≃ B[f, η, µ˜] ≃ B. 
Proposition 2.10. Let (f, η) be a seed with E∞[f, η] = 0. Then
(a) There is an increasing sequence ν of natural numbers such that
B[f, η, ν] is subsymmetric.
(b) Assume that µ and ν are increasing sequences of natural num-
bers such that both B[f, η, µ] and B[f, η, ν] are subsymmetric.
Then B[f, η, µ] ≃ B[f, η, ν].
Proof. Our hypothesis yields the existence of an unbounded sequence
µ˜ = (mk)
∞
k=1 such that
∑∞
k=1(Emk [f, η])
p < ∞. Moreover, µ˜ could
be chosen to be a subsequence of a given unbounded sequence. By
Lemma 2.9 (b), B[f, η, µ˜] is subsymmetric and so (a) holds.
In order to prove (b) we pick µ˜ as above, which is a subsequence of
µ. Then, we pick a subsequence ν˜ = (nk)
∞
k=1 of ν with mk ≤ nk for all
k. Invoking Lemma 2.9 (a) we obtain
B[f, η, ν] ≃ B[f, η, ν˜] ≃ B[f, η, µ˜] ≃ B[f, η, µ]. 
Proposition 2.10 allows us to assign to any seed (f, η) with E∞[f, η] =
0 an equivalence class of subsymmetric basic sequences in S. If B is
an element of that equivalence class we say that B is a subsymmetric
basic sequence generated by (f, η). We make a stop en route for proving
that the subsymmetric basis (sj)
∞
j=1 of S can be recovered using this
procedure.
Proposition 2.11. Let f be an eventually null sequence whose first
term is not null. Then E∞[f, η] = 0 for any positioning η. Moreover
any basic sequence generated by (f, η) is equivalent to (sj)
∞
j=1.
Proof. We have Em[f, η] = 0 form large enough. Now the result follows
from Lemma 2.2. 
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2.2. Basic sequences generated by a vector. Let us consider the
trivial positioning η0 = (n)
∞
n=1. Given a sequence f ∈ F
N we put
ul[f ] = ul[f, η0],u[f ] = u[f, η0], Em[f ] = Em[f, η0] for m ∈ N∪{0,∞}.
A basic sequence generated by the seed (f, η0) is said to be generated
by f . A basic sequence will be said to be generated by a vector x ∈ S
if it is generated by the coefficient transform F(x) of x.
Proposition 2.12. Let f be a sequence in FN. Then E∞[f, η0] = 0
if and only if there is x ∈ S such that F(x) = f . Moreover, if the
subsymmetric basis (sj)
∞
j=1 of S is boundedly complete and E0(f) <∞
then E∞[f, η] = 0.
Proof. Put f = (aj)
∞
j=1, u[f ] = (un)
∞
n=1 and ul[f ] = (um,n)m≤n. We
have un =
∑n
j=1 aj sj for every n ∈ N and um,n = um for every m,
n ∈ N with m ≤ n. Hence,
Em[f ] = sup
n≥m+1
∥∥∥∥∥
n∑
j=m+1
aj sj
∥∥∥∥∥ , m ∈ N ∪ {0}.
Therefore E∞[f, η] = 0 if and only if
∑∞
j=1 aj sj is a Cauchy series. In
turn,
∑∞
j=1 aj sj is a Cauchy series if and only if there x ∈ S such that
x =
∑∞
j=1 aj sj.
In the case when (sj)
∞
j=1 is boundedly complete and E0(f) < ∞,
there is x ∈ S such that x =
∑∞
j=1 aj sj. 
2.3. The dichotomy theorem. We are ready to see the main result
of this paper. In order to properly enunciate it, it will be convenient to
state some additional notation. We say that a basic sequence (xk)
∞
k=1
is uniformly null if
lim
k
sup
j
|s∗j(xk)| = 0.
A seed (f, η) is said to be non-negative and non-increasing if f is.
Theorem 2.13. Let B be a subsymmetric basic sequence in S. Then:
(a) Either B is equivalent to a subsymmetric basic sequence gen-
erated by a non-negative and non-increasing seed (f, η) with
E∞[f, η] = 0, or
(b) B is equivalent to a block basic sequence and dominates a semi-
normalized uniformly null block basic sequence.
We will use the conventions that A0(x) = ∅ and G0(x) = 0.
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The fundamental function (Φ(n))∞n=1 of a basis (sj)
∞
j=1 is the sequence
defined by
Φ(n) = sup
|A|≤n
∥∥∥∥∥
∑
j∈A
sj
∥∥∥∥∥ .
Note that if (sj)
∞
j=1 is 1-subsymmetric then Φ(|A|) = ‖
∑
j∈A sj‖ for
every finite set A ⊆ N. The fundamental function of a basis is non-
decreasing and, unless (sj)
∞
j=1 is equivalent to the canonical basis of c0,
we have
lim
n
Φ(n) =∞.
If A ⊆ N, j ∈ A and |{k ∈ A : k ≤ j}| = d, we say that j is the dth
element of A.
Proof of Theorem 2.13. By Propostion 2.3 we can assume that B =
(xk)
∞
k=1 is a block basic sequence with respect to the 1-subsymmetric
basis (sj)
∞
j=1 of S. Then, by unconditionality, we can assume that
s
∗
j(xn) ≥ 0
for every j, n ∈ N.
If (sj)
∞
j=1 were equivalent to the canonical basis of c0 so would B be.
Thus we can assume that limn Φ(n) =∞.
If there were δ > 0 such that
lim inf
k
‖xk − Gn(xk)‖ > δ, n ∈ N,
then, replacing B with a suitable subbasis, there would be an increasing
sequence (nk)
∞
k=1 of non-negative integers such that, if we put yk =
xk − Gnk(xk) for all k ∈ N,
inf
k
‖yk‖ ≥ δ.
Since the basis (sj)
∞
j=1 is 1-unconditional, the block basic sequence
B1 = (yk)
∞
k=1 would be 1-dominated by B. In particular, B1 would be
semi-normalized. Appealing to unconditionality again, for every k ∈ N
we would have
sup
j
|s∗j(yk)| ≤ min{|s
∗
j(xk)| : j ∈ Ank(xk)}
= min{|s∗j(xk)| : j ∈ Ank(xk)}
∥∥∥∑j∈Ank (xk) sj
∥∥∥
Φ(nk)
≤
‖xk‖
Φ(nk)
.
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Therefore, B1 would be uniformly null. That is, we would be in the
case (b). Hence, from now on we will assume that
(p1) for every δ > 0 there are natural numbers i = i(δ) and n = n(δ)
such that ‖xk − Gn(xk)‖ ≤ δ for every k ≥ i.
Notice that property (p1) is preserved when passing to a subsequence.
For any k ∈ N, let ρk be the greedy ordering of xk. Set
ak,n = s
∗
ρk(n)
(xk), k, n ∈ N.
Note that
(q1) (ak,n)
∞
n=1 is non-negative and non-increasing and
(q2) supk ak,1 <∞.
If lim infk ak,1 = 0, then, passing to a subsequence if necessary, (xk)
∞
k=1
would be uniformly null. Hence, we asume that
(q3) infk ak,1 > 0.
For each k and n ∈ N, let dk,n be the position of ρk(n) in An(xk). Next,
we recursively construct
• a sequence f = (an)
∞
n=1 ∈ F
N,
• a positioning η = (dn)
∞
n=1, and
• a sequence (φn)
∞
n=1 in O such that φm is a subsequence of φn
whenever m ≤ n.
Let n ∈ N and assume that am, dm and φm have been constructed for
m ≤ n−1 (nothing is constructed if n = 1). Taking into account (q2),
by the Bolzano-Weierstrass theorem there is φn ∈ O (which can be
chosen to be a subsequence of φn−1), an ∈ F and dn ∈ N[n] such that
(q4) dφn(k),n = dn for all k ∈ N, and
(q5) limk aφn(k),n = an.
Combining (q1), (q3) and (q5) we obtain that
(p2) a1 > 0 and (an)
∞
n=1 a non-increasing sequence of non-negative
scalars.
Let π[η] = (πn)
∞
n=1. We infer from (q4) that
(q6) Gn(xk)−Gm(xk) is a right-shift of
∑n
j=m+1 ak,j sπn(j) whenever
0 ≤ m ≤ n and k ∈ R(φn).
Next we appeal to the classical Cantor’s diagonal argument, i.e., we
consider φ ∈ O defined by φ(n) = φn(n) for all n. Then, replacing the
block basic sequence (xk)
∞
k=1 with the equivalent block basic sequence
(xφ(k))
∞
n=1, we have
(p3) limk ak,n = an for all n ∈ N.
(p4) Gn(xk)−Gm(xk) is a right-shift of
∑n
j=m+1 ak,j sπn(j) whenever
0 ≤ m ≤ n ≤ k.
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With the properties (p1), (p2), (p3) and (p4) in hand, we are now
in a position to complete the proof. Let us first see that E∞[f, η] = 0.
Let δ > 0 and pick i and m as in (p1). If n ≥ m and k ≥ max{i, n},
using (p4) and unconditionality gives∥∥∥∥∥
n∑
j=m+1
ak,j sπn(j)
∥∥∥∥∥ = ‖Gn(xk)− Gm(xk)‖ ≤ ‖xk − Gm(xk)‖ ≤ δ.
Let u[f, η] = (un)
∞
n=1 and ul[f, η] = (um,n)m≤n. Letting k tend to
infinity and appealing to (p3) we obtain
‖un − um,n‖ =
∥∥∥∥∥
n∑
j=m+1
aj sπn(j)
∥∥∥∥∥ ≤ δ.
Letting now n tend to infinity we get Em[f, η] ≤ δ. Combining with
(p2), we deduce that (f, η) is a non-negative and non-decreasing seed
with E∞[f, η] = 0.
Finally, let us prove that B is equivalent to a basic sequence generated
by the seed (f, η). Let n(·) and i(·) be defined by (p1). Given k ∈ N,
set nk = n(2
−k). Then, use property (p2) to recursively construct an
increasing sequence (ik)
∞
k=1 of natural numbers such that
ik ≥ max{i(2
−k), nk}
and
‖vk − unk‖ ≤ 2
−k,
where
vk =
nk∑
j=1
aik ,j sπnk (j).
By (p4), Gnk(xik) is a right-shift of vk for every k ∈ N. Using the
principle of small perturbations and subsymmetry, the block basic se-
quences B[f, η, ν] and (Gnk(xik))
∞
k=1 are equivalent. By construction,
‖xik−Gnk(xik)‖ ≤ 2
−k for every k ∈ N. Applying the principle of small
perturbations once again we obtain that (Gnk(xik))
∞
k=1 ≃ (xik)
∞
k=1.
Combining and using the subsymmetry of B yields B[f, η, ν] ≃ B. 
2.4. The case when the basis is symmetric. Recall that if (sj)
∞
j=1
is a symmetric basis of S then S can be equipped with a symmetric
norm, i.e., a norm ‖ · ‖ such that
‖x‖ =
∥∥∥∥∥
∞∑
j=1
εj s
∗
j (x) sπ(j)
∥∥∥∥∥ , x ∈ S, |εn| = 1, π ∈ Π,
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(see [27]). So, whenever (sj)
∞
j=1 is a symmetric basis, we will assume
that the norm in S is symmetric.
As we next show, when dealing with symmetric bases, the technique
based on seeds is unnecessarily complicated and, as Altshuler et al. [7]
did, it suffices to consider block basic sequences generated by a vector.
We say that a vector x ∈ S is non-increasing (resp. non-negative) if its
coefficient sequence F(x) is.
Lemma 2.14. Let S be a quasi-Banach space with a symmetric ba-
sis. Then every block basic sequence generated by a seed (f, η) with
E∞[f, η] = 0 is equivalent to a block basic sequence generated by a
non-increasing and non-negative vector.
Proof. Let (f, η) be a seed with E∞[f, η] = 0 and ν be an unbounded se-
quence of natural numbers. Let f ∗ be the non-increasing rearrangement
of f . By symmetry, B[f, η, ν] is isometrically B[f ∗, ν], and E∞[f
∗, η] =
0. Applying Proposition 2.12 puts an end to the proof. 
Lemma 2.15. Suppose that all permutations of a sequence (xk)
∞
k=1 in
a quasi-Banach space X are subsymmetric bases. Then (xk)
∞
k=1 is a
symmetric basis.
Proof. Let π ∈ Π. We recursively construct φ ∈ O such that π◦φ ∈ O.
Since both (xπ(k))
∞
k=1 and (xk)
∞
k=1 are subsymmetric bases, we have
(xπ(k))
∞
k=1 ≃ (xπ(φ(k))
∞
k=1 ≃ (xk)
∞
k=1. 
Our following result is an improvement of the main result of [14].
Note that we do not impose the symmetric basis to be boundedly com-
plete and that our result remains valid for non-locally convex spaces.
Theorem 2.16 (cf. [14, Theorem 1.2]). Suppose that (sj)
∞
j=1 is a
symmetric basis of the quasi-Banach space S. Let B be a subsymmetric
basic sequence in S. Then:
(a) Either B is equivalent to a subsymmetric basic sequence gener-
ated by a vector, in which case B is symmetric, or
(b) B is equivalent to a block basic sequence and dominates a semi-
normalized uniformly null block basic sequence.
Proof. By Theorem 2.13 and Lemma 2.14, it suffices to prove that every
subsymmetric basis B generated by a seed (f, η) with E∞[f, η] = 0 is
symmetric. Let µ = (mk)
∞
k=1 be such that
∑∞
k=1(Emk [f, η])
p < ∞. By
Proposition 2.10 and Lemma 2.9 (b), it suffices to prove that (yk)
∞
k=1 =
B[f, η, ν] is symmetric. Let π ∈ Π. From the symmetry of (sj)
∞
j=1 it
follows that B[f, η, ν ◦ π] ≃ (yπ(k))
∞
k=1. Applying again Lemma 2.9 (b)
yields that, first B[f, η, ν ◦ π] and then (yπ(k))
∞
k=1, are subsymmetric
basic sequences. We finish the proof by appealing to Lemma 2.15. 
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3. Symmetric and subsymmetric basic sequences in
Garling sequence spaces
Let 0 < p < ∞ and let w = (wj)
∞
j=1 be a non-increasing sequence
of positive scalars. Given a sequence of (real or complex) scalars x =
(aj)
∞
j=1 we put
‖x‖g = ‖x‖g(w,p) = sup
φ∈O
(
∞∑
j=1
|aφ(j)|
pwj
)1/p
. (3.1)
The Garling sequence space g(w, p) is the quasi-Banach space consist-
ing of all sequences x with ‖x‖g <∞.
Notice that if we replace “φ ∈ O” with “φ ∈ Π” in (3.1) we obtain
the norm defining the weighted Lorentz sequence space
d(w, p) :=

(aj)∞j=1 ∈ c0 :
(
∞∑
j=1
(a∗j)
pwj
)1/p
<∞

 ,
where (b∗j)
∞
i=1 denotes the decreasing rearrangement of (bj)
∞
j=1. Thus
Garling sequence spaces g(w, p) can be regarded as a variation of the
weighted Lorentz sequence spaces d(w, p).
We shall impose the further conditions w ∈ c0 and w /∈ ℓ1 to avoid
the trivial cases g(w, p) = ℓp and g(w, p) = ℓ∞, respectively. We will
assume as well that w is normalized, i.e., w1 = 1. Thus, we put
W :=
{
(wj)
∞
j=1 ∈ c0 \ ℓ1 : 1 = w1 ≥ w2 ≥ · · · ≥ wj ≥ wj+1 ≥ · · · > 0
}
and we restrict our attention to weights w ∈ W. Note that for every
(wj)
∞
j=1 ∈ W and N ∈ N we have
∞∑
i=1
(wi − wi+N) =
∞∑
i=1
N∑
j=1
(wi+j−1 − wi+j) =
N∑
j=1
wj. (3.2)
The geometry of Garling sequence spaces has been studied in the locally
convex range of p, i.e., for p ≥ 1, in [2, 4]. Some of the results proved
there can be transferred to non-locally convex Garling sequence spaces
using that g(w, p) is the p-convexification of the Banach lattice g(w, 1).
Let us single out some properties of interest for the purposes of the
present paper and leave the straightforward details for the reader.
Theorem 3.1. Let 0 < p <∞ and w ∈ W.
(a) E [g(w, p)] is a 1-subsymmetric boundedly complete basis of the
whole space g(w, p).
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(b) g(w, p) is a p-convex quasi-Banach lattice with constant one.
In particular, we have B .1 E [ℓp] for every normalized basic
sequence B of g(w, p).
(c) g(w, p) is not q-concave por any q < ∞, i.e., ℓ∞ is finitely
representable in g(w, p).
(d) Every normalized uniformly null block basic sequence with re-
spect to the unit vector system of g(w, p) has, for any C > 1, a
subsequence B such that E [ℓp] .C B. Moreover, if p ≥ 1 we can
ensure that B spans a complemented subspace of g(w, p).
3.1. Garling spaces on Q. With the aim to classify the subsymmet-
ric basic sequences of g(w, p), we shall next introduce a variation of
Garling sequence spaces. Let w ∈ W and 0 < p < ∞. The quasi-
Banach lattice g(Q,w, p) consists of all families y = (aq)q∈Q such that
‖y‖pg = sup
{
N∑
i=1
|aqi|
pwi : q1 < · · · qi < · · · < qN , N ∈ N
}
<∞.
We gather together some properties of g(Q,w, p). Throughout this
section, (sj)
∞
j=1 will denote the unit vector system of g(w, p), while
(eq)q∈Q will denote the unit vector system of g(Q,w, p). From now
on, given A ⊆ Q and a family (aq)q∈A, the formal series
∑
q∈A aq eq
denotes the vector (cq)q∈Q in F
Q defined by cq = aq if q ∈ A and cq = 0
otherwise. If φ : A→ Q is increasing we define
Uφ : {y ∈ F
Q : supp(y) ⊆ A} → FQ,
∑
q∈A
aq eq 7→
∑
q∈A
aq eφ(q).
We say that z ∈ FQ is a shift of y ∈ FQ if z = Uφ(y) for some
φ : supp(y)→ Q increasing. Similarly, we say that z ∈ FQ is a shift of
x ∈ FN if z = Iφ(x) for some φ : N→ Q increasing, where
Iφ : F
N → FQ, (aj)
∞
j=1 7→
∞∑
j=1
aj eφ(j).
Lemma 3.2. Let w ∈ W and 0 < p <∞. Then
(a) Given y = (aq)q∈Q,
‖y‖pg = sup
{
N∑
i=1
|aqi|
pwi : q1 < · · · qi < · · · < qN , aqi 6= 0, N ∈ N
}
.
(b) ‖y‖g = sup{‖yχA‖g : A ⊆ Q finite} for every y ∈ F
Q.
(c) g(Q,w, p) is a p-convex quasi-Banach lattice with constant 1.
(d) If z ∈ FQ is a shift of x ∈ g(w, p), then z ∈ g(Q,w, p), and
‖z‖g = ‖x‖g.
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(e) g(Q,w, p) has the following subsymmetry property: for every
φ : A ⊆ Q → Q increasing Uφ restricts to an isometric embed-
ding from {y ∈ g(Q,w, p) : supp(y) ⊆ A} into g(Q,w, p).
Proof. (a) follows from the monotonicity of w.
(b), (c) and (d) are straightforward from the definition, and (e) can
be inferred from (b) and (d). 
As we will prove in the forthcoming Section 3.12, the unit vector
system, which is a 1-unconditional basic sequence of g(Q,w, p), does
not span the whole space g(Q,w, p). So, we define g0(Q,w, p) as the
closure of c00(Q) in g(Q,w, p). Note that a formal series y =
∑∞
q∈A aq eq
converges in g(Q,w, p) if and only if y ∈ g0(Q,w, p).
Lemma 3.3. Let w ∈ W and 0 < p <∞. Then for all y = (aq)q∈Q ∈
g0(Q,w, p) and ε > 0, there exists M ∈ N such that
N∑
i=1
|aqi|
pwM+i−1 < ε
for all N ∈ N and q1 < · · · < qi < · · · < qN .
Proof. There is A ⊂ Q finite such that ‖y−
∑
q∈A aq eq‖ < 2
−1/pε. Now
choose M ≥ 1 such that wM(
∑
q∈A |aq|
p) < εp/2. Then for all N ∈ N
and (qi)
N
i=1 increasing we have
N∑
i=1
|aqi|
pwM−1+i =
N∑
i=1
|aqi|
pχA(qi)wM−1+i +
N∑
i=1
|aqi|
pχAc(qi)wM−1+i
≤ wM
N∑
i=1
|aqi|
pχA(qi) +
N∑
i=1
|aqi|
pχAc(qi)wi
≤ wM
(∑
q∈A
|aq|
p
)
+
∥∥∥∥∥y −
∑
q∈A
aqeq
∥∥∥∥∥
p
g
<
εp
2
+
εp
2
= εp. 
3.2. A dichotomy theorem for Garling sequence spaces.
In this section we will establish a correspondence between positionings
and one-to-one sequences of rational numbers. This will be done in
Lemma 3.4 below.
Given a positioning η = (dn)
∞
n=1 with π[η] = (πn)
∞
n=1 we recursively
construct the sequence q[η] = (qn)
∞
n=1 in Q ∩ (0, 1) by
qn =
qa + qb
2
,
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where a and b in N[n − 1] ∪ {0,∞} are such that πn−1(a) = dn − 1
and πn−1(b) = dn (b = ∞ if dn = n), with the convention q0 = 0 and
q∞ = 1. We say that a sequence (rn)
∞
n=1 in Q is compatible with the
positioning η if
rπ−1n (1) < · · · < rπ−1n (i) < · · · < rπ−1n (n)
for every n ∈ N; in other words, ri < rj whenever n ∈ N and i, j ∈ N[n]
are such that πn(i) < πn(j).
Lemma 3.4. Any one-to-one sequence in Q is compatible with a unique
positioning. Conversely, given a positioning η, the sequence q[η] =
(qn)
∞
n=1 is compatible with η, and it is essentially unique with this prop-
erty in the following sense: the one-to-one sequence (rn)
∞
n=1 also is
compatible with η if and only if the map φ : {qn : n ∈ N} → Q given by
rn = φ(qn) for all n ∈ N is increasing.
Proof. Given a a one-to-one sequence r = (rn)
∞
n=1 in Q we define a
positioning η[r] = (dn[r])
∞
n=1 by
dn[r] = |{j ∈ N[n] : rj ≤ rn}|, n ∈ N.
By equation (2.3), r is compatible with a positioning η if and only if
η = η[r].
A straightforward induction arguments yields that q[η] is compatible
with the positioning η. Finally, the very definition of compatibility
yields that r is compatible with η if and only if the map φ is increasing
on {qj : 1 ≤ j ≤ n} for all n ∈ N. 
Now, we say that a vector y ∈ FQ is compatible with a seed (f, η) if
there is a sequence (qn)
∞
n=1 compatible with η such that
y =
∞∑
n=1
an eqn.
If two vectors y1 and y2 are compatible with the same seed, then y2 is
a shift of y1.
We say that y ∈ FQ is compatible with f ∈ FN if it is compatible
with the seed (f, η0), where η0 is the trivial positioning.
Lemma 3.5. Let 0 < p < ∞ and w ∈ W. Suppose that (f, η) is a
seed for g(w, p). Let f = (an)
∞
n=1. If (qn)
∞
n=1 is compatible with η then
Em[f, η] =
∥∥∥∥∥
∞∑
j=m+1
aj eqj
∥∥∥∥∥
g
for every m ∈ N ∪ {0}.
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Proof. Let u[f, η] = (un)
∞
n=1 and ul[f, η] = (um,n)m≤n. Set also u0 = 0.
By Lemma 3.2 (d),
‖un − um,n‖g =
∥∥∥∥∥
n∑
j=m+1
aj eqj
∥∥∥∥∥
g
, 0 ≤ m ≤ n.
We finish the proof by applying Lemma 3.2 (b). 
Proposition 3.6. Let 0 < p < ∞ and w ∈ W. Let y ∈ FQ be
compatible with a seed (f, η). Then:
(a) E0[f, η] <∞ if and only if y ∈ g(Q,w, p), and
(b) E∞[f, η] = 0 if and only if y ∈ g0(Q,w, p).
Proof. It is immediate from Lemma 3.5. 
A sequence (yk)
∞
k=1 in F
Q is said to be generated on Q by a seed
(f, η) if for every k ∈ N, supp(yk) ≺ supp(yk+1) and yk is compatible
with (f, η). If η = η0 is the trivial positioning, we say that (yk)
∞
k=1
is generated on Q by f . By Proposition 3.6, the sequence (yk)
∞
k=1
generated by (f, η) belongs to g(Q,w, p) (resp. g0(Q,w, p)) if and only
if E0[f, η] < ∞ (resp. E∞[f, η] = 0). By Proposition 2.12, a sequence
B generated on Q by a vector f belongs to g(Q,w, p) if and only
if f ∈ g(w, p), in which case B is contained in g0(Q,w, p). Let us
construct a precise sequence generated on Q by the seed (f, η). If
q[η] = (qn)
∞
n=1 and f = (an)
∞
n=1 we define
BQ[f, η] =
(
∞∑
n=1
an ek−1+qn
)∞
k=1
.
If η0 is the trivial positioning we denote BQ[f ] = BQ[f, η0].
In the case when E0[f, η] < ∞, a sequence generated on Q by the
seed (f, η) is a disjointly supported basic sequence of g(Q,w, p). If
B = (xk)
∞
k=1 and and B
′ = (yk)
∞
k=1 are generated on Q by the seed
(f, η) there is an increasing map φ : ∪∞k=1 supp(xk) → Q such that
Uφ(xk) = yk for every k ∈ N. Hence, by Lemma 3.2 (e), B and B
′ are
isometrically equivalent basic sequences when regarded in g(Q,w, p).
Moreover, also by Lemma 3.2 (e), they are 1-subsymmetric.
Proposition 3.7. Let 0 < p < ∞ and w ∈ W. Suppose that B is a
basic sequence generated on Q by a seed (f, η) with E∞[f, η] = 0. Then
B belongs to the equivalence class of subsymmetric bases of g(w, p)
generated by (f, η).
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Proof. By Lemma 2.9 (b) and Proposition 2.10, it suffices to prove that
if ν = (nk)
∞
k=1 is such that
∞∑
k=1
(Enk [f, η])
p <∞,
then B[f, η, ν] ≃ BQ[f, η].
Put f = (aj)
∞
j=1, q[η] = (qj)
∞
j=1 and BQ[f, η] = (yk)
∞
k=1. Let B
′′ =
(zk)
∞
k=1 be the basic sequence in g(Q,w, p) defined by
zk =
nk∑
j=1
aj ek−1+qj , k ∈ N,
By Lemma 3.2 (d), B[f, η, ν] ≃ B′′ isometrically. Using Lemma 3.2 (e)
and Proposition 3.6 (b), we obtain
‖yk − zk‖g =
∥∥∥∥∥
∞∑
j=1+nk
aj ek−1+qj
∥∥∥∥∥ = Enk [f, η].
Then, by the principle of small perturbations, B′′ ≃ BQ[f, η]. 
We are now ready to tackle our dichotomy result.
Theorem 3.8. Let 0 < p < ∞ and w ∈ W. A basic sequence B is
equivalent to a subsymmetric basic sequence of g(w, p) if and only if
(a) Either B is equivalent to a basic sequence generated on Q by a
seed with E∞[f, η] = 0, or
(b) B is equivalent to the unit vector system of ℓp.
Proof. Our arguments rely on the dichotomy provided by Theorem 2.13.
If B is equivalent to a basic sequence generated by a seed (f, η) with
E∞[f, η] = 0, the result follows from Proposition 3.7. Assume that
there is a uniformly null block basic sequence B′ of g(w, p) such that
B′ . B. Then, on one hand, by Theorem 3.1 (d), passing to a suit-
able subsequence, E [ℓp] . B
′. On the other hand, by Theorem 3.1 (b),
B . E [ℓp]. Consequently, B ≃ E [ℓp]. Finally, we note that Theorem 3.1
also yields the existence of a basic sequence of g(w, p) equivalent to
E [ℓp]. 
Let us briefly discuss the subsymmetric basic sequence structure of
sequence Lorentz spaces. The symmetric basic sequences of d(w, p),
p ≥ 1 were successfully studied in [7]. A careful look at this paper
reveals that the techniques developed there allow also to identify the
subsymmetric basic sequences of d(w, p). We remark that our tech-
niques also apply to these spaces. We omit the straightforward details.
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Theorem 3.9. Let w ∈ W and 0 < p <∞. Every subsymmetric basic
sequence of d(w, p) is either equivalent to a basic sequence generated
by a vector or equivalent to the unit vector basis of ℓp.
Theorem 3.10. Let 0 < p < ∞ and w ∈ W. Every subsymmetric
basic sequence of d(w, p) is symmetric.
Remark 3.11. To contextualize Theorem 3.10, let us recall there are
Banach spaces with a symmetric basis containing subsymmetric basic
sequences which are not symmetric. In fact, Pe lczyn´ski’s space with a
universal unconditional basis (see, e.g., [5, Sect. 15.3]) has a symmetric
basis and infinitely many subsymmetric basic sequences that are not
symmetric.
3.3. Uniqueness of symmetric basic sequence. In this section we
deal with the symmetric basic sequence structure of Garling spaces.
Let us bring forward the result which will allow us to tell apart sub-
symmetric basic sequences that are symmetric from those that are not.
Proposition 3.12. Let 0 < p < ∞ and w ∈ W. Let B be a basic
sequence generated on Q by a seed with E∞[f, η] = 0. Then B is not
symmetric.
We emphasize that Proposition 3.12 generalizes the main result of
[3], where it is proved that the unit vector system of g(w, p) is not a
symmetric basis. However, the techniques we will use here are closer
to those from [2].
Let τ : Q → Q be the translation map given by τ(q) = 1 + q. By
Lemma 3.2 (e), Uτ is an isometry on g(Q,w, p).
Lemma 3.13. Let 0 < p < ∞ and w ∈ W. Let x ∈ g0(Q,w, p)
supported on [0,∞). Suppose that (zn)
∞
n=1 in F
Q satisfies ‖zn‖g = 1,
limn ‖zn‖∞ = 0 and supp(zn) ⊆ (−∞, n). Then
lim
n→∞
‖zn + U
n
τ (x)‖g = max{1, ‖x‖g}.
Proof. Set x = (aq)q∈Q and let ε > 0. By Lemma 3.3 we can choose
L ≥ 1 such that
α := sup
{
N∑
i=1
|aqi|
pwL+i : q1 < · · · < qi < · · · < qN , N ∈ N
}
≤ ε.
Now choose M ≥ 1 such that
‖zn‖∞
(
L∑
i=1
wi
)1/p
≤ ε, whenever n ≥M.
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Let n ≥ M . In order to estimate An := ‖zn + U
n
τ (x)‖g we pick an
increasing sequence (qi)
N
i=1 in Q. Let j be the largest integer i such
that qi < n. Considering separately the cases when j ≤ L and j > L,
we obtain
An ≤ max

‖Unτ (x)‖g + ‖zn‖∞
(
L∑
i=1
wi
)1/p
, α+ ‖zn‖g


≤ max{‖x‖g + ε, α+ 1}
≤ ε+max{‖x‖g, 1}.
Since the unit vector system of g(Q,w, p) is 1-unconditional, we have
max{‖x‖g, 1} ≤ An, so we are done. 
Lemma 3.14. Let 0 < p < ∞ and w ∈ W. For m ∈ N let x ∈
g(Q,w, p) be supported on (−∞, m]. Suppose that (zn)
∞
n=1 in F
Q sat-
isfies limn ‖zn‖∞ = 0, and ‖zn‖g = 1 and supp(zn) ⊆ [0,∞) for every
n ∈ N. Then
lim
n→∞
‖x+ Umτ (zn)‖g =
(
1 + ‖x‖pg
)1/p
.
Proof. Set x = (aq)q∈Q and let ε > 0. By Lemma 3.2 (a), there is L ∈ N
and an increasing L-tuple (qi)
L
i=1 in Q ∩ (−∞, m] such that
L∑
i=1
|aqi|
pwi > ‖x‖
p
g −
ε
3
.
Now choose N ∈ N such that, for every n ≥ N ,
‖zn‖
p
∞
L∑
i=1
wi <
ε
3
.
Let n ≥ N and set zn = (cq)q∈Q. Use Lemma 3.2 (a) to pick an
increasing sequence (ri)
M
i=1 in [0,∞) ∩Q such that
M∑
i=1
|cri|
pwi ≥ ‖zn‖
p
g −
ε
3
= 1−
ε
3
.
Since the sequence (q1, . . . , qL, m+ r1, . . . , m+ rM) is increasing, (3.2)
yields
‖x+ Umτ (zn)‖
p
g ≥ ‖x‖
p
g −
ε
3
+ 1−
ε
3
−
N∑
i=1
|cri|
p(wi − wi+L)
≥ ‖x‖pg −
ε
3
+ 1−
ε
3
− ‖zn‖
p
∞
L∑
i=1
wi
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≥ ‖x‖pg + 1− ε.
Since ‖x+ Umτ (zn)‖
p
g ≤ ‖x‖
p
g + 1 by Lemma 3.2 (c), we are done. 
Given a seed (f, η) with E∞[f, η] = 0 and a sequence B generated
on Q by (f, η), we denote by Φ[f, η] the fundamental function of the
1-subsymmetric basic sequence B of g0(Q,w, p). If B is generated by a
vector f ∈ g(w, p) we denote by Φ[f ] the fundamental function of B.
Notice that, if C = ‖f‖−1∞ , by 1-unconditionality and Lemma 3.2 (d),
E [g(w, p)] .C B. Hence,(
n∑
j=1
wj
)1/p
≤ CΦ[f, η](n), n ∈ N,
so that limn Φ[f, η](n) =∞.
Proposition 3.15. Let 0 < p <∞ and w ∈ W. Suppose (yk)
∞
k=1 is a
basic sequence generated by a seed (f, η) with E∞[f, η] = 0. Put
zn =
1
Φ[f, η](n)
n∑
k=1
yk, n ∈ N.
Then, for every ε > 0 there exists (nj)
∞
j=1 such that for each k ∈ N we
have:
(a) if (z′j)
k
j=1 is a shift of (znj )
k
j=1 with z
′
1 ≺ · · · ≺ z
′
j ≺ · · · ≺ z
′
k
then ‖
∑k
j=1 z
′
j‖
p
g > k − ε,
(b) if (z′′j )
k
j=1 is a shift of (znj )
k
j=1 with z
′′
k ≺ · · · ≺ z
′′
j ≺ · · · ≺ z
′′
1
then ‖
∑k
j=1 z
′′
j ‖g < 1 + ε.
Moreover, each nk can be chosen to be larger than a given function of
(n1, . . . , nk−1).
Proof. We construct (nk)
∞
k=1 recursively. Choose n1 ∈ N arbitrarily.
Assume that (nj)
k
j=1 is constructed. Since
‖zn‖∞ =
‖f‖∞
Φ[f, η](n)
→ 0
and ‖zn‖ = 1 for every n ∈ N, we can apply Lemma 3.14 with m =
mk :=
∑k
j=1 nj and
x′ = zn1 + U
n1
τ (zn2) + · · ·+ U
n1+···+nk−1
τ (znk).
We can also apply Lemma 3.13 with
x′′ = znk + U
nk
τ (zk−1) + · · ·+ U
nk+···+n2
τ (zn1).
We infer that for n ∈ N large enough ‖x′ + Umτ (zn)‖
p
g > k + 1 − ε
and ‖zn + U
n
τ (x
′′)‖g < 1 + ε. Consequently, given k ∈ N, the k-tuples
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(U
mj−1
τ (znj))
k
j=1 and (U
mk−mj
τ (znj ))
k
j=1 satisfy the desired conditions.

We are ready to show Proposition 3.12. We will take care of this
along with the proof of our next Proposition. Note the connection
between this result and Theorem 3.1 (c).
Proposition 3.16. Let 0 < p <∞ and w ∈ W. Suppose B is a block
basic sequence generated on Q by a seed (f, η) with E∞[f, η] = 0. Then
ℓ∞ is block finitely representable on B.
Proof of Propositions 3.12 and 3.16. Given 0 < ε < 1 and k ∈ N,
let B′ε,k := (x
′
j)
k
j=1 and B
′′
ε,k := (x
′′
j )
k
j=1 be the k-tuples provided by
Proposition 3.15. By 1-unconditionality, B′′ε,k is (1+ε)-equivalent to the
unit vector basis of ℓk∞. If B were symmetric, B
′
ε,k would be uniformly
equivalent to B′′ε,k. Hence there would be a uniform constant C such
that ∥∥∥∥∥
k∑
j=1
x′j
∥∥∥∥∥
g
≤ C
∥∥∥∥∥
k∑
j=1
x′′j
∥∥∥∥∥
g
.
Letting k tend to infinity, we would reach an absurdity. 
Next we put to use our techniques for obtaining structural properties
of Garling sequence spaces.
Theorem 3.17. Let 0 < p < ∞ and w ∈ W. Suppose that B is a
symmetric basic sequence of g(w, p). Then B is equivalent to the unit
vector basis of ℓp.
Proof. Just combine Theorem 3.8 with Proposition 3.12. 
Theorem 3.18. Let 0 < p < ∞ and w ∈ W. Suppose that B is a
subsymmetric basic sequence of g(w, p) nonequivalent to the unit vector
system of ℓp. Then ℓ∞ is block finitely representable on B.
Proof. Combine Theorem 3.8 with Proposition 3.16. 
Corollary 3.19. Let 1 ≤ p < ∞ and w ∈ W. Suppose that B is a
subsymmetric basis equivalent to a basic sequence of both g(w, p) and
d(w, p). Then B is equivalent to the canonical basis of ℓp. In particular,
d(w, p) is not isomorphic to a subspace of g(w, p) and g(w, p) is not
isomorphic to a subspace of d(w, p).
Proof. Combine Theorem 3.10 and Proposition 3.12. 
We close this section with the aforementioned application to Garling
sequence spaces over Q.
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Proposition 3.20. Let 1 ≤ p < ∞ and w ∈ W. Given ε > 0 there
is a disjointly supported basic sequence in g0(Q,w, p) which is (1 + ε)-
equivalent to the unit vector system of c0. Consequently ℓ∞ is (1 + ε)-
isomorphic to a subspace of g(Q,w, p) and g0(Q,w, p) ( g(Q,w, p).
Proof. Pick an arbitrary 0 6= y ∈ g0(Q,w, p) (for instance, y = e1/2)
and let (f, η) be the seed with which y is compatible, so that E∞[f, η] =
0 by Proposition 3.6. Let (nj)
∞
j=1 be the sequence provided by Propo-
sition 3.15. For each j ∈ N there is a shift z′′j of znj such that
supp(z′′j ) ⊆ (2
−j, 2−j+1). Let x = (aj)
∞
j=1 ∈ F
N. By 1-unconditionality
and Lemma 3.2 (b) and (e), the formal series T (x) :=
∑∞
j=1 aj z
′′
j sat-
isfies
‖x‖∞ ≤ ‖T (x)‖g ≤ ‖x‖∞ sup
k
∥∥∥∥∥
k∑
j=1
z′′j
∥∥∥∥∥
g
≤ (1 + ε)‖x‖∞. 
3.4. Non-equivalent subsymmetric basic sequences. In this sec-
tion we show another geometric difference between Lorentz sequence
spaces and Garling sequence spaces. Recall that, as we pointed out in
Sect. 1, some Lorentz sequence spaces have exactly two non-equivalent
subsymmetric basic sequences.
Theorem 3.21. Let 0 < p < ∞ and w ∈ W. The Garling sequence
space g(w, p) contains a continuum of inequivalent subsymmetric basic
sequences which is totally ordered in the domination ordering. The Gar-
ling sequence space g(w, p) also contains a continuum of subsymmetric
basic sequences which are pairwise incomparable in the domination or-
dering.
Our proof of Theorem 3.21 will rely on Proposition 3.15 (or, alter-
natively, on [2, Lemma 2.3]) and the following set theory lemmas.
Lemma 3.22. There is an uncountable totally ordered subset A of
P(N) such that if A, B ∈ A are such that A ⊆ B and A 6= B then
B \ A is infinite.
Lemma 3.23. There is an uncountable subset A of P(N) such that for
every A, B ∈ A with A 6= B both B \ A and A \B is infinite.
Proof of Lemmas 3.22 and 3.23. Let D be the set of all dyadic rationals
in (0, 1]. Obviously, if A0 ⊆ A1 and A1 \ A0 is infinite then there is
A0 ⊆ B ⊆ A1 such that both B \A0 and A1 \B are infinite. Thanks to
this fact we recursively construct a function A : D → P(N) such that
A(s) ⊆ A(t) and A(t) \A(s) whenever s < t. Define B : (0, 1]→ P(N)
by
B(s) = ∪{A(q) : q ∈ D, q < s}.
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Let 0 < s < t ≤ 1. By construction, B(s) ⊆ B(t). Since D is dense in
(0, 1], Bs,t := B(t)\B(s) is infinite. This way, the set {B(s) : s ∈ (0, 1]}
does the job claimed in Lemma 3.22.
If 0 < s < s′ < t < t′ ≤ 1 then Bs,t \Bs′,t′ = Bs,s′ and Bs′,t′ \Bs,t =
Bt,t′ and so both sets are infinite. Hence {Bs/2,s : s ∈ (0, 1]} makes
Lemma 3.23 good. 
Proof of Theorem 3.21. With the convention {0, 1}0 = ∅, let B∞ =
∪∞k=0{0, 1}
k be the infinite binary tree with its usual partial order .
Given k ∈ N ∪ {0} and τ = (b1, . . . , bk) ∈ B∞, let |τ | := k. If k ≥ 1
and bk = 0 (resp. bk = 1) we shall say that τ ends with 0 (resp. 1).
A branch b of B∞ is a maximal totally ordered subset of B∞. We
identify b with the unique infinite sequence (bk)
∞
k=1 ∈ {0, 1}
N such that
b = {(b1, . . . , bk) : k ≥ 0}.
We shall define a sequence (εk)
∞
k=1 of positive numbers, two increasing
sequences ν = (nk)
∞
k=1 and (mk)
∞
k=1 of natural numbers, and a family
of vectors (uτ )τ∈B∞ such that, with the conventions that ε0 = m0 = 1,
n0 = 0, and u∅ = e1, for any τ ∈ B∞ with |τ | = k ≥ 1 we have
• If τ ends with 0 then uτ = 0,
• ‖uτ‖g ≤ 2
−kεk−1,
• εk ≤ min{εk−1, 2(2
p − 1)1/pm
−1/p
k−1 },
• supp(uτ ) ⊆ N[nk] \ N[nk−1],
• If τ ends with 1 there is (yi)
mk−1
i=1 disjointly supported such that
each yi is a coordinate projection of uτ and∥∥∥∥∥
mk−1∑
i=1
zi
∥∥∥∥∥
g
≥ 2−kεk−1m
1/p
k−1
if zi ∈ F
Q is a shift of yi and z1 ≺ · · · ≺ zi ≺ · · · ≺ zmk−1 .
• If fτ =
∑
στ uσ then
Φ[fτ ](mk) ≤
2−k−1εkm
1/p
k
k
.
To that end we proceed recursively. Suppose k ≥ 0, and that εi, ni, mi
and uτ have been defined for 0 ≤ i ≤ k and |τ | ≤ k.
Suppose that |τ | = k + 1. If τ ends with 0, we simply set uτ = 0. If
τ ends with 1 then we use Proposition 3.15 with an arbitrary finitely
supported f ∈ g(w, p) (for instance f = e1) and Lemma 3.2 (d) to
select vectors (yi)
mk
i=1 in g(w, p) satisfying
• supp yi ∩ N[nk] = ∅,
• ‖
∑mk
i=1 yi‖ = 1, and
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• 2‖
∑mk
i=1 zi‖ ≥ m
1/p
k whenever zi is a shift of yi and z1 ≺ · · · ≺
zi ≺ · · · ≺ zmk .
Now define
uτ := 2
−kεk
mk∑
i=1
yi.
Once uτ is constructed for all τ with |τ | = k + 1, we choose nk+1 to
be the largest integer belonging to the support of some uτ .
Let εk+1 := min
{
εk, 2(2
p − 1)1/pm
−1/p
k
}
. Note that, by Proposi-
tions 2.11 and 3.7, BQ[fτ ] ≃ E [g(w, p)] whenever |τ | = k. Hence,
lim
m→∞
sup
|τ |=k
Φ[fτ ](m)
m1/p
= 0.
Thus, if we pick δ = 2−k−2(k+1)−1εk+1, there is m = mk+1 > mk such
that m−1/pΦ[fτ ](m) ≤ δ whenever |τ | = k. This ends the recursive
definition.
Given a branch b of B∞, (uτ)τ∈b is a disjointly supported sequence
in g(w, p). Since ∑
τ∈b
‖uτ‖
p
g ≤
∞∑
k=0
2−kp <∞,
the series
∑
τ∈b uτ converges and so we can define hb ∈ g(w, p) by
hb :=
∑
τ∈b
uτ .
By Proposition 3.7, the basic sequence BQ[hb] generated on Q by hb
belongs to the equivalence class of subsymmetric basic sequences of
g(w, p). We shall tell apart different elements in the family
(BQ[hb] : b branch of B∞)
by comparing the fundamental functions (Φ[hb] : b branch of B∞).
Let b = (bj)
∞
j=1 be a branch and denote BQ[hb] = (yj)
∞
j=1. Fix k ≥ 0.
On one hand suppose that bk+1 = 1. Then there is z1 ≺ · · · ≺ zi ≺
· · · ≺ zmk such that zi is a coordinate projection of yi for every i = 1,
. . . , mk, and ∥∥∥∥∥
mk∑
i=1
zi
∥∥∥∥∥ ≥ Ak := 2−k−1εkm1/pk .
Then
∑mk
i=1 zi is a coordinate projection of
∑mk
i=1 yi. Therefore, by 1-
unconditionality,
Φ[hb](mk) ≥
∥∥∥∥∥
mk∑
i=1
zi
∥∥∥∥∥ ≥ Ak.
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Suppose, on the other hand, that bk+1 = 0. Then, if we denote
τ = (bj)
k+1
j=1 , we have
‖hb − fτ‖
p
g =
∥∥∥∥∥∥∥∥
∑
τ∈b
|τ |≥k+2
uτ
∥∥∥∥∥∥∥∥
p
g
≤
∑
τ∈b
|τ |≥k+2
‖uτ‖
p
g
≤
∞∑
n=k+2
2−npεpn−1
≤
2p(2p − 1)
mk
∞∑
n=k+2
2−np
=
2−kp
mk
.
Consequently, for every m ∈ N,
(Φ[hb](m))
p ≤
m
mk
2−kp + (Φ[fτ ](m))
p.
Choosing m = mk we obtain
Φ[hb](mk) ≤ Bk := (k
−pApk + 2
−kp)1/p.
A branch b is univocally determined by the set A(b) = {k ≥ 0: bk+1 =
1}. Conversely, given A ⊆ N ∪ {0}, there is a branch b such that
A(b) = A. If b and b′ are branches with A(b) \A(b′) infinite then, since
limk Ak/Bk =∞,
sup
m
Φ[hb](m)
Φ[hb′ ](m)
≥ sup
k∈A(b)\A(b′)
Φ[hb](mk)
Φ[hb′ ](mk)
≥ sup
k∈A(b)\A(b′)
Ak
Bk
=∞.
We infer that B[hb′ ] does not dominate B[hb]. So, if both A(b) \ A(b
′)
and A(b′) \ A(b) are infinite, B[hb] are B[hb′ ] are incomparable. Now
the latter part of the theorem follows from Lemma 3.23.
The lattice structure of B(Q,w, p) yields B[hb] .1 B[hb′ ] if A(b) ⊆
A(b′). So, the former part of the theorem follows from Lemma 3.22. 
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