Magnetic resonance imaging (MRI) has allowed the unprecedented capability to measure the human brain in vivo. This technique has paved the way for longitudinal studies exploring brain changes across the entire life span. Results from these studies have given us a glimpse into the remarkably extended and multifaceted development of our brain, converging with evidence from anatomical and histological studies. Ever-evolving techniques and analytical methods provide new avenues to explore and questions to consider, requiring researchers to balance excitement with caution. This review addresses what MRI studies of structural brain development in children and adolescents typically measure and how. We focus on measurements of brain morphometry (e.g., volume, cortical thickness, surface area, folding patterns), as well as measurements derived from diffusion tensor imaging (DTI). By integrating finding from multiple longitudinal investigations, we give an update on current knowledge of structural brain development and how it relates to other aspects of biological development and possible underlying physiological mechanisms. Further, we review and discuss current strategies in image processing, analysis techniques and modeling of brain development. We hope this review will aid current and future longitudinal investigations of brain development, as well as evoke a discussion amongst researchers regarding best practices.
Introduction
The human brain undergoes profound changes in structure across development. Several longitudinal magnetic resonance imaging (MRI) investigations of brain development in childhood and/or adolescence are currently underway, with more beginning each year (see Table 1 ). The questions addressed by these investigations are diverse, with some exploring genetic and experiencedependent changes, and others relating changes in brain structure to well-being, behavior, or cognitive development. Despite the diversity of topics for investigation, each of these studies utilizes methods to process and analyze brain images acquired longitudinally. This review discusses the most commonly used MRI measures and our current knowledge of brain development through longitudinal investigations (Section 2), the biological validity of interpretations derived from these investigations (Sections 3 and 4), as well as the variety of methods to process, analyze and model longitudinal changes in brain structure (Sections 5 and 6). We conclude with a discussion on the benefits of longitudinal designs (Section 7). It is our hope that this review will stimulate further discussion amongst researchers regarding best practices in longitudinal studies of brain development.
Histological discoveries and post-mortem work
Research in the 1960s and 1970s provided the first anatomical evidence that the human brain continues to develop beyond childhood (Dekaban and Sadowsky, 1978; Huttenlocher, 1979; Yakovlev and Lecours, 1967) . By quantifying the synaptic profiles of layer III in the middle frontal gyrus, Huttenlocher showed that synaptic density in this area is greater in childhood than in adulthood. At age 7 years, synaptic density in this portion of the prefrontal cortex was 36% greater than the adult mean, and remained relatively stable between ages 16 and 72 years (Huttenlocher, 1979) . Separate post-mortem work looking at myelination cycles throughout the brain provided support that association cortices continue to gain myelin into the second and third decades (Benes, 1989; Yakovlev and Lecours, 1967) . These results prompted Yakovlev and Lecours to theorize that these protracted changes in white matter development paralleled behavioral changes occurring at this time, with special emphasis on social navigation.
" [T] he exponential myelination of the supralimbic division of the hemisphere and cerebral cortex correlates with the exponential maturation of the behavioural patterns in the sphere of motility of effective societal transactions -symbolized thought, language and manufacture, and of learning from individual experience." -Yakovlev and Lecours, 1967, p. 63 .
Although constrained by small sample sizes that almost entirely exclude the teenage years, these studies challenged prevailing ideas that brain development was complete by early childhood and spurred subsequent work investigating structural brain changes beyond the first decade of life. (Dekaban and Sadowsky, 1978) . Brain weight was measured separately for females and males and compared against age, body height, and body weight, demonstrating the relatively dramatic changes in brain weight that occur within the first three years of life as well as the relatively protracted climb to maximum brain weight obtained in the late teen years. The now ubiquitous average sex difference of ∼9% greater brain weight in males than females was observed in this study, crucially relating these differences to measures of body size (Dekaban and Sadowsky, 1978) .
Magnetic resonance imaging
Although post-mortem work paved much of the way in our understanding of both the microscopic and macroscopic changes occurring in the brain across development, MRI has quickly become the instrument of choice to measure changes in brain structure. Without the need for ionizing radiation, MRI is both safe for children and allows for imaging the same individual multiple times. Although an MRI machine can seem intimidating to young participants, planning visits to the MRI through videos (e.g., http://vimeo.com/32255381) or mock-scanning visits, and friendly scanning operators help to alleviate the anxieties of participants. The main limiting factors to developmental MRI appear to be minimizing the amount of noise introduced to the images by factors such as scanner artifacts and participant motion.
What MRI studies measure
MRI is an imaging technique based on the principles of nuclear magnetic resonance that detects proton signals from water molecules and that allows us to produce high quality images of the internal structure of the living brain. MRI differentiates between tissue types, and protocols designed to create anatomical images of the brain can distinguish between gray matter, white matter, and cerebrospinal fluid (CSF). By providing the contrast needed to distinguish these, MRI allows researchers to measure the sizes as well as various other properties of different parts of the brain (Fig. 1) .
Typical current anatomical images of the brain captured by MRI have a spatial resolution of approximately 1 cubic millimeter (mm 3 ). The volume of an adult human brain is, on average, between 1,131,000-1,273,000 mm 3 , with substantial variation between individuals (Allen et al., 2002) . Although the spatial resolution of modern MRI protocols is very high, 1 mm 3 of cortical gray matter can contain between 10,000 and 60,000 neurons, up to four times as many glial cells per neuron (Ribeiro et al., 2013) , as well as neuronal processes, blood vessels, intracortical myelin and dendritic spines. As displayed in Fig. 2 , one study calculated that 1 mm 3 of gray matter in the cortex of a mouse consists mostly of dendrites and axons (Braitenberg, 2001) . However, primate and rodent brains differ on a number of levels, including neuronal size and packing density (Herculano-Houzel, 2009 ). Currently, we cannot be certain of the microscopic processes that underlie the gross changes in human brain structure captured by MRI, but we integrate evidence from post-mortem and animal work to hypothesize what may underlie the signal changes (see Section 4). 
Volume
One of the first introduced and most popular structural measurements of the brain is volume. Before MRI, researchers would measure the intracranial volume of skulls to infer the brain size of individuals (Harper et al., 1984) . However, given the nature of this method, longitudinal analyses were impossible to conduct. With the advent of brain imaging, we can now measure the volume of an individual's brain as well as the volumes of different tissue types or specific structures, multiple times in the same individual.
Whole brain volume
Whole brain volume, sometimes referred to as total brain volume, is typically measured by summing the gray and white matter volumes, excluding the brainstem. However, sometimes whole brain volumes also include non-brain matter such as CSF, ventricles and the choroid plexus. There have been a number of longitudinal imaging studies examining developmental changes in whole brain volume, several of which were included in a recent meta-analysis (Hedman et al., 2012) . Results from this meta-analysis showed whole brain volume increases throughout childhood and early adolescence, until around the age 13 years. After this age, whole brain volume slightly decreases, remaining roughly stable until the mid-thirties. However, changes occurring between mid-adolescence and mid-adulthood might be biased due to the age ranges of the studies included. Furthermore, recent studies that were not included in the meta-analysis provide somewhat mixed results. A study of 103 individuals scanned at least twice across ages 5-32 years did not find any significant overall whole brain volume changes, although a proportion of participants showed volume increases between ages 5-11 years (∼50%) and 8-14 years (∼35%), and a smaller proportion of participants showed volume decreases between ages 11-19 years (∼30%) and 15-22 years (∼30%) (Lebel and Beaulieu, 2011) . A recent study of 292 individuals (882 scans) scanned between two and four times across ages 4.5-22 years revealed an increase in whole brain volume until mid to late adolescence (Aubert-Broche et al., 2013) . These studies call into question the assumption that whole brain volume development is complete in late childhood.
Gray matter and white matter volumes
Gray matter is composed of neuronal bodies, glial cells, dendrites, blood vessels, extracellular space and both unmyelinated and myelinated axons. The gray matter that forms the outer ∼4 mm of the cerebrum is called the cerebral cortex, although gray matter is also found subcortically and in the cerebellum. White matter is composed of myelinated axons, glial cells, and extracellular space. These are the two major components measured by structural MRI, and each has a distinctive developmental trajectory.
Cortical gray matter volume is greatest in childhood, generally decreases throughout adolescence, and begins to decelerate in volume loss around the early to mid-twenties (Aubert-Broche et al., 2013; Tamnes et al., 2013a) . Studies using the National Institute of Mental Health (NIMH) Child Psychiatry Branch dataset have reported inverted-U shaped patterns of cortical gray matter volume development, with "peak" gray matter volumes attained in late childhood or early adolescence (Giedd et al., 1999; Lenroot et al., 2007; Raznahan et al., 2011) , but this finding has not been replicated in other samples (Aubert-Broche et al., 2013; Lebel and Beaulieu, 2011; Tamnes et al., 2013a; Wierenga et al., 2014) .
The previously mentioned study of 103 individuals scanned at least twice across ages 5-32 years reported a linearly decrease in total gray matter volume across this age span (Lebel and Beaulieu, 2011) . Of the participants scanned between ages 5 and 11 years, over 50% showed a decrease in gray matter volume. This proportion increased to over 80% for 8-14 year olds, 90% for 11-19 year olds, and 80% for 15-22 year olds. The majority of participants scanned between 22-32 years showed no change in gray matter volume. In the previously mentioned study of 292 individuals scanned between two and four times across ages 4.5-22 years, gray matter volume showed relative stability between ages 5 and 10 years, and decreased between ages 10 and 20 years, with similar trajectories for both female and male participants (Aubert-Broche et al., 2013) . Cortical gray matter volume decreased across ages 8-22 years in a sample of 85 participants scanned twice, with the steepest decrease roughly coinciding with the teen years (Tamnes et al., 2013a) . Taken together, this study reported a 1.15% mean annual decrease in cortical gray matter volume between late childhood and the early twenties. A similar pattern was found in study of 135 individuals (201 scans) aged 7-23.3 years (Wierenga et al., 2014) . These four separate longitudinal studies suggest that gray matter volume does not "peak" at a specific age in late childhood or adolescence. Instead, it appears that gray matter is at its highest volume during mid-to-late childhood, and decreases across the second decade (illustrated in Fig. 3a) .
Longitudinal studies consistently report an increase in white matter volume across childhood and adolescence (Fig. 3b) . The Lebel and Beaulieu (2011) 
Regional volumes
While it is possible to describe the overall developmental pattern of cortical gray matter and white matter volumes, there exists substantial heterogeneity in developmental timing between different cortical and subcortical brain regions. Many studies have examined the developmental trajectories of specific lobar volumes, often divided into the frontal, temporal, parietal, and occipital lobes. Some studies have examined cortical regions defined by more fine-grained parcellation methods (Tamnes et al., 2013a) , or a priori regions of interest . Depending on the software and parcellation scheme used, it is possible to measure gray matter and white matter for regional volumes (e.g., FreeSurfer). The Aubert-Broche et al. (2013) study reported similar developmental trajectories for frontal and temporal gray matter volume, which largely resembled the overall pattern for total gray matter volume. However, parietal and occipital gray matter volumes showed an almost linear decline across ages 5-20 years, with the parietal cortex showing a greater decrease than the occipital cortex, in contrast with earlier reports (Giedd et al., 1999; Lenroot et al., 2007) . Two separate longitudinal samples have shown that the developmental trajectories for frontal, temporal, parietal, and occipital white matter volumes do not appear to differ much from the whole brain white matter volume trajectory, although they show some variability in the magnitude of change occurring across childhood and adolescence (Aubert-Broche et al., 2013; Lenroot et al., 2007) .
Subcortical volumes
Subcortical brain structures were some of the first brain structures examined in developmental MRI studies, and their measurement and development continue to be of great interest to developmental neuroscience. Commonly measured subcortical structures include the hippocampus, amygdala, thalamus, globus pallidus, putamen, nucleus accumbens, and caudate. Several longitudinal studies have now investigated the developmental trajectories of these structures, revealing substantial heterogeneity in subcortical brain development. An analysis of 60 individuals, scanned twice across ages 11-18 years, found significant hemisphere and gender effects for several subcortical structures, as well as interindividual variability . For example, the right nucleus accumbens decreased in volume for ∼50% of participants, while the left nucleus accumbens increased in volume for ∼55% of participants. Overall, the study found increased volume in the hippocampus, pallidum, and left accumbens, decreased volume in the putamen, caudate, thalamus and right accumbens, and no change in amygdala volume across adolescence .
These results were overall similar to those found in a sample of 85 individuals scanned twice across ages 8-22 years (Tamnes et al., 2013a) . Across this age range, the caudate, putamen, and nucleus accumbens decreased in volume, whereas the amygdala and hippocampus showed little or no change. The pallidum and thalamus showed a slight decrease in volume, with the largest changes occurring between mid-and late adolescence. In a sample of 275 individuals (711 scans) spanning ages 7-20 years, many subcortical structures showed both agerelated and puberty-related changes in volume (Goddings et al., 2013) . Across this period of adolescence, the hippocampus and amygdala increased in volume, whereas the nucleus accumbens, caudate, globus pallidus, and putamen decreased. Overall, it thus seems that the medial temporal lobe structures follow different developmental trajectories than most of the other subcortical structures.
Surface-based measures
By identifying the borders between tissue types, surface-based cortical reconstruction software allows for the ability to measure not only gray matter volume, but also cortical thickness, surface area, and gyrification and folding patterns. We briefly outline these measures and their developmental trajectories below.
Cortical thickness
Cortical thickness is typically calculated by measuring the distance between the boundary between white matter and cortical gray matter, and gray matter and the pia mater. The thickness of the cerebral cortex varies roughly between 2 mm and 4 mm, with the thinnest cortical regions found in the frontal and occipital poles and the thickest regions found in temporal and insular cortices (Ribeiro et al., 2013) .
Different samples have revealed different developmental trajectories for cortical thickness (Fig. 3c ). The first longitudinal study of developmental changes in cortical thickness (n = 45, scanned twice) showed widespread cortical thinning between mid to late childhood -with the exception of classical language areas, which showed cortical thickening during this short developmental window (Sowell et al., 2004) . The NIMH Child Psychiatry Branch sample of 647 participants (1274 scans) showed that global cortical thickness followed a cubic trajectory, decreasing ∼9% between late childhood and the early twenties (Raznahan et al., 2011) . Linear global cortical thinning was reported between ages 7 and 23.3 years in recent study of 135 individuals (201 scans) (Wierenga et al., 2014) . A vertex-based analysis of 137 participants (209 scans) found the majority of the cortex thinning linearly between ages 6 and 29 years, with regions in the lateral prefrontal cortex, medial prefrontal cortex, medial posterior parietal cortex, and temporal-parietal-occipital junction following a quadratic trajectory (Mutlu et al., 2013) . Direct comparisons and testing of the effects of different cortical thickness estimation procedures are likely needed to resolve this inconsistency across studies.
Surface area
Cortical surface area can be defined using surface-based measurements in a number of ways. Most commonly, it is calculated as the area of the boundary between the white matter and gray matter -often termed the white matter surface. However, cortical surface area has also been defined as the area of the boundary between gray matter and pia mater (called the pial surface), or it has been calculated as the average of the white matter surface and pial surface. The multiple ways in which cortical surface area can be defined limits how easily one may reproduce or compare values across studies. It is also unclear if these different measures of cortical surface reflect the same underlying processes. Therefore, it is crucial to specify how cortical surface area is calculated to promote greater transparency and potential for replication. The average cortical surface area (white matter surface) of an adult human brain is 154,700 ± 14,600 mm 2 (Winkler et al., 2010) .
In the NIMH Child Psychiatry Branch sample mentioned above, total cortical surface area followed a cubic trajectory, decreasing ∼7% between late childhood and the early twenties (Raznahan et al., 2011) . A similar pattern was found in smaller study of 135 individuals (201 scans) aged 7-23.3 years (Wierenga et al., 2014) (Fig. 3d) . However, certain areas of the cortex expand more than others during development Hill et al., 2010) . In a cross-sectional sample of 331 individuals aged 4-20 years, several regions of the cortex showed more expansion than the mean expansion of the total cortical surface, including the lateral and medial temporal cortex, cingulate cortex, retrosplenial cortex, lateral orbitofrontal cortex, superior frontal gyrus, inferior frontal gyrus, insula, temporo-parietal junction, cuneus, and lingual gyrus .
Gyrification and folding patterns
The human cortex is highly convoluted, with approximately one third of the cortical surface exposed on gyri, and two-thirds buried within sulci. The complexity of cerebral folding patterns has been of great interest to brain imaging research, and recent methods have made the quantification of these folding patterns easier. The gyrification index of the whole brain is defined as the ratio of the total folded cortical surface over the total perimeter of the brain (Zilles et al., 1988) , whereas the local gyrification index measures the degree of cortical folding at specific points of the cortical surface (Schaer et al., 2008) . The gyrification index of the human brain decreases between childhood and young adulthood, whereas the amount of exposed cortical surface increases from childhood to mid-adolescence (Raznahan et al., 2011) , and between middle and late adolescence (Alemán-Gómez et al., 2013) . A study of 52 adolescents scanned twice between ages 11 and 17 years showed an overall flattening of the cortex during adolescence, related to decreases in sulcal depth and increases in sulcal width (Alemán-Gómez et al., 2013) . Similar to other structural measurements, the development changes in local gyrification varies across the cortex, with regions in medial prefrontal cortex, occipital cortex, and temporal cortex undergoing little to no change between ages 6 and 29 years (Mutlu et al., 2013) . However, similar to what has been found in whole brain (Raznahan et al., 2011) and lobar-level (Alemán-Gómez et al., 2013) analyses, Mutlu et al. (2013) observed linear decreases in local gyrification index across the majority of the cortex (Fig. 3e) .
Diffusion tensor imaging
In addition to morphometric approaches, diffusion MRI has over the last two decades become a standard modality in neuroimaging (for in-depth introductions, see: Johansen-Berg and Mori, 2007) . Diffusion MRI is a noninvasive in vivo method that is sensitive to the natural displacement of water molecules that occur as part of the physical diffusion process. Water diffusion in biological tissue is however not free and uniform (isotropic diffusion), but reflects interactions with obstacles, such as membranes, cytoskeleton and macromolecules and is as a result of this not necessarily the same in all direction (anisotropic diffusion). The diffusion patterns can therefore indirectly reveal details about tissue architecture at a micrometer scale well beyond the usual millimetric resolution of MRI. A common use of diffusion MRI referred to as diffusion tensor imaging (DTI) involves fitting a tensor, for each voxel, that estimates diffusion in three dimensions (Le Bihan and Johansen-Berg, 2012) . The tensor is a mathematical description of an ellipsoid and the volume, shape and orientation of the ellipsoid can be considered. The length of the ellipsoid axes are called eigenvalues ( 1 , 2 , 3 ), while their orientations are called eigenvectors (V 1 , V 2 , V 3 ). Various quantitative indices can be derived from the estimated diffusion tensor, with the two primary DTI outcome variables being mean diffusivity (MD), reflecting overall magnitude of water diffusion (mean of all three eigenvalues), and fractional anisotropy (FA), which indexes degree of net directionality in water diffusion in the tissue and theoretically ranges from 0 when the diffusion is isotropic to 1 when diffusion occurs only along one axis. Additionally, diffusion along [axial diffusivity (AD): 1 ] and across [radial diffusivity (RD): mean of 2 and 3 ] the main axis of the diffusion tensor can be estimated.
Beyond the very rapid changes seen in DTI indices in infancy (Dubois et al., 2008; Geng et al., 2012; Hermoye et al., 2006) , cross-sectional studies have consistently documented age-related differences in structural connectivity in childhood and adolescence in the form of FA increases and overall diffusivity decreases with increasing age in most white matter regions (Lebel et al., 2008; Peters et al., 2012; Schmithorst and Yuan, 2010; Tamnes et al., 2010) . Studies with very wide age-ranges have further extended these findings, indicating non-monotonic lifespan age trajectories of FA, MD and RD characterized by three phases: (1) initially fast, but decelerating changes through childhood and adolescence and into early adulthood followed by (2) relative stability in mid-adulthood with subsequent (3) accelerating changes in senescence (Lebel et al., 2012; Westlye et al., 2010) . Longitudinal developmental studies are now also confirming widespread white matter FA increases (Fig. 3f) , and MD and RD decreases through childhood and adolescence (Fig. 3g) , but the results for AD are less consistent (Bava et al., 2010; Brouwer et al., 2012; Lebel and Beaulieu, 2011) . Importantly, as for cortical development, the rates and timing of the DTI changes vary regionally in the brain and a pattern of maturation in which major white matter tracts with fronto-temporal connections develop more slowly than other tracts has emerged (Colby et al., 2011; Lebel and Beaulieu, 2011; Tamnes et al., 2010) . Of the major fiber bundles, the cingulum which is implicated in e.g. cognitive control has been shown to have a particularly prolonged development (Lebel et al., 2012; Westlye et al., 2010) . Crucially, individual-and age-related differences in DTI measures of white matter microstructure have also been linked to a range of behavioral measures, documenting their functional consequences (Johansen-Berg, 2010).
Relating biological development to brain development
It is essential to relate developmental trajectories to an appropriate scale. Across fields, most developmental literature uses chronological age to quantify development. However, there are also other developmental processes that occur during the first two decades of human development which likely impact on brain development, such as body growth and puberty.
Age
Age is easily quantified with high reliability and validity and therefore allows easy comparison across studies and investigative techniques. Furthermore, it provides a linear scale throughout the human life cycle, allowing studies to compare absolute and relative growth at different stages of life (Tamnes et al., 2013a ). Multi-model brain imaging pattern analysis techniques show that aspects of brain structure can predict age with high accuracy (Brown et al., 2012) . Many of the longitudinal studies described in the previous sections have modeled brain development during childhood and adolescence against age, and it remains the most popular measure of biological development.
Whilst many brain imaging studies have related brain development to age (as reviewed in previous sections), considerable individual variability exists, and age only explains a certain proportion of the variance in modeled trajectories. One limitation of using age as a measure against which to judge brain development is that it provides little information on the underlying physiological mechanisms. During late childhood and adolescence, individuals undergo physical changes such as a height growth spurt and puberty, which happen at different ages across individuals. These other physical measures are discussed in the following sections.
Body size
A linear relationship between brain size and body size exists for the primate species, with human brains deviating by only ∼10% from its expected size (Azevedo et al., 2009; Herculano-Houzel et al., 2007) . New evidence has prompted researchers to suppose that humans do not have a larger brain than would be expected for a primate of our body size, but instead that other primates, such as orangutans and gorillas, have larger bodies than would be expected (Herculano-Houzel et al., 2007) . Further, these researchers suggest that brain mass and body mass are only correlated, and that brain size is not determined by body mass (Herculano-Houzel, 2009 ). Specific genes are related to both brain size and body size (Silver et al., 2010) , however the mechanisms linking the two remain largely unknown. Recent anthropological research suggests that the increase in brain size in the genus Homo around 300,000-138,000 years ago occurred independently of increases in body mass (Gallagher, 2013) . To date, there have been few studies examining brain size against body size within a large group of humans, or using a longitudinal design.
The relationship between body size and brain size continues to influence the debate regarding sex differences in the brain. Although the, on average, larger brain size of human males compared to human females is often attributed to the, on average, larger body size of males, it is not certain if empirical studies support this notion. One controversial analysis of over 1000 post-mortem human brains found that males were still about 100 g heavier than female brains after correcting for body height or body surface area (Ankney, 1992) . However, the validity of the statistical methods used in this study have been questioned (Forstmeier, 2011) .
Puberty
Changes in brain structure during adolescence can also be related to the hormonal changes underlying the onset of and progression through puberty. Pubertal onset varies by as much as 4-5 years across individuals (Parent et al., 2003) , which can introduce substantial variation into studies of brain development between childhood and adolescence if only age is measured. A recent review highlighted several genetic mechanisms that interact with the neuroendocrine system to initiate puberty (Ojeda and Lomniczi, 2013) .
Previous structural brain imaging studies have attributed developmental trajectory characteristics to pubertal onset (Giedd et al., 1999; Lenroot et al., 2007) . Gender differences in reported gray matter volume "peaks" have been attributed to the discrepancy in pubertal timing between females and males. For example, in studies using the NIMH Child Psychiatry Branch dataset, the 1-2 year difference in "peak" cortical gray matter volumes of females compared to males is described as "corresponding to the average age difference at puberty" (p. 1071, Lenroot et al., 2007) . Indeed, clinical endocrinology studies suggest that pubertal development in females is, on average, 1-2 years earlier than in males (Bordini and Rosenfield, 2011; Sun et al., 2002) . However, although the age of onset for pubertal milestones is different, the age at which females and males attain the final milestones of puberty (menarche and testes development, respectively) overlap substantially (11.0-14.1 years for females, 11.5-16.5 years for males) (Bordini and Rosenfield, 2011) . Furthermore, multiple studies have failed to find gender differences in cortical gray matter volume trajectory shape (AubertBroche et al., 2013; Wierenga et al., 2014) , suggesting that if a relationship between cortical gray matter volume and puberty does exist, age alone might not be sensitive enough to detect it. Future work combining different measures of physical maturity, such as height, pubertal status and hormones, may help elucidate the different mechanisms underlying brain development during the transition from childhood to adolescence.
Physiological mechanisms underlying structural changes
What does a reduction in gray matter volume, assessed by a T1 weighted MRI, reflect on a cellular level? Do changes in brain structure during development reflect the same processes as changes observed during adulthood? What are the limitations in MRI, and can we extrapolate microcellular mechanisms underlying these macrostructural changes? Although these questions remain unanswered, they are crucial to developmental neuroscientists, as they link efforts in neuroimaging to neurophysiological and anatomical research.
In development
The underlying mechanisms of developmental changes in structural MRI measures are still debated (see Paus, 2013; Paus et al., 2008) . To date, there are no studies that have directly tested the relationship between developmental changes in morphometric MRI measures to changes in cellular or synaptic anatomy. However, many studies propose that reductions in gray matter volume during adolescence partly reflect synaptic pruning (Blakemore, 2008; Giedd et al., 1999) . While synaptic densities in selected regions of the prefrontal cortex are at their greatest levels at some point during the first two decades, and appear to decrease throughout the second and third decade (Huttenlocher and Dabholkar, 1997; Petanjek et al., 2011) , we cannot directly relate these data to findings in MRI. For one, synaptic boutons (also known as synaptopil) are incredibly small, comprising only a fraction of gray matter volume (Bourgeois and Rakic, 1993) . Even when synapses are particularly dense, they are estimated to represent only 2% of a cubic millimeter of neuropil or less than 1.5% cortical volume (Bourgeois and Rakic, 1993) . Given this relatively small percentage, it is unlikely that the marked decreases in cortical volume observed across adolescence are purely reflective of synaptic pruning. The reduction in number of synapses might, however, in addition to a reduction in neuropil, also be accompanied by a reduction in the number of cortical glial cells and these events could together account for more of the cortical structural changes observed during development, although this remains purely a speculation. Other processes, such as the encroachment of subcortical white matter, and continued intracortical myelination, also likely impact on measurements of cortical gray matter, by changing the signal intensity values and contrasts such that the boundary between white and gray matter is moved outwards with increasing age. Undoubtedly, there is a myriad of both parallel and interacting neurobiological processes underlying the macrostructural changes observed during childhood and adolescence in MRI studies.
Developmental changes in DTI indices in white matter are mainly thought to relate to processes including increased relative axon caliber and myelin content, as well as changes in fiber packing density (Paus, 2010) . Overall, animal studies have shown that axonal membranes are the primary determinants of diffusion anisotropy in both peripheral nerves and central nervous system white matter, while myelin can modulate anisotropy (Beaulieu, 2009; Concha et al., 2010) . For instance, rodent dysmyelination models show that FA values still indicate anisotropy and reduce only by ∼15% in the complete absence of myelin (Beaulieu, 2009 ). Further, a rare study comparing human in vivo DTI with subsequent microscopy of the fimbria-fornix in patients with temporal lobe epilepsy has documented a robust positive correlation between FA and axonal membranes (Concha et al., 2010) . However, animal studies also consistently indicate that RD is particularly sensitive by de-and dysmyelination (Song et al., 2005 (Song et al., , 2002 and correlations between DTI and myelin content and to a lesser degree axon count have also been shown in postmortem human brain of patients with multiple sclerosis (Schmierer et al., 2008 (Schmierer et al., , 2007 . The myelin content interpretation has because of such and other findings often been stressed both in developmental studies and in other contexts. Although myelination, a process than begins between weeks 20 and 28 of gestation, has been shown to continue throughout childhood and adolescence (Benes, 1989; Benes et al., 1994; Tau and Peterson, 2009; Yakovlev and Lecours, 1967) , it does not logically follow from the above mentioned rodent and postmortem studies that age-related differences in RD in healthy humans reliably indicates differences in myelination. It has therefore been argued that hypothesized differences in myelination perhaps too hastily has been considered as a main explanation for differences in DTI parameters, to the exclusion of other possible neurobiological factors (Paus, 2010) . In general, a number of factors, including axon caliber, myelin content and fiber density, as mentioned above, as well as brain water content, crossing or diverging fibers and partial voluming, influence DTI indices (Beaulieu, 2009 (Beaulieu, , 2002 . The relative roles of the various factors in development may likely also be age-dependent. Importantly, DTI parameters are sensitive to general diffusion properties of brain tissue and are not selective markers of specific neurobiological properties. Precise interpretations of the underlying tissue alterations of DTI changes are thus challenging and should be done with great caution. However, investigating multiple DTI indices, including RD and AD, yields additional information to better characterize tissue microstructure, and future multimodal imaging studies and studies combining imaging and histology can hopefully be informative in untangling the factors influencing DTI indices and their changes during development.
Pre-and post-intervention
While the high degree of plasticity in childhood and adolescence allows for a lot of experience dependent structural change, the neuroanatomical and physiological changes that underlie many of the common MRI changes in the developing brain are likely at least partly different from those underlying experience or training-induced changes in the adult brain (Zatorre et al., 2012) . Although changes in MRI measurements should be similarly reflective of changes in the various neuroanatomical components that make up the measure of interest (e.g., gray matter volume), the mechanisms and specific changes could be different. For example, synaptic changes in adulthood are not nearly as large as the changes observed during the first two decades. The neuroanatomical pioneer Peter Huttenlocher stated that "there is no evidence for any large net increase in synapses in the cerebral cortex during the adult years" (p.173, 2002). Huttenlocher supposed that any new synapses formed in adulthood are "likely to be balanced by loss of other synaptic connections." Similarly, the majority of stable dendritic spines are formed during development. One rodent study showed that only a small percentage of dendritic spines formed by learning (or novel experiences) in the adult mouse are retained (Yang et al., 2009 ). Still, changes in synapses and dendritic spines continue to be a popular explanation for MRI volume changes observed in adult training studies. Animal studies that combine MRI and histological measures can contribute to our understanding to some extent. One such study in rodents suggests that training induced changes in MRI volumes are more reflective of changes in neural processes rather than an increase in neural cell size or number (Lerch et al., 2011) . As reviewed extensively in Zatorre et al. (2012) , multiple neuroanatomical processes could underlie training or experience-induced changes in structural MRI volumes, but many of these possibilities have yet to be investigated.
A recent large multi-generation family study suggests that regional measures of brain morphometry (e.g., cortical and subcortical volumes, cortical thickness, surface area) are under strong genetic control (McKay et al., 2013) . Twin studies indicate that DTI indices of white matter microstructure are highly heritable and even that relationships between DTI and cognitive function to a substantial degree are mediated by genetic factors (Blokland et al., 2012; Chiang et al., 2009 ). Environmental and experiential variables do however also influence brain morphometry and white matter microstructure across the lifespan. Longitudinal studies measuring the effects of training interventions on brain morphometry have been reviewed in depth elsewhere (Kanai and Rees, 2011; Valkanova et al., 2014) . Longitudinal DTI studies document effects of sensorimotor and cognitive training in the form of FA increases and MD decreases following intervention (Engvig et al., 2012; Keller and Just, 2009; Lövdén et al., 2010; Scholz et al., 2009; Takeuchi et al., 2010) . As in the case of brain development, ascribing training related changes to specific underlying cellular and molecular level events is challenging as there are multiple possibly coordinated candidate mechanisms. Likely mechanisms also depend on whether the sample includes children, adults or elderly, and whether healthy or clinical groups are investigated. We hope that this brief overview will stimulate future discussion about the neurophysiological mechanisms underlying structural brain changes.
Methods of processing structural brain images
Like with functional MRI, there are several ways to process structural brain images. First, in structural MRI studies it is relatively common to acquire multiple T1 weighted sequences from each individual at each time-point. One of the first choices during processing is thus whether to combine these in order to increase the signal-to-noise ratio, or to only include the highest quality sequence from each scan sessions (see discussion about quality control below in Section 5.4). Although averaging sequences will usually increase the signal-to-noise ratio, the effects of data averaging on various structural measures are not well investigated (Han et al., 2006; Jovicich et al., 2009 ) and this might not be the best approach if the number of available high-quality sequences varies across individuals or time points. A general recommendation is thus to stick to one of these approaches consistently within a study, and avoid mixing averaged and single acquisitions if possible. Second, while many early studies on structural brain development used hand-tracing methods, there now exists several automated programs that researchers can use to segment the entire brain in a fraction of the time needed to hand-trace individual brain structures. However, some automated software is available for public use, whereas other programs are limited to collaborators, and quality control is always a concern for automated methods. We briefly detail several methods that are in current use for processing structural MRI and DTI, as well as essential quality control procedures, below.
Manual tracing
Early MRI studies relied on trained individuals to hand trace major brain divisions and structures. This technique is still used today, but remains less practical as datasets grow larger. However, some investigators still prefer to use manual tracing methods for structures that are particularly difficult to segment using automated procedures, such as the amygdala (Morey et al., 2009) . The cost for this preference is high, as it is estimated that the amygdala takes around 2 h for a trained expert to trace by hand (Hanson et al., 2012) , and reliability and reproducibility is always a concern when relying on manual tracing. To overcome the persistent challenges of segmenting the amygdala, Hanson et al. (2012) developed a method that requires a small proportion of hand-traced scans (∼20) to train an automated machine learning-based segmentation procedure to accurately segment the amygdala in large samples.
Automated software
Many automated programs have emerged over the past 20 years. We have included a list of selected automated software methods in Table 2 . The reliability of automated methods is likely to vary amongst programs and across brain structures, but there have been a few studies comparing estimates obtained by automated methods with those obtained through manual tracing. For example, FreeSurfer's estimates for cortical thickness have been validated against both histological analysis (Rosas et al., 2002) , and manual tracing (Kuperberg et al., 2003; Salat et al., 2004) . Automated subcortical segmentation of the amygdala and hippocampus has also been compared against manual tracing efforts (Morey et al., 2009) . Subcortical structures show variable scan-rescan reliability when segmented with automated methods, with some subcortical structures showing higher reliability (e.g., thalamus) than others (Morey et al., 2010 ). An analysis of 31 children (4-11 years) found that automated software using surface-based registration was more accurate than volume-based registration methods, and that registering these still-developing brains to a common space did not introduce age-related biases (Ghosh et al., 2010) . The variety of programs and techniques available to define brain measurements introduces challenges to replication efforts. While there have been studies comparing brain measurements estimated by voxel-based and surface-based programs (Winkler et al., 2010) , there have been relatively few studies comparing measurements between specific programs (e.g., FreeSurfer, FSL, CIVET).
Reliability across scanner manufacturers and field strengths has been assessed as high e.g. for FreeSurfer (Han et al., 2006; Jovicich et al., 2009; Reuter et al., 2012) . Nonetheless, a general recommendation that holds across software methods is to, if possible, avoid mixing scans from different scanners, field strengths, protocols and scanner software versions in the same study, and furthermore to avoid mixing different processing software versions during analyses. This is especially important in longitudinal studies and if these potentially confounding variables are related to age, time point, sex or other study parameters. However, large-scale multi-site studies are a possible exception, given that they provide larger samples than usually possible in single-site studies and, therefore, the possibility to investigate the consistency of effects, and the ability to statistically control for site, hardware or software related variables. But even in such large-scale studies, effort should be devoted to evaluating and adjusting the scanners and sequences used, as for instance done in the Alzheimer's Disease Neuroimaging Initiative (Jack et al., 2008) , and extensive analyses of the effects of potentially confounding factors are recommended.
DTI analysis
DTI indices can be evaluated and analyzed on a voxelwise basis, across voxels within manually or automatically outlined regions or tracts of interest or e.g. within the white matter skeleton using tract-based spatial statistics (Smith et al., 2006) . DTI is most commonly used to investigate white matter in the nervous system. White matter consists largely of organized myelinated neuronal axons necessary for fast, consistent and synchronized flow of information in neural networks and DTI provides information about microstructural properties of these fibers. Further, tractography algorithms can be used to determine whether adjacent voxels are likely to be connected and to find paths through which diffusion is least hindered (Behrens and Jbabdi, 2009 ). Putative major brain fiber tracts can then be visualized, yielding new possibilities for inferring patterns of anatomical connectivity. Current large scale projects, such as the Human Connectome Project (www.humanconnectome.org), aim to provide comprehensive open-access maps of system-level brain connectivity (Van Essen et al., 2013) . Because DTI indices and white matter volumes are only weakly to moderately related, these measures are believed to be differentially sensitive to tissue characteristics and to provide complimentary information (Fjell et al., 2008; Tamnes et al., 2010) . Importantly, this means that even though regional DTI measures and white matter volume to some degree are related, great caution should be taken when comparing results from DTI-and volumetric studies, and furthermore that multimodal studies are warranted when investigating e.g. developmental or lifespan changes in white matter. Notably, DTI can also be used to investigate tissue properties in subcortical gray matter structures or the cerebral cortex (see for instance: Douaud et al., 2013; Grydeland et al., 2013; Lebel et al., 2008) .
Quality control
Like all data, structural MRI data requires quality control procedures to reduce noise and guard against spurious findings. One aspect of quality control can occur right after scans are acquired, through visual inspection of the raw images. Visual inspection for gross abnormalities by a trained individual or radiologist is standard for many protocols, and most studies of typical development will remove individuals with any neurological issues. However, visual inspection should also be conducted to identify and document any artifacts due to head motion or scanner peculiarities. Systematic artifacts can bias data and affect results, even in large datasets.
Visual inspection procedures should also be implemented after scans have been processed to ensure that there were no errors in the segmentation or reconstruction processes. Automated methods are susceptible to biases introduced by motion artifact, which for instance might make gray matter volumes appear smaller (Blumenthal et al., 2002) . Detailed quality control processes can be found in the documentation of many software programs listed in Table 2 . Solely controlling for the quality of images does not guarantee a sample of flawless post-processed brain segmentations or reconstructions. For example, one report indicated that, in a sample of 857 scans that had been rated as high quality from T1 image inspection, 48% were inadequately reconstructed by the imaging analysis software around the anterior temporal lobe, which was detected by post-processing visual inspection illustrated in Fig. 4a ). Two recent conference presentations addressed potential biases in developmental trajectories due to excessive head motion in younger participants Stockman et al., 2012) , but this concern has yet to be addressed in detail in published reports. Many studies provide descriptive accounts of their quality control procedures Nguyen et al., 2013; Wierenga et al., 2014) , which are becoming increasingly important given the Nguyen et al. (2013) Cereb Cortex LMM SurfStat, SPSS Cortical thickness Mutlu et al. (2013) Neuroimage NLMM Matlab R2012a Cortical thickness and gyrification Dennison et al. (2013) Dev Science HLM Stata Subcortical volumes Aubert-Broche et al. (2013) Neuroimage NLMM nlme in R Cortical and subcortical volumes Ordaz et al. (2013) J Neuroscience HLM HLM Version 6 fMRI Goddings et al. (2013) Neuroimage NLMM nlme in R Subcortical volumes HLM, Hierarchical Linear Models; LMM, Linear Mixed Models; NLMM, Nonlinear Mixed Models.
variety of methodologies used in longitudinal brain development studies. Moreover, the field would also benefit from an increased focus on quantitative head motion detection and measurement (Fig. 4b) , as well increased use of both prospective and retrospective motion compensation procedures, and the inclusion of such measurement and procedures in commonly used software packages (Yendiki et al., 2014) . Motion-related artifacts in developmental studies of structural MRI likely requires a similar level of awareness and consideration as has been shown for functional MRI in the past few years (Fair et al., 2012; Power et al., 2012; Yendiki et al., 2014) .
Modeling brain development
In longitudinal designs with multiple time points, simple regression analyses cannot be used because brain measures taken from the same individual across time are not independent of each other. Therefore, statistical methods that take into account the effects of continuous dependent (within-participant) and independent (between-participant) variables are necessary. Complexity is added when we consider the non-linearity of brain development. There are a variety of analysis techniques commonly used for developmental trajectory analysissome of which go by multiple names, which we discuss briefly below.
Multilevel modeling (also known as: mixed models, mixed-effects models, hierarchical linear models): Multilevel models estimate the fixed effects of a chosen variable (e.g., age, pubertal status) on a measure of interest (e.g., gray matter volume, cortical thickness), while also taking into account the within-participant dependence of observations. This technique has the flexibility to model data that has been collected at uneven intervals, and does not require all participants to have the same number of data points. The models can have fixed or variable intercepts and slopes, depending on the hypothesis. Multilevel models are often used to generate population-level trajectories, but can also be used to compare the developmental trajectories between groups and to examine individual differences. These individual differences can be modeled by including random effects for the intercept and slope of the time variable. In non-linear models, the independent variable is often centered to reduce correlations between the different terms. There have been many books written on this topic, but Singer and Willett's Applied Longitudinal Data Analysis is a particularly relevant guide for multilevel analysis of longitudinal brain imaging data (Singer and Willett, 2003) . Various methods exist that perform multilevel modeling, and we have highlighted a few of these in Table 3 .
Latent Growth Modeling (also known as: latent growth curve analysis, growth mixture modeling, latent variable analysis) is another method used to analyze developmental trajectories with longitudinally acquired data, but is distinguishable from multilevel modeling because it involves structural equation modeling (Hox and Stoel, 2005) . Structural equation modeling uses latent variables -unobserved variables that are inferred from measured variablesto account for relationships between observed variables. Unlike multilevel models, latent growth models require participants to have been measured at similar time intervals. This makes latent growth modeling problematic for unstructured longitudinal designs, where participants are scanned at different ages or developmental milestones.
Physiological plausibility
When choosing growth models for structural brain measures, it is essential to consider the physiological plausibility of the model. This depends on the developmental period, the age-span covered, and the brain measure being examined. For example, it might be physiologically plausible for cortical thickness to decrease almost linearly across adolescence, whereas it might not be plausible across the first decade of life or across adulthood and senescence. The cubic age model that has often been fitted to various cortical brain measures (e.g., gray matter volume) is physiologically plausible in an age range that spans childhood, adolescence and young adulthood; given that cortical gray matter volume tends to be greater in childhood than in adulthood. Quadratic models should work for shorter age spans, where it is not expected for one end of the age span to show relative stability. Linear models might be the best fit for age ranges where steady change is likely. However, if one is interested in more precisely mapping and describing developmental trajectories and in interpreting e.g. exact peaks or break-points, nonparametric local smoothing techniques (e.g. the smoothing spline) are likely to be more accurate, since global fits such as quadratic models may be affected by irrelevant factors, as discussed below.
Comparing brain developmental trajectories
Previous studies have used a variety of strategies in deciding the best fitting model of a brain measure. Early studies using the NIMH Child Psychiatry Branch sample adopted a step-down model selection procedure to determine if cubic, quadratic and linear age effects best fit the data (for description, see Shaw et al., 2008) . Using this technique, the most complex model (i.e., cubic model) is selected if it is a significant fit at p < 0.05. Current statistical procedures suggest using the heuristic of parsimony (i.e., Occam's Razor) in selecting the best model, which means finding a model that explains the most amount of variance using the least number of parameters. This is often achieved by likelihood ratio tests or comparing the Akaike Information Criteria (AIC) values of different models. AIC can be used to compare models that are not nested because it is a standardized measure of the goodness of fit of a chosen model, while penalizing the model for complexity. A lower AIC value reflects a better fit to the data. Final reported values should take into account how much better the selected model is over the null, or baseline, model. For example, a previous study found that cortical thickness in specific areas of the cortex (e.g., temporal pole, occipital pole), did not significantly change between ages 6 and 29 years (Mutlu et al., 2013) . Without taking the null model into consideration, a study could potentially report an erroneous developmental effect.
Comparing the developmental trajectories of different brain structures, or the same brain structures between groups, can be difficult. Brain structures that follow different non-linear developmental trajectories are particularly difficult to compare to one another. One strategy is to calculate annualized rate of change or standardized rate of change across brain regions (Goddings et al., 2013; Lenroot et al., 2007; Tamnes et al., 2013a) . Using this strategy one can compare the amount of change occurring at different age periods for different brain regions.
Many studies are interested in comparing developmental trajectories between groups, such as females and males or clinical groups and controls. However, if the compared groups follow different developmental patterns (e.g., quadratic and cubic) for the measurement of interest then it is not easy to statistically determine the difference. Some studies reporting inverted-U shaped trajectories have calculated the age at reaching the "peak" of a certain measure by solving the first-order derivative of the growth trajectory equation. While this is an attractive method of calculating a comparable value, the inflection point (or "peak") of a growth model is sensitive to potential biases, including the age range of sample, the selected model, and any measurement error . In addition, these peak ages have often been reported without confidence intervals, without which small differences might be exaggerated.
Correcting brain measures
Some developmental studies comparing brain structure differences longitudinally have corrected or controlled for total brain size Nguyen et al., 2013) , whereas others have not performed any type of such correction (Aubert-Broche et al., 2013; Goddings et al., 2013; Mills et al., 2013; Wierenga et al., 2014) . Rather than correcting or controlling for individual variability in intracranial volume -a composite of not only brain tissue (∼80%), but also blood (∼10%) and CSF (∼10%) (Rengachary and Ellenbogen, 2005) , many have opted to correct for whole brain volume. However, such correction in developmental samples might be problematic given that whole brain volume increases until around the age of 13 (Hedman et al., 2012) . In addition, given that different components of the brain develop at different rates, controlling for whole brain volume could potentially bias results (Barnes et al., 2010) . The impact of correcting or controlling for whole brain volume in longitudinal developmental samples has not yet been systematically studied. If corrections are performed, it is therefore useful to also report the uncorrected results and the developmental effects on the measure used for correction.
The benefits of longitudinal designs
In this review, we focus on the methods and results from longitudinal analyses of structural MRI data. Note however that most of the reviewed studies have employed accelerated longitudinal designs to allow for investigation of wider age ranges. There have also been a number of cross-sectional studies investigating structural brain development that use large samples (Brain Development Cooperative Group, 2012; Koolschijn and Crone, 2013; Østby et al., 2009 ). However, longitudinal samples require far fewer participants than cross-sectional studies in order to detect small differences in brain structure (Steen et al., 2007) . For example, a sample size of at least 146 participants is necessary to have adequate power to detect a 5% difference in whole brain volume between groups in a cross-sectional design, whereas only 4 participants are required to detect changes of similar magnitude in a longitudinal design (Steen et al., 2007) . Cross-sectional studies require many more participants because comparative differences are affected by both measurement precision and natural variation in brain sizes -a proportion of which will not likely be relevant. However, measurement precision is the only factor that can affect the required sample size necessary to detect subtle differences in longitudinal studies. Furthermore, there are also a number of other challenges involved in drawing inferences about developmental processes from cross-sectional studies (Kraemer et al., 2000) .
Inter-individual variability
Individuals vary substantially in brain size. Studies of adults have reported wide variability in whole brain volume, ranging from 974.9 to 1498.5 cm 3 (Allen et al., 2002) , and 783 to 1414 mL (Steen et al., 2007) . These figures suggest that whole brain volume can vary by up to 81% across adults. As would be expected, this variability in whole brain volume is also observable for specific tissue types and other measures of brain morphometry. A study of 486 individuals aged 26-85 years showed wide variability between participants for both gray matter volume and surface area (Winkler et al., 2010) . Similarly wide ranges can also be observed for regional volumes and in developmental samples where the raw data are either reported or visualized. It is this degree of individual variability that makes longitudinal designs imperative for describing developmental trajectories. Articles that only report group averages or graph best-fitting models miss the opportunity to reveal this incredible diversity. Presenting the raw values of individual brain measurements is crucial to convey the degree of overlap that can exist between groups and across development.
Intra-individual variability
How much can we reasonably expect an individual's brain structure to change? The answer to this question will depend on the age period studied, the time interval between scans, as well as what is being measured. Most longitudinal studies that describe the amount of structural change that has occurred over a period of time will do so only on a group level, and some of the few that report change across individuals are studies comparing developmental changes in brain structure with cognitive performance (Schnack et al., 2014; Shaw et al., 2006; Tamnes et al., 2013b; Urošević et al., 2012; Vijayakumar et al., 2013 ; for a recent review see Walhovd et al., 2014) . These studies reveal substantial individual variability in change in brain structures across development. However, studies that correlate developmental changes in brain structure with developmental changes in cognitive performance are unable to quantify what amount of structural change is due to developmental events unrelated to cognitive capacities. However, it might be that we will never be able to fully disentangle these factors. One recent functional MRI study has gone further than reporting individual differences in rates of change by comparing individual differences in longitudinal growth curves with performance on an inhibitory control task (Ordaz et al., 2013) . This technique (extensively described in their methods section) will become more feasible for future investigations as datasets grow larger and gain more waves of data.
Considerations for large datasets
Longitudinal studies are costly, and often involve the collection of large amounts of non-imaging data to relate to brain measures. These rich datasets have the capability to describe how brain development relates to biological measures such as genes, hormones, and prenatal measurements, as well as to measures of behavior, cognitive development, and well-being. However, the large number of possible tests that could be run in large datasets make them vulnerable to practices that could bias our knowledge (Ioannidis et al., 2014) . We can guard against this possibility by reporting all tests that were conducted, including tests that failed to find a relationships between measures (Simmons et al., 2011) . Researchers in epidemiology have emphasized the need for specific hypotheses even in large datasets: "Developing large national cohorts without attention to specific hypotheses is inefficient, will fail to address many associations with high-quality data, and may well produce spurious results" (Kuller et al., 2013) . It is therefore important for future studies to make transparent which tests are exploratory, and which are hypothesis driven (Miguel et al., 2014) .
Conclusion
In this review, we have highlighted a number of potential issues and choices that researchers examining structural brain development using longitudinal designs might encounter. Choices in regard to measurements, processing, analysis and modeling may affect results and interpretations of longitudinal brain imaging studies. We hope that this review will help guide future studies and open the discussion amongst researchers regarding best practices.
Conflict of interest statement
There are no conflicts of interest to report. 
