Abstract: 3D models of urban environments are constructed based on measured data using several types of sensors such as laser rangefinders, cameras, GPS sensors and gyroscopes. In this 3D modeling process, 3D points on moving objects become obstacles to enable the construction of an accurate 3D model. To solve this problem, this paper has proposed a method for detecting and removing 3D points on moving objects from 3D point cloud data based on photometric consistency and knowledge of the road environment. In our method, 3D points on moving objects are detected based on luminance variations computed by projecting 3D points onto omnidirectional images. After detecting candidates for points on moving objects, points inside a certain size of region determined by prior knowledge of road environment are removed. We show the effectiveness of the method through experiments for a real outdoor environment.
INTRODUCTION
3D models reconstructed based on measurements of the real world can be used for a variety of applications such as landscape simulation, navigation and mixed reality. One method to create such a 3D model is through manual reconstruction using 3D modeling software. However, for urban 3D modeling, manual modeling involves a considerable amount of work and time. To reduce the effort required for 3D modeling, many kinds of automatic reconstruction techniques have been proposed in the literature. Some image-based methods [2] [3] [4] can automatically reconstruct a large-scale 3D model of a real environment. However, even by using a large number of images, it is difficult to reconstruct a high-quality 3D model without artifacts.
On the other hand, active sensor-based 3D modeling methods [5] [6] [7] [8] have also been developed with recent development of high quality sensors. The main advantages of such sensor-based methods are the accuracy and robustness of measurements. In these sensor-based methods, many researchers employ laser range scanners that can precisely measure the shape of a real environment. Measured 3D points, which are referred to as a point cloud, can be automatically aligned and merged through families of ICP algorithms and poses of laser range scanners are estimated by using other sensors such as GPS, inertial measurement unit and wheel encoders. Many of researches for the measurement of outdoor environment are performed by using different combinations of sensors including cameras, GPS, and laser range scanners mounted on a moving vehicle or airplane [9, 10] . Most of these works assume static scenes; that is, no moving objects exist in the target environment. Figure 1 shows an example of a point cloud obtained through a mobile mapping system (TOPCON IP-S2). In this data, we can observe several holes (referred to as unmeasured areas in this figure) that are occluded by the surfaces of two moving cars (moving objects A and B) which were running while acquiring point cloud data. Recently, some researchers have tackled the problem of moving objects within measured 3D data. These works can be categorized into two groups: One uses multiple data sequences and the other uses a single sequence. Uchiyama et al. [11] proposed a method of moving object removal for images of urban environments using multiple image sequences. The method first collects a set of image sequences that captures the same route at different times, and then detects and removes moving objects from the captured images using a voting approach with generating partial image mosaics. On the other hand, there exist several methods [12] [13] [14] [15] [16] for detecting moving objects from point cloud data. In these reports, the system measures the same location using a laser rangefinder at plurality of times. It is possible to detect moving objects by finding a change in distance information. However, one problem of this approach is the cost of taking multiple data sequences of the same B † Tsunetake Kanatani is the presenter of this paper. * This paper is an extended version of the paper [1] . We have added additional experiments and deep discussions in this version.
scene at different times.
There also exist approaches that do not use multiple data sequences. Matsushita et al. [17] proposed a method that uses the optical flow of a video sequence. Their method can produce videos in which missing regions are naturally filled. Yamashita et al. [18] proposed a method for removal adherent water-drops from image sequences using spatio-temporal image processing. However, to the best of our knowledge, for 3D point cloud data there is no prior work on the removal of moving objects using single data stream. Since the capturing timing and the frequency of laser scanners and camera devices are different, it is also not possible to simply apply conventional image-based methods to our situation.
Our final goal of this study is to automatically remove 3D points on moving objects from measured data. For this purpose, we first detect candidates for 3D points on moving objects based on the photometric consistency of omnidirectional images acquired from a vehicle. 3D points inside the bounding box, which is determined by the distribution of candidate points and the estimated size of the moving vehicle, are then removed from the measured data.
MOBILE MAPPING SYSTEM
In this section, we introduce the mobile mapping system developed by TOPCON which is used for collecting data in this study. Figure 2 shows the appearance of the system, which is constructed of a visual sensor, laser rangefinders, an RTK-GPS, a gyroscope, and wheel encoders. The vision sensor used in this system is omnidirectional multi-camera system: the Ladybug3 (Point Grey Research, Inc.). The camera system has six camera units, allowing the system to collect images from more than 80% of a full 360° view, as shown in Fig. 3 . Three line laser rangefinders (SICK LMS291) collect 1D range data for different directions. As shown in Fig. 2(b) , one unit horizontally measures in the behind and obliquely downward direction of the vehicle at intervals of 0.5°. The other two units vertically measure distances of points for the left and right sides of the vehicle at intervals of 1.0°.
When the vehicle moves, these sensors continuously collect data on surrounding environments, whereas the poses of the sensors are estimated by a combination of RTK-GPS, gyroscope and wheel encoders. The color of each 3D point is automatically determined from the images based on the relationship between estimated poses of the moving camera and measured 3D points. 
3D POINT REMOVAL FOR MOVING OBJECTS
In this section, we describe the proposed method for detecting 3D points on moving objects from point cloud data. First, 3D points obtained by laser rangefinders are projected onto omnidirectional images. Under the assumption that the color of a pixel on the projected position of a static object is invariant to the viewing direction, we can detect the points on a moving object using photometric consistency. After detecting candidates of moving points using the photometric consistency, 3D regions of moving vehicles are determined using prior knowledge of the road environment.
Candidate Detection Based on Checking Photometric Consistency
Here, we employ photometric consistency to detect candidates of moving objects. The upper part of Fig. 4 illustrates relationship between two kinds of 3D points and their projected positions on captured images. As shown in the middle of Fig. 4 , the variance of colors becomes large for moving objects, and small for stationary objects. One problem here is that the variance also becomes large when the stationary objects are occluded by other objects. In order to overcome this issue, as shown in the bottom of Fig. 4 , we employ a sliding window approach that uses the minimum variance among variances computed for shifted windows along the time axis.
More concretely, first, we project each 3D point p to captured images and compute its projected positions. Suppose frame n is the nearest frame to the time when the 3D point p is measured. This frame is referred to as a target frame, and we use 1 
 M
neighboring frames including the target frame in the following. We make sets of the S and V values of the HSV colors for the projected points of each 3D point: we choose these values as the S and V values are more effective than either RGB components or H values for moving object detection in our experiments. We then calculate the variances of these values by changing the offset parameter k as follows: 

for the 3D points of the same target frame.
Region Determination for Moving Objects Using Prior Knowledge
From the points labeled as the candidates of moving objects, we determine the region of moving objects using prior knowledge of road environment, i.e., moving objects on a road are cars of variable size. Figure 5 illustrates the relationship between the mobile mapping system and a moving vehicle in the oncoming lane. We first estimate the position of the side surface of a moving car by selecting a peak in a histogram counting the number of candidate points by horizontal distance from the center of the mapping system. The histogram is generated for each point cloud captured over fixed time intervals. When making the histogram, the points on the road surface are excluded based on their vertical position using prior knowledge of the vertical position of the rangefinder in the mapping system.
We first compute the histograms for the left and right sides of the mobile mapping system, and if there exists a peak in the histogram whose value is greater than a given threshold T , then points within a pre-specified size cuboid are selected as moving objects and removed from the data. The length of cuboid is automatically determined using the histogram. Its width is set as 2.0 m if the length is 4.7 m or less. Otherwise, we use 2.5 m for the width as large cars like a dump truck. Here, if the length is over 12 m, we do not make cuboid because the maximum length of the car is restricted to 12 m in Japan by the ordinance [20] of the Ministry of Land, Infrastructure, Transport and Tourism.
EXPERIMENTAL RESULTS
To verify the effectiveness of the proposed method, we have measured outdoor environments using the mobile mapping system described in Section 2, and applied the proposed method to the data. In this experiment, omnidirectional images were captured every 4 m, and the measurement cycle of laser rangefinder was 75 Hz. Figure 6 shows the projected position of measured 3D points overlaid on the original omnidirectional image shown in Fig. 3 . Here, 25,000 points are projected onto the omnidirectional image whose camera pose is estimated by RTK-GPS, gyroscope, and wheel encoders. In Fig. 6 , the red dots indicate the points judged as located on moving objects, whereas the blue dots indicate the points judged as located on stationary objects. We empirically determined the range of reference frames as by a discriminant analysis [19] . Figures 7 and   } Fig.4 Overview of sliding window approach. Inside the circles drawn in these figures, we can observe that the points on the wall of building, which are incorrectly judged as moving objects (red) in the left figure, are correctly judged as stationary objects (blue) using our method. Although there do exist other remaining red points on stationary objects, these points can be removed by the following post processing method where the positions of moving objects are determined using prior knowledge. Figure 9 shows a histogram representing the distribution of horizontal distances between the mobile mapping system and the detected candidate points shown in Fig. 6 . In this figure, the bin size of the histogram is 10 cm and positive distance indicates the right side of the system (the oncoming lane side in the experiment). It should be noted that candidate points on the road surface are removed from the histogram as explained in Section 3.2. In this histogram, the frequency has a peak at 2.2 m on the positive side. In this experiment, we empirically use 20  T . Figure 10 shows the cuboid, which is set based on the histogram, and the points inside it. The yellow dots indicate the points inside the cuboid and they are treated as points on moving objects in our method. Next, we compared the detection rates with and without prior knowledge (before and after making the cuboid). Without prior, the detection rate was 62.5% and the false rate was 7.1%. With prior, the detection rate was 94.8% and the false rate was 0.0%. Here, the detection rate indicates the percentage of points correctly detected on a moving object. The false detection rate indicates the percentage of erroneously detected points on a stationary object. These rates are computed by using manually constructed ground truth. These results confirm that points on moving objects were correctly detected by the proposed method in this experiment. Figure 11 shows the detection results for other data. The left figures show the right side (oncoming lane These results confirm that it is possible to detect points on moving objects of various sizes and colors using the proposed method. However, we have also confirmed two cases where points on moving object are not detected. In one case, a peak in the histogram is too small due to the shape and the size of motor cycle. For another case, the color of the moving objects is similar to the color of the background. As a result, even by the sliding window for the photo consistency check, we could not find any moving object. There are limitations in the present method and they should be solved by further improvement, e.g. by segmenting images into regions to find candidates of moving objects more robustly.
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Effect of Using Prior Knowledge in Point Removal

Detection of Points on Moving Objects
CONCLUSION
In this paper, we have proposed a method for detecting 3D points on moving objects from 3D point cloud data based on photometric consistency and prior knowledge of the road environment. For avoiding the issue of occlusion, we employed a sliding window approach. We experimentally verified the effectiveness of the approach. We also confirmed the effectiveness of the use of prior knowledge for determining the 3D area of a moving object. In future work, we will investigate a method for interpolating unmeasured areas remained after moving object removal.
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