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Feynman and Hibbs were the first to variationally determine an effective potential whose associ-
ated classical canonical ensemble approximates the exact quantum partition function. We examine
the existence of a map between the local potential and an effective classical potential which matches
the exact quantum equilibrium density and partition function. The usefulness of such a mapping
rests in its ability to readily improve Born-Oppenheimer potentials for use with classical sampling.
We show that such a map is unique and must exist. To explore the feasibility of using this result to
improve classical molecular mechanics, we numerically produce a map from a library of randomly
generated one-dimensional potential/effective potential pairs then evaluate its performance on in-
dependent test problems. We also apply the map to simulate liquid para-hydrogen, finding that
the resulting radial pair distribution functions agree well with path integral Monte Carlo simula-
tions. The surprising accessibility and transferability of the technique suggest a quantitative route
to adapting Born-Oppenheimer potentials, with a motivation similar in spirit to the powerful ideas
and approximations of density functional theory.
The energy and mass scales of chemical motion lie in
a regime between quantum and classical mechanics but
for reasons of computational complexity, molecular mod-
eling (MM) is largely performed according to Newton’s
laws. When classical Hamiltonians are chosen to repro-
duce properties of real material, classical MM is an ef-
ficient compromise. An increasing amount of MM uses
highly accurate Born-Oppenheimer (BO) potential en-
ergy surfaces, which allow one to study complex bond
rearrangements where experiment cannot motivate a po-
tential [1, 2]. The BO surface is incompatible with clas-
sical statistical mechanics in the sense that we would not
expect a classical simulation on the BO surface to repro-
duce properties of the real material, except in the limit
of infinite temperature.
Many approaches already exist to bridge this gap
and study quantum equilibrium properties and dynam-
ics: path integral Monte Carlo (PIMC), ring poly-
mer molecular dynamics (RPMD), centroid molecular
dynamics (CMD), variational path-integral approxima-
tions, discretized path-integral approximations, semi-
classical approximations, and colored-noise thermostats
[3–12]. Most of the these methods involve computational
overhead significantly beyond classical mechanics and as
they approach exactness their cost rapidly increases.
An alternative philosophy is suggested by density func-
tional theory (DFT) [13–18]. Following this line of rea-
soning, three questions arise. Can an equilibrium quan-
tum density be obtained from purely classical mechanics
and an effective Hamiltonian? Is the effective Hamilto-
nian uniquely determined by the physical potential? Can
the particle density and free energy be given by such a fic-
titious system? To all these questions, the answer “yes”
is implied by the usual recipe for classical force fields that
fit experimental data. This paper examines the unique-
ness and existence of a map yielding a classical effective
potential given the physical potential.
The bargain of our proposed effective classical poten-
tial is similar to that posed by DFT. One sacrifices access
to rigorous momentum based-observables and abandons
the route to systematic improvement. In exchange, the
two properties which are physically guaranteed, the equi-
librium particle density and the partition function, are
obtained at a cost equivalent to classical sampling but
with improved accuracy. As a practical tool, the map
is an easy way to transform BO-based force fields into
a form which is well-suited for classical sampling. Per-
haps the most promising aspect of this mapping would be
its scalability which could potentially extend the ability
to treat quantum propagation effects to all systems that
can be sampled classically. It is even possible that the
fictitious trajectories of particles moving on such a po-
tential would, like Kohn-Sham orbitals, have somewhat
improved physicality over their classical counterparts, al-
though we will not examine that possibility here.
First, we show the uniqueness of an equilibrium ef-
fective potential that gives the exact equilibrium quan-
tum density via classical sampling. Next, we demonstrate
that the equilibrium effective potential may be approxi-
mated by a linear operator acting on the true potential.
Finally, we numerically approximate the map in a rudi-
mentary way, and obtain surprisingly good results and
transferability for both one dimensional potentials and a
model of liquid para-hydrogen.
I. EQUILIBRIUM EFFECTIVE POTENTIAL
In their seminal work on path integral quantum me-
chanics, Feynman and Hibbs introduced the concept of
an effective classical potential that allows for the cal-
culation of quantum partition functions in a seemingly
classical fashion [19]. In Appendix A, we discuss a con-
nection with the large and fruitful body of research that
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2focuses on the centroid effective potential and density
which should not be confused with the equilibrium effec-
tive potential that we now define [20–28]. We start by
considering the equilibrium density matrix,
ρ0(qa, qb) ≡ 1
Z
〈
qa
∣∣e−βH∣∣ qb〉 . (1)
where H is the system Hamiltonian, β is the inverse
temperature, and Z is the partition function. Feynman
showed us that we could connect this expression to the
path integral representation of the quantum propagator1,
ρ0(qa, qb) =
1
Z
∫ r(β~)=qb
r(0)=qa
Dr(τ) e−A[r(τ)]. (2)
where the Wick-rotated (t→ −iτ) action functional is,
A [r(τ)] = 1
~
∫ β~
0
dτ
[
N∑
i=1
mi
2
r˙i(τ)
2
+ V (r(τ))
]
. (3)
By integrating over only closed paths at each coordinate
we obtain the scalar equilibrium density,
η0(q) ≡ 1
Z
〈q|ρ0|q〉 = 1
Z
∮ r(β~)=q
r(0)=q
Dr(τ) e−A[r(τ)]. (4)
Finally, we define the partition function as a normaliza-
tion factor which is obtained by integrating over q,
Z ≡ Tr [e−βH] = ∫ ∞
−∞
dq
∮ r(β~)=q
r(0)=q
Dr(τ) e−A[r(τ)]. (5)
We are now in a position to define an equilibrium effec-
tive potential, which encapsulates knowledge of the phys-
ical quantum density into a form amenable to classical
sampling. We choose the equilibrium effective potential,
W (q) such that,
η0(q) ≡ 1
Z
e−βW (q) (6)
W (q) ≡ − 1
β
log
[∮ r(β~)=q
r(0)=q
Dr(τ) e−A[r(τ)]
]
. (7)
Note that this definition associates the Boltzmann fac-
tor, e−βW (q), with the unnormalized density. Because
η0(q) must integrate to unity, this allows us to easily re-
cover the partition function and corresponding quantum
Helmholtz free energy, A, with the classical integral,∫ ∞
−∞
dq e−βW (q) = Z
∫ ∞
−∞
dq η0(q) = Z ≡ e−βA. (8)
1 Throughout this paper the variable “q” refers to a position in
the full coordinate space of the system (q ∈ <3N where N is the
number of particles). To distinguish a position variable from a
path variable we will use r(t) to represent a particular trajectory.
Using Eq. 7, one can exactly calculate the equilibrium
effective potential whenever one can evaluate the path
integral. Unfortunately that is usually numerically in-
tractable. Thus, it is useful to wonder if a unique map
exists between any potential V (q) and W (q) under the
conditions of a fixed ensemble. If one could easily evalu-
ate the map one could transferably adapt BO potentials
to give physical results in classical simulations. Since this
mapping is a functor2 which gives an effective force-field
we refer to the map as the “force-field functor” and de-
note it with the symbol F .
II. UNIQUENESS AND EXISTENCE
Our first step towards developing a theory of force-
field functors is to show that the proposed mapping,
F [V (q)] → W (q), exists and is unique. This proof be-
gins in Part A of the current section in which we ar-
gue that no two V (q) lead to the same quantum equi-
librium density η0(q), which exists by Eqs. 3 and 4. To
show this we take inspiration from Mermin’s extension
of the Hohenberg-Kohn theorem for finite temperatures
and use the quantum Bogoliubov inequality to construct
a proof by contradiction [14]. For any potential without
hard-shell interactions, the density is always given by a
Boltzmann factor of the potential as in Eq. 6; thus, the
equilibrium effective potential exists for any physically-
relevant quantum potential. In Part B of the current
section, we make a similar argument to prove that there
is a one-to-one map between classical equilibrium density
and classical potential [29]. Since the effective potential
is chosen to be the classical potential associated with the
quantum density, these results directly imply that the
map between physical potential and effective potential
must be unique.
V (q) ηQ(q) ≡ η0(q) W (q)
Exists (Eq. 4)
Unique (Section IIA)
Exists (Eq. 7)
Unique (Section IIB)
FIG. 1. Morphism depicting uniqueness and existence of map-
pings between the physical potential, V (q), the equilibrium ef-
fective potential, W (q), and the associated quantum and clas-
sical equilibrium densities, ηQ(q) and η0(q), respectively. This
establishes the existence of a mapping, F , which uniquely de-
termines the equilibrium effective potential.
2 A functor differs from a functional in that a functor maps one
vector space to another whereas a functional maps a vector space
to a scalar. In this context, “operator” is a more common term
than “functor” but we prefer to call this “force-field functor the-
ory” to evoke the connection with DFT.
3A. Uniqueness of quantum density
Both steps in this proof take the form of reductio ad
absurdum arguments based on the uniqueness of an en-
semble which minimizes the free energy of a canonical
system. In the Appendix B we show that,
A [ρ] > A [ρ0] , ρ 6= ρ0 (9)
where A is the quantum Helmholtz free energy,
A [ρ] = Tr
[
ρ
(
H+ 1
β
log [ρ]
)]
, (10)
which is minimum when ρ is equal to the quantum equi-
librium density matrix ρ0 associated with the Hamilto-
nian, H = T + V (q). With this in mind, suppose that
there were another potential V˜ (q) that led to the same
density η0(q). Denote the Hamiltonian, canonical density
matrix and Helmholtz free energy associated with V˜ (q)
by H˜, ρ˜0, and A˜. Since V˜ (q) 6= V (q) and ρ˜0 6= ρ03 we
can write
A˜ = Tr
[
ρ˜0
(
H˜+ 1
β
log [ρ˜0]
)]
(11)
< Tr
[
ρ0
(
H˜+ 1
β
log [ρ0]
)]
= A+ Tr
[
ρ0V˜ (q)− ρ0V (q)
]
.
Using the definition of the quantum equilibrium particle
density,4
η0(q) ≡ Tr [ρ0|q〉〈q|] , (12)
we see that,
A˜ < A+
∫
dq
[
V˜ (q)− V (q)
]
η0(q) . (13)
But we see that this relation is still true if we interchange
over-scored variables,
A < A˜+
∫
dq
[
V (q)− V˜ (q)
]
η0(q) . (14)
This leads to the contradiction,
A+ A˜ < A˜+A. (15)
and therefore only one V (q) can result in a given η0(q).
This proves that V (q) uniquely determines η0(q). Next,
we show that the only potential which can reproduce the
quantum density with classical sampling is the equilib-
rium effective potential.
3 That the corresponding equilibrium density matrices are not
equal is obvious in Eq. 1.
4 Recall that q ∈ <3N so, |q〉 =∏3Ni=1 |qi〉.
B. Uniqueness of the effective potential
Eq. 7 shows the existence the equilibrium effective po-
tential, W (q). It remains to be shown that W (q) is the
only such potential which will reproduce the quantum
density, which is to say that F is completely unique. The
classical Bogoliubov inequality states that,
A [η˜0(q)] > A [η0(q)] , η˜0(q) 6= η0(q) (16)
where A is the classical Helmholtz free energy,
A [η0(q)] = E [η0(q)]− 1
β
S [η0(q)] (17)
=
∫
dq η0(q)W (q) +
1
β
∫
dq η0(q) log [η0(q)]
which is minimum when η0(r) is equal to the classical
equilibrium density in the presence of W (q). For com-
pleteness, this result is also proved in Appendix C. With
this in mind, suppose that there were two effective po-
tentials, W˜ (q) and W (q) that led to the same density.
Then,
A˜ =
∫
dq η0(q) W˜ (q) +
1
β
∫
dq η0(q) log [η0(q)] (18)
<
∫
dq η0(q)W (q) +
1
β
∫
dq η0(q) log [η0(q)]
= A+
∫
dq η0(q)
[
W˜ (q)−W (q)
]
.
So we see that,
A˜ < A+
∫
dq η0(q)
[
W˜ (q)−W (q)
]
. (19)
If we interchanged all over-scored quantities, we would
also find the following,
A < A˜+
∫
dq η0(q)
[
W (q)− W˜ (q)
]
. (20)
Adding these equations together leads to the result,
A˜+A < A+ A˜. (21)
Thus, we see that no two W (q) lead to the same η0(q).
Because the physical potential V (q) uniquely deter-
mines the quantum equilibrium density η0(q), and the
quantum equilibrium density uniquely determines the
equilibrium effective potential W (q), we see that the
map, F [V (q)]→W (q) must be completely unique.
III. APPROXIMATE LINEARITY
The results of the above section establish the possibil-
ity of reversing F by modeling pairs of V (q) and W (q)
generated via the exact path-integral. However the con-
cept of F is not useful unless we have good reason to
4suspect that F or a useful approximation to F will be
easy to obtain and evaluate numerically. In this section,
we analyze the approximation of F as a linear functor
which is straightforwards to construct numerically and
because of its separability, applicable to systems of arbi-
trary dimensionality.
We begin by rewriting Eq. 4 and Eq. 6,
e−βW (q) ≡
∮ r(β~)=q
r(0)=q
Dr(τ) e−A[r(τ)] (22)
and introduce several definitions which break apart the
action term into a kinetic part and a potential part,
U [r(τ)] ≡ 1
~
∮ β~
0
dτ [V (q)− V (r(τ))] (23)
T [r(τ)] ≡ exp
[
− 1
2~
∫ β~
0
dτ
N∑
i=1
mi r˙i(t)
2
]
(24)
ZT ≡
∫ ∞
−∞
dq
∮ r(β~)=q
r(0)=q
Dr(τ) T [r(τ)] . (25)
We now employ a notation due to Feynman and Hibbs,
for the equilibrium average of a path functional weighted
by T and normalized by ZT , “〈〉” [19]. This allows us to
write a concise, exact expression for W (q):
e−βW (q) = ZT e−βV (q)〈eU [r(τ)]〉. (26)
Jensen’s inequality tells us that that, 〈ef 〉 ≥ e〈f〉 with an
error on the order of the variance of f . This simplifies the
path integral and introduces error that is second order at
worst in the weighted path functional average,
〈eU [r(τ)]〉 = e〈U [r(τ)]〉 +O
[
〈U [r(τ)]〉2 − 〈U [r(τ)]2〉
]
(27)
e−βW (q) ≈ ZT e−βV (q)e〈U [r(τ)]〉. (28)
Because any potential is unique only up to a constant,
we can use properties of logarithms to remove ZT , since
it does not depend on q or V (q), to write
W (q) ≈ V (q)− 1
β
〈U [r(τ)]〉 (29)
with corrections on the order of U2. We also see from this
that the equilibrium effective potential is a temperature
dependent correction to the true potential. U [r(τ)] is
clearly a linear functional of V (q) and 〈U [r(τ)]〉 is clearly
a linear functor of U [r(τ)],
〈U [r(τ)]〉 = 1
ZT
∮ r(β~)=q
r(0)=q
Dr(τ) T [r(τ)] U [r(τ)] . (30)
In the multi-dimensional case, the path integral cou-
ples all 3N modes of q, making the exact F a very compli-
cated object which embeds all-orders of quantum many
body effects between these modes. However, our analysis
suggests a linear approximation which conserves the lo-
cality of the original potential. With this approximation
we can separate the integral in Eq. 30 into each individ-
ual interaction order of the potential and see that the
path integral does not multiply these terms; the pairwise
interactions remain pairwise, the three-mode interactions
are mapped by F onto three-mode interactions, etc.
Approximate separability of this mapping is one of the
key differences between our method and approaches such
as Feynman-Kleinert, which introduces higher ordered
many-body terms into the effective potential, or RPMD,
which avoids the issue at the cost of introducing ancilla
particles. Our F can be imagined as a Gaussian smearing
of V (q) to first approximation. It is reasonable to sus-
pect that the non-separable many body couplings would
be blurred to a high order such that the many-body ex-
pansion of the equilibrium effective potential might ter-
minate faster than the many-body expansion of the un-
corrected physical potential. This agrees with the empir-
ical observation that tunneling effects stabilize pairwise
interactions more than higher-ordered interactions.
IV. NUMERICAL TESTS
It is far from obvious that a transferable map between
V (q) and W (q) can be practically obtained and usefully
accurate. Instead of calling upon the most sophisticated
procedures we can implement to solve the problem, we
take the simplest approach to developing and testing our
approximation to F so that our results are designed to be
a worst-case, upper-bound on the error that leaves room
for optimism. Approaches such as machine learning could
be employed in future work [30]. We approximate F as
a linear map (a matrix) acting on our potentials vec-
torized into coefficients of Legendre polynomials. The
entries of this matrix are determined by simple least-
squares on a randomly generated training set of 1,000
one-dimensional potentials and their corresponding ef-
fective potentials chosen by randomly choosing Legendre
coefficients with the only constraint being that the clas-
sical densities vanish at their boundaries.
Effective potentials were calculated using Eq. 7 with
densities obtained from the efficient real-space discrete
variable representation (DVR) of the path integral [31].
We examine how this F performs on instances of other
random potentials not included within its training set
and then apply it to the Silvera-Goldman pair potential
for liquid para-hydrogen [35–39]. Using the resulting ef-
fective potential, a classical Monte Carlo simulation was
performed to give us radial pair distribution functions in
agreement with results from PIMC at a fraction of the
computational cost.
5A. Obtaining the linear functor
In order to obtain the simplest possible F we model
the linear transformation as a matrix. This requires that
we treat the physical potential and effective potential as
vectors in some basis of real-valued functions. Because
force-fields are often chosen for the speed with which they
can be evaluated, it seems natural to use a polynomial
basis. Legendre polynomials evaluated on a fixed domain
of [−1, 1] were chosen for their orthogonality and histor-
ical usefulness in fitting potentials.
Consider the short time Trotterization of the path-
integral, which we use to generate exact quantum den-
sities for our test sets [31]. The short-time propagator
effectively acts as a Gaussian which blurs out the density
with a variance that depends exactly on the inverse of the
square root of the the mass times the temperature. This
factor which determines the “quantumness” of the sys-
tem is proportional to the thermal de Broglie wavelength,
Λ = ~
√
2piβ/m [32, 33]. Because we wish to calculate the
deformation of a potential vector evaluated on a fixed do-
main, the parameter which characterizes our map must
depend on the ratio between the thermal de Broglie wave-
length and the potential length-scale, Q = Λ/L where L
is the potential length-scale.
In order to obtain a linear functor capable of trans-
forming a one-dimensional potential at fixed Q into an-
other one-dimensional potential at fixed Q we randomly
generated pairs of potential vectors and their correspond-
ing effective potential vectors. These vectors were in a
Legendre polynomial basis of order B and the vector el-
ements of the classical potential (i.e. basis coefficients)
were drawn from a flat distribution between −10/β and
10/β. The corresponding effective potential vectors were
calculated by evaluating the classical potential vectors as
Legendre polynomials on the fixed domain, passing the
scalar potential and Q to the aforementioned DVR rou-
tine which yields a scalar quantum density, and finally
fitting the negative logarithm of that density divided by
β to a vector of Legendre polynomials in accordance with
Eq. 7. Having done this, the goal is to find a matrix
F ∈ B × B such that, F ~V ≈ ~W . We chose to perform
a Levenberg-Marquart L2 optimization to determine the
elements of this matrix [34]. Our residual was defined as
the concatenation of the difference vectors, F ~Vi− ~Wi for
all N physical potential / effective potential pairs in the
randomly generated set.
B. Performance analysis
The linear approximation to F appears to work quite
well for even fairly large values ofQ. As we can see in Fig-
ure 2, the errors on an independent test set from the lin-
ear F generated W (q) are minimal and significantly bet-
ter than the classical predictions, especially in strongly
quantum regimes. Even the deviation from the exact an-
swer is improved relative to simulations which employ
FIG. 2. Top: plot of the percent error in potential energy of a
classical simulation with the classical potential (blue) and F
generated distribution (red) against Q. Bottom: plot of mean
integrated squared error (MISE) from the exact quantum den-
sity for classical density (blue) and F generated density (red)
against Q. Each point is the mean of these errors on 1,000
random potentials with 50 basis functions.
the uncorrected physical potential. For both simulations
the error goes to zero as Q goes to zero - a consequence
of classical correspondence. As one might expect as Q
is increased, predictions given by both classical and F
generated distributions deviate more significantly from
the exact answer. In the W (q) simulations these errors
are entirely due to the linearity of F . Another view of
the the performance of the linear functor is given in Fig-
ure 3. When temperature and length are fixed, mass is
a reasonable predictor of the performance of both W (q)
and V (q) simulations. For low masses, the classical treat-
ment often misses the quantum free energy by as much
as a kcal/mol (chemical accuracy). Having characterized
the error of assuming linearity we turn to separability.
We apply our linear F , trained at 14K and 25K with
sets of 1,000 potentials, to the Silvera-Goldman poten-
tial, which is perhaps the most common potential used
to simulate liquid hydrogen with path integral methods
[35–39]. We then performed a classical Monte Carlo sim-
ulation on the potential mapped at 25K and the potential
mapped at 14K, using 150 molecules in a cubic cell with
periodic boundary conditions and one million steps. Cell
size was fixed by densities from the literature [36].
6FIG. 3. Left: correlation of classical (blue-green) and F generated (red-yellow) free energy with exact free energy. Dotted lines
enclose the chemically accurate region of within one kcal/mol. In more than 97% of instances, our map is more accurate than
the classical treatment. Right: correlation of classical and F generated potential energy with exact potential energy. Colour
brightness indicates the mass used in setting the Q value at 25K. As mass increases, classical simulations better approximate
the energy. Data consists of 1,000 cross-validating potentials at each of the six masses shown on the colourbar.
FIG. 4. The dashed black line above shows the classical
Silvera-Goldman potential in the region of interest for our
problem. The red line is the effective potential obtained with
our linear F at 25K and the blue line is at 14K.
The resulting radial distribution functions, g(r) are
shown in Figure 5. The differences between the W (q)
generated g(r) and the PIMC results are presumably due
to the assumption of separability. Slight over-structuring
of g(r) at the first shell results from neglect of the 3-
body components of the exact W (q). Remarkably, this
over-structuring appears to decrease, with temperature
lending credence to the idea that many-body effects in
W (q) are largely blurred-out by the smearing which the
low orders of F perform on the potential. At both tem-
peratures the errors of these approximations are quite
reasonable and although the classical system undergoes
a non-physical transition to a solid between 25K and 14K,
the model of the present work remains correct.
FIG. 5. The top box shows radial pair distribution functions
at 25K and the bottom box shows radial pair distribution
functions at 14K. The blue (dotted-dashed) curve is for the
classical liquid without correction for quantum effects. The
green curve (solid) shows the result of classical Monte Carlo
sampling on the effective potential obtained with our linear F .
The red curve (dashed) shows PIMC results [36]. Even this
simple F is a major improvement over the classical potential.
7V. CONCLUSION
We have shown that for each physical potential, there
is a unique effective potential which reproduces the quan-
tum density and free energy when sampled with classical
statistics. Other properties of a classical simulation of
the effective Hamiltonian are not designed to approxi-
mate reality by the mapping, but the effective potential
may be advantageous to the status quo: classical simu-
lation on a Born-Oppenheimer surface. In this paper we
have shown that the implied mapping between the phys-
ical and effective potential, F , can be made concrete to
a useful degree of accuracy. A simple linear model for
F improves on the physical potential systematically over
a broad range conditions. Even under the assumption
of separability and without any exponential functions in
our training set, our model for F adequately describes
the density of a popular para-hydrogen model at exactly
the cost of the corresponding classical simulation. Non-
linear models for F and expressions which do not assume
complete separability are likely to improve on these re-
sults and produce even more accurate transferable recipes
for digesting Born-Oppenheimer potentials. Ultimately,
we hope that force-field functors will provide a scalable
methodology for including quantum propagation effects
in systems that are intractable for exact methods, such
as protein force-fields.
VI. APPENDIX
A. Quantum densities from classical sampling
In practice, path integral expressions are analytically
intractable except in a few cases. Feynman proposed to
simplify Eq. 5 by changing from an integral over all closed
paths that start and end at point q to an integral over
all closed paths that have an average value equal to the
path centroid r¯,
r¯ =
1
β~
∫ β~
0
dτ r(τ) . (31)
So that we only integrate over each closed path once, we
must change our expression for the partition function to
only calculate paths that match the centroid,
Z =
∫ ∞
−∞
dq
∮
Dr(τ) δ [q − r¯] e−A[r(τ)] (32)
=
∮
Dr(τ) e−A[r(τ)].
While the partition functions given by Eq. 5 and Eq. 32
are exactly equal, the two expressions are associated with
subtly different scalar density functions. Eq. 5 is associ-
ated with the true equilibrium density in Eq. 4 and Eq. 32
is associated with the path centroid density,
ηc(q) =
1
Z
∮
Dr(τ) δ [q − r¯] e−A[r(τ)]. (33)
The Dirac delta function in this equation enforces the
requirement that integrating the Boltzmann factor asso-
ciated with this density over the path centroid, r¯, will re-
sult in exactly the path integral expression for the quan-
tum partition function [40]. The centroid density plays a
prominent role in CMD and Feynman-Kleinert methods
but does not apply to force-field functor theory.
B. Proof of quantum Bogoliubov inequality
The quantum Bogoliubov inequality is proved for the
grand canonical ensemble in the Appendix of [14]. We
adapt this proof for the canonical ensemble, in the inter-
est of completeness, to show that for all positive definite
ρ with unit trace,
A [ρ] > A [ρ0] , ρ 6= ρ0 (34)
if A is the quantum Helmholtz free energy of the canon-
ical ensemble,
A [ρ] = Tr
[
ρ
(
H+ 1
β
log [ρ]
)]
, (35)
which is minimum only when ρ is equal to the quantum
equilibrium density matrix ρ0 associated with the Hamil-
tonian, H = T + V (q). To start we define,
ρλ = e
−β(H−λ∆)/Tr
[
e−β(H+λ∆)
]
(36)
where,
∆ = − 1
β
log [ρ]−H. (37)
We see that ρλ = ρ0 if λ = 0 and ρλ = ρ if λ = 1.
Accordingly,
A [ρ]−A [ρ0] =
∫ 1
0
∂
∂λ
A [ρλ] dλ (38)
by the fundamental theorem of calculus. To evaluate the
derivative we use,
A [ρλ] = (39)
Tr
[
ρλ
(
H+ λ∆ + 1
β
log [ρλ]
)]
− λTr [∆ρλ] .
The first trace is stationary for variations of ρλ about
the corresponding density matrix. Thus, we only need to
differentiate the second trace,
∂
∂λ
A [ρλ] = −λTr
[
∆
∂
∂λ
ρλ
]
. (40)
We evaluate ∂∂λρλ using the operator identity,
∂
∂λ
e−β(H+λ∆) = e−β(H+λ∆)
∫ β
0
dβ′∆λ(β′) , (41)
∆λ(β
′) = eβ
′(H+λ∆)∆e−β
′(H+λ∆) (42)
∂
∂λ
ρλ = −
∫ β
0
dβ′ρλ [∆λ(β′)− 〈∆〉λ] , (43)
8where
〈X〉λ = Tr [ρλX] . (44)
Therefore,
∂
∂λ
A [ρλ] = λ
∫ β
0
dβ′
(〈∆∆λ(β′)〉λ − 〈∆〉2λ) . (45)
By cyclically permuting operators within the trace, one
can verify that
〈∆λ (β′)〉λ = 〈∆〉λ ∀β′, (46)
〈∆∆λ (β′)〉λ =
〈
∆λ
(
1
2
β′
)†
∆λ
(
1
2
β′
)〉
. (47)
With these identities, we can rewrite Eq. 45,
∂
∂λ
A [ρλ] = (48)
λ
∫ β
0
dβ′
〈(
∆λ
(
1
2
β′
)
− 〈∆〉λ
)†(
∆λ
(
1
2
β′
)
− 〈∆〉λ
)〉
λ
.
This integral is non-negative and can be zero only if ∆
is a multiple of the unit operator, i.e., if ρ0 = ρ. This
proves that the minimum of the free energy must occur
when ρλ = ρ0.
C. Proof of classical Bogoliubov inequality
If η0(q) is the equilibrium density for a classical canon-
ical ensemble and η˜0(q) is a different density, Gibbs’ clas-
sical Bogoliubov inequality states that,
A [η˜0(q)] > A [η0(q)] , η˜0(q) 6= η0(q) (49)
where A is the classical Helmholtz free energy,
A [η0(q)] = E [η0(q)]− 1
β
S [η0(q)] (50)
=
∫
dq η0(q)W (q) +
1
β
∫
dq η0(q) log [η0(q)] .
To see that this is the case we start by writing,
1
β
∫
dq η˜0(q) log [η˜0(q)] ≥ 1
β
∫
dq η˜0(q) log [η0(q)] . (51)
The difference between the right and left sides of this
equation is,
1
β
∫
dq (η˜0(q) log [η˜0(q)]− η˜0(q) log [η0(q)]) (52)
=
1
β
∫
dq η˜0 (q) log
[
η˜0(q)
η0(q)
]
.
Because log [x] ≥ 1 − 1x and we know that the densities
are normalized,
1
β
∫
dq η˜0 (q) log
[
η˜0(q)
η0(q)
]
≥ 1
β
∫
dq [η˜0(q)− η0(q)] = 0.
(53)
We can simplify this further to,〈
1
β
log [η0(q)]
〉
≥
〈
1
β
log [η˜0(q)]
〉
. (54)
We know that,
η0(q) =
e−βE(q)
Z
(55)
η˜0(q) =
e−βE˜(q)
Z˜
(56)
where E˜(q) and Z˜ correspond to the energy and partition
function associated with η˜0(q). Thus,〈
1
β
log
[
e−βE˜(q)
Z˜
]〉
≥
〈
1
β
log
[
e−βE(q)
Z
]〉
(57)〈
−E˜(q)− 1
β
log
[
Z˜
]〉
≥
〈
−E(q)− 1
β
log [Z]
〉
.(58)
We may safely assume that 〈E˜(q)〉 = 〈E(q)〉 so using the
definition of the Helmholtz free energy, A ≡ − 1β log [Z],
A [η˜0(q)] > A [η0(q)] , η˜0(q) 6= η0(q) . (59)
D. Applying linear functor to Silvera-Goldman
The matrix which was ultimately used to transform the
Silvera-Goldman potential was obtained by fitting 1,000
random potentials with B = 50 basis functions in the
appropriate Q regime. The Silvera-Goldman potential
has the form,
V (r) = exp
[
α− δr − γr2] (60)
−
(
C6
r6
+
C8
r8
+
C10
r10
)
fc(r) +
C9
r9
fc(r)
where
fc(r) =
{
e−(rc/r−1)
2
, if r ≤ rc
1, otherwise.
(61)
Parameters for the Silvera-Goldman potential are pro-
vided in Table 1 [35].
TABLE I. Parameters of the Silvera-Goldman potential [35].
Parameter Value (atomic units)
α 1.713
δ 1.5671
γ 0.00993
C6 12.14
C8 215.2
C9 143.1
C10 4813.9
rc 8.321
9Exponential functions cannot be easily represented in
a polynomial basis and the Silvera-Goldman potential
diverges exponential as r approaches zero. Accordingly,
we fit the potential only in the physically relevant region
of r > 4 Bohr. We matched the slope of the potential at
r = 4 Bohr and extend the potential as a straight line in
the region 0 < r < 4 Bohr. We choose to fit the potential
out to r = 24 Bohr but imposed a standard cutoff after
the fact at r = 20 Bohr as the potential is clearly flat
by this point. We simulated para-hydrogen at 14K and
25K. At 25K, the thermal de Broglie wavelength is 4.6
Bohr; thus, a cutoff distance of 20 Bohr gives Q = 0.23.
At 14K, the thermal de Broglie wavelength is 6.2 Bohr
and Q = 0.31. Based on statistics collected from 10,000
random potentials generated with these Q values, in both
of these regimes, the classical free energy is more accurate
than the F predicted free energy less than 1% of the time.
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