Social and ethical questions raised by development and usage of robots. by But, Izabela
 
 
UNIVERZA V LJUBLJANI 
 FILOZOFSKA FAKULTETA 













Družbena in etična vprašanja, ki jih sprožata  














UNIVERZA V LJUBLJANI 
 FILOZOFSKA FAKULTETA 









Družbena in etična vprašanja, ki jih sprožata  

















Živimo v času, ko se robotika in umetna inteligenca izredno hitro razvijata, produkt tega pa je 
hiter razvoj robotov, tudi humanoidnih. Vse novosti imajo potencialne negativne posledice, 
zato jih je pred popolno vključitvijo v naša vsakdanja življenja potrebno preprašati in se na 
njih dobro pripraviti ali pa nanje vsaj primerno opozoriti. Magistrska seminarska naloga je 
namenjena temu, da na kratko predstavim omenjena področja in se posvetim etičnim 
vprašanjem, ki jih sproža prisotnost tako humanoidnih robotov, ki danes še niso del našega 
vsakdanjika, kot tudi drugih robotov, ki so že aktivni člani naše družbe. Ta etična vprašanja 
so: robotsko prevzemanje človeških delovnih mest, uporaba robotov v vojaške namene, 
samovozeči avtomobili, odnos med človekom in robotom, ki v naših domovih prevzema 
različne vloge, od čistilca do ljubimca. Z lastno empirično raziskavo prikažem odnos starejših 
do že prisotnih robotov, kar se mi zdi za namen te naloge pomembno, saj je človeško 
dojemanje robotov pomemben dejavnik pri vrednotenju tega, ali naj bi bili (humanoidni) 
roboti bolj ali manj vključeni v naša vsakdanja življenja.  
 
Ključne besede: umetna inteligenca, robotika, roboti, humanoidni roboti, etična vprašanja. 
 
 
ABSTRACT: Social and ethical questions raised by development and usage of robots.  
We live in an era where robotics and artificial intelligence are successfully developing. The 
product of this is the development of all kinds of robots, even humanoids. All these novelties 
have potentially bad consequences. This is why it is very important for us to rethink all 
possible consequences and alarm the world about the bad ones. This master thesis is at first 
briefly presenting topics of robotics, artificial intelligence and robots. After that we 
concentrate on ethical questions considering our jobs, robot use in the army, ethical issues 
with self-driving cars and, at the end, we examine ethical questions considering human-like 
robots and robots that already took place in our day-to-day life as cleaning helpers or even as 
lovers. We also present empirical study of human (elder population) relationship with robots 
that are already in our homes. This point of view is very important, because human attitude 
towards robots also helps us define how good or bad the presence of such robots is.  
 
Key words: artificial intelligence, robotics, robots, humanoid robots, ethical issues.
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Vsaka novost, ki se bliža vključitvi v naša vsakdanja življenja, mora biti predhodno 
obravnavana. Potrebno je preučiti potencialne kratkoročne in dolgoročne posledice, ki bi 
lahko vplivale na družbo ali posameznika v njej. Etična vprašanja so namenjena temu, da se 
preprašuje tisto, kar pritiče človeku: kaj je dobro zanj in za družbo, v kateri živi. Zaradi 
pomembnosti prepraševanja novosti sem se odločila za pričujočo temo magistrske seminarske 
naloge. Glavno vprašanje je, kakšen odnos imajo ljudje do družabnih robotov, ki so že 
prisotni v naših vsakdanjih življenjih in kakšne so etične implikacije tega odnosa. Podtema pa 
je, kako bodo humanoidni roboti vplivali na človeka. Glavni etični problemi, ki jih bomo 
obravnavali, sledijo iz človeških in robotskih lastnosti. Človek je družabno bitje, ki teži k 
temu, da bi ob sebi imel nekoga ali nekaj – družbo, s katero bi lahko komuniciral. Glede na to, 
da je človek družabno bitje, je skozi evolucijo razvil sposobnosti empatije, izražanja čustev ter 
čustvenega navezovanja na sočloveka ali tudi na nežive objekte. Slednje je mogoče zaradi 
psihološkega procesa, ki ga imenujemo antropomorfikacija ali počlovečenje. Bolj kot neživ 
objekt, v našem primeru robot, spominja na nekaj živega, močnejši in hitrejši bo omenjeni 
proces. Znanstveniki si zato prizadevajo, da bi naredili robota, ki bi imel stopnjo 
avtonomnosti, način izražanja čustev, način komunikacije, govor, vedenje in izgled čimbolj 
podoben človeškemu, saj bi s tem lažje izzval navezanost človeka. Etično vprašljiva je že 
sama manipulacija človekove psihologije z namenom doseganja večje tržne uspešnosti 
robotov. Se pa za odnosom z robotom skrivajo tudi druga vprašanja. Pomembna so vsa. 
Problem navezanosti na robota se navezuje tudi na enosmernost odnosa in zavajanje človeka. 
Ali je etično sprejemljivo, da dopustimo, da se človek v prihodnosti naveže na neživega 
robota, ki bo zavzel družbeno vlogo prijatelja, partnerja, ljubimca in podobno? O tem bomo 
razpravljali v osrednjem delu naloge. Trend izdelave robotov je odvisen od njihovega 
namena. Le-ta pa je, da se približa človeku in ga osvoji. Algoritmi robotov, ki so in bodo 
namenjeni interakciji s človekom, bodo v nekem trenutku takšni, kot si bo zaželel kupec. Sam 
kupec bo lahko izbral lastnosti, ki jih bo želel v in na svojem robotu. Če bodo ljudje imeli 
takšne partnerje, se bo predstava o medčloveških odnosih spremenila in pojavila se bo 
nevarnost izgube tolerance do sočloveka. To je lahko nevarno, saj sočlovek ni narejen tako, da 
bi v vsem ugajal drugim ljudem, ampak ima tudi svoje želje, cilje in potrebe. Prav tako se bo 
spremenila predstava o tem, kaj je popolna ljubezen in kaj je prijateljstvo. Zunanji izgled tako 
robotov partnerjev kot robotov ljubimcev bo v nekem trenutku narejen po naročilu kupca, to 
pa lahko privede do nenormalnih predstav o ženskem in moškem telesu. Tako zunanje 
lastnosti robota, kot njegov način delovanja, lahko vodijo v razvoj duševnih motenj pri 
človeku, kar je prav tako etično sporno in predstavlja problem. Dotaknili se bomo še etičnih 
vprašanj, ki niso vezana na robote družabnike. Ta vprašanja so prevzemanje delovnih mest, 
uporaba robotov v vojaške namene, uporaba samovozečih avtomobilov in ta so prav tako 
pomembna za posameznika in celotno družbo.  
Nalogo bomo začeli s krajšo predstavitvijo vloge etike in etičnih vprašanj v robotiki. Nato 
bomo predstavili večji temeljni področji umetne inteligence in robotike, opisali relacijo med 
njima in nakazali, kam sodijo roboti. Ker je osrednja tema naloge družabni robot, bomo 
predstavili Turingov test in njegovo izboljšano verzijo Turingov triažni test. Pomen 
Turingovega in Turingovega triažnega testa je v tem, da robota, če test opravi, spoznamo za 
inteligentnega. S tem ga približamo človeku. Bolj kot bo robot podoben človeku in bolj kot se 
bo približal njegovemu statusu, bolj bo ogrožen človek. Prav tako pa bo treba ponovno 
določati moralni status robota in s tem dodeliti odgovornosti ter ureditev družbenega sistema. 
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Ko bomo spoznali obe temeljni področji, bomo pozornost na kratko posvetili etičnim 
vprašanjem, ki pritičejo robotom, ki že prevzemajo naša delovna mesta, robotom v vojski in 
samovozečim avtomobilom. Glede na to, da se glede prevzemanja naših služb velikokrat v 
medijih odvrtijo temačni scenariji, sem se odločila, da predstavim tudi svoje razmišljanje o 
tem, kako bi lahko bilo. Nato bomo pozornost usmerili v predstavitev humanoidnih robotov. 
Prvi del bomo zaključili s pilotsko raziskavo, ki sem jo izvedla na vzorcu osmih sodelujočih 
oseb. Glavno vprašanje raziskave je bilo, kakšen odnos imajo starejši do robotov, ki se danes 
pojavljajo v naših vsakdanjih življenjih. Ob bok svoji raziskavi sem postavila podobno 
raziskavo, ki ima bolj naključen in reprezentativen vzorec, kot je bil moj, vendar tudi ta ne 
dovolj velik, da bi ga lahko razširila na celotno populacijo. Z diskusijo o obeh raziskavah 
bomo zaključili prvi del in se nato usmerili na drugega, ki je osrednji del te naloge. V 
osrednjem delu bomo, kot sem že omenila, obravnavali odnos med človekom in robotom in 
kakšne posledice lahko ima takšen odnos. Problemi, ki lahko sledijo iz takšnega odnosa, 
temeljijo na lastnostih tako človeka kot robota. V zadnjem delu pa bomo predlagali, kaj 
spremeniti, da bi bili roboti bolje umeščeni v družbo. Pregledali bomo tudi poročila komisij 
Velike Britanije, Evrope in Amerike, kako bi se morale pripraviti države na prisotnost umetne 
inteligence in pametnih robotov.   
 
2. Vloga etike in etična vprašanja robotike  
Znanstvena odkritja, izumi in inovacije vodijo v možno ali dejansko uporabo le-teh v realnem 
življenju. To ima posledice, tako dobre kot tudi slabe in te sprožajo etična vprašanja. Etični 
problemi pritičejo vprašanjem, ki zajemajo človekove pravice, posameznikovo integriteto, 
dostojanstvo, družbeno dobro, posameznikovo in javno zdravje, okolje in družbene 
organizacije. Naše razumevanje osnovnih vrednot je postavljeno pod vprašaj. Etična 
vprašanja vodijo v debate, v katerih so tehtane dobre lastnosti novosti, njihove slabe lastnosti 
in tudi njihove posledice ter učinki posledic na posameznika in družbo. Klasični primeri so 
področja medicine, biologije, biotehnologije, genetike, nevroznanosti, jedrske energije, 
nanotehnologije in trenutno tudi robotike, umetne inteligence ter njunih aplikacij v, na primer, 
avtonomnem orožju in humanoidnih robotih. Etičen in odgovoren pristop v znanstvenih 
raziskavah sestoji iz prepraševanja posledic znanstvenih novosti in napredkov. (Chatila, 2019: 
2666) 
Definiranje odgovornosti ni enostaven in jasen določitveni postopek. Ker so dolgoročne 
posledice težko predvidljive, težko opravimo kakovostno pripravo na te morebitne posledice, 
vseeno pa je ključnega pomena, da poskušamo pripraviti družbo in posameznika na 
prihajajoče novosti. Prav tako pa tudi znanstvenike. Pomembno je, da se znanstveniki 
zavedajo, kako in kaj izdelujejo in kako njihovo delo in produkti vplivajo na posameznika in 
družbo. Oddaljenost posledic lahko privede tudi do tega, da znanstveniki ne pomislijo na 
takšne morebitne posledice oziroma jih ne vzamejo v ozir, ko izumljajo ali izdelujejo novo 
tehnologijo. Po drugi strani pa je res, da obstaja pojem »stopnja pripravljenosti tehnologije« 
(ang. technology readiness level - TRL), ki preprečuje, da bi vlagatelji s svojimi interesi in 
denarnimi vložki »prisilili« znanstvenike v delo, ki ga ne bi mogli več nadzorovati, in da se 
znanost ne izvaja brezglavo zaradi dobička. S tem smo pridobili varovalo, ki takšne dogodke 
preprečuje. Znanost bi morala imeti še eno varovalo: »stopnja etične pripravljenosti 
tehnologije« (ang. ethical technology readiness level), ki bi zapovedovalo, da se morajo 
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znanstveniki nujno vprašati po morebitnih etičnih vprašanjih, ki bi jih lahko sprožile posledice 
prisotnosti nove tehnologije v družbi. Za umetno inteligenco in robotiko je ta trenutek sedaj. 
Sedaj je čas, da se dobro pripravimo in razmislimo o posledicah, ki bi jih sprožila prisotnost 
novih tehnologij. (Chatila, 2019: 2666)  
Umetna inteligenca in robotika vstopata v širok spekter uporabnosti v industriji že od 1970; 
ne samo v produkciji in manufakturi, ampak tudi kot storitev, ker se mnogo obratov v 
industriji že avtomatizira in roboti ter umetna inteligenca prevzemajo določena delovna 
mesta. Avtomatizacija preoblikuje delovna mesta in ustvarja tudi nova. Ustvarja nove 
možnosti v medicini, bančništvu, zavarovalništvu, pravu ipd. Ker prihaja do vključenosti 
umetne inteligence tudi v nalogah kognitivne narave, se sprožajo vprašanja o človeški 
družbeni uporabnosti. To pa naprej vpliva na ekonomijo, družbeno in posameznikovo dobro. 
Do avtomatizacije pa ne prihaja zgolj v industrijskih obratih, ampak tudi na področju 
vojskovanja in vožnje avtomobilov. (Chatila, 2019: 2667) 
Na žalost ni enostavnega, vnaprej pripravljenega odgovora na etična vprašanja, ki se 
pojavljajo na področju napredka umetne inteligence in robotike. Obstajajo pa etične teorije, ki 
pomagajo voditi razprave o tem, kako naj bi stvari bile, odločitve pa bo naredila družba in to 
bo nepovratno oblikovalo našo prihodnost. Te odločitve pa se lahko med evolucijo človeških 
vrednot spremenijo. (Chatila, 2019: 2667) 
 
3. Umetna inteligenca, robotika, roboti 
Področji umetne inteligence in robotike sta temelj magistrske naloge. Umetna inteligenca in 
robotika zajemata določena znanja in aktivnosti. Za izdelavo robotov pa potrebujemo znanja 
in spretnosti obeh področij, kar naredi izdelavo robotov njun presek. Sprva so znanstveniki na 
področju umetne inteligence izdelovali orodja za lažje reševanje logičnih nalog. Na področju 
robotike pa so izdelovali enostavne robote z determinističnimi algoritmi za opravljanje 
enostavnih in ponavljajočih nalog. Z razvojem in napredkom obeh področij so se razvijali tudi 
roboti. Danes so tako razviti, da njihova (potencialna) vključitev v naša življenja sproža 
različna etična in družbena vprašanja. Zaradi tega se bomo v naslednjih poglavjih osredotočili 
zgolj na nekaj vrst robotov, opredelili, kateri so ti roboti ter zakaj so lahko posledice njihove 
prisotnosti etično problematične. 
Ker so roboti skupna točka umetne inteligence in robotike, bomo skozi razlago obeh temeljnih 
tematik že povedali nekaj malega o samih robotih, vendar bo na koncu tega poglavja tudi del, 
ki bo namenjen boljšemu pregledu samih robotov.  
 
    3.1 Umetna inteligenca 
Pojem umetne inteligence (v nadaljevanju UI) je sestavljen iz dveh pojmov, ki nakazujeta, da 
govorimo o nečem, kar poznamo pri človeku, vendar v umetnem mediju, kot je na primer 
notranji disk računalnika. Pri sami definiciji lahko naletimo na težave, saj je definicija pojma 
inteligence zaradi njene kompleksnosti, težavna. Marvin Minsky, eden izmed začetnikov in 
utemeljiteljev UI, je dejal, da je UI vrsta znanosti, ki ustvarja stroje, ki uspešno opravijo 
naloge, za katere je potrebna inteligenca, podobna človeški. Tako je ta znanost zelo dober 
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primer interdisciplinarnosti, saj povezuje znanosti, kot so psihologija, računalniške znanosti, 
kognitivno znanost in filozofijo. (Comest, 2017: 17) 
Izraz UI se je uradno pojavil leta 1956 na konferenci v Hannovru, čeprav je bilo samo 
raziskovanje in delovanje znanstvenikov na tem področju prisotno že prej. Sprva so na 
področju izdelovali programe, ki so služili kot orodja za učenje angleškega jezika, učenje 
igranja šaha in reševanje logičnih problemov. Z razvojem znanosti je klasično simbolno UI 
nadomestila konekcionistična UI, s pomočjo katere so želeli znanstveniki posnemati 
delovanje človeške inteligence z izdelovanjem nevronskih mrež in strojnim učenjem. V 
procesu strojnega učenja se sistem uči na podlagi svojih izkušenj in tako z vsakim korakom 
izboljšuje svojo interakcijo z okoljem. Danes je strojno učenje bistvenega pomena, ko 
govorimo o humanoidnih robotih, saj se bo od njih pričakovalo, da se hitro učijo in s tem 
učinkoviteje prilagajajo okolju. Ker želimo vedno učinkovitejše in uspešnejše robote, je 
pomembno, da postavimo kriterij, na podlagi katerega se bomo odločali, ali nek robot je 
dovolj inteligenten in uspešen pri izpolnjevanju svojega namena, ali ne. Sprva je bil takšen 
test uporabljen zgolj za računalniški program in ga poznamo pod imenom Turingov test. 
Zaradi napredka pri izdelovanju pametnih robotov je nastala potreba po izboljšani verziji tega 
testa, ki jo bomo prav tako spoznali v nadaljevanju.  
 
   3.1.1 Turingov test 
V klasični dobi umetne inteligence je Alan Turing predstavil svoj test, ki naj bi bil kriterij, ali 
nek sistem ima inteligenco ali ne. Predlagal ga je leta 1950 v filozofski reviji Mind. Turingov 
test je zasnovan tako, da v njem sodelujeta vprašanca in spraševalec. Vprašanca sta človek in 
program, spraševalec pa je človek, ki želi ugotoviti ali je na drugi strani UI ali človek. 
Program želi spraševalca prepričati, da je človek. Test opravi tisti program, ki v statistično 
relevantnem številu poskusov uspešno prepriča spraševalca, da je človek. Spraševalec in 
vprašanec sta v stiku samo preko računalnika, torej drug drugega ne vidita, edina možna 
komunikacija poteka preko računalnika. (Turing, 1990: 65-75; Markič, Miščević, 2016: 47-
48) 
Ker govorimo o humanoidnih robotih, ki bodo prisotni v naših vsakdanjih življenjih, menim, 
da je na tem mestu primerno, da povemo nekaj več o tem testu. Ker znanstveniki težijo k 
temu, da bi bili humanoidni roboti popolnoma enaki človeku (pustimo ob strani, ali je to 
dejansko mogoče), je potrebno robota postaviti pred nekakšen test, ki bo potrdil, da določen 
robot ustreza temu, da ga označimo za humanoidnega. Roboti so vedno bolj napredni, zato je 
Rob Sparrow v svojem članku kritično ovrednotil Turingov test in predstavil svojo idejo o 
nadgrajeni različici tega testa, ki bi ustrezala potrebam današnjih in bodočih algoritmov, ki 
bodo vgrajeni v robote. 
»Ideja, da bodo roboti nekega dne postali tako sofisticirani, da bodo posedovali človeške 
lastnosti, je stara toliko kot ideja o samih robotih« (Sparrow, 2012: 301). Sparrow 
predpostavlja, da če bo prišlo do tega trenutka, bomo morali prevprašati nekaj etičnih 
vprašanj. Takšna vprašanja so na primer: Kakšno odgovornost bomo imeli do takšnih 
robotov? Kakšen bo njihov moralni status? In če predpostavimo, da bosta imela človek in 
robot enak moralni status, ali bi bil izklop robota enak umoru človek? Dober primer takšne 
situacije je v filmu Ex machina (2014), režiserja Alexa Garlanda. Film izpostavlja tudi druga 
vprašanja, ki se povezujejo s humanoidnimi roboti in njihovo prisotnostjo v našem 
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vsakdanjem življenju. Ta vprašanja so na primer: Kakšen je pomen Turingovega testa? Ali 
lahko imajo roboti zavest? Kako roboti uporabijo človeško čustvovanje sebi v prid? Ali je to 
etično sporna manipulacija? Ali se res dobro zavedamo posledic prisotnosti takšne 
tehnologije? Menim, da so to res pomembne točke, ki bi jih morali znanstveniki dobro 
premisliti, preden ustvarijo humanoidnega robota, ki bo vedno bolj enak človeku. V filmu 
nastopajo trije glavni igralci: Nathan, lastnik podjetja, Caleb, zmagovalec nagradne igre, ter 
Ava, robotka. Film se začne v podjetju, katerega lastnik je razpisal nagradno igro, glavna 
nagrada pa je bilo osebno sodelovanje z njim. Zmagal je Caleb. Ko prispe v skriti dom 
Nathana, podpiše pogodbo o zaupnosti in delo se prične. Calebova naloga je bila, da izvaja 
Turingov test (v nadaljevanju TT) na robotki Avi. Vendar je TT malo drugačen: Caleb ves čas 
vidi Avo, saj je njena inteligenca že presegla izvirni TT. Robotka mladeniča prepriča o tem, 
da ima zavest, samozavedanje in čustva. Še več, da v tem domu trpi, saj ni nikoli videla nič 
drugega kot sobo, v kateri se nahaja. Mladenič se na robotko naveže, jo počloveči in skupaj 
skujeta načrt o pobegu. Na koncu robotka ubije lastnika podjetja, v hišo zaklene mladeniča, 
kljub temu, da sta naredila načrt, po katerem skupaj zbežita, in odide v neznano. Poleg prej 
izpostavljenih vprašanj, je v filmu možno prepoznati tudi predstavnika dveh pogledov na 
robote. Caleb predstavlja ljudi, ki robota hitro počlovečijo – mu pripišejo človeške lastnosti, 
kot sta na primer zavest in čutnost. Njim bi se zdelo sporno ugasniti takšnega robota, saj bi 
bilo to enako kot umor. Nathan pa je predstavnik druge skupine, ki trdi, da je robot zgolj robot 
– brez duše in življenja, zgolj mehanika, ki se je sposobna učiti in prilagajati. Sama menim, da 
spadam v vmesno skupino, ki se zaveda, da gre zgolj za robote, a jim vseeno pripišem 
človeške lastnosti in čutim do njih empatično, tudi že, če robot sploh ne izgleda kot človek. 
Vendar sama robotu ne bi pripisala zavestnosti ali čutnosti. Primer je robot na štirih nogah, ki 
je namenjen raziskovanju v vesolju, ko na njem izvajajo poskuse stabilnosti (robota cuknejo 
ali sunejo iz njegove poti, da vidijo, ali se bo obdržal na poti). Že v takšni situaciji se mi robot 
zasmili, čeprav vem, da ga v resnici nič ne boli.  
Sparrow trdi, da znotraj aplikativne etike razglabljamo o napačnosti umora ali uboja, 
govorimo tudi o distinkciji med človeškim bitjem (ang. human being) in osebo (ang. person). 
V teh debatah so človeška bitja pripadniki vrste Homo sapiens sapiens, medtem ko so osebe 
strokovni pojem, s katerim opisujemo vse entitete, ki imajo vsaj tolikšen moralni status, kot 
ga pripisujemo zdravemu odraslemu človeku. Moralni status se nanaša na to, da imajo 
določena bitja interese, ki jih moramo spoštovati. Torej, osebe so tiste stvari, za katere velja, 
da bi njihov umor imel enako moralno vrednost, kot jo ima umor zdravega odraslega 
človeškega bitja. Sparrow predlaga izpopolnjeni Turingov test, ki ga poimenuje Turingov 
triažni test (v nadaljevanju TTT), ki naj bi odgovoril na vprašanje: kdaj bodo stroji postali 
osebe? Pogoj uspešno zastavljenega TTT je, da mora biti odločevalec v moralni dilemi. Kaj 
pomeni biti v moralni dilemi, bomo spoznali preko naslednjega primera. (Sparrow, 2012: 302) 
Smo v vlogi vodje v bolnišnici, ki je zaposlila napredno umetno inteligenco, ki pomaga pri 
diagnosticiranju pacientov. Njen videz ni pomemben. Ta umetna inteligenca se je sposobna 
učiti, samostojno presojati in sprejemati svoje lastne odločitve. Sposobna je komunicirati z 
zdravniki o zdravju njihovih pacientov. Še več: če se pogovarja z zdravniki drugih bolnišnic, 
ki je ne vidijo, ne vedo, da se ne pogovarjajo s človekom. Ta umetna inteligenca opravi TT 
brez problema. V tej bolnišnici imajo tudi oddelek, kjer lahko 6 pacientov vzdržujejo pri 
življenju, ko njihovo telo tega ne zmore več, ali ko čakajo na presaditev organov ali katero 
koli drugo življenjsko pomembno operacijo. Trenutno imajo  dva takšna pacienta. Nekega dne 
se zgodi grozen izpad elektrike, zaradi ognja, ki je uničil transformator, ki dovaja elektriko. 
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Tudi rezervni sistemi so poškodovani, zato delujejo z manjšo močjo, kot bi morali. Dovod 
energije je tako padel, da bomo lahko pri življenju ohranili samo enega pacienta in ne obeh. 
Kot vodja se moramo odločiti, katerega pacienta bomo ohranili na življenjski pomoči, vendar 
bo zaradi tega drugi tragično umrl. Če se ne odločimo, bosta umrla oba pacienta. Sedaj smo v 
triažni situaciji, v kateri se moramo odločiti, kateri pacient ima več koristi od življenjske 
pomoči. Umetna inteligenca, ki pa ima lasten vir energije, nam poda točen izračun, kateri 
pacient bo imel kasneje več možnosti preživetja in zato se lažje odločimo. Ko sprejmemo 
odločitev, nam vseeno ni lahko, ker smo s to odločitvijo povzročili smrt enega našega 
pacienta. Problemi pa se tukaj ne zaključijo. Baterija, ki pri življenju ohranja našo umetno 
inteligenco, se nevarno prazni, dokler ni tako prazna, da bi za nadaljnje delovanje potrebovala 
priklop na vir energije, ki ga ima pacient, ki prejema življenjsko pomoč. Sedaj smo v situaciji, 
ko se moramo odločiti, ali bomo izklopili umetno inteligenco, da bi rešili življenje pacienta, 
ali bomo odklopili pacienta, da bi rešili umetno inteligenco. Če bi izklopili robota, bi to 
pomenilo, da ga nikoli ne bi mogli ponovno vzpostaviti. Ponovno, če se ne odločimo, bosta 
»umrla« oba. (Sparrow, 2012: 303)  
Sparrow postavi tezo, da bodo stroji dosegli moralni status človeka, ko bo druga situacija v 
TTT enaka prvi. Ko bo moralna dilema enako zahtevna in bodo posledice odločitve in dejanja 
imele enako moralno težo. Torej, legitimno mora biti, da je obstoj robota enakovreden obstoju 
človeka. (Sparrow, 2004: 206) 
Kot smo omenili že prej, bo pomembnost etičnih vprašanj o moralnem statusu robotov 
narasla, ko bodo znanstveniki naznanili, da so ustvarili inteligentnega robota. Takrat bo njihov 
izklop enak umoru človeka. Znanstveniki bodo takrat v težavah, saj v raziskovalne namene ne 
bodo mogli več prižigati in ugašati teh robotov; ko ga bodo enkrat prižgali bodo imeli enak 
moralni status kot človek. Da bi se izognili takšnim težavam, je potrebno dobro preučiti TTT. 
Prav tako pa je pomembno vprašanje za robotsko etiko in filozofijo umetne inteligence, kdaj, 
če sploh kdaj, bodo roboti postali osebe. (Sparrow, 2012: 303) 
Sparrow opozarja, da ko govorimo o takšnih robotih, se moramo zavedati, da se tehnologija 
hitro razvija. Prav tako je pomembno, da robota spoznamo za moralnega agenta, preden mu 
pripišemo odgovornost za njegove odločitve in dejanja. Da ne bomo odgovornosti pripisovali 
tistemu, ki ga je ustvaril ali pa tistemu, ki ga je kupil, ampak njemu samemu. To pa za sabo 
prinese tudi možnost kaznovanja tako upravičenega kot neupravičenega. Ultimativna 
nepravičnost bi bila, da ga obtožimo na smrt za nekaj, kar ni naredil. Če pa stroj nima 
moralnega statusa, potem ne bi bilo etične dileme v drugem primeru TTT. (Sparrow, 2012: 
304-305)  
Stroji bodo enaki ljudem, ko jih ne bomo mogli izključiti brez moralne dileme, ki jo imamo, 
ko se odločamo o tem, katero človeško bitje bomo rešili in katero prepustili smrti. Tako bi 
lahko podeljevali certifikate »moralne osebe« za tiste, ki bi TTT prestali. Tako bi TTT postal 
empirični test za moralno držo. S tem bi lahko potencialno ogrozili človeka, zato je bolje, če 
ostane zgolj miselni eksperiment. (Sparrow, 2012: 307)  
Ta test ima pomanjkljivost, ki jo Sparrow obrazloži na naslednji način: vedno si lahko 
zamislimo človeka, ki bi v drugi situaciji TTT rešil robota, četudi ta ne bi prestal testa. Torej, 
mora biti odločevalec tudi razumen. Takšen naj bi se odločil za človeško in ne robotsko 
življenje. (Sparrow, 2012: 307) 
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Kot tukaj razumem avtorja sama, izhaja iz antropocentričnega vidika in iz tega njegovega 
prepričanja, da roboti v resnici nikoli ne bodo dosegli moralnega statusa človeka. Saj, če bi 
robot in človek imela dejansko enak moralni status, potem faktor razumnega odločevalca ni 
pomemben. Če imata enak moralni status, zakaj bi bilo bolj razumno rešiti človeka in ne 
robota? To je potencialni ugovor avtorjevemu stališču, ki pa ga sama ne zagovarjam. Prav 
tako sem mnenja, da bo robotom vedno umanjkala človeškost, ne glede na to, kako zelo nam 
bodo podobni. To človeškost razumem kot nasprotje neživosti, ki je prisotna v robotu. Je 
kategorična razlika. Robot se lahko vede kot človek in izgleda kot človek, ampak tega ne bi 
definirala kot živost, temveč mehaničnost. Ugovor, ki bi ga lahko kdo postavil pred mojo 
trditev, je, da smo konec koncev tudi ljudje zgolj mehanska bitja, ki temeljijo na zakonih 
kemije in fizike. Kaj je potem tisto »živo« v človeku, ki je drugačno od mehanskega v robotu 
oziroma, zakaj je človeška mehaničnost bolj živa kot robotska? To se mi zdi dokaj težko 
vprašanje, ne pa nemogoče za odgovoriti. Tu bi lahko, po mojem mnenju, podali dva 
odgovora na prejšnji ugovor: vprašanje opredelitve pojma življenja in diskusija o prisotnosti 
zavesti.  
Med laiki vprašanje uporabe pojma življenja ni dvoumno niti filozofsko obarvano. Enostavno: 
ljudje smo živi, kovina pa ne. Vendar, če pogledamo problem pod drobnogledom, bomo 
videli, da je to vprašanje daleč od preprostega. Zaradi tematike naše magistrske naloge se 
bomo osredotočili na prvo definicijo, saj bo zadostovala potrebam za naš argument. V 
slovarju slovenskega knjižnega jezika (SSKJ) imamo pod geslom »življenje« kar 15 različnih 
razlag. Za nas sta pomembni prva in druga razlaga. Prva se glasi: »pojav, ki se izraža s 
sposobnostjo presnavljanja, rasti, razmnoževanja«, druga pa: »stanje živega bitja«. (). 
Razlagi sta biološko obarvani; v ospredju so torej procesi razmnoževanja, rasti, 
prehranjevanja, prebavljanja, spanja in tako naprej. Vse to bi moralo zadoščati, da robota ne 
uvrščamo med živa bitja in posledično ga tudi ne bi mogli enačiti s človekom.  
Uporaba pojma zavesti je lahko problematična, saj ne obstaja poenotena definicija zavesti. 
Zato bomo za potrebe magistrske naloge opredelili, kaj je v njenem sklopu mišljeno pod 
pojmom zavesti. Sama uporaba in pomen je srčika problema opredeljevanja robotov, ki jih 
obravnavamo. Sama sicer povezujem pojem zavesti z biologijo človeka in ostalih bitij. Zavest 
razumem kot temelj, ki omogoča samozavedanje in zavedanje okolice ter kognitivne procese 
čustvovanja, razmišljanja, reševanja problemov in odločanja. Podobno je kompleksno sestavo 
zavesti opredelil tudi filozof Ned Block, ki jo opredeli na naslednji način: »Obstajata dva 
razreda empiričnih teorij zavesti, ki ju poimenuje funkcionalna in biološka. Funkcionalisti 
zagovarjajo, da so notranja, doživljajska stanja, ki so posledica dražljajev iz okolja, lahko 
vzrok za naše določeno vedenje. Zavest je torej vzročno povezana z dražljaji iz okolja, 
drugimi fenomenalnimi stanji ter našim vedenjem. Biološki pristop trdi, da je del zavesti, ki 
ga opisujejo funkcionalisti, vrsta vloge. Da se ta vloga lahko udejanji in uresniči, pa 
potrebujemo »biološko zavest«. Le-ta je biokemijska sestava in delovanje možganov.« 
(Block, 1994:1)  
Kako doživljamo »živost« in »človeškost« robotov je v veliki meri odvisno tudi od tega, da je 
za človeka značilno, da rad stvari počloveči. Za primer takšnega vedenja lahko pogledam kar 
domačo situacijo. Doma imamo sesalnik, ki se ob določeni uri »zbudi« in začne s čiščenjem, 
prav tako se samostojno odpravi do polnile postaje, ko mu zmanjkuje energije. Kar je 
bistveno, pa je, da so ga starši poimenovali Micka in se z njim pogovarjajo, kot bi bil živ 
človek. Če bi robot še izgledal kot človek in se vedel kot človek, pa bi ga še toliko bolj 
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doživljali kot nekaj živega, z moralnim statusom enakem našemu. Ampak, kolikor sama 
razumem Sparrowa, želi poudariti, da je to nesmisel. Kot pravi v nadaljevanju, ne moremo 
zaupati samim sebi za takšno nalogo (določanje moralnega statusa), saj stvari »počlovečimo«. 
Raziskave na področju odnosa med človekom in robotom običajno izvedejo računalniški 
inženirji, kar je lahko slabo. Ti znanstveniki niso podkovani z znanjem, kot ga imajo socialni 
znanstveniki, zato se premalo zavedajo problemov, kot je ta, ki smo ga opisali sedaj. Če 
ponazorimo na konkretnem primeru: če nekdo poroča o lastnem prepričanju, še ne pomeni, da 
je to res tisto prepričanje, ki ga izreka, oziroma, da ima pravilne predpostavke. Nekdo lahko 
poroča o tem, da ne bi udaril stroja, ker mu ne želi prizadejati bolečine, ne da bi resnično 
verjel, da lahko robot čuti bolečino. Posamezniki so lahko v svojem poročanju metaforični: 
človek, katerega prenosni računalnik ne dela, bi lahko izjavil, da je njegov računalnik pod 
stresom in da zato procesor deluje počasneje. Tega seveda ne bi dejansko verjel, ampak bi se 
tako samo izrazil. (Sparrow, 2012: 308)  
Na kratko bomo povzeli dve pomanjkljivosti, ki ju je izrazil Sparrow za lasten miselni 
eksperiment (TTT): razumskost odločevalca v etični dilemi in problem človekovega 
delovanja, da nežive stvari rad oživi, posebej takrat, ko lahko njihove lastnosti počloveči.   
»Vprašanje o moralnem statusu robotov ne more biti ločeno od tega, kako določimo, kdaj je 
robot oseba. In kdaj je nek robot oseba ne smemo pridobiti na podlagi empirične psihologije 
človeka.« (Sparrow, 2012: 311). Argument, ki ga je med drugim Sparrow želel postaviti, je, 
da je bistvenega pomena, da razlikujemo med tem, kaj lahko dejansko mislimo in kaj lahko 
komajda rečemo, ko začenjamo aplicirati naše koncepte v filozofske argumente. Znotraj 
filozofskega razmisleka lahko nekaj trdimo in mislimo, da razumemo, ampak lahko nastane 
problem, ko imamo pred sabo dejansko, praktično situacijo, v našem primeru moralno dilemo. 
(Sparrow, 2012: 311)  
»Danes so v akademskem svetu na delu industrijske in kulturološke sile, ki vplivajo na potek 
raziskovanj in se ta distinkcija med filozofskim in empiričnim rada zabriše.« (Sparrow, 2012: 
311). Torej, problem ni samo to, da se pogosto pozabi na pomembnost razlike filozofskih 
razmišljanj in dejanskih empiričnih eksperimentov, temveč tudi to, da lahko znanost podleže 
medijem, se jim prilagodi in izkrivlja resnico, da bi pridobila čim več sredstev. Konkreten 
primer bi lahko bil, da laboratorij najavi, da se bliža revolucionarnim dejanjem na področju 
izdelovanja humanoidnega robota, ampak nima za to sredstev; s tem bi privabil podjetja, ki bi 
bila pripravljena plačati nadaljevanje njihovega projekta. Nato bi se izkazalo, da so 
znanstveniki v tem laboratoriju priredili rezultate, da bi dobili sredstva. Kar je seveda moralno 
sporno.  
»Napredek v znanosti je ves čas prisoten in ko bodo humanoidi enkrat tako napredni, da bodo 
nerazločljivi od ljudi, potem bi morali biti obravnavani kot ljudje. Preprosta dedukcija: če je 
A enako B, potem mora biti A obravnavan kot B. To pa ima svojo napako, saj roboti ne bodo 
popolnoma enaki ljudem v eni kritični točki – ljudje so smrtni« (Chatila, 2019: 2670). 
Postavimo se v hipotetično situacijo, kjer bi robot opravil TTT. Kakšen bi bil njegov moralni 
status, kakšne pravice bi imel takšen robot? Iz prejšnje deduktivne izpeljave bi bilo legitimno, 
če rečemo, da ima takšen robot enake pravice, kot jih ima človeško bitje. Človeške pravice so 
inherentne vsem ljudem, kako pa je s humanoidi? Torej, ali bi lahko na podlagi prej omenjene 




Avtonomni sistemi naj bi sami sprejemali svoje samostojne odločitve. Ali se pri humanoidih v 
ozadju skriva človek? Komu pripišemo odgovornost? Programerju, inženirju, oblikovalcu ali 
raziskovalcu? Ali pa mogoče izobraževalni ustanovi, ki ga je zaposlila? Mogoče lastniku in 
kupcu robota? Da bi lahko določili, kdo je resnično odgovoren, bi morali najprej definirati 
humanoidovo osebnost in sposobnost samostojnega odločanja. Debata o statusu robotov ni 
nova. Trenutno pa je na udaru zaradi samovozečih avtomobilov, ki jo radi ponazorijo z 
miselnim eksperimentom »problem vozička«. Ta miselni eksperiment ima veliko različic, mi 
pa si bomo na hitro pogledali eno, za lažji prikaz in razumevanje pomena prenosa 
odgovornosti. Peljemo se v svojem novem samovozečem avtomobilu, nakar na cesto skoči 
otrok. Avto ima dve možnosti; ali povozi in ubije otroka, ali pa zavije v steno in s tem ubije 
nas, ki smo v avtu. Če se avtomobil »odloči«, da bo povozil otroka in rešil ljudi v avtu, kdo 
bo v tem primeru odgovoren za smrt otroka? Lahko krivimo nas, kupce in lastnike tega 
avtomobila, lahko krivimo prodajalca, ki nam ga je prodal, firmo, ki ga je izdelala, lastnika 
firme, … Glede na to, da izdelovalci takšnih strojev oglašujejo le-te kot pametne in 
samostojne, bi moral odgovornost nositi avtomobil sam, ampak to se nam zdi 
kontraintuitivno, prav tako pa dvomim, da bi se starš umrlega otroka zadovoljil s tem, da se 
takšen avtomobil izklopi in bi bilo s tem pravici zadoščeno.  
Evropski parlament je predlagal evropski komisiji dokument »Civilno pravo v robotiki«, v 
katerem odpirajo možnost, da bi takšnim strojem, kot je samovozeči avtomobil, pripisali 
elektronsko osebnost. Kljub temu, da bi takšen avto ali podoben stroj imel elektronsko 
osebnost, bi še vedno bil zgolj stroj in ne oseba. Težava se nahaja v moralnem statusu, kako 
bomo stroju določili njegove pravice in dolžnosti? Če bi tako postopali tudi v primeru 
humanoidov, bi prišlo do zlitja človeka in humanoida, imela bi enake pravice in dolžnosti. Ali 
bi bilo v tem primeru upravičeno robota enostavno ugasniti? (Chatila, 2019: 2672)  
UI je torej področje, ki daje robotom algoritme. Lahko bi rekli, da so ti algoritmi pamet 
robotov, v katere jih implementirajo. Znanstveniki so predlagali tudi TT in TTT, ki bi postal 
kriterij za to ali je nek algoritem dovolj uspešen ali ne. Drugi del, ki je pri sestavi robotov 
prav tako ključnega pomena, pa je njihova mehanika, fizični ustroj. Za to so odgovorni 
znanstveniki na področju robotike.  
 
3.2 Robotika  
Robotika kot znanost je bogata kombinacija inženirskih znanj. Je veja tehnologije, ki se 
ukvarja z izdelavo in izboljšavo robotov in je različna od pojma UI. Prav tako robotika ne 
spada pod UI ali obratno. Če bi prikazali obe veji tehnologije kot množici, bi jima bil skupen 
manjši presek, v katerega bi sodili roboti z umetno inteligenco. Znotraj robotike imamo vejo 
industrijske robotike, ki se ukvarja z izdelavo robotov, ki jih uporabljamo v industrijskih 
obratih in so namenjeni izvajanju določenih nalog. Druga veja robotike pa se ukvarja z 
razvojem robotov za pomoč, zdravje in družbo človeku. Ti roboti se lahko uporabljajo v 






V tem podpoglavju bomo obravnavali robote različnih vrst. Preden se lotimo tega dela, pa na 
hitro obrazložimo pojme, ki smo jih že srečali in jih še bomo srečali pri obravnavi izbrane 
tematike. Družabni roboti so tisti roboti, ki so namenjeni temu, da »živijo« v naši družbi kot 
ljudje. Prevzemajo vloge naših sodelavcev, prijateljev, življenjskih sopotnikov in podobno. V 
to skupino sodijo humanoidni roboti, ki so posebna vrsta družabnih robotov. Ti roboti so 
ustvarjeni tako, da v izgledu in vedenju oponašajo človeka. Naslednji izraz, ki ga prav tako 
srečujemo v nalogi, so avtonomni roboti. To je podskupina robotov, ki nimajo 
determinističnih algoritmov. Kar pomeni, da njihovi odzivi in odločitve niso vnaprej 
sprogramirani, kot je to narejeno pri industrijskih robotih. Avtonomni roboti so se sposobni 
učiti in v določeni situaciji sami sprejeti odločitev, kaj bodo v danem trenutku storili. V to 
skupino sodijo tako humanoidni roboti kot tudi samovozeči avtomobili. Industrijski roboti so 
ustvarjeni za delo za tekočim trakom in za opravljanje težjih fizičnih del. Njihovo delovanje je 
vnaprej določeno z determinističnimi algoritmi, kar pomeni, da se ti roboti ne učijo, ampak 
izvajajo točno določene akcije, ki so potrebne na delovnem mestu, za katerega so bili 
ustvarjeni.   
Ideja stroja, ki bi delo opravljal samostojno, namesto nas, je stara kot sama človeška misel. 
Sprva so ljudje izdelovali naprave, ki so jim lajšale delo in so jih imenovali avtomati. V 
začetku dvajsetega stoletja pa se prvič uporabi beseda »robot«. Karel Čapek jo je prvi 
uporabil leta 1920 v svojem satiričnem delu. Beseda je tako nadomestila predhodno besedo 
avtomat. Prvi industrijski roboti so se pojavili približno deset let kasneje, torej v letu 1930 in 
nas z uspešnimi izboljšavami spremljajo še danes. Roboti pa se ne uporabljajo zgolj v 
industrijskih obratih, temveč tudi v vojaške namene, raziskovalne namene, znanstveniki 
poskušajo narediti tudi uporaben samovozeči avtomobil. Preden jim posvetimo malo več 
pozornosti, pa si poglejmo razdelitev robotov in zakaj je le-ta takšna. [7].  
V grobem jih lahko razdelimo v skupino delovnih robotov in skupino družabnih robotov. 
Delovni roboti so prisotni na več področjih našega življenja: industrijski roboti, vojaški 
roboti, roboti namenjeni raziskovanju na območjih, ki so težje dostopna človeku, za dela, ki 
lahko ogrozijo človeško življenje … Tem robotom lahko vnaprej sprogramiramo odzive na 
določene dražljaje iz okolja, saj so njihove naloge specifične in predvidljive. Roboti te 
skupine že uspešno prevzemajo delovna mesta ljudi, hkrati pa ustvarjajo nove možnosti za 
delo človeka. Na Japonskem so takšne robote delavci zelo lepo sprejeli in so veseli, da imajo 
ob sebi takšno pomoč, ki se nikoli ne utrudi. Kot smo omenili, so dobrodošli tudi za dela, 
katera človek težje opravlja, ali je celo življenjsko ogrožen. Takšno delo je na primer iskanje 
min ali rokovanje z radioaktivnimi deli, delo v neprijaznem okolju, kot je na primer vesolje 
(raziskovanje Marsa) ali pa fizično izredno naporna dela (konstantno sklanjanje, pobiranje in 
prelaganje težkih zabojev). Vendar pa lahko pri ustvarjanju robotov naletimo na težave. 
Poglejmo na primeru robota, ki deluje v vesolju. Ko ga znanstveniki ustvarjajo, morajo biti 
pozorni na več stvari. Robot mora biti dovolj mobilen, da v okolju deluje samostojno. Prav 
tako mora robot sam oceniti situacijo in se ne zanašati na človeška povelja, saj so le-ta lahko 
odsotna. Prav tako pa mora biti dobro osnovan, da prenese ekstremne razmere kot so vakuum, 
visoke temperature, ionsko sevanje in podobno. (Comest, 2017: 17)  
Roboti druge velike skupine so družabni roboti. Ti roboti so namenjeni, da ljudem krajšajo 
čas in delajo njihovo bivanje na tem svetu prijaznejše njim. Družabni roboti se uporabljajo 
tudi v znanstvene namene, za raziskovanje, na primer, odnosa med človekom in robotom, kar 
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zanima tudi nas, raziskovanje čustev, komunikacije in podobno. Vsi družabni roboti imajo 
sposobnost strojnega učenja in prilagajanja na trenutno situacijo. So utelešeni, kar pomeni, da 
imajo svoje telo, s katerim se lahko samostojno premikajo po prostoru. V to skupino sodijo 
tudi humanoidni roboti. To so tisti roboti, ki želijo v izgledu, vedenju in načinu komuniciranja 
posnemati človeka. Zaenkrat so še daleč od tega, da bi bili nerazločljivi od človeka, vendar 
znanstveniki stremijo k temu, da bi jim to nekoč tudi uspelo. Sama dvomim, da se bo to kdaj 
resnično zgodilo, saj je človek izredno kompleksno živo bitje. Poleg znanstvenega 
navdušenja, kaj vse so znanstveniki sposobni ustvariti, pa so zelo pomembna etična vprašanja, 
ki jih sproža prisotnost takšnih robotov in to bo glavna tematika naše razprave.  
Ne glede na to, kakšne naloge opravljajo določeni roboti, ali je to delo za trakom, ali pa robot, 
ki želi posnemati človeka, oba imata v svojem zapisu delovanja algoritme, ki ju vodijo. 
Roboti, ki so namenjeni delu za tekočim trakom, imajo deterministične algoritme, ki 
omogočajo kontrolirano in predvideno, vnaprej določeno, vedenje. Roboti, ki pa zahtevajo 
prilagajanje okolju, pa imajo algoritme, ki jim omogočajo strojno učenje, shrambo baze 
podatkov in uspešnih rešitev problemov, na katere so naleteli v interakciji z okoljem. Strojno 
učenje in baze podatkov jim omogočajo to, da se lahko v situacijah sami odločajo in svoje 
vedenje prilagajajo tako, da bo problem rešen čim uspešneje. Roboti s slednjimi algoritmi so 
kognitivni roboti. Kognitivni jih poimenujemo, ker imajo inteligenco, ki se zgleduje po 
človeški kogniciji. Takšna razločitev med roboti je pomembna z vidika iskanja odgovornosti 
in razbiranju tega, kako in zakaj je robot naredil odločitev in dejanje, kot ga je. Pri robotih, ki 
imajo deterministične algoritme, ni takšnih problemov, saj lahko pogledamo, kako je 
sprogramiran in vidimo, zakaj je izvedel oziroma ni izvedel določene akcije. Medtem, ko je 
pri kognitivnih robotih malo težje, saj so njihovi algoritmi narejeni tako, da robot na podlagi 
svojih izkušenj sam spreminja svoj algoritem in s tem svoje vedenje. Tako so določene akcije 
težje izsledljive kot pri determinističnih robotih. (Comset, 2017: 18) 
 
4. Etične implikacije 
Posledice novosti so lahko etično vprašljive, zato je zelo pomembno, da se, ko razmišljamo o 
izpustu novosti v našo družbo, dobro preprašamo in premislimo o vseh potencialnih 
kratkoročnih in dolgoročnih posledicah. Nekatere se lahko izkažejo za dejansko 
problematične in bi posledično o tej novosti morali še enkrat dobro premisliti, ali jo želimo v 
svojem življenju. Nekatere pa se lahko izkažejo za manj problematične, takšnim pa je 
potrebno priskrbeti varovalne mehanizme, da se bodo pojavljale v čim manjši meri in obsegu.  
 
4.1 Kaj pa moja služba? 
 Ena izmed bojazni, ki jih sproža razvoj robotike, in ki družbo z ekonomskega vidika zelo 
skrbi, je prevzemanje služb s strani robotov. Robotizacija se v industrijskih obratih že odvija. 
Veliko del so že prevzeli roboti, ne humanoidni, pa vendar. Ta problem se začne z 
industrijskimi roboti, z razvojem pa se bo nadaljeval tudi s humanoidnimi roboti. Ko 
govorimo o tehnoloških spremembah in napredku, najprej pomislimo na prestižne in 
komercialno zanimive inovacije, ampak v resnici so pravi napredek že obstoječe tehnologije, 
ki postajajo boljše in cenejše ter s tem dostopnejše za širšo množico. Ker se je takšna umetna 
inteligenca (v robotskem telesu ali ne) sposobna učiti in samostojno odločati, postaja grožnja 
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in konkurenca človeškemu delavcu. Preden pa se podamo v obravnavo tega etičnega 
problema, poglejmo zanimivo zgodbo. 
Zgodba o dveh konjih: konja se pogovarjata o tehnologiji. Prvi pravi, kako je tehnologija 
slaba in nevarna, drugi ga opomni, kako je njihovo življenje po tehnologiji postalo lažje: nič 
več oranja, nič več vlečenja težkih kočij, nič več jezdenja v bitke. Torej, boljša tehnologija 
lahko ustvari boljše pogoje za konja. Tu lahko potegnemo analogijo s človekom: več boljše 
tehnologije lahko ustvari več boljših služb za človeka. Zavedati se moramo, da bodo roboti v 
nekem trenutku boljši – cenejši, učinkovitejši – delavec, ker se tehnologija razvija hitreje kot 
evolucija. Prav tako tehnologijo usmerja človek za svoje potrebe in je za to tudi bolj 
učinkovita in prilagojena človeškim potrebam.  
Samovozeči avtomobili niso prihodnost, ampak so že tu in že delujejo. Vprašanje ni več, ali 
bodo zamenjali avtomobile, kot jih poznamo danes, ampak, kako hitro se bo to zgodilo. To se 
bo zgodilo, ko bodo postali boljši kot ljudje, kar pa nekako so že: ne mežikajo, ne postanejo 
utrujeni, ne zmoti jih otrok na zadnjem sedežu, ne telefonirajo. Torej, tudi delo voznika je 
ogroženo.   
Prav tako delovna mesta »belih ovratnikov« niso varna pred robotizacijo, saj so algoritmi v 
umetni inteligenci že tako napredni in sofisticirani ter cenejši kot človeški delavec, da le-ta 
enostavno ni varen pred robotskim prevzemom. Inženir za avtomatizacijo si prizadeva, da bi 
ustvaril inteligenco, ki bi vso delo avtomatizirala, torej tudi delo »belih ovratnikov«. Tisti del 
dela odvetnika, v katerem je potrebno pregledati poročila, zapiske, dokumente, bi lahko robot 
opravil veliko hitreje in učinkoviteje kot človeški odvetnik. Tudi zdravniška dela, kot je na 
primer diagnosticiranje pacientov, že prevzemajo roboti. Z ogromnim obsegom podatkov, ki 
jih lahko hranijo, in s statistično natančnostjo lahko zdravnik - robot z večjo natančnostjo in 
večjim odstotkom pravilnih diagnoz opravi svoje delo uspešneje kot človek. Na primer robot 
ima vso znanje vseh zdravil in kako vsa zdravila reagirajo z vsemi boleznimi. Človeški 
zdravnik se uči iz svojih izkušenj in izkušenj sodelavcev in prebranih raziskav, medtem ko 
lahko to robot izvaja v neprimerljivo večjem obsegu in z večjo ažurnostjo in bolj sledi 
novostim v svetu preko svojega dostopa do medmrežja, velikostjo spomina in hitrostjo 
»miselnih procesov«, ki so prav tako neprimerljivo hitrejši kot človeški. [8] 
Kreativnost se nam zdi kot vrsta čarobnosti, ki jo ustvarijo naši kompleksni možgani. Ampak 
tudi tu že obstajajo roboti, ki ustvarjajo. Robotka Emily že ustvarja glasbo, ki jo človeško uho 
ne prepozna kot robotsko. [8].  
Vidimo torej, da tudi dela, za katera smo mislili, da jih roboti ne bodo mogli prevzeti, počasi 
zamenjuje UI – v robotskem telesu ali kako drugače. Ker večina ljudi opozarja na negativne 
posledice prisotnosti robotov, predvsem je dobro izražen strah pred izgubo službe, sem se 
odločila, da dodam še svoj razmislek, ki pa bo izhajal iz tega, da predpostavljam pozitivne 
posledice oziroma si le-teh želim.  
 
4.1.1 Hipotetično dobro ali utopija 
V filmih so velikokrat uprizorjene negativne posledice razvoja in prisotnosti umetne 
inteligence in robotov v našem (vsakdanjem) življenju. Menim, da je to posledica 
nepoznavanja in ne dovolj podrobne raziskanosti področja – posledice prisotnosti robotov in 
umetne inteligence – in po drugi strani človeške potrebe po nečem pretresljivem in 
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drugačnem. Čeprav je namen pri večini filmov dober, torej, opozoriti širšo javnost na 
morebitne posledice, na katere nismo pripravljeni ali pa si jih ne želimo, še ne pomeni, da bo 
realnost izgledala tako, kot jo predvidevajo. Menim, da moramo pred vsako novostjo 
predvideti posledice in pripraviti potrebne rešitve v primeru, da se stvari zalomijo ali razvijejo 
v neželeno smer. Postavila se bom na nasprotni breg večine filmov, ki prikazujejo negativne 
posledice. Svojo misel bom razvijala v pozitivne posledice. Torej, kaj če bi roboti in druge 
vrste umetne inteligence prevzeli naš svet, v dobrem smislu? Da bi prevzeli naše službe in 
podjetja, da bi bila lastnina njihova? S tem ne bi bilo več potrebe po dobičku, po denarju in 
zaslužku. Človek bi se tako osvobodil potrebe po denarju za lastno preživetje in denarju na 
sploh, saj bi vso delo opravili roboti, vse za nas bi opravili roboti in umetna inteligenca. Tako 
rekoč, denarja ne bi bilo več. S tem, ko bi delo prevzeli roboti, bi imeli ljudje čas početi druge 
stvari. Lahko bi čas preživljali z družino, hodili na počitnice, potovali po svetu, pletli, vzgajali 
konje, kar bi jih pač veselilo. To bi lahko predstavljalo problem za ljudi, ki se poistovetijo s 
svojim delom – poklicem, ki ga opravljajo – v svojem delu osmišljujejo sami sebe in svoj 
obstoj. Mogoče bi se komu vzbudil kompleks neuporabnosti in problem neunovčenja svojih 
sposobnosti. To težnjo in željo bil lahko usmerili drugam: čiščenje okolja, ustvarjanje in 
podobno. Vendar je na svetu veliko različnih ljudi: od tistih lenih, ki bi jim tak sistem 
popolnoma ustrezal, do tistih bolj motiviranih deloholikov, zato mogoče takšno brezdelje ne 
bi bila za njih najbolj optimalna rešitev. Prav tako menim, da je človeška narava preveč 
ljubosumna in grabežljiva, da bi lahko sistem, kot sem ga predstavila, uspešno stal, saj bi se 
vedno našel nekdo, ki bi želel več oziroma bi si nekaj prisvojil in na račun tega prikrajšal 
drugega. Na ta pomislek sem naletela skozi oči nekoga, ki živi v potrošniški družbi. Vrednote, 
ki veljajo danes, so zaslužek, zaslužek, zaslužek. Nikjer pa ni človeka kot vrednote. Če ne bi 
bilo denarja, potem tudi zaslužka ne bi bilo in s tem bi se odprla možnost, da se vrednostni 
sistem predrugači. Glede na človeško naravo pa dvomim, da bi se stvari odvijale, kot si želim 
jaz. Še vedno bi se našla kakšna dejavnost, ali način, da bi se izrazila človeška zavist in 
požrešnost. Torej, ali je moja teorija hipotetično mogoča ali je zgolj utopija?  
 
4.2 Cela vojska robotov 
V vojski je možna uporaba celega spektra robotov: od avtonomnega do takšnega, ki se ga 
vodi na daljavo. Roboti v vojaške namene so različnih oblik in namenjeni različnim 
funkcijam: prelet vojnega območja, odkrivanje min, neposredno izvajanje akcij na frontah … 
vse naloge, v katerih bi lahko bilo ogroženo človeško življenje. Ker sem sama pacifistka, 
nasprotujem tudi uporabi robotov v vojaške namene, ne glede na njihovo funkcijo, namen ali 
izgled.  
V prejšnjih odstavkih smo pregledali nekaj primerov odnosov med ljudmi in roboti in med 
njimi je bil tudi odnos med vojakom in robotom, ki odkriva mine. Da se vojaki navežejo na 
robota, ga poimenujejo in z njim navežejo (enosmerni) odnos, kot bi bil robot živ in imel 
čustva, je pogosto. Temu je po vsej verjetnost tako, ker vojaki preživljajo svoje služenje v 
posebnih okoliščinah, ki ogrožajo življenje in so posledično ljudje v drugačnem čustvenem 
stanju.  
Glede na to, da za vojaške namene ne potrebujejo robotov, ki bi izgledali kot ljudje in se tako 
tudi obnašali, jih verjetno tudi ne bodo nikoli izdelovali. Za namen te magistrske naloge pa 
poglejmo hipotetično situacijo, ki bi lahko nastala, če bi takšne robote izdelali. Če bi 
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znanstveniki izdelali humanoide, ki bi bili namenjeni izvršitvam vseh nalog, ki jih sedaj 
izvršujejo tako ljudje kot roboti, bi se morali najprej vprašati po njihovem moralnem statusu v 
družbi. Pomembno bi bilo tudi vprašanje samozavedanja, saj če bi takšen robot imel 
samozavedanje, kot ga ima človek, in ostale njegove funkcije, bi mu moral pripadati enak 
moralni status. Vendar pa želja človeka ni, da bi imel vojaškega robota z enakim moralnim 
statusom, saj je njegova želja, da bi lahko poslal njega v vojno, z namenom, da bi bilo število 
človeških žrtev manjše. Takšen robot torej ne bi smel imeti samozavedanja, saj bi se s tem 
postavil na enak moralni nivo, kot je človek in problema števila žrtev ne bi rešili. V vojne 
namene torej, na noben način, ne bi mogli uporabiti humanoidnih robotov. Torej, če bodo 
imeli humanoidni roboti v vojaške namene samozavedanje, bi bilo enako, kot če bi v vojno 
poslali človeka.  
4.3 Humanoidni roboti 
Humanoidni roboti so posebna vrsta robotov z umetno inteligenco. S svojim delovanjem in 
obstojem se želijo približati človeku do te mere, da nekega dne ne bomo mogli več razločiti 
med enimi in drugimi. S tem bi se pojavilo tudi vprašanje o njihovem moralnem status. Zaradi 
svoje posebnosti bi morali biti deležni posebne obravnave.  
Chatila na vprašanje »Zakaj ustvarjati in preučevati humanoidne robote?« običajno podamo 
tri ali štiri tipične odgovore: 
1. Preko ustvarjanja eksperimentalnih sistemov za, na primer, čustva, človeško vedenje 
ali hojo na dveh nogah, lahko pridobivamo razumevanje teh momentov pri človeku. 
Ta argument je legitimen zgolj, kadar govorimo o pravem znanstvenem raziskovanju.  
2. Da bi lažje razumeli človeški odziv na androide. Ta argument je za Japonskega 
znanstvenika Hiroshija Ishiguro glavni. Preko eksperimentov, v katerih bi bila prisotna 
človek in humanoid, bi znanstveniki ugotavljali, ali se da človeškost narediti tudi s 
tehnologijo, vendar bi morali v takšnih eksperimentih dobro definirati etične 
spremenljivke eksperimentov.  
3. Zaradi preučevanja odnosov med ljudmi in humanoidi, z namenom, da bi humanoide 
čim bolj približali človeškemu uporabniku. Neverbalna komunikacija humanoida s 
človekom je glavni dejavnik, kako ga približati človeku. Kretnje, obrazna mimika in 
glas so lastnosti, ki bi jih morali še izpopolniti, da bi se humanoid zdel bolj naraven.  
4.  Zaradi izboljšanja funkcij in fizičnih lastnosti robota tako, da bo bolj prilagojen na 
delovanje v človeškem okolju. (Chatila, 2019: 2668) 
Tretji in četrti odgovor ne upravičita izdelave in razvoja humanoidov, ampak zgolj 
prikazujeta, kako bi jih lahko še izboljšali, da bi v realnem okolju bolje delovali. Humanoidni 
roboti so rezultat dobre znanosti. Z njihovim razvojem in izdelavo se premikajo meje 
biologije, kognitivne znanosti, inženirstva in ostalih znanosti, poleg vsega pa so uporabni za 
vsakodnevno življenje. (Chatila, 2019: 2668) 
Izdelava humanoidnih robotov je izdelava robotov, ki posnemajo človeka. Katere pa so tiste 
lastnosti človeka, na katere naj bi se osredotočali znanstveniki? Ljudje so umrljivi, družabni, 
čutni, imajo svobodno voljo in so agenti, ki izvajajo določene akcije in dosegajo svoje cilje. 
Pripadniki človeške vrste so prepoznani kot osebe, ki imajo pravice in dolžnosti znotraj svoje 
skupnosti. Povzetek tega najdemo v prvem členu Deklaracije o človekovih pravicah: »Vsa 
človeška bitja so rojena svobodna, enaka v dostojanstvu in pravicah. Imajo namen, zavest, 
njihovo ravnanje do drugih pa naj bi vodilo dobro.« (Chatila, 2019: 2669).  
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Roboti so teleološki produkti človeka: narejeni so zato, da služijo cilju. So sofisticirano 
orodje. Najdemo jih različnih velikosti in oblik, odvisno, kakšnemu namenu služijo. Če je 
robot sposoben prikaza čustev preko obraznih izrazov ali gibov glave, je to posledica 
algoritmičnega računanja programa, ki ga je predhodno napisal programer. Sam robot ni 
čuten, niti ne razume človeških ali svojih »čustvenih« odzivov. Tako se odzove zgolj zaradi 
programa, ki mu narekuje, kako naj v določenih situacijah odreagira. Tudi če se je robot 
sposoben učiti, so reakcije vnaprej sprogramirane. (Chatila, 2019: 2669)  
Ne glede na stopnjo podobnosti s človekom, so roboti različni v tem, da se njihovi deli 
zamenjajo z večjo enostavnostjo kot pri ljudeh, niso umrljivi – lahko jih vklopimo in 
izklopimo in pri tem ne izgubljamo podatkov ali razmišljamo o tem, ali je to moralno 
sprejemljivo ali ne. Narejeni so zato, da opravljajo naloge, ne samo zaradi obstoja samega. 
Moramo pa se zavedati, da bo vključitev humanoidov v našo družbo spremenilo naše 
dojemanje same družbe in posameznika v njej. Glede na to, kako so humanoidi narejeni, 
kakšna je njihova naloga, v kakšni vlogi se bodo pojavili v naši družbi in kako bo vse to 
vplivalo na človeka, je pomembno, da dobro premislimo o posledicah, ki jih bo sprožila 
prisotnost le-teh. V izogib takim etičnim problemov, kot smo jih izpostavili, bi morali 
izdelavo robotov usmeriti tako, da trend izdelovanja ne bo usmerjen v pretirano podobnost s 
človekom in robotom. Prav tako ne bi smeli podeljevati moralnega statusa enakega našemu, 




5. Predstavitev pilotne empirične raziskave 
Ker me med drugim zanima tudi, kakšna je sprejetost humanoidnih in njim podobnih robotov 
v populaciji starejših, sem izvedla mini empirično raziskavo, pilotno študijo, v kateri sem 
povprašala po odnosu do prisotnosti robotov v njihovem vsakdanjiku, na različnih področjih 
(njihovega) življenja. Imela sem dve skupini starejših žensk. Ena skupina so bile gospe iz 
Ljubljane, druga skupina so bile gospe iz manjšega kraja. V prvi skupini so bile sodelujoče 
štiri starejše gospe, starosti nad 80 let. V drugi skupini pa so bile štiri gospe stare 70-80 let. 
Ker me je zanimal tudi okviren profil sodelujočih, sem jih najprej povprašala po njihovem 
študiju in delu ter ali so danes v stiku z računalniki in pametnimi telefoni. To se mi je zdela 
pomembna informacija za njihov nadaljnji odnos do robotov in moderne tehnologije.  
 
5.1 Sodelujoče 
Kot omenjeno, so v prvem pogovoru sodelovale štiri gospe, starosti nad 80 let. Tri izmed njih 
se poznajo že iz gimnazijskih let, saj so bile sošolke. Sedaj obiskujejo Univerzo za tretje 
življenjsko obdobje in skrbijo za aktivnost svojih možganov, novo osvojeno znanje in 
razgledanost. Vse imajo univerzitetno izobrazbo: slovenistka, geografinja, agronomka in 
pravnica. Tekom svoje kariere niso bile v stiku z računalniki, le proti koncu so se počasi 
začeli pojavljati in takrat so tudi prvič prišle v stik z njimi. Priznale so, da jim je to olajšalo 
nekaj dela, vendar računalnik ni zmogel opraviti nalog, kot je urejanje želja vseh prisotnih, 
ustvarjanje kompromisov, tako, da so bile vse strani zadovoljne, prav tako ni pomagal pri 
izboljšavi prodaje raznih kmetijskih izdelkov, je bilo pa vodenje evidenc lažje in hitrejše. 
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Danes so samostojne uporabnice računalnikov: tipkanje elektronskih sporočil in iskanje 
informacij na svetovnem medmrežju. Vse, razen ene, nimajo problemov z računalniki in 
njihovo prisotnostjo, ena pa se jih raje izogiba. Še vedno pa se raje poslužujejo knjig in 
časopisov. Vsaka ima svoj prenosni telefon, ena od njih ima pametnega. Nimajo problemov z 
uporabo in je njihov sopotnik v vsakdanjem življenju. Ti podatki se mi zdijo relevantni, ker 
pokažejo, koliko so gospe v koraku s časom in odprte za novosti. Preko tega, da so izobražene 
in da sledijo trendom, sem predpostavila, da so odprtega mišljenja in se ne zapirajo pred 
novostmi, preden bi jih uspele preizkusiti ali vsaj kritično premisliti in ovrednotiti, kaj za njih 
to pomeni. Do podobnega zaključka sem prišla tudi na koncu, ko smo zaključile z našo 
debato.  
V drugi skupini so bile gospe, ki so opravljale poklic trgovke, sobarice v hotelu ter kuharice. 
Kot mlade ženske so se ali priselile v ta kraj, ali so bile tu že od rojstva. Nimajo univerzitetne 
izobrazbe, prav tako niso menjavale službe. V svojih poklicih niso bile v stiku z računalniki 
ali prenosnimi telefoni. Imajo pa sedaj vsaka svoj mobilni telefon, ne pa tudi računalnika. 
Mobilni telefoni jim omogočajo osnovne funkcije uporabe in ne spadajo v skupino »pametnih 
telefonov«. V prostem času se rade družijo v naravi in v zimskem času tudi v toplicah. 
Pravijo, da računalnika v svojem življenju ne pogrešajo, saj imajo televizijo in se jim zdi 
zadostni vir informacij, poleg časopisa. Prav tako jim je zadostna krajevna trgovina in preko 
spleta ne bi kupovale. Ko sem jih povprašala, če bi se želele naučiti uporabljati računalnik, so 
dejale, da to ni za njih, da so že prestare. Kot vidimo, je ta skupina bistveno različna od prve 
skupine in moja hipoteza je bila, da bo tudi diskusija prinesla drugačne rezultate. Gospe v tej 
skupini so bile veliko bolj plašne in negotove saj tega področja ne poznajo dobro, kot so 
dejale same. Diskusija zato ni bila tako burna kot v prvi skupini. Prav tako tudi te gospe živijo 
doma in ne v domu za upokojence ter same skrbijo za svoj vsakdan. 
 
5.2 Diskusija 
Diskusija se je navezovala na posnetke s spletnega portala »Youtube«. Predstavila jo bom 
tako, da bom za vsak posnetek najprej poročala o rezultatih prve skupine in nato še druge. V 
kritični oceni diskusije bomo predebatirali rezultate obeh skupinskih debat, jih primerjali in 
nato naredili zaključek, ki pa ga ne moremo razširiti na celotno populacijo starejših ljudi, saj 
je vzorec premajhen, nereprezentativen. 
Najprej smo si, ločeno v obeh skupinah, ogledale odseke prvega daljšega posnetka [1], na 
katerem je bila prikazana prisotnost robotov na različnih področjih človekovega življenja. 
Nato smo sledile okvirno začrtanim vprašanjem, ki sem jih pripravila predhodno. Gospe v 
obeh skupinah so bile pozvane tudi k samostojnemu komentiranju. Gospe so kritično 
ovrednotile vsak prikazan odnos robot - človek, na koncu pa smo se pogovorile tudi o 
področju, ki ga s posnetkom nisem zajela – operacije na človeku, ki jih opravi človeški ali 
robotski kirurg. Predvajala sem tudi drugi posnetek, ki sem ga našla na spletnem portalu 
»Youtube« [2], ki prikazuje robota kot animatorja v domu za upokojence,  ki smo ga prav tako 
pokomentirale.    
Prikazani odseki prvega posnetka ter drugi posnetek so tematsko ločeni in prikazujejo različne 
odnose človek - robot, temu primerno so bila razčlenjena tudi vprašanja, ki sem jih pripravila 
predhodno in so bila rdeča nit pogovora:  
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1. Nekaj let delovne dobe je za vami. Kako bi se vam zdelo, da bi vam pri opravljanju 
vašega dela pomagali roboti? Bi mu zaupali svoja opravila? Glede na to, da so roboti 
zelo precizni in hitrejši v opravljanju nalog za tekočim trakom, se vam zdi prav in 
dobro, da prevzemajo človeška delovna mesta, v primeru, da je za človeške delavce in 
njihovo plačilo nato poskrbljeno?  
2. Vidimo, da je Pepper zelo družabna; lastnikoma krajša čas s pogovorom, z njo lahko 
igrata kognitivne igrice, ki jačajo njun spomin in ostale miselne spretnosti. Gospa v 
posnetku pove tudi, da ji sama šiva oblačila in jo tudi oblači. Robotka je zapolnila 
praznino, ki je nastala, ko so njuni otroci odšli od doma. Torej, pomagajo tudi pri 
osamljenosti. Bi tudi vi sprejeli takšnega robota kot svojega družabnika ali pa imate 
kakšne zadržke?  
3. V domu za upokojence imajo robote tudi zato, da pomagajo starejšim s socializacijo, 
vajami za spomin in tudi za razgibavanje poskrbijo. Bi vam bilo bolj všeč, če bi imeli 
takšnega animatorja in družabnika, ali je boljši človeški? Imate kakšne pomisleke? 
Kako pa bi se vam zdelo, če bi bila oba, ali da bi naloge delala izmenično?  
4. Roboti pomagajo tudi pri rehabilitaciji, v našem posnetku konkretno robot pomaga pri 
vadbi hoje. Bi se odločili za takšno zdravljenje z robotom, ali bi se raje poslužili 
tradicionalnega načina?  
5. Vam takšni roboti, ki smo jih spoznali, vzbujajo pozitivne ali neprijetne občutke? 
Kakšni so ti občutki? V katerem trenutku so se pojavili? Zakaj ste to povezali z nečim 
dobrim/slabim oziroma zakaj ima ta trenutek za vas pozitivno/negativno konotacijo? 
Kaj vam je pa všeč na teh robotih? Mislite, da bi lahko bili učinkovitejši, ker so lahko 
ves čas na voljo, ne potrebujejo počitka in so vedno dobre volje?  
Prvi del posnetka, ki se navezuje na prvo vprašanje, prikazuje, kako roboti na svoji postaji 
opravljajo vnaprej določeno delo: sledijo algoritmu, ki je ustvarjen tako, da robot ustvari nek 
izdelek. Generalni vodja firme na Japonskem pove, da ima sodelovanje z roboti potencial, saj 
njihova delovna sila zaradi staranja populacije upada. Prav tako pravi, da roboti v nasprotju z 
ljudi ne rabijo počitka, bolniške in ostalih dodatkov, ki jih morajo izplačevati za človeške 
delavce. Imajo enkraten strošek nakupa, ki je nižji kot letna plača delavca in strošek 
popravila, če se pokvari. Skupno gledano imajo manj stroška s takšnim robotom kot s 
človeškim delavcem. Delavci so jih prav tako normalno sprejeli in jih jemljejo kot običajni 
del ekipe. Na vprašanje, ali se jim zdi smiselno, da takšni roboti menjajo človeka na takšnem 
delovnem mestu, so gospe v prvi skupini odgovorile pritrdilno. Vendar izrazile skrb, kaj se bo 
zgodilo z delavcem kasneje. Nato smo govorile o tem, kako bo robotizacija v industriji 
vplivala na človeka; da bi bilo potrebno vzpostaviti neko varovalo, ki bo zavarovalo ljudi, ki 
bodo ostali brez službe. Predlagala sem rešitev univerzalnega dohodka, ki jim je bila všeč. 
Vendar smo se strinjale tudi v tem, da se bodo lastniki firm in podjetij težko odrekli 
»zastonjskemu zaslužku«. To pa spet predstavlja problem za porazdelitev denarja: bogatejši 
bodo še bogatejši in revnejši še revnejši. Tako smo uspele izpostaviti prvo etično vprašanje, ki 
se navezuje na ljudi, ki bodo zaradi robotizacije industrije ostali brez službe. Drugo vprašanje 
je bilo, ali bi imele sodelavca robota na svojem delovnem mestu. Pravnica, ki je večino 
svojega časa preživela na fakulteti v pisarni, urejala papirje in usklajevala interese, prav tako 
je morala delovati osebno in ne sistemsko, je dejala, da svojega dela ne bi zaupala robotu, 
zaradi človeškega faktorja, odzivnosti in plastičnosti delovanja pri njenem delu. Bi ji pa bilo 
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všeč, če bi imela takšnega robota za svojega računovodjo. Agronomka ki je delala v zunanji 
prodaji, je izrazila dvom, da bi robot prevzel njeno delo, ponovno zaradi človeškega faktorja. 
Je pa dopuščala možnost, da bi bil za kakšno postransko vlogo, kot je na primer računanje 
stroškov, učinkovitejši. Profesorica je prav tako izrazila skrb, da bi v šolstvu težko nadomestil 
učitelja, ker je tudi to delo dinamično in nepredvidljivo. Agronomka je podala možno 
situacijo in sicer, da bi bilo izvedljivo in popolnoma možno, da robot odpredava in nato učitelj 
ali tutor s poslušalci predebatira snov. Tako bi se lahko robot in človek v tej situaciji dobro 
dopolnila. Ob tem pomislim, kakšne bi bile prednosti in slabosti takšne situacije. Profesorju bi 
se tako zmanjšalo število ur, saj mu ne bi bilo potrebno predavati, vseeno pa bi del ur pridelal 
s poslušalci tako, da bi predebatiral predstavljeno snov. Mladim učiteljem in profesorjem bi to 
verjetno odgovarjalo, saj bi to pomenilo, da bi imeli več časa za družino. Torej, če bi 
zmanjšali število ur za predavanje, ostale obveznosti bi ostale, bi se ta del urnika za profesorja 
sprostil. To bi sicer pomenilo nižji prihodek, bi pa imel več časa za družino ali raziskovalno 
dejavnost, ki je profesorjem, kot si sama predstavljam, strast. V obeh primerih bi posameznik 
opravil manj dela, posledično bi tudi manj zaslužil, če pa bi zaradi robotizacije ostal brez dela, 
pa prav tako od tega ne bi bil plačan. Tu je potrebno razmisliti o rešitvi. Same smo prišle do 
predloga, ki sem ga omenila že prej, to je univerzalni zaslužek. Vendar je tu še ena skrb, ali bi 
se bili lastniki podjetij z roboti pripravljeni odpovedati »zastonjskemu zaslužku« na račun 
robotov? Če ne, bi to za sabo potegnilo še večje večanje razlike med revnimi in bogatimi. 
Tako v šolskem kot tudi industrijskem primeru vidimo, da so gospe odprte za nove možnosti, 
se pa tudi zavedajo nevarnosti, ki jih lahko to za sabo prinese.   
Gospe v drugi skupini so na prvo vprašanje, ali se jim zdi smiselno, da prihaja do robotizacije 
industrije, odgovorile, da bi s tem človek občutil veliko olajšanje; ne bi več delal monotonega 
dela za tekočim trakom, ne bi bil izpostavljen prisilni in nenaravni drži. Poleg tega pa robot 
veliko hitreje in natančneje opravi takšno, vnaprej določeno delo, kjer mu ni potrebno »preveč 
razmišljati«. Tudi v tej skupini smo prišle do problema zaslužka in mesečne plače. Ponovno je 
bilo izpostavljeno vprašanje, kaj bi se v takšnem primeru zgodilo s človeškimi delavci, kako 
bi bilo posrbljeno za njih? Tu smo prišle do enakega zaključka kot v prvi skupini. Naslednje 
vprašanje je bilo, ali bi imele sodelavca robota in ali bi zaupale svoje zadolžitve robotu. Vse 
so imele pomislek, ki so ga argumentirale podobno kot gospe v prvi skupini. Gospe, ki je 
delala v trgovini, se je zdelo, da bi prodajalec težko bil robot, saj bi težko komuniciral z 
ljudmi, da bi bil pa zelo priročen pri zlaganju izdelkov na police in v računanju. Menim, da je 
takšen odgovor posledica tega, da si gospa težko predstavlja, kaj vse roboti že znajo in da so v 
komunikaciji s človekom učinkoviti. Gospa, ki je delala kot kuharica, je rekla, da bi robot 
lahko kuhal, ampak da verjetno ne bi naredil tako dobro kot ona, saj je za kuho dobrih jedi 
potreben občutek za začimbe, ker tudi če sledimo istemu receptu, nikoli ne moremo skuhati 
dvakrat isto. Torej, delo bi po njenem mnenju lahko opravljal tudi robot, ampak ne tako dobro 
kot ona. Sobarici sta dejali, da bi bili zelo veseli, če bi v tistem času bil kdo, ki bi namesto 
njiju pral in likal posteljnino, čistil tla in okna, one pa bi poskrbele za podrobnosti okusno 
pripravljene sobe za naslednje goste. Med razvijanjem debate smo prišle tudi na zamenjavo 
človek - robot na drugih delovnih mestih hotela, na primer v recepciji. Nobena se ni strinjala s 
tem, da bi lahko delo receptorja upravljal tudi robot. Ko sem jim povedala, da bi robot lahko 
sprejel stranko v katerem koli jeziku, da bi vse račune in predračune pripravil veliko hitreje 
kot človek, da bi lahko imel cel sistem zasedenosti sob v »svoji glavi« in operiral z vsemi 
podatki, še vedno niso bile prepričane, saj jim je umanjkal človeški moment. Same si ne bi 
želele, da bi jih v hotelu sprejel robot. Bi se jim zdelo preveč nenavadno, tuje in hladno.  
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Nadaljevale smo z gledanjem dela posnetka, kjer je predstavljena robotka Pepper. Je manjša 
robotka, ki je namenjena socializaciji, igranju kognitivnih igric, skratka je družabnica in ne 
delavec. Njeni funkciji je primerna tudi njena funkcionalnost telesa, ki je zelo okrnjena. 
Konkretno v posnetku, sta Pepper kupila starejši japonski par. Z njo se pogovarjata, igrata 
različne igre, ki trenirajo njun spomin in logično mišljenje, gospa ji šiva oblačila in jo oblači. 
V komentarju sta povedala, da je robotka zapolnila praznino, ki je nastala, ko so od doma 
odšli vsi otroci. Gospa je prav tako povedala, da se počuti, kot bi bila njena hči spet doma. 
Torej, v posnetku smo opazovale odnos med človekom in robotom družabnikom. Zanimalo 
me je, ali bi imele gospe takšnega robota tudi v svojem vsakdanjem življenju? Prva je 
spregovorila agronomka in dejala, da kaj takega pa nikakor ne bi imela. Svoj odgovor je 
utemeljila v nadaljevanju, ko je povedala, da nikoli ni imela samo ene tesne prijateljice, 
ampak je imela velik krog prijateljev. Prav tako bi se ji zdelo nenavadno, da bi se pogovarjala 
s strojem in ne človekom. Potrebuje človeški stik, toplino. Prav tako pa zna biti tudi sama, 
zato ne bi mogla sprejeti takšnega robota kot svojega družabnika. Po tem navede tudi primer, 
da bi se ji zdelo sprejemljivo, če bi imela starejša oseba, ki je ostala sama, pri tem, da tudi prej 
nikoli ni želela ali znala biti sama, imela takšnega robota in da bi bil koristen. Prav tako se ji 
je zdelo nenavadno, da je gospa na posnetku oblačila robota, saj je to način igre, ki jo imajo 
otroci, ne pa odrasle ženske. Skozi pogovor smo ugotovile, da smo ljudje nagnjeni k temu, da 
se navežemo na objekte, tudi če niso živi. Če so živi, pa toliko bolj. Gospa je navedla primer 
njenega znanca, ki ima avto na daljinec. Njegov odnos do robota opisuje kot odnos preveč 
zaščitniške matere do otroka, kar nakazuje na izredno čustveno navezanost. Druga gospa je 
prav tako rekla, da ne čuti potrebe po takšnem družabnem robotu. Da pa tudi ne bi sprejela 
večjega, ki bi ji pomagal pri hoji, saj ima raje človeške pomočnike. Ko smo nadaljevale 
pogovor, sem jih povprašala tudi, če bi imele takšnega robota za druga opravila, kot je na 
primer čiščenje. Na to so vse odgovorile pozitivno in v šali, da takšen robot, ki čisti, pa je pri 
njih vedno dobrodošel. Nato je gospa agronomka omenila primer svoje prijateljice, ki zaradi 
slabega vida ne more več brati in bi ji bil robot, ki bi ji bral razne tekste, zelo uporaben v 
njenem vsakdanjiku. Nato je gospa slovenistka, na temo gospe, ki oblači svojega robota, 
pojasnila, da misli, da je način dojemanja robotov na Japonskem tako drugačen od našega 
zaradi kulture in da Evropa v miselnosti še ni tako daleč. Mogoče pa nekoč bo. Debata se je 
ustavila tudi pri pomisleku, kako so roboti narejeni: ali so res narejeni tako, da so primerni za 
starejše, ki slabo vidijo, slišijo, se premikajo in jedo. Sama menim, da znanstveniki pri 
izdelavi robota vnaprej dobro premislijo čemu ali komu bo robot namenjen, kakšne bodo 
njegove funkcije in temu prilagodijo njegov izgled, program in avtonomnost.  
Gospe v drugi skupini so bile razdeljene med več odgovorov. Kot sem že omenila, vse živijo 
doma in same skrbijo za svoje gospodinjstvo, vendar so tri že vdove. Presenetilo me je, saj 
sem pričakovala, da bodo njihovi odgovori popolnoma negativni, vendar temu ni bilo tako. 
Gospe, ki so vdove, so dejale, da bi jim prav prišla takšna družba, saj živali ne želijo, ker jih 
je strah, da bo v nekem trenutku žival ostala sama. Torej, tri gospe so bile odprte za možnost, 
da bi imele takšne družabnika, so pa izrazile tudi skrb, kako bi skrbele zanj. Ali bi znale 
popraviti, če bi se kaj pokvarilo ali pa, da ne bi one zaradi svojega neznanja kaj pokvarile. To 
smo razjasnile, da ne bi bil problem, saj obstajajo ljudje, ki se s tem preživljajo in znajo 
robote popraviti. Prav tako pa bi jim tudi pokazali, kako se robot uporablja, ko bi ga dobile. 
Ena od teh gospa pa je popolnoma zavrnila takšnega robota, ker jim ne zaupa. Nikoli ni bila v 
stiku s takšno tehnologijo in je tudi sedaj ne želi v svojem življenju. Bi raje videla, da bi imela 
človeškega družabnika in pomočnika pri vsakodnevnih opravilih.  
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Naslednji odsek posnetka, ki smo ga pogledale, se navezuje na četrto vprašanje. Prikazan je 
bil robot, ki ga pacientu v rehabilitacijskem centru pritrdijo na noge in spodnji del trupa, in z 
elektrodami povežejo ključne točke na mišici s ključnimi točkami na robotu. Robot deluje 
tako, da sprejema električne impulze, ki jih ustvari noga in pomaga pri tem, da človek 
premakne nogo. Ko je fizioterapija s tem končana, se možnost, da človek shodi, poveča. 
Gospe so se enoglasno strinjale, da imajo takšni roboti perspektivo in bi se tudi same 
poslužile takšne rehabilitacije. V tem trenutku sem navezala v pogovor še primerjavo med 
človeškim kirurgom in robotom kirurgom in za katerega bi se raje odločile. Tu so bila mnenja 
različna: ali samo človeški kirurg ali kombinacija obojega. Vendar so se gospe na koncu 
strinjale, da bi lahko kakšna izredno precizna dela bolje opravil robot. Vendar se zaradi strahu 
pred tem, ali bi robot res znal pravilno odreagirati, glede na to, da je vsaka operacija zelo 
specifična, ne bi odločile za operacijo, ki bi jo izvajal samo robot.  
Podobno kot s prvo skupino sem ta del posnetka z rehabilitacijskim robotom povezala z 
vprašanjem izbire kirurga v primeru operacije. Strinjale so se, da je takšen robot zelo priročen, 
sploh kadar imajo fizioterapevti opravka s težkimi in veliki ljudmi, ki sami ne morejo vstati, 
ali pa vstanejo zelo težko. Ena izmed njih je bila lansko leto poškodovana, imela je 
poškodovan kolk in desno roko. Ko sem jo povprašala po tem, ali bi si želela robota 
fizioterapevta, je odvrnila, da ne. Iz istih razlogov, ki smo jih opisali že prej. Gospe se 
zavedajo, da so v operacijskih sobah že prisotni roboti, ampak same bi se raje odločile za 
človeškega kirurga, saj mu bolj zaupajo. Zdi se jim nemogoče, da bi lahko robot bolje opravil 
operacijo, saj je le stroj, ki ne more predvidevati stvari ali se hitro prilagoditi, kot je to 
sposoben človek. Kljub temu, da sem jim obrazložila, da se tudi roboti učijo na lastnih 
izkušnjah, enako kot človeški kirurg, so ostale na svojem stališču, da se ne bi odločile za 
robotskega kirurga. 
Zadnji posnetek, ki smo si ga ogledale, prikazuje robota, ki je podoben robotki Pepper in je v 
domu za upokojence. Njegova funkcija je, da stanovalce zabava s pogovorom, z njim lahko 
igrajo miselne igre, na posnetku pa vidimo, da jih tudi razgibava. S svojim vprašanjem sem 
poizvedovala, ali bi bile zadovoljne s takšnim delavcem, če bi živele v domu za upokojence? 
In če ne, ali bi bile zadovoljne, če jih obišče samo parkrat na teden, njegova funkcija in vloga 
pa bi bila zgolj postranska, saj bi glavne naloge še vedno izvajal človeški delavec. Ideja, da bi 
v domu za upokojence delali roboti, ni bila sprejeta med gospemi prve skupine. Se bi jim 
zdelo pa zabavno in zanimivo, če bi takšen robot prihajal nekajkrat na teden in izvajal zabavni 
program in razgibavanje.  
Gospe v drugi skupini so se nasmejale temu, da je robot vodil telovadbo. Komentirale so, 
kako se je tega naučil, kako vidi, če ga upokojenci opazujejo in če res ponavljajo. Imela sem 
občutek, da se jim zdi zabavno, kot da bi prišla igrača. Na vprašanje, ali bi imele kaj proti 
takšnemu robotu in izvajanju telovadbe, so rekle, da jih to ne bi motilo, če bi izvajal takšno 
telovadbo in da bi se poleg človeškega osebja z njimi pogovarjal in igral miselne igrice. 
Njihov odziv na ta posnetek se mi je zdel precej bolj sproščen, kot na posnetek robotke 
Pepper. Najbolj pri gospe, ki je zavračala možnost Pepper v njenem domu. Zato sem jo 
povprašala, kakšna je razlika med tem robotom in robotko Pepper. Gospa je odgovorila, da bi 
ji bilo neprijetno spustiti robota v njen dom. Dom za upokojence je pa okolje, kjer živi več 
ljudi in ne bi bila primorana biti v stiku z njim. Menim, da je to ponovno strah pred neznanim, 




Zadnji sklop vprašanj, ki sem jih želela postaviti gospem, je zajemal celotno sliko: ali jim 
roboti zbujajo negativne občutke ali pozitivne? Kot dodatno pa še, ali mislijo, da bi bili 
nekega dne humanoidni roboti boljši družabniki kot človeški, glede na to, kako so 
sprogramirani (da so vedno dobre volje, vedno prisluhnejo, so vedno na voljo in ne umrejo ali 
jih zapustijo)? Gospe so imele pomisleke o univerzalnosti robotov, kako bi naredili robota, ki 
bi lahko izvajal različne naloge, predvsem tiste, ki jih ne moremo predvideti. Jasno so pa tudi 
dale vedeti, da je za njih človeški faktor izrednega pomena in ga ne bi imele za prijatelja, 
ampak zgolj kot pomočnika, ki je lahko od človeka boljši na določenih področjih in za 
določene naloge, kot je na primer računanje statistik in čiščenje, nikakor pa ne bodo mogli 
prevzeti nalog, ki zahtevajo človeka kot čuteče, razmišljujoče ter prilagodljivo bitje.  
Podobno kot sem naredila zaključek s prvo skupino, sem naredila tudi z drugo skupino. 
Zaradi slabega poznavanja najnovejše tehnologije so imele gospe dvome in nezaupanje, kako 
bi se to obneslo v njihovem vsakdanjem življenju, vendar so izrazile zavedanje, da je 
tehnologija vedno naprednejša in da je namenjena temu, da nam lajša in boljša življenje.   
 
5.3 Kritično ovrednotenje diskusije 
Vprašanje, ki je na tem mestu zelo pomembno, je, kako ta raziskava odgovori na naše 
naslovno vprašanje magistrske naloge. Na to vprašanje bomo odgovorili v nadaljevanju. Tema 
magistrske naloge je takšna, da pritiče vsem ljudem in njihovim vsakdanjim življenjem. 
Poudariti je potrebno, da ta raziskava ni primerna, da bi se zaključki, ki sem jih pridobila, 
razširjali na celotno populacijo. Vzorec je bil omejen na dve skupini po štiri subjekte približno 
enake starosti iz različnih okolij: to so bile gospe, starejše od 70 let. Prva skupina so bile 
gospe iz mesta, druga iz manjšega kraja oziroma podeželja. Pomemben podatek se mi zdi tudi 
ta, da so vse iz prve skupine dosegle vsaj diplomo po starem sistemu, v drugi skupini pa ne. 
Ta podatek se mi zdi pomemben zato, ker vpliva na to, ali so višje izobraženi ljudje bolj 
dovzetni za novosti. Izobražen človek je bolj sposoben kritičnega mišljenja, je radoveden in 
ga novosti zanimajo in se pred njimi načeloma ne zapira samo zato, ker je novost nekaj 
nepoznanega. Gospe iz prve skupine so skozi diskusijo potrdile mojo hipotezo o tem, saj so 
razmišljale kritično, odgovarjale argumentirano in niso zatirale novosti (v našem primeru 
robotov) kot takih, želele so vedeti več in dalje razmišljale z razširjenim obzorjem. Nasprotno 
so gospe iz druge skupine razmišljale skozi dvom in nezaupanje, ki pa sta posledica 
nerazumevanja takšne tehnologije. Gospe iz prve skupine so v diskusiji izpostavile varnost 
posameznika in družbe, da se morajo vzpostaviti varovalni mehanizmi, ki bodo zaščitili ljudi. 
To kasneje v svoji nalogi poudarjam tudi sama in se pri tem nanašam na vir, ki zajema 
poročila treh srečanj v Ameriki, Angliji in Evropi. Predvidevala sem, da če bi bili subjekti z 
ruralnega območja, bi razmišljali drugače. Zaradi nerazumevanja delovanja, bi odreagirali s 
strahom in nezaupanjem. Menim, da sem v svojih rezultatih to prikazala in potrdila svojo 
hipotezo. Prav tako menim, da je mišljenje o prisotnosti robotov odvisno tudi od kulture. V 
posnetkih smo videle japonsko kulturo, ki robote doživlja popolnoma drugače. Zaradi svoje 
filozofije menijo, da imajo tudi neživi objekti neke vrste dušo, ki pa ni kakor duša, kot jo 
razumemo v naši kulturi. Njihova duša predstavlja živost, prisotnost objekta. Zato, kakor 
razmišljajo in delujejo Japonci, se na Japonskem roboti že vključujejo v posameznikovo 
vsakdanje življenje. Kar bi lahko vplivalo na rezultate, je tudi dejstvo, da so gospe (tako iz 
prve kot iz druge skupine) samostojne, živijo v lastnem domu in ne v domu za upokojence. To 
argumentiram z mislijo, da se posamezniki v domovih za ostarele lahko počutijo osamljene in 
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zapuščene od svoje družine in bi lahko bili bolj dovzetni za robotskega družabnika, kot so bile 
naše gospe. Vzorec je bil zaradi premalo sodelujočih nereprezentativen, prav tako niso bili 
sodelujoči izbrani naključno. Ker nisem imela baze podatkov, zaradi novega zakona o 
varovanju podatkov, sem se bila primorana znajti drugače. V prvem primeru so bile 
sogovornice slušateljice tretje univerze, ki mi jih je predlagala mentorica, v drugem pa za 
sosede moje babice, ki živijo v manjšem kraju. Pogovor z njimi je vseeno nakazal, kako 
starejše gospe dojemajo robote, ki se bodo kmalu tudi pri nas pojavili v posameznikovem 
vsakdanu.  
Namen te diskusije ni bil, da bi rezultate posplošili na celotno populacijo starejših v Sloveniji, 
ampak zgolj to, da sama pridobim občutek, kako razmišljajo in dojemajo robote starejši 
posamezniki v naši družbi. S potekom diskusije sem zelo zadovoljna, gospe so bile dostopne, 
zelo pogovorljive, radovedne in svoje misli so bolj ali manj dobro argumentirale. 
 
5.4 Sorodna raziskava 
Dautenhahn s kolegi (Dautenhahn et al., 2005: 1) so izvedli podobno raziskavo, v kateri so 
opazovali odnos do potencialnih robotskih družabnikov. Nastala je v okviru »Cogniron« ali 
»Cognitive Robot Companion«. Glavni cilj projekta je ugotoviti, kakšen odnos imajo ljudje 
do robotov v njihovem vsakdanjem življenju.  
V raziskavi je sodelovalo 28 odraslih posameznikov. Raziskava je sledila naslednjim 
raziskovalnim vprašanjem: 
- Ali se ljudem zdi sprejemljivo, da bi doma imeli robota družabnika? 
- Kako si ljudje predstavljajo robota družabnika? Kakšne naj bi bile njegove funkcije? 
- Kakšne naloge bi tak robot moral znati izvršiti? 
- Kakšen naj bi bil njegov izgled? 
- Kako ljudje dojemajo družabne robote, glede na njihovo vedenje? 
- Katere dele interakcije med robotom in človekom najdejo ljudje najbolj privlačne in 
katere najbolj odbijajoče? (Dautenhahn et al., 2005: 2).  
Rezultati so pokazali, da je velik del sodelujočih odprt do ideje prisotnosti robota družabnika 
ali pomočnika. Nekaj jih je bilo naklonjenih celo temu, da bi imeli robota kot prijatelja. 
Zaželen je človeški način komuniciranja, medtem ko videz in vedenje nimata bistvenega 
pomena pri tem. 82% sodelujočih se je strinjalo s tehnologijo v njihovih domovih, 40% so 
podprli idejo robota družabnika v njihovem vsakdanjem življenju. Razlik v spolu, starosti in 
seznanjenosti s tehnologijo niso zaznali.  
Glede na naloge, ki naj bi jih robot doma opravljal, je 96,4% sodelujočih podprlo idejo, da naj 
bi znali opraviti vsa hišna opravila, kot je na primer sesanje. Komaj 10,7% sodelujočih bi 
robotu zaupalo tudi varstvo otrok. Več kot polovica sodelujočih bi želela, da je vedenje robota 
(zelo) predvidljivo. Večina sodelujočih, 71%, bi želela, da se da robota popolnoma 
nadzorovati. 71% sodelujočih bi želelo, da njihov robot družabnik komunicira na človeški 
način. Medtem ko izgled in vedenje nista bila tako pomembna – ni bilo visoko zaželeno ali 
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potrebno, da robot izgleda natančno kot človek in se tako tudi vede. (Dautenhahn et al., 2005: 
2-4)  
Če na kratko povzamemo. Iz rezultatov raziskave so lahko razbrali, da so ljudje naklonjeni 
ideji o prisotnosti robotov kot pomočnikov pri hišnih opravilih, pri zagotavljanju varnosti 
doma in vrtnarjenju. Mali odstotek sodelujočih je naklonjen tudi temu, da bi imeli robota za 
prijatelja ali varuško otrok. Po spolu in izobraženosti o tehnologiji niso zaznali relevantnih 
razlik, je bila pa opazna razlika pri starosti: mlajši sodelujoči so bili bolj naklonjeni ideji 
robota prijatelja. Večina sodelujočih bi želela predvidljivih robotov, ki se jih da nadzirati. 
Vendar, da bi vseeno bili tako samostojni, da bi lahko sami izvajali določene naloge (na 
primer sesanje tal). Ni bilo presenetljivo, da so sodelujoči zagovarjali človeški način 
komunikacije. Avtorjem se zdi zanimivo, da pa vseeno sodelujoči ne bi želeli, da se robot 
vede in izgleda popolnoma človeško. To potrjuje fenomen doline čudnosti, ki ga bomo 
obravnavali kasneje. (Dautenhahn et al., 2005: 5)  
 
5.5 Primerjava rezultatov obeh raziskav 
Obe raziskavi, tako moja kot navedena, sta imeli isti cilj: ustvariti sliko odnosa ljudi do 
robotov. Kot sem že omenila, je bila moja raziskava pilotske narave. Vendarle bi vseeno 
lahko izpostavila podobnosti v rezultatih. Na vprašanje, ali bi imeli robota, ki bi opravljal 
gospodinjska opravila, je v obeh raziskavah večina sodelujočih naklonjena tej ideji. Prav tako 
v obeh raziskavah niso bili naklonjeni ideji robota prijatelja ali varuške. 
Raziskavi se mi zdita pomembni, saj ustvarjata neko splošno sliko o odnosu do robotov v 
našem vsakdanjem življenju. Povzamem lahko, da se večini ljudi zdi dobra ideja, da bi imeli 
robote, ki bi opravljali gospodinjska dela in varovali dom. Niso pa naklonjeni ideji, da bi bili 
roboti naši prijatelji ali varuške za otroke.  
Glede na obe raziskavi menim,  da ljudje ne sprejemajo robotov kot nadomestkov za človeka. 
Sicer že prevzemajo naša delovna mesta, pomagajo v gospodinjstvu, v bolnišnicah, v hotelih 
in podobno. Ampak človeka kot človeško bitje in sočloveka, pa (še) ne nadomeščajo. 
Današnje razumevanje robotov ne potrjuje mojega strahu pred tem, da bi ljudje izgubili svojo 
vrednost in funkcijo. Vendar menim, da se moramo vseeno dobro pripraviti na morebitne 
posledice, ki jih bo sprožila prisotnost humanoidnih robotov v našem vsakdanu.  
 
 
6. Človek in robot 
V prvem delu naloge smo na kratko predstavili temeljni temi robotike in umetne inteligence. 
Pregledali smo večji skupini robotov in kaj je značilno za vsako izmed njiju. Predstavili smo 
tudi raziskavo, ki sem jo opravila na osmih sodelujočih, in njej sorodno raziskavo. Glavno 
vprašanje raziskave je bil odnos ljudi do robotov, ki se pojavljajo v našem vsakdanjem 
življenju. Raziskavi sta naredili vpogled v to, kako ljudje doživljajo prisotnost prikazanih 
robotov. To pa se dalje navezuje na naše glavno vprašanje magistrske naloge, in sicer: odnos 
med človekom in robotom kot našim družabnikom, ki lahko prevzame vlogo partnerja, 
ljubimca, prijatelja in podobno. Odnos med njimi je odvisen od lastnosti posamezne skupine. 
Človeške lastnosti, ki vplivajo na dojemanje robotov, so proces počlovečenja, čustvenost, 
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posledica obeh pa je, da se človek lahko hitro čustveno naveže na robota. Spoznali bomo, da 
je to problematično, saj gre za enosmeren odnos. Iz tega izhajata tudi problema prijateljstva in 
ljubezni, ki ju lahko človek zaradi svojih psiholoških lastnosti ustvari do robota. Robotove 
lastnosti pa so takšne kot so zato, da lažje manipulira s človeško psihologijo. Robot, ki je 
boljši v tem, je smatran kot boljši, kar je lahko samo po sebi nov etični problem. Tega se 
dotaknemo tudi pri obravnavi pojma prijatelja. Pregledali bomo nekaj eksperimentov, ki 
preučujejo, kako avtonomnost in mobilnost robota vplivata na to, kako jih dojema človek. 
Predstavili bomo zanimivo finsko raziskavo, v kateri so preučevali, kakšen odnos imajo ljudje 
do robotov - prostitutk. Glede na to, kako so roboti narejeni in kako delujejo, pa to lahko 
pripelje še do enega etičnega problema, do izgube tolerance do človeka, kar bomo obravnavali 
na koncu tega poglavja.  
6.1 Človeška sposobnost počlovečenja 
Počlovečenje je ena izmed psiholoških lastnosti človeka: njegova naravna tendenca, ki jo je 
po vsej verjetnosti pridobil skozi evolucijo. V postopku počlovečenja človeške lastnosti 
pripišemo živemu ali neživemu subjektu ali objektu, če njegov izgled in ravnanje vsaj malo 
spominjata na človeka. O tem pojavu bomo govorili tudi kasneje. Za lažje razumevanje 
poglejmo enostaven primer. Zelo pogosto je, da ljudje ob opazovanju robota občutijo 
določena čustva, posebej, če naj bi jih ta robot izzval; če se odziva na naše izraze čustev, sam 
izraža določena čustva. Celotna domena afektivne robotike se ukvarja z zaznavo človeškega 
čustva preko obrazne mimike, jezika, glasu in kretenj. Namen znanstvenikov je, da bi 
izboljšali odnos med humanoidom in človekom. Z razvojem takšnih robotskih lastnosti pa se 
pojavlja vprašanje enosmernosti odnosa in zavajanja človeka, o čemer bomo prav tako 
govorili v nadaljevanju. (Chatila, 2019: 2671) 
Humanoidne robote nimajo samo v laboratorijih, ampak jih tudi razstavljajo in sedaj tudi že 
prodajajo kot receptorje, avatarje in tudi robote za seks. Ko obravnavamo robote za seks lahko 
naletimo na različne težave. Nekatere tovarne želijo izdelati robota za seks, ki bi imel eno 
izmed funkcij tudi to, da zavrne odnos. To bi lahko vodilo v neželene spolne odnose, 
posilstva, ki so kazniva dejanja. S tem, da bi ustvarili robota s takšno možnostjo, bi ustvarili 
več problemov kot koristi. Roboti naj bi izboljševali naša življenja. Takšna funkcija bi sicer 
naredila robota bolj človeškega, vendar življenja lastnika s tem ne bi olajšala. (Chatila, 2019: 
2671-2) 
 
6.2 Pomen čustev 
Sprva so bili roboti narejeni za pomoč pri delu v industrijskih obratih. Vendar je želja po tem, 
da bi znanstveniki ustvarili robota, ki bo podoben človeku in bo čutil in čustvoval kot človek, 
že zelo stara. Da bi humanoidni robot bil uspešen sam po sebi in v svoji družbeni vlogi, bi 
moral »obvladati« tudi človeška čustva. Z vprašanji kot so »Kaj so čustva?«, »Kaj pomeni, da 
doživljamo določeno čustvo?« se tukaj ne bomo podrobneje ukvarjali. Zanimalo pa nas bo, 
zakaj so čustva v robotiki pomembna. 
Čustva pri robotih so pomemben dejavnik, ki pripomore k temu, da so nekateri roboti 
uspešnejši kot drugi. Torej, humanoidni robot, ki bo izzval pozitivna čustva, bo uspešnejši kot 
tisti, ki jih ne bo, ali pa bo izzval negativna čustva. Afektivna robotika se ukvarja s tem, kako 
narediti humanoida bolj »čustvenega«, da se bo s tem bolj približal človeku. Humanoidi, ki 
bodo namenjeni uporabi kot družabniki, bodo morali imeti »dobro razvita čustva«. Obstajata 
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dva pristopa: biološki, ki teži k temu, da bi robot dejansko čutil čustva, ter funkcionalni, ki se 
ne ukvarja s tem, kaj se dejansko dogaja v robotu, ampak ga zanima samo funkcionalnost. 
Torej, Fong s sodelavci izpostavlja: »ali bo robot dovolj dobro izrazil čustva, ki bodo služila 
neki funkciji, ne bo pa potrebno, da jih robot dejansko čuti ali se jih zaveda in razume.« (Fong 
et al., 2003: 147).  
»Modeliranje čustev v robotih jih vključuje v »afektivna zanka (ang. affective loop). 
Afektivni krog je interaktivni proces, v katerem uporabnik izraža svoja čustva, robot pa mora 
temu prilagojeno izvajati odzive, ki ga skozi več interakcij zbližujejo s človekom.« (Pavia et 
al., 2014: 1). 
 
                             
 
  Slika 1: Afektivni krog. (Pavia et al 2014: 2). 
Za vzpostavitev afektivnega kroga med uporabnikom in robotom bo potrebno, da imajo roboti 
sistem za prepoznavo človeških doživljajskih stanj. Prav tako bo potrebno, da robot izrazi 
čustveno stanje, ki bo primerno čustvenemu stanju njegovega človeškega uporabnika. 
Afektivne interakcije imajo različne vloge in namene: 
- Dajejo vtis živosti: roboti bodo uspešnejši pri dajanju občutka živosti preko 
povezovanja s človekom na čustveni ravni. 
- Povečujejo povezanost: čustva pripomorejo k večji stopnji povezanosti med 
subjektoma oziroma med subjektom in objektom. 
- Povečanje družabnosti: če se robot ne vede kot družabno bitje, to zmanjšuje človeško 
zaznavo robota kot družabnika. Zato morajo biti robotovi odzivi personalizirani in 
prilagojeni situaciji in uporabniku. (Pavia et al., 2014: 2).  
Psihološke raziskave čustev se osredotočajo na tri vidike; biologija čustev, čustva in 
medosebna komunikacija ter čustveni razvoj. S stališča inženirjev, ki sodelujejo pri nastanku 
humanoidnih robotov, je najbolj pomemben drugi vidik – čustva in medosebna komunikacija. 
V raziskavi so Michaud s kolegi (2000) raziskovali tri vloge, ki jih lahko zavzamejo čustva, 
ko govorimo o izdelavi avtonomnih robotov: 
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- Čustva za prilagoditev mej: naše okolje je do neke stopnje nepredvidljivo in velikokrat 
se zgodi, da ne moremo z gotovostjo trditi, da se nekaj bo zgodilo ali ne. Tudi v smislu 
interakcije z drugimi ljudmi. Čustva so lahko neke vrste pripomoček, s katerim 
uravnavamo svoje plane. 
- Čustva za urejanje družbenih vedenj: Plutchik je izpostavil, da so v družbenem 
vedenju čustva neposredno povezana z univerzalnimi problemi adaptacije. Ti so:  
o Hierarhija: hierarhija moči temelji na dveh čustvih in njihovih derivatih. 
Čustvi sta jeza in strah, njuna derivata pa dominanca in submisivnost. 
o Teritorialnost: osnovni čustvi sta presenečenje in raziskovanje. Odvisna sta od 
tega, ali imamo kontrolo nad okoljem ali ne.  
o Identiteta: osnovni čustvi sta sprejetost in zavrženost s strani družbene 
skupine, kateri pripadamo.  
o Časovnost: naše življenje je časovno omejeno. Ob srečanju s temu omejitvami 
nas lahko spremljajo različna čustva, kot na primer žalost, stres in/ali sreča.  
Problemi adaptacije imajo pomembne implikacije. Pomagajo nam ustvariti splošen pogled na 
naše življenje in imajo implicitne dimenzije, ki jih lahko uporabimo, da se primerno 
vključimo zahtevam okolja. (Michaud et al, 2000: 5) 
- Čustva za medosebno komunikacijo: izražanje čustev vodi medosebno in družbeno 
interakcijo in dinamiko. Primernosti izražanja čustev se naučimo skozi socializacijo. 
Čustvo je tako akt komunikacije in hkrati izraženo lastno stanje. (Michaud et al., 2000: 
5)  
V raziskavah, kjer se ukvarjajo s čustvi pri robotih, izhajajo predvsem iz spoznanj, ki so jih 
pridobili znanstveniki, ko so raziskovali vlogo čustev v medosebnih odnosih pri ljudeh. 
Arhitektura robotove »osebnosti« je zastavljena tako, da se je robot sposoben učiti, 
komunicirati z okoljem ter ima nek nabor čustev in notranjih stanj, ki ga potem motivirajo. 
Skozi dinamične interakcije se robot uči, kdaj so določeni čustveni odzivi primerni in kdaj ne. 
Navedli bomo nekaj lastnosti agentov (človek ali robot), ki imajo (funkcionalna) čustva: 
- Agenti so utelešeni: utelešeni so tako živali, ljudje, kot tudi roboti. Vsi imajo tudi 
(funkcionalna) čustva. 
- Agenti so posamezniki v heterogeni družbi: vsak posameznik ima svoje posebne 
lastnosti, ki so značilne za njega (njegov način doživljanja in izražanja čustev, 
sposobnost učenja in prilagajanja). 
- Agent prepozna drugega posameznika in je z njim v interakciji, da bi poglobil njuno 
družbeno vez. 
- Vsak posameznik ima svojo preteklost, ki ga je skozi lastne izkušnje izoblikovala v 
posameznika, kakršen je danes. 
- Vsak posameznik doprinese k družbeni dinamiki. (Michaud et al., 2000: 6-7)  
 
6.3 Robot, moj sočlovek 
V tem poglavju bomo pogledali odnose med ljudmi in družabnimi roboti, kot smo jih videli 
tudi v posnetkih moje raziskave: roboti kot družabniki, roboti v medicini in negi starejših 
ljudi. Pri takšnih vrstah odnosa lahko govorimo o etičnih problemih kot sta enosmernost 
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odnosa in zavajanje človeškega posameznika. Ker so vprašanja prepletena, jih bomo 
obravnavali kot prepletajočo se in soodvisno celoto. 
Cynthia Breazeal, izumiteljica družabnega robota Kismeta, je družabnega robota definirala 
kot tistega, ki je sposoben razumeti in se vživeti v naše doživljanje. Predlaga, da bi pri razvoju 
takšnih robotov morali upoštevati to, da bi lahko bili med sabo prijatelji. (van Oost and Reed, 
2011: 1). Ljudje smo bitja, ki se hitro navežemo, tako na sočloveka kot na žival. Ko so se pa 
začeli pojavljati tudi stroji, so se ljudje hitro navezali tudi na njih: bolj kot je dajal občutek, da 
nas razume in z nami sodeluje, bolj so se navezali nanj. Navezali se bomo na starogrškega 
filozofa Aristotela, ki je v drugi knjigi Nikomahove etike razpravljal o prijateljstvu: 
»Prijateljstvo je neka vrlina, oziroma v tesni povezavi z vrlino; poleg tega je za življenje 
neogibno potrebno. Nihče si ne bi želel živeti brez prijateljev.« (Aristotel, 1994: 241).  
V tem delu bomo na kratko pogledali, kako Aristotel definira pojem prijatelja. Že v prvem 
stavku najavi, da si čisto vsak posameznik želi prijatelja in ga potrebuje, ter nadaljuje, da si ga 
želijo vsi, od nižjih do višjih slojev. V času naših problemov in tegob so naši prijatelji edino 
varno pribežališče, ki ga imamo. Tu bi sama dodala še, da je tudi naša družina tista, ki vedno 
ostane in nam pomaga. »Roditeljem je že po naravi prirojeno prijateljstvo do svojega zaroda 
in obratno« (Aristotel, 1994: 242). Pridružili se bomo Aristotelovemu prepraševanju, kdo so 
lahko prijatelji; ali so lahko prijatelji vsi ljudje na svetu, ali so lahko med sabo prijatelji samo 
dobri ljudje, slabi pa ne, ali smo lahko prijatelji na višji ali nižji stopnji in konec koncev, kaj 
je bistvo prijateljstva. Ko razmišljamo o prijateljski ljubezni, se moramo zavedati, da pod ta 
pojem spada samo, kar je dobro, prijetno ali koristno. Koristno je tisto, ki nam priskrbi neko 
dobro ali prijetno. Torej, končni smoter prijateljske ljubezni je dobro in prijetno. In sicer 
govorimo o dobrem in prijetnem nasploh, saj če bi govorili partikularno, bi prišlo do 
prevelikih zamikov. O prijateljstvu lahko govorimo samo med živimi in ne moremo imeti 
prijateljstva z neživim. Predmeti nam ne morejo vračati ljubezni in ne moremo jim želeti 
dobro. Če bi na primer vinu zaželeli naj dozori dobro, bi mu tako zaželeli, da bi ga lahko mi 
dobro pili. Prijatelju pa zaželimo dobro zaradi njega samega. Tisti, ki drugim želijo dobro 
zaradi njih samih, ne da bi mu vračali to, pravimo, da mu je tak človek naklonjen. 
Obojestranska naklonjenost pa je prijateljstvo. Takšna obojestranska naklonjenost pa ne sme 
biti skrita. Torej, za medsebojne prijatelje je potrebna odkrita recipročna naklonjenost. 
(Aristotel, 1994: 244) 
Aristotel opredeli tri vrste prijateljstva, ki se razlikujejo po nagibu ljubezni. Prijatelji so si 
naklonjeni, pomembno pa je, kakšne narave je nagib, iz katerega izhaja naklonjenost. Nagib je 
lahko koristoljubne narave, torej da smo z nekom prijatelji, ker imamo od tega korist. Lahko 
pa so nagibi prijetnosti, pri katerih smo z nekom prijatelj zaradi prijetnosti in takšno 
prijateljstvo je bolj podobno popolnemu prijateljstvu kot prijateljstvo iz koristnosti. Če oba 
uživata ob istih stvareh in drug ob drugem, je takšno prijateljstvo bolj polno iskrenosti. 
Takšna prijateljstva so plod trenutnih okoliščin, saj ne gre za pravo prijateljstvo, ampak zgolj 
za naše izboljšanje položaja ali počutja. V teh situacijah prijatelj ni cenjen zaradi tega, kar on 
sam je, ampak zaradi tega, kar lahko mi od njega v tistem trenutku dobimo. Takšna 
prijateljstva tudi hitro razpadejo. (Aristotel, 1994: 245) 
Tisto pravo prijateljstvo pa je samo eno – popolno prijateljstvo. Popolno prijateljstvo temelji 
na vzajemni odkriti ljubezni, naklonjenosti in želji, da je drugi dobro, zaradi njega samega. 
Takšni prijatelji so tudi najbolj pristni. Popolna prijateljstva trajajo dokler traja naša vrlina in 
29 
 
to je večno. Vsak tak človek je prijeten, je dober prijatelj in dober človek nasploh. Pomembno 
je vedeti tudi, da od pravega prijatelja dobiš tudi prijetnostni del in koristni del. Torej, med 
prijatelji obstoji najžlahtnejša vez prijateljstva in ljubezni. Takšna prijateljstva so redka, kajti 
takšnih ljudi je malo. Popolni prijatelji se med seboj resnično poznajo in si popolnoma 
zaupajo. (Aristotel, 1994: 246-247) »Dober prijatelj je vrednota. Osnova za dobro prijateljstvo 
pa je, da smo dobri: tako do prijatelja, kot dobri nasploh.« (Aristotel, 1994: 252). 
Vsaka vrsta prijateljstva, vsako partikularno prijateljstvo temelji na sožitju. Vendar se sožitje 
med sorodniki razlikuje od sožitja med tovariši. Prijateljstvo med sorodniki izvira iz 
očetovske ljubezni: »Starši ljubijo svoje otroke kot del svojega bistva, otroci pa ljubijo starše 
kot izvor svojega bitja.« (Aristotel,  1994: 263).  
Kot smo pa ugotovili že poprej, je ljubezen od starša do otroka drugačna kot otrokova do 
starša: »Roditelji ljubijo svoje otroke kot sami sebe, zakaj to kar izvira iz njih, je kot njihov – 
iz njih iztrgani – drugi jaz.« (Aristotel, 1994: 263). Podobno je z ljubeznijo med sorojenci, ki 
izvirajo iz istih staršev – isti vir jih povezuje v drugačni obliki, kot prijatelje sovrstnike.  
Vendar pa prijateljstvo ni edini kriterij, po katerem lahko določamo ali je robot družaben ali 
ne. Je pa prijateljstvo z robotom enosmeren odnos, saj, vsaj do sedaj, roboti še niso tako 
napredni, da bi imeli takšen način razmišljanja, kot ga imamo ljudje. Kot smo povedali v 
uvodu v to poglavje, je enosmerni odnos etični problem, ki nas bo v tem delu zanimal.  
O pomembnosti tega vprašanja piše tudi Matthias Scheutz. (Scheutz, 2012). V 21. stoletju 
smo priča izredno hitremu napredku družabnih robotov. Kupimo lahko samostojne sesalnike, 
domače ljubljenčke, terapevtske robote in mnoge druge vrste družabnih robotov, ki so prisotni 
v našem vsakdanjem življenju. Zaradi trenda, ki mu sledi ta tehnologija, lahko pričakujemo, 
da bodo družabni roboti integralni del človeške družbe, podobno kot prenosni računalniki, 
pametni telefoni ali svetovno medmrežje. Pričakujemo lahko podobno situacijo kot smo jo 
doživeli z osebnimi računalniki: ko bodo enkrat postali del vsakdanjika, si življenja brez njih 
ne bomo mogli več predstavljati. Ker bodo v nekem trenutku postali tako intimno prisotni v 
našem življenju, je pomembno, da se zavedamo, kakšne posledice bo to imelo za nas. »Ker 
bodo prisotni v našem vsakdanu in kljub temu, da bodo ustvarjeni za naše dobro, je možnost 
nevarnosti čustvene bolečine človeka, ki izvira iz čustvene navezanosti človeka na stroj, ki 
nam ne vrača (enakih) čustev.« (Scheutz, 2012: 205). Navezanost na takšnega robota je 
drugačna od človeške navezanosti na drugo tehnologijo, kot je naš osebni telefon ali digitalna 
ročna ura. Da bi to razumeli, moramo razumeti, kako so družabni roboti drugačni od druge 
tehnologije. (Scheutz, 2012: 205) 
Za grobo predstavo in hiter pregled imamo temu namenjeno razpredelnico:  










Aplikativnost industrijska produkcija splošna raba osebna raba 
Okolje določeno (tovarna) kjer, je uporabnik kjer, je uporabnik 
Izgled stroj stroj želi posnemati živost 






Izvajanje akcije da ne da 
Mobilnost omejena ne da 
Avtonomija ne ne da 
Agent ne ne še ne popolnoma 
Tabela 1: Industrijski robot versus računalnik versus družabni robot. (Scheutz, 2012: 205) 
 
V prvem stolpcu tabele imamo lastnosti, po katerih bomo primerjali industrijskega robota, 
osebni računalnik in družabnega robota. Industrijski roboti so tisti, ki imajo deterministične 
algoritme, prav tako pa delno tudi računalnik. Družabni roboti imajo kognitivne algoritme, kar 
pomeni, da so se sposobni učiti. Imajo pa tudi nekaj vnaprej sprogramiranih algoritmov. 
Izgled industrijskega robota in računalnika je prilagojen funkciji, ki ju opravljata. Družabni 
robot pa je narejen tako, da poskuša posnemati živo bitje. Da je nek stroj agent, pomeni, da se 
samostojno giba v prostoru, se uči in tudi sam odloča o naslednji akciji, ki jo bo izvedel. 
Osebni računalniki ne ustrezajo temu opisu zaradi očitnih razlogov. Industrijski roboti so 
deterministični in se prav tako ne morejo sami odločati o naslednji akciji, enostavno zato, ker 
je že vse vnaprej sprogramirano. Pri družabnih robotih pa zaenkrat ne moremo govoriti o 
agensu, ki je enak človeku, čeprav nekaj samostojnosti, neomejenosti gibanja in sposobnosti 
samostojnega odločanja že imajo.   
Scheutz se je odločil za primerjavo družabnih robotov z industrijskimi roboti in računalniki, 
ker družabni roboti vsebujejo računalnik, ki nadzoruje njihovo vedenje, hkrati pa si deli 
lastnost »biti robot« z industrijskim robotom. Razlikuje pa se od obeh, saj so računalniki in 
industrijski roboti že dolgo prisotni, medtem ko družabni roboti ne. (Scheutz, 2012: 206) 
Družabni roboti, kot smo povedali že prej, so vedno bolj vpeti v naša zasebna življenja. Z 
ljudmi so v interakciji na drugačen način kot osebni računalniki: lahko sami začnejo 
komunikacijo, lahko nas zabavajo, so mobilni, samostojno lahko sprejemajo odločitve, kaj 
bodo naredili v naslednjem trenutku, glede na njihovo notranje stanje, ki je posledica zunanjih 
dražljajev in robotova osmislitev le-teh glede na pretekle izkušnje. Zaradi vseh naštetih 
lastnosti lahko lažje vplivajo na človeka kot na primer osebni računalnik, saj mu človek lahko 
pripiše, da sam osmišlja svoje vedenje. (Scheutz, 2012: 206-207)  
Scheutz v članku poudarja pomembnost avtonomije in mobilnosti družabnega robota. 
Avtonomija sovpada s konceptom človeka. Če je človek avtonomen, pomeni, sam upravlja s 
seboj in je s tem zaslužen za svoja dejanja. Družabni roboti, po avtorjevem mnenju, ne bodo 
zaslužni za svoja dejanja, ker je predpogoj za to, da bi imeli reflektivno samozavedanje. 
(Scheutz, 2012: 207)  
Če bi roboti imeli reflektivno samozavedanje, bi njihova avtonomija imela več dimenzij. 
Najbolj osnovna je ta, ki smo jo ravnokar opisali. Druga dimenzija avtonomije izhaja iz tega, 
da je agent sposoben doseči cilj, brez intervencij drugih agentov. V tem primeru je poudarek 
na tem, da se je robot sposoben sam odločiti, kaj bo v določenem trenutku naredil, da bo 
dosegel svoj cilj in opravil nalogo. Za to pa robot potrebuje sistem odločanja, predstave o 
ciljih in predstave o intencionalnih (želje, motivi) in neintencionalnih (predstava o tem, 
kakšna je naloga) stanjih. (Scheutz, 2012: 208)  
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Roboti lahko imajo različne stopnje avtonomnosti. Robotu lahko damo ukaz »premakni se 10 
metrov naprej« ali pa »poišči dokaze stratifikacije v kamnini«. Stopnja avtonomije robota, ki 
samostojno izvrši drugi ukaz je večja kot pri tistem, ki lahko izvrši zgolj prvi ukaz. (Scheutz, 
2012: 208)  
Odnos med temi stopnjami avtonomije pa lahko povzamemo z naslednjimi lastnostmi: 
sposobnost zaznavanja, dojemanja, analiziranja, komunikacije, načrtovanja, odločanja in 
doseganja ciljev, ki mu jih postavi človek. Stopnja avtonomije pa je faktor, ki pripomore k 
temu, kako bo človek dojemal tega robota, ali bolj ali manj človeškega. (Scheutz, 2012: 208)  
Narejene so bile raziskave, s pomočjo katerih so znanstveniki želeli ugotoviti, kako 
avtonomnost vpliva na to, kako bo človek dojemal robota. Predstavili bomo tri študije.  
1. raziskava: dinamična avtonomija 
V tem eksperimentu so raziskovali, do kakšne mere vpliva robotova avtonomija, ki se kaže v 
samostojnem odločanju in vedenju, na človekovo dojemanje tega robota? Par, ki je moral 
izvesti nalogo, je bil sestavljen iz človeka, ki je bil vodja para, in robota. Naloga, ki sta jo 
morala opraviti, je bila časovno omejena. Prav tako pa je imel vsak svoje zadolžitve, da bi 
lahko bila naloga uspešno opravljena in cilj dosežen. Eksperiment je bil sestavljen iz dveh 
skupin parov. V eni skupini, ki je imela pogoj avtonomnosti, je bilo robotu dovoljeno, da 
zavrne povelje človeka, se odloči in reagira avtonomno. V drugi skupini, ki ni imela takšnega 
pogoja, je robot vedno izvedel to in samo to, kar mu je ukazal človeški vodja para. Ljudje v 
teh parih niso vedeli za te pogoje. Ko je bil eksperiment končan, so jim naročili, naj ocenijo 
lastnosti robota, s katerim so sodelovali. V Splošnem so bolje ocenili robota, ki je deloval 
avtonomno. Dejali so, da je bil sposobnejši, da je bolje pomagal in da se je vedel kot pravi 
član ekipe. Prav tako so ga označili kot manj nadležnega, bolj kooperativnega. Dejstvo, da 
avtonomni robot ni ubogal ukazov, ni spremenilo mnenja človeškega člana para. Iz tega lahko 
zaključimo, da so ljudje preferirali avtonomne robote. (Scheutz, 2012: 209) 
 
2. raziskava: afektivna facilitacija  
Ta eksperiment je bil zastavljen podobno kot prejšnji. Ponovno so bili sestavljeni pari robota 
in človeka, ki sta morala za dosego cilja s skupnimi močmi opraviti vsak svoje zadolžitve. 
Roboti so bili v tem eksperimentu vedno neavtonomni, torej so izvajali samo ukaze človeka. 
V prvi skupini je bilo robotom dovoljeno, da izrazijo stisko. Stisko so izrazili z zvočnimi 
efekti, ki so spominjali na človeške. V drugi skupini teh ekspresij ni bilo. Rezultati so 
pokazali, da če so bili posamezniki v prvi skupini pred eksperimentom ravnodušni do robota, 
so po eksperimentu spremenili svoje mnenje. Znanstveniki so zaključili, da izražanje čustev 
robota privede do njegove boljše sprejetosti med ljudmi. (Scheutz, 2012: 209-210)  
 
3. raziskava: socialna inhibicija in facilitacija 
Tretji eksperiment je zastavljen tako, da neposredno preverja »človeškost« robota, kot ga 
dojame človek. Ko posameznik izvaja določeno nalogo, bo na njegovo izvajanje vplivalo tudi 
to, ali ga nekdo opazuje ali ne. Torej, če v prostoru istočasno sedi in opazuje še nekdo, bo 
reševanje naloge potekalo drugače. Eksperiment je izgledal tako, da so reševali naloge samo 
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ljudje, roboti pa so jih zgolj opazovali. Rezultati so pokazali, da je prisotnost robota vplivala 
na reševanje naloge enako, kot če bi v prostoru sedel in opazoval človek. Prav tako je bila 
razlika v tem, ali je bil izvajalec naloge moški ali ženska. Pri moških je bil inhibitorni socialni 
efekt veliko večji kot pri ženskah, kar pomeni, da ko je bil v prostoru robot, so bili moški bolj 
pod stresom in so nalogo reševali počasneje. Debata po eksperimentu pa je pokazala tudi, da 
so moški dojemali prisotne robote kot bolj človeške, kot so jih dojemale ženske. (Scheutz, 
2012: 210)  
 
Skupno so rezultati teh eksperimentov podali sliko o človeškem odnosu do avtonomnih 
robotov. Izkazalo se je, da ljudje preferirajo avtonomne robote, ko morajo skupaj z njim rešiti 
nalogo za dosego cilja. V robotih imajo raje človeške lastnosti, ki so povezane z avtonomijo. 
Naslednje vprašanje, ki sledi, je, ali bi enako veljajo tudi za situacije zunaj laboratorija, v 
vsakdanjem življenju. Tudi na to ima avtor v svojem članku odgovor. V nadaljevanju si bomo 
pogledali situacije izven laboratorija. Intervjuji so bili izvedeni z vojaki, ki so sodelovali z 
roboti, ki odkrivajo mine, lastniki sesalnikov Roomba in lastniki robotskega hišnega 
ljubljenčka. (Scheutz, 2012: 211)  
 
 
Roboti in mine 
Prva zgodba je o robotu, ki ga je razvil robotik Mark Tilden in je namenjen iskanju in 
deaktivaciji min v zemlji. Njegovo delo izgleda tako, da hodi po določenem območju in išče 
mine. Ko stopi nanjo in se ta aktivira, posledično poškoduje robota. Izgled robota je 
prilagojen njegovi funkciji. Ima pet okončin, s pomočjo katerih se premika, tudi če nima vseh. 
V Arizoni imajo testno območje, ki se imenuje »Yuma Test Grounds«. Robot je opravljal 
svojo nalogo in se pomikal po minskem polju naprej v smeri proti cilju. Vsakič, ko je stopil 
na mino, ga je odneslo in ostal je brez uda. Nato se je pobral, naravnal in nadaljeval pot proti 
cilju. Tako se je zgodba ponavljala, dokler ni ostal s samo enim udom in se počasi vlekel proti 
cilju, ko je vojaški poveljnik ustavil eksperiment. Tilden ga je povprašal, zakaj želi prekiniti z 
eksperimentom. Poveljnik je odvrnil, da je le-ta preveč nehuman. Očitno je, da je poveljnik 
sicer neživemu robotu pripisal lastnosti živega. In ko se je robot pomikal po polju, ostajal brez 
udov in še vedno nadaljeval, je poveljnik preko projiciranja živosti na neživo, odločil, da je 
eksperiment preveč okruten. (Scheutz, 2012: 211) 
Podobna zgodba, z enakim robotom, se je zgodila tudi v Iraku. Vojak, ki je poveljeval 
takšnemu robotu, ga je poimenoval »Scooby-Doo«. Ljudje radi stvari, s katerimi so veliko v 
stiku in se z njimi na nek način intimno povežejo, tudi poimenujejo. To pa samo ojača 
človeško dojemanje robota kot bolj živega. Ko je ta robot opravil nalogo, je od njega ostalo 
bolj malo. Ko ga je vojak pripeljal na popravilo, so mu predlagali novega robota, vendar je 
zavrnil in vztrajal, da popravijo tega. Tehnolog, ki naj bi popravil robota, je poročal, da se 
vojaki hitro navežejo na takšne robote in jih imajo kot za člane svoje ekipe in jih tudi 
poimenujejo. Prav tako računajo nanj, da bo pomagal pri izvedbi misije, zaupajo mu svoje 
življenje. (Scheutz, 2012: 212) 
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Skratka, vojaki, ki opravljajo s takšnimi roboti, se na njih hitro navežejo in jih imajo za člane 
svoje ekipe. Menim, da je ta vrsta navezanosti v vojaški situaciji še toliko bolj izrazita, saj 
vojaki v misijah lahko izgubijo življenje, so ves čas v življenjski ogroženosti, s pomanjkanjem 




1. Robotski psi kot domači ljubljenčki 
Sedaj pa se bomo preselili v bolj domače okolje. AIBO je pasji robot, domači ljubljenček. V 
raziskavi so predstavili 4 kategorije, s katerimi so označevali robota: 
- esenca: prisotnost ali odsotnost tehnološkega, biološkega ali animativnega temelja 
(zaprl je oči, da počiva), 
- osebnost (ang. agency): prisotnost ali odsotnost mentalnih stanj kot so nameni in 
čustva (sredi noči se je zbudil popolnoma preplašen), 
- družbeni položaj: kako se robot vključi v družbeno interakcijo – kako komunicira, 
kako se čustveno poveže (doživljam ga kot prijatelja, ne kot robota), 
- moralni status: kdaj je robot moralno odgovoren, ima pravice in zasluži spoštovanje. 
Rezultati so pokazali, da so vprašanci v največji meri postavili robota v vse kategorije razen v 
kategorijo, ki robotu pripiše moralni status. Iz tega lahko razberemo, da ljudje formirajo svoje 
prepričanje, da je možno, da ima takšen robot svoja duševna stanja (na primer: čustva). 
(Scheutz, 2012: 213) 
 
2. sesalnik Roomba  
Zanimiv primer so tudi lastniki samostojnega sesalnika Roomba. Kljub temu, da nima ne 
izgleda živega, niti ni namenjen temu, da bi zavzel vlogo družabnika, se izkaže, da veliko 
ljudi stvori posebno vez s tem sesalnikom, ki izraža hvaležnost, ker jim čisti dom. Zaradi 
rednega čiščenja vzbuja v človeku občutek vzajemnosti: nekateri celo počistijo, da se lahko 
sesalnik spočije. Nekateri ga jemljejo s seboj na počitnice in podobno. In vse to, kljub temu, 
da jih ta robot obravnava kot oviro pri svojem delu. Torej, ta občutek vzajemnosti in 
hvaležnosti v človeku povzročita naklonjenost do tega robota. (Scheutz, 2012: 213) Sama 
vseeno mislim, da so nekateri odzivi pretirani, se mi zdijo pa smiselni pri osamljenih ljudeh, 
ki si želijo družbe.  
3. Tudi znanstveniki imajo mehko srce 
Znanstveniki so razumni in logični ljudje, ki poznajo delovanje robotov in se zavedajo, da le-
ti nimajo pravih čustev, zavesti ali samozavedanja, a še vedno podležejo avtonomnosti 
robotov. Študenti v laboratoriju postavljajo zavese med svojo postajo in robota, zato ker jih 
njihov pogled moti, kvari njihovo koncentracijo. Tudi Cynthia Breazeal, izumiteljica robota 
Kismeta, ima s svojim izumom »poseben odnos«. Sama pravi, da naj bi do svojega robota 
čutila nekaj podobnega kot je materinska ljubezen, čeprav se popolnoma zaveda, da je pred 




Predstavljeni eksperimenti in zgodbe so dober dokaz, da smo ljudje vedno bolj navezani na 
robote. Poosebljanje robotov je znak, da smo ljudje dovzetni, da tvorimo z njimi (enosmerno) 
čustveno vez. Pomembno je, da se zavedamo, kako zelo malo je potrebno z robotove strani, 
da v človeku izzove neka čustva. Vzemimo primer AIBO-a, psa - robota. Ima obliko psa, 
njegovo vedenje prav tako spominja na vedenje psa; že te značilnosti so dovolj, da človek 
dojame robota kot družabnika, kot je živ pes, in ne kot robota. Podobno je z robotom 
PackBot, ki ni niti popolnoma avtonomen, niti ne spominja na živo bitje. Je vojaški robot, ki 
ima ključno vlogo pri tem, da pomaga človeku preživeti. Ko vojaki z njim upravljajo, lahko 
na ekranu, ki ga imajo pred sabo, vidijo »skozi robotove oči«, saj ima robot kamere. To je 
lastnost, ki v človeku vzbudi občutek poenotenja. S tem pa se zabriše meja med robotom in 
človekom samim. Tudi to je razlog, da se vojaki zelo navežejo in poistovetijo s svojimi roboti. 
Da bo stvar še bolj očitna, pa se spomnimo tudi na sesalnik Roomba in kako ga ljudje 
dojemajo, zaradi občutka pripadnosti in vzajemnosti. Primera PackBot in Roomba sta odlična 
primera, ki prikazujeta, kako malo je potrebno za robota, da v človeku vzbudi občutek živosti. 
(Scheutz, 2012: 214) 
Ljudje smo v veliki meri navdušeni nad znanostjo in kar znanost ustvari. Podobna zgodba je 
tudi z roboti. V veliki meri roboti še ne zmorejo čutiti ali razumeti čustev drugega ali sebe, ker 
znanstveniki še ne vedo, kaj je računsko potrebno za to. Navdušenje nad tem, kar že zmorejo 
ti roboti, zakrije nevarnost človeške čustvene navezanosti na stroj, ki čustev (zaenkrat) ne 
čuti, niti ne vrača, kot to naredi na primer človek ali pes. Prav tako tudi podjetja oglašujejo 
svoje robote kot žive. To se mi zdi še vedno manj problematično, kot pa je površno izražanje 
znanstvenikov, ki pogosto govorijo, da njihov robot že ima čustva in jih uporablja. Laiki, ki 
načeloma verjamejo v to, kar rečejo znanstveniki in to dojemajo kot resnično, tako kot je bilo 
ubesedeno, narobe razumejo, kaj je dejansko bilo povedano. (Scheutz, 2012: 215) 
Torej, zaradi marketinškega oglaševanja izdelkov in občasnega površnega izražanja 
znanstvenikov (ki ga lahko potencirajo tudi mediji), se v družbi ustvarja miselnost, da če 
imamo doma sesalnik Roomba, imamo ne-KOGA in ne ne-KAJ doma. Nekoga, ki nam bo 
posesal stanovanje, ko nas ne bo doma. In čeprav bodo odgovorili, da zavestno vedo, da robot 
ni živ, bo na njihovem podzavestnem nivoju ostalo prepričanje, da v robotu je neke vrste 
živost. Družabni roboti so sposobni vplivati na naše možganske procese, ki procesirajo 
družbeno dinamiko, kompleksnost družbenih skupin in mehanizmov, po katerih delujejo. 
(Scheutz, 2012: 215) 
Kar smo povedali do sedaj lepo utira pot do problema, ki smo ga nakazali na začetku 
poglavja: enosmernost odnosa. Dejstvo je, da ljudje počlovečijo že obstoječe robote, tudi 
takšne, ki niso niti blizu temu, da bi imeli kakršne koli elemente živosti ali nečesa, kar vsaj 
spominja na živo. S tem, ko bodo roboti vedno bolj izpopolnjeni, se bo ta človeški postopek 
jačal. Prihajajoče lastnosti družbenih robotov (izgled človeka, človeški način komunikacije, 
jezik) bodo še bolj vzbujale občutek zaupanja in dostopnosti. Če se bo izkazalo, da so roboti 
bolj vredni zaupanja, kot so ljudje, bodo kaj kmalu zavzeli vlogo, na primer zasliševalcev 
zločincev ali prodajalcev. (Scheutz, 2012: 216) 
Torej, bolj kot bodo roboti sofisticirani, večja nevarnost bo za človeka, saj bodo čustvene 
(enosmerne) vezi vedno močnejše. Nevarnost se skriva v tem, da bi ljudje zaradi robotov 
začeli počenjati stvari, ki jih drugače ne bi. Če ima človek na primer doma živega psa in psa 
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robota in mu slednji reče, da se boji živega psa in ga naj odstrani, bi človek to naredil, če bi 
roboti v človeku res vzbujali toliko zaupanja. Prav tako bi robot, ki ga izdela neka firma, 
lahko svoje lastnike prepričal v nakup nekega izdelka, ki ga prav tako prodaja to isto podjetje. 
(Scheutz, 2012: 216)  
Kar želi Scheutz povedati je, da moramo robote jemati »s kančkom soli« in ne popolnoma 
zaupati v znanstveni napredek, kot nekaj, kar je dobro samo po sebi, ker lahko ima nevarne 
posledice za človeka. Sploh, če se na takšne novosti ne pripravimo s primernimi varovalnimi 
ukrepi.  
Roboti lahko naši družbi in posameznikom v njej pomagajo. Lep primer za to so robotski 
družabniki, roboti v vojne namene – odkrivanje min, roboti za rehabilitacijo in roboti, ki se jih 
uporablja pri negi in vsakdanjem življenju starejših ljudi. Kar pa ne pomeni, da slabih 
posledic ni, ali pa da jih ni potrebno predhodno pretehtati in se na njih pripraviti. V 
nadaljevanju Scheutz predlaga varovalo, ki bi človeka ščitilo pred tem, da bi se preveč 
navezal na robota in mu preveč zaupal. Na primer lahko bi sprejeli zakon, ki bi določal, kako 
morajo biti izdelani roboti, pri čemer bi moralo biti poudarjeno, da roboti nimajo čustev, da 
niso sposobni vzajemnosti, simpatije ali empatije. Vendar tudi to ne zagotavlja, da se ljudje ne 
bodo navezali. Kot smo videli že prej, se človek hitro naveže in poistoveti s strojem, tudi če 
le-ta sploh ne spominja na živ organizem. Skratka, zagotoviti bi morali način, kako se 
obvarovati pred tem, da bi roboti vplivali na nas na nezaželen način. Robote bi morali 
razvijati tako, kot je evolucija razvijala nas: ustvariti čustveni sistem, ki uravnava osebno 
dobro počutje in zdravje in družbeno sprejemljivo vedenje. (Scheutz, 2012: 217-218) 
Scheutz je v svojem članku do problema prisotnosti družabnih robotov pristopil z veliko mero 
kritike in dvoma v takšne robote. Menim, da je njegov način razmišljanja smotrn, saj se 
družba po mojem mnenju premalo zaveda negativnih posledic, ali pa sploh ne razmišlja o 
njih, saj so vsi navdušeni nad razvojem in dosežki znanosti, ali pa so zatopljeni v to, kako 
bodo lahko še več zaslužili in so za dobiček pripravljeni zastaviti tudi človeka.  
Med družabne robote sodijo tudi roboti - ljubimci, ki so prav tako vroča tema znotraj robotike 
in posledično filozofije in družbenih znanosti, ki premlevajo etične posledice, ki jo bo s sabo 
prinesla ta novost. Partnerski odnos je zame, takoj za odnosom mati - otrok in prijateljskim 
odnosom, najpomembnejši v našem življenju. Partner je nekdo, s katerim naj bi preživeli 
preostanek našega življenja. Partnerje izbiramo na več načinov: glede na osebnostne lastnosti, 
cilje, način razmišljanja, pa tudi glede na videz in ostale bolj trivialne dejavnike. Če želimo z 
nekom ostati preostanek življenja, se moramo dobro razumeti, znati komunicirati, sprejemati 
kompromise, se prilagajati, včasih odpovedovati, sprejemati partnerja, ko je dobre in slabe 
volje, mu stati ob strani, ko ima kakršnekoli težave, skratka, romantično rečeno, moramo biti 
ob njem in za njega v dobrem in v slabem. Tako mora biti tudi obratno, saj je pomembna 
lastnost partnerskega odnosa vzajemnost čustev in vsega, kar smo našteli. Če izhajamo iz 
tega, kar smo povedali do sedaj, je več kot očitno, da resnično dober partner ne more biti stroj, 
saj umanjka marsikateri vidik, kot sta na primer prisotnost vzajemnih čustev in spoštovanje, ki 
sta v dobrem in zdravem partnerskem odnosu potrebna. Ker je robot zgolj naprava, menim, da 
ne bo imel pristnega doživljanja čustva ljubezni, zgolj simulacijo, na podlagi katere bo 
temeljilo njegovo vedenje. Možnost imeti partnerja, ki se mu ni potrebno prilagoditi, nas 
vedno posluša, je narejen tako, da nam vedno ugaja, je za mnoge zelo mamljiva. Takšen 
odnos, ki bi se vzpostavil ali pa vsaj predvidevamo da bi se, je lahko za človeka in človeško 
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družbo usoden. Že tako je današnja družba izpostavljena vrednotam, ki ne krepijo miselnosti, 
da se je treba za odnos potruditi, ampak, da nam je vse dano. Kaj šele bo, ko se človeku ne bo 
treba več potruditi za pristen odnos. To bo imelo posledice na tem, kako vidi človek samega 
sebe in kako dojema odnose med pripadniki te družbe. Kar pa ne pomeni samo po sebi, da 
bodo posledice pozitivne, če bo lahko nekdo, ki ni sposoben imeli odnosa s človekom, imel 
odnos z robotom. Menim, da roboti - partnerji lahko naredijo več slabega kot dobrega za 
človeka in družbo, pred vsem zato, ker bi se zaradi odnosa z njimi spremenilo dojemanje 
sočloveka in partnerskega odnosa na splošno. Kar sama vidim pozitivnega v tej situaciji je 
zgolj to, da človek ni sam. In še to bi bolj podpirala, da osamljeni ljudje posvajajo mačke ali 
pse, kot pa da imajo enosmerni odnos z robotom.  
Pristne lastnosti dobrega odnosa se mi zdijo vzajemnost, pripadnost in spoštovanje. To 
človeka na nekem nivoju izpopolnjuje in osrečuje. Roboti so danes (in bodo še v bližnji 
prihodnosti) še tako nerazviti, da niso sposobni vzajemnega čutenja pripadnosti, spoštovanja 
in kakršnihkoli drugih čustev, ki jih čutimo v partnerskem odnosu. Iz tega stališča ne more 
slediti, da je partnerski odnos z robotom res tako dober. Če človek namesto takšnega robota 
kupi ali posvoji psa, bo odnos, ki ga bo vzpostavil z njim, vseboval vzajemnost, pripadnost, 
spoštovanje in brezpogojno ljubezen, kar je največ, kar lahko človek občuti. Kar so zaželene 
posledice odnosa. Če se bodo ljudje zanašali na to, da bodo imeli nekoga, za katerega se ne bo 
potrebno potruditi, kot bi se bilo potrebno potruditi za drugo živo bitje, bodo vrednote, ki smo 
jih sedaj predstavili, zamrle. To pa predstavlja negativne posledice do katerih bi lahko 
pripeljal odnos z robotom. Ni nujno, da bi se vrednostni sistem spremenil na bolje, če bi bili 
prisotni takšni roboti. Bolje na tem mestu pomeni, kar sem opisala prej, pristen in dober 
odnos. Problem pa ne bo samo v spremembi vrednostnega sistema, ampak tudi v staranju 
populacije, ker ne bo več toliko naraščaja. Na dolgi rok bi to mogoče lahko bilo dobro, saj je 
Zemlja prenaseljena in bi se s tem, ko bi se populacija starala in odmirala, naraščaja pa ne bi 
bilo, globalna populacija zmanjšala. To pa bi za sabo potegnilo spet nove verižne posledice.  
Sedaj si bomo podrobneje pogledali implikacije takšnega potencialnega odnosa.  
Blay Whitby v svojem članku »Do You Want a Robot Lover? The Ethics of Caring 
Technologies« obravnava problematiko prisotnosti robotov kot ljubimcev. Izhodiščna misel 
avtorja je, da tehnologija sama po sebi ni ne dobra, ne slaba, ne nevtralna. Je točno takšna, kot 
jo naredi naša uporaba. Sami imamo izbiro, kako bomo tehnologijo uporabili v intimnosti in 
skrbi za človeka. Prav tako pa opozarja, da sama uporaba in trg ne bosta rešila etičnih 
vprašanj. (Whitby, 2012: 237)  
I. Dolina čudnosti 
Preden pogledamo etična vprašanja, ki se tičejo robotov kot naših ljubimcev, si poglejmo 
pojav, ki ga je utemeljil Masahiro Mori leta 1970 in se imenuje »uncanny valley«. [3]. Za 
lažje razumevanje se bom za začetek ustavila pri prevodu in razlagi pojma. [3]. Ime izvira iz 
oblike grafa, ki predstavlja razmerje med podobnostjo objekta človeku in človeški čustveni 
odziv na to podobnost. Na grafu nastane velika »dolina« in od tu ime »valley«. »Uncanny« bi 
lahko prevedli kot nekaj, kar nam vzbuja čudne, neprijetne občutke ter je težko ali nemogoče 




Graf 1: Pričakovan človeški čustveni odziv na objekte, ki so bolj ali manj podobni človeku. 
[3]  
Hipoteza opisuje prepad, ki nastane med domačnostjo pogleda na živega človeka in neživo 
reprezentacijo (slika ali fotografija tega človeka). Objekti, ki so ujeti v tem prepadu ali dolini, 
so tisti, ki imajo lastnosti med opisanima poloma. [3] Sem sodijo, na primer, trupla, živi 
mrtveci ali zombiji in tudi humanoidni roboti, ki so zelo podobni človeku. V tem razdelku 
torej obravnavamo humanoidne robote, ki so dosegli določeno stopnjo podobnosti s človekom 
in s tem vstopijo v dolino čudnosti. Obstaja več teorij, zakaj pride do psihološkega pojava 
doline čudnosti.  Pogledali si jih bomo le nekaj.  
1. Izbira potencialnega partnerja: skozi evolucijo se je v živalih in človeku razvil 
mehanizem, kako izbirati dobrega partnerja, ki bo zagotovil zdrav podmladek in 
pomagal pri njegovemu preživetju. S pomočjo tega mehanizma se izogibamo 
posameznikom, ki izražajo znake slabe plodnosti, hormonskega stanja ali slabega 
imunskega sistema. [3] Torej, posameznik ali posameznica si ne bi izbrala partnerja, ki 
bi bil v tem smislu slab. Če to prenesemo na človeški odnos do humanoidnih robotov, 
ki bi bili zelo podobni človeku: stopnja podobnosti človekom bi dosegla našo dolino 
čudnosti s tem, ko bi nam bil robot tako zelo podoben, a vseeno bi vedeli, da ni človek 
in »tisti pravi, ki bi ga izbrali za razplod«. Takšen robot bi v človeku uspešno vzbudil 
občutek čudnosti, neprijetnosti, občutek, da nekaj ni v skladu z normalnostjo.  
2. Zavedanje smrtnosti, minljivosti, zamenljivosti: ljudje se zavedamo tega, da smo 
umrljivi in nadomestljivi. Imamo kognitivne mehanizme, ki nam pomagajo, da s tem 
shajamo in se ne predajamo anksioznosti, depresiji ali samomorilnim mislim. Stik s 
humanoidnim robotom v nas na podzavestni ravni zbuja občutke smrtnosti, 
zamenljivosti in minljivosti. [3] Zaradi njihovega mehanskega ustroja v nas vzbuja 
pomisleke, da smo tudi ljudje zgolj mehanski stroji in ne posamezniki s svojo 
osebnostjo, kot sem jaz Izabela. Tu izvira tudi strah, da nas bodo lahko nekoč 
zamenjali. Ljudje si pripisujemo vrednost tudi s tem, da je vsak posameznik edinstven 
in mu ni para, da je nezamenljiv. Z robotom, ki ga lahko sprogramiramo, kot želimo, 
in mu izdelamo videz, kot želimo, pa lahko naša edinstvenost in s tem naša vrednost, 
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hitro izpuhti. Roboti, ki so tako zelo podobni ljudem, da prestopijo v dolino čudnosti, 
v nas izzovejo tudi potrebo po redefiniciji tega, kaj je človek in opredeliti razlike 
človeka in nečloveka. To pa ponovno lahko vzbuja strah. 
3. Nasprotja v naših predstavah: negativni učinek doline čudnosti je povzročen zaradi 
nasprotujočih si kognitivnih predstav. Ko opazujemo objekt, v našem primeru 
humanoidnega robota, pride do pojava, ko lastnosti, ki jih opazimo, ne sodijo v 
kategorijo, v kateri naj bi bil ta objekt. Torej, ko opazujemo robota, ki izgleda kot 
človek, a se giba in oglaša kot robot, pride do konflikta med lastnostmi predstav v 
določeni kategoriji. V kategoriji človek ni robotskega gibanja in glasu, prav tako v 
kategoriji robot ne najdemo človeških lastnosti. V kognitivnem sistemu pride do 
prekrivanj lastnosti v določeni kategoriji, v kateri teh lastnosti naj ne bi bilo. To 
povzroča občutek neprijetnosti in tudi kognitivne disonance. [3]   
 
Roboti zaenkrat še niso dosegli človeške podobnosti, ne v vedenju, niti v fizičnem izgledu in 
gibanju. Torej, še ne vstopajo v dolino čudnosti, vendar je samo vprašanje časa, kdaj se bo to 
zgodilo.  Zaradi pojava doline čudnosti je malo verjetno, da se bodo uveljavili roboti, 
namenjeni spolnim odnosom. Vprašanje, ki si ga lahko na tem mestu zastavimo, je, zakaj bi 
nekdo želel robota ljubimca? Obstaja veliko del, ki jih lahko robot opravlja uspešneje, prav 
tako na svetu ni premalo ljudi. Zakaj bi potemtakem nekdo želel robotskega ljubimca? 
Odgovor se zdi Whitbyju precej enostaven: ker je posameznik družbeno nespreten in zaradi 
tega neuspešen pri iskanju človeškega partnerja. (Whitby, 2012: 237)  
Whitbyeva obrazložitev, zakaj naj ne bi imeli robotov kot ljubimcev, je sledeča. Dobri 
medčloveški odnosi so sami po sebi moralno dobro in bi si morali prizadevati za le-te zaradi 
njih samih. Ker je človek družabno bitje so odnosi s sočlovekom bistvenega pomena za naše 
psihološko zdravje. Zato bi morali izkazati nezaupanje ljudem, ki želijo izpodriniti človeško 
interakcijo s človekom in jo nadomestiti s tehnologijo. Današnja tehnologija še ni tako 
napredna, da bi lahko zadovoljila vse naše psihološke potrebe. (Whitby, 2012: 238)  
Sama bi na tem mestu izpostavila vprašanja, ki se nanašajo na pozitiven odgovor, zakaj naj bi 
se odločili za robotskega ljubimca. Če je posameznik družbeno nespreten ali je zaradi 
kakšnega drugega razloga neuspešen pri iskanju svojega partnerja in se nato odloči za 
robotskega partnerja, to vzbudi v meni pomisleke. Prvi pomislek se nanaša na kriterij 
neuspešnosti iskanja partnerja. Kdaj bo posameznik obravnavan kot neuspešen in bo s tem 
pridobil pravico do robotskega partnerja? In kakšen bo ta kriterij? Ali bo neuspešen tisti, ki se 
je dvakrat ločil? Ali mogoče tisti, ki ga je zapustila prva punca? Kje bo postavljena meja, ko 
človeško bitje ne bo več vredno truda sočloveka? Kaj se bo zgodilo z vrednostjo človeškega 
bitja? Če bo imel človek dostop do robotskih partnerjev, ki so narejeni po meri, lahko pride do 
razčlovečenja človeka in izgube pomembnosti človeškega faktorja. V trenutku, ko bi začeli 
roboti nadomeščati človeka, kot človeško bitje, sočloveka, bi se vrednost človeka kot živega 
čutečega bitja izgubila. Človeška bližina in intimnost bi postala nadomestljiva z robotsko. In 
če bo resnično prišlo do tega, da si bomo lahko izbirali robotske partnerje, kako bo to vplivalo 
na medčloveške odnose? Vprašanja so med seboj povezana, saj vrednost človeka določa, 
kakšen odnos bomo imeli do njega. Sama menim, da so to izredno pomembna etična 
vprašanja, saj se tičejo človeškega bitja in njegove vrednosti in pomena v naši družbi. 
Družbeni pojav, ki je podoben temu, v katerem posameznik uporablja robota kot partnerja, je 
uporaba aplikacije Tinder. Aplikacija je narejena tako, da ustvariš svoj profil s sliko ali več 
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fotografijami, določiš starostno mejo, ki te zanima, omejiš geografsko območje, v katerem naj 
išče potencialne partnerje in izbereš spol. Nato listaš med profili, ki ustrezajo kriterijem. 
Človek s tem postane samo slika v aplikaciji, brez globlje vrednosti, ki se skriva v človeški 
osebnosti. V iskalcu to porodi mišljenje, da je ljudi dovolj, izgubi motivacijo in željo po 
trudu, saj je vedno tu naslednji profil. Izgubi se pomen človeškega stika, človeške 
komunikacije in moč človeške bližine. Zaradi načina razmišljanja, ki ga vsiljujejo takšne 
tehnologije, človeško bitje izgublja svojo vrednost. Poleg tega je tu prisoten tudi problem 
enosmernosti odnosa, ki smo ga že obravnavali v prejšnjih odstavkih.  Zaradi napisanega sem 
sama strogo proti robotom partnerjem in aplikacijam, podobnim omenjeni.  
Whitby v svojem članku navaja tudi avtorja, ki zagovarja uporabo robotov kot partnerjev, saj 
je takšna tehnologija tako rekoč del naše kulturno-družbene evolucije. David Levy opisuje tri 
različne poti (Whitby, 2012: 238), kako bi bilo mogoče, da bomo vzljubili partnerje robote. 
Prva je: če bodo roboti narejeni kot ljudje, potem ne bo razlika v tem, kako bomo razvijali 
svoja čustva do njih. Drugo pot bi lahko poimenovali »tehnofilija«, ko bi posameznik izbral 
robotskega partnerja samo zato, ker je robot. In nazadnje, kot je omenil že Whitby, da si bodo 
ljudje, ki so družbeno nespretni in izolirani, raje izbirali robotske partnerje. (Whitby, 2012: 
238) 
Pri obravnavi prve poti se strinjam z Levyjem, ko sporoča, da bi bil način ustvarjanja in 
proizvajanja čustev do robota enak procesu ustvarjanja čustev do človeka. Vendar pri odnosu 
do robota umanjka vidik vzajemnosti. Torej, ponovno govorimo o enosmernem odnosu, ki je 
zavajajoč in s tem etično problematičen. Ugovarjali bi lahko, da so lahko tudi medčloveške 
čustvene vezi enosmerne, ampak običajno se za takšnega partnerja ne odločimo, oziroma se 
odnos ne razvije. Odnos, v katerem pa en od posameznikov zavaja, pa je prav tako sporen in 
nezaželen. Resnično je, da je razvoj tehnologije del naše družbeno-kulturne evolucije, vendar 
tehnološke novosti niso same po sebi dobre in imeti robota za partnerja v tem duhu, ne naredi 
ta odnos etično sprejemljiv ali opravičljiv. Samo navdušenje nad tehnološkimi in 
znanstvenimi uspehi in napredkom ne opravičuje negativnih posledic, ki jih lahko ima ta 
napredek. 
Sama ljubezen do tehnologije ne opraviči negativnih posledic prisotnosti tehnologij in etičnih 
problemov, ki jih s sabo prinese na primer odnos med človekom in robotom. Kot smo 
ugotovili že prej, je tudi tretja Levyjeva pot sporna, saj vodi v razčlovečenje človeka.  
Vprašanje, ki se tu pojavi, je, ali lahko odnos z robotom vodi v nastanek ljubezni pri človeku? 
Pri odnosu z robotom umanjka vidik vzajemnosti, kot smo velikokrat že povedali, a Levy v 
tem ne vidi problema, saj bo tudi recipročnost odnosa pri robotu nekoč prisotna. Če 
definiramo ljubezen kot proces tvorjenja pripadnosti, zaupanja in odvisnosti, potem bi Levy 
lahko zagovarjal, da se ustvarja ljubezen. (Whitby, 2012: 239) 
Ko govorimo o ljubezni in robotih se moramo vprašati, ali je resnično možno ljubiti robota in 
ali nas lahko robot ljubi? Za etično obravnavo pa je najbolj pomembno to, kako se vede in 
čuti človek. To, kako se človek vede, pa je odvisno tudi od tega, kaj verjame. Če človek 
verjame, da ga robot ljubi, zaradi njegove prepričljive manifestacije tega, kar naj bi bila 
ljubezen, bo človek bolj prepričan v to, da ga robot ljubi in bo s tem prej opredelil svoja 
čustva kot ljubezen do robota. Iz takšne situacije sledi etično vprašanje, ali bi smela biti 
dovoljena uporaba učinkovitih in uspešnih simulacij čustva ljubezni? Če da, pod kakšnimi 
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pogoji in do katere meje? Kot smo videli že prej, Levy zagovarja, da bomo lahko ljubili 
robote in se z njimi tudi poročali. 
Levyjeva logika je preprosta: robotski partner bi nam lahko nudil popolno ljubezen. 
Sprogramiran in oblikovan bi bil tako, da bi izgledal, kot želi kupec, in ljubezen izražal, kot jo 
razume njegov kupec. Popolna ljubezen je moralno dobro, zato bi si morali prizadevati za 
takšno ljubezen. Vprašanje, ki ga izpostavlja Sullins pa je, ali bodo roboti v nekem trenutku 
resnično znali izražati ljubezen. Ljubezen, kot jo razume Levy, temelji na pripadnosti, intimni 
povezanosti in neločljivosti. Vendar je to (zaenkrat) zgolj enosmerni odnos. Menim, da bo z 
evolucijo tehnologije in družbe pa bo prišlo tudi do evolucije pojma ljubezni, ki se razvija že 
od časov Starih Grkov. (Sullins 2012, 3) 
Vendar, ali lahko resnično ustvarimo in dosežemo popolno ljubezen s humanoidnim robotom? 
Humanoidni roboti, ki so namenjeni razmerju, bodo ustvarjeni po specifičnih določilih in 
željah kupca: kako naj se vede, kako naj govori, s čim ga bo osrečil in podobno. Tako bo vse 
vedenje humanoida usmerjeno v to, da zadovoljuje, osrečuje, se prilagaja svojemu človeku, 
lastniku. Prvi problem se nahaja že v tem, da človek in humanoid ne bosta enakopravna. 
Nanašam se na besedo »lastnik«. Ko govorimo o odnosu med robotom in človekom, dejansko 
nista vpletena partnerja, temveč lastnik in izdelek. Tudi, če bo humanoid zelo sofisticiran, bo 
med človekom in njim ostajala kategorična razlika, preko katere ne moremo. Človek bo 
človeško bitje, medtem ko bo humanoid vedno produkt tehnologije. In to je drugi vidik, zaradi 
katerega menim, da popolna ljubezen ne bo mogoča. Prav tako menim, da je etično sporno, da 
ljudem preko oglaševanja popolne ljubezni s humanoidnim robotom vcepljamo napačno idejo 
o tem, kaj naj bi bila popolna ljubezen. Popolna ljubezen ni tista, ki je sestavljena iz samih 
lepih trenutkov, vseh potešenih želj in potreb. Ampak je tista, ki jo delimo s sočlovekom, s 
katerim rastemo tudi skozi težke trenutke v življenju in se tako ljubimo še močneje. Popolna 
ljubezen torej niso samo izpolnjene želje in potešene potrebe, temveč tudi odrekanje, 
kompromisi, reševanje problemov in težke življenjske situacije, ki nam pomagajo, da bolje 
spoznavamo sebe in sočloveka in da si omogočamo, da drug ob drugem rastemo in postajamo 
boljši posamezniki v odnosu in tudi družbi.  
Ljubezen do robota je lahko mogoča zaradi človeške tendence po počlovečenju tehnologije. 
Kljub temu, da je ta proces dober za interakcijo med človekom in robotom, je etično vprašljiv. 
(Whitby, 2012: 244)  
S tem, ko posameznik počloveči robota, spremeni vrednost človeka samega. Nato se zaradi 
prejšnjega koraka pojavi potreba po redefiniciji človeškega bitja. Prav tako sam odnos z 
robotom vpliva na medčloveški odnos. Zaradi procesa razčlovečenja človeka, ki je posledica 
počlovečenja robota, je slednji proces etično vprašljiv. Ta vprašanja so etično zanimiva, ker 
jih opazujemo s stališča v času, ki je v prehodnem obdobju evolucije družbe in kulture. In 
ravno zato je ključnega pomena. Glede na to, kako bomo opredelili in rešili ta etična 
vprašanja, bomo definirali vrednost in pomen človeka v naši družbi. Vprašanja so pomembna 
zato, ker bo razrešitev le-teh odločila, kako bo definiran človek v prihodnosti. Po eni strani si 
želimo napredka tehnologije, po drugi pa se zavedamo, da bo ta napredek prinesel drastične 
spremembe v samem temelju razumevanja človeka in medčloveških odnosov.  
Ko govorimo o etičnosti ljubezenskega odnosa z roboti, je v ozadju tudi problem 
enosmernosti odnosa. Roboti danes še niso sposobni čutiti. Če posameznik čuti ljubezen do 
svojega robota (ki tudi ni nujno humanoid), potem je odnos enosmeren. Človek lahko čuti 
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ljubezen do robota; to smo dokazali s primeri in procesom počlovečenja, ki olajša postopek, 
ko človek vedno bolj občuti naklonjenost in pozitivne občutke do robota. Gilbert in Jones sta 
naredila dva eksperimenta s 87 študenti. (Sullins 2012, 2)  
Dokazala sta, da imamo ljudje tendenco, da ustvarjamo svojo realnost. Tako v primeru 
ljubezni človek ustvari svojo resničnost, v kateri je ljubezen vzajemna, čeprav v odnosu 
dejansko ni teh znakov. Če nam nekdo reče, da nas ljubi, bomo to verjeli. Tudi kadar pred tem 
prosimo za to izjavo. Torej, če nam bo robot v nekem trenutku izjavil, da nas ljubi, mu bomo 
v svojem stanju in ustvarjanju svoje resničnosti, verjeli. Ampak iz tega ne sledi, da nas robot 
resnično ljubi. To je za znanstvenike, ki izdelujejo afektivne robote, dobra novica, saj imajo 
zaradi človeške psihologije možnost lažje rešitve. Ne bom jim potrebno iskati, kako izdelati 
robota, ki dejansko čuti vzajemno ljubezen, ampak bo dovolj, če naredijo robota, ki jo bo 
zgolj navidezno izražal. Ostalo bo naredila psihologija uporabnika. (Sullins, 2012: 4)  
Po mojem mnenju je to točka na kateri si moramo zastaviti vprašanje. Ali je etično dopustno, 
da zavajamo posameznike? Ponovno govorimo o zavajanju in enosmernosti odnosa, ki smo ju 
že obravnavali.  
Sama na vprašanje, ali je dobro imeti robota ljubimca ali partnerja, odgovarjam nikalno. Kljub 
temu, da je razvoj in napredek v razvoju humanoidnih robotov nekaj dobrega, vseeno 
predvideva ta napredek preveč negativnih posledic. Najbolj se bojim za vrednost in definicijo 
človeškega bitja. Zaradi mentalitete današnje potrošniške družbe se izgublja vrednost človeka. 
Velika večina svetovne populacije je usmerjena v doseganje visokih ciljev v izobrazbenem 
smislu, zato, da bodo lahko kasneje lažje našli službo, ki jim bo omogočala dovolj velik 
zaslužek, da bodo lahko živeli razkošno, si privoščili vse, kar jim v glavo vcepljajo mediji. 
Prav tako je problem, ki se pojavljala v podjetjih, ko od svojih uslužbencev zahtevajo, da 
delajo, delajo, delajo in še enkrat delajo. Iz razloga, da bo njihovo podjetje rastlo in bodo 
imeli lastniki vedno več dobička. Vse je usmerjeno v pridobivanje denarja, ustvarjanja 
bogastva in potrošništva. V vsem tem pa smo že začeli izgubljati pomen človeškega bitja. 
Zaradi načina življenja, ki ga diktirajo podjetja, veliko mladih nima časa za družabno 
življenje, s tem pa se pojavljajo družbeno nerodni ljudje, ki ostajajo osamljeni. V ekonomsko 
razvitih državah je posledica tega tudi staranje populacije. To je razlog, zakaj ljudje 
razmišljajo o nakupu robotskih ljubimcev in partnerjev. Obup, ki zasede njihove misli, da ne 
bodo našli človeškega partnerja, vodi v to, da izgubijo samozavest in obupajo. S tem, kako 
vrednotijo sami sebe, pa dovoljujejo, da jih enako vrednotijo tudi drugi in hkrati tudi sami 
enako vrednotijo druge. S tem, ko človek pomisli, da bo lažje z robotom, sprejme dejstvo, da 
se za človeka ni potrebno in vredno potruditi. Da si olajša življenje in zmanjša porabo 
energije pri iskanju partnerja, saj mora vso energijo pokuriti za to, da zasluži, da sploh preživi. 
Samo izhodiščno vprašanje tega poglavja je povezano z družbeno dinamiko, ki nekako 
implicira odgovor, kateremu bi se, po mojem mnenju, morali postaviti po robu, če želimo 
ohraniti vrednost človeškega bitja.  
Na Finskem so lani izvedli raziskavo, s pomočjo katere so želeli določiti javno mnenje o 
spolnih odnosih z roboti. Koverola M., et al. (2018) so v svoji raziskavi pokazali, da roboti in 
spolni odnosi z njimi sprožajo odzive fascinacije in po drugi strani gnusa in zavračanja. 
Moralna kognicija je dokazano odvisna od miselnosti skupine, kateri pripada posameznik. 
Poglejmo primera varanja in prostitucije. Liberalci nezvestobo smatrajo kot izdajo 
partnerjevega zaupanja, medtem ko jo konzervativci označijo kot uničevalko družin, čeprav 
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dopuščajo možnost, da moški kdaj naredi napako. V prostituciji liberalci kot krivca vidijo 
stranko (običajno moško), medtem ko konzervativci krivijo spolnega uslužbenca in ga 
označijo za propadlega človeka. (Koverola et al., 2018: 3) V raziskavi so raziskovali človeške 
moralne sodbe do robotskih prostitutk, ki so zamenjale človeka. S tem so se izognili potrebi 
po definiranju ljubezni, ki je težek filozofski izziv.  
V pilotni študiji so s pomočjo napisanih zgodb ugotavljali, kako posameznik dojema samega 
sebe v napisani zgodbi. Kako se posameznik dojema v določeni zgodbi pa ima močan vpliv 
na moralno mentaliteto družbe. Eksperimenti s pomočjo napisanih zgodb so običajna metoda, 
ki jo uporabljajo v moralni psihologiji in eksperimentalni filozofiji. Dajo nam dober vpogled 
v to, kako delujejo moralne sodbe. Subjekti, ki berejo zgodbe, ocenjujejo protagonista in ker 
izhajajo iz sebe, s tem ocenjujejo tudi sebe. (Koverola et al., 2018: 3)  
Pri reševanju vprašalnikov pilotne študije so bili prostovoljci, ki so sodelovali v študiji, 
razdeljeni v štiri skupine. Vsaka skupina je imela določene pogoje. Ti so imeli dva dvo-
stopenjska faktorja. Glede na prvi faktor je bil protagonist v zgodbi poročen ali samski, glede 
na drugi faktor pa je bil ponudnik spolnih uslug človek oziroma robot. Pred branjem vinjet so 
morali rešiti tudi vprašalnik moralnih temeljev (MFQ), ki temelji na petih ločenih parih: 
skrb/škodovanje, pravičnost/goljufanje, zvestoba/izdaja, avtoriteta/podrejanje, čistost/svetost. 
Test izgleda tako, da šestnajst stavkov ocenijo z ocenami 1-7 po relevantnosti. Rezultati so 
pokazali, da so strožje ocenjevali poročene protagoniste; poročen protagonist je z nakupom 
uslug naredil večje moralno zlo, kot samski. V pogoju robotskega ali človeškega faktorja 
ponudnika uslug je bil protagonist strožje ocenjen, če je kupil usluge od človeškega 
ponudnika. (Koverola et al., 2018: 4-9)  
V glavni študiji so prišli do enakega zaključka kot v pilotni. Na splošno so bili poročeni 
posamezniki ocenjeni strožje kot samski. Prav tako so bili strožje ocenjeni, če so se poslužili 
človeških uslug.  Glede na spol kupca ni bile pomembne razlike. (Koverola et al., 2018: 15) 
Skupni zaključek vseh rezultatov nakazuje na to, da je spolni odnos z robotsko prostitutko 
manjši moralni problem, kot s človeško prostitutko. Prav tako, da je spolni odnos z robotom 
bližje spolnemu odnosu s človekom, kot je samozadovoljevanje. Odnos, ki ga imajo ljudje do 
robotov za spolne namene, je podoben tistemu, ki ga imamo do robotov. Iz tega sledi, da je 
spolni odnos z robotom smatran kot spolni odnos, robot za spolne namene pa je še vedno 
robot. (Koverola et al., 2018: 17)  
Kljub temu, da so avtorji prišli do zanimivih zaključkov, so opozorili, da ima sama raziskava 
nekaj pomanjkljivosti. Vzorec raziskave ni bil dovolj splošen, vendar je vseeno bolj 
reprezentativen kot večina psiholoških študij. Ker so bili v vzorcu zgolj prostovoljci, so že s 
tem naredili neko določitev tipa ljudi, ki je sodelovala. S tem, da je bila raziskava narejena v 
knjižnici so izgubili del populacije, ki ne hodi v knjižnice. To bi lahko pomenilo, da so manj 
razgledani, izobraženi in manj dovzetni za novo tehnologijo.  Druga pomanjkljivost je bila ta, 
da so bili humanoidni roboti v vinjetah opisani kot ljudje situirani v bordel, le da so bili 
roboti. Rezultati zato ne veljajo za robote, namenjene spolnosti, ki niso humanoidni. Prav tako 
ne velja za robote družabnike. Na rezultate je vplivalo tudi trenutno počutje prostovoljca, ki je 
sodeloval v raziskavi (živost domišljije, empatija, ….). (Koverola et al., 2018: 18)  
Omenjeno raziskavo sem vključila, ker dobro prikazuje splošen odnos do uporabe spolnega 
robota v primerjavi s človeškim ponudnikom spolnih uslug. Najpomembneje, kar lahko 
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izluščimo iz raziskave, je, da so roboti še vedno obravnavani kot roboti in ne kot skoraj - 
človek ali kaj podobnega. To se mi zdi pomembno, saj izkazuje, da kljub temu, da je proces 
počlovečenja prisoten, ostaja zavedanje, da govorimo o robotu in ne človeku. Morda se tu 
motim in je to prepoznavanje robota kot robota samo v tej raziskavi, v drugih situacijah pa bi 
bilo lahko dojemanje robotov za spolne usluge drugačno. Glede na kulturne razlike, bi se 
lahko zgodilo, da bi bili roboti takšne vrste dobro sprejeti na Japonskem. 
Do vprašanja, ali je etično sporno imeti robote, namenjene spolnim odnosom, lahko 
pristopimo tudi z drugega zornega kota in sicer: kako bodo vplivali na našo srečo in naša 
življenja z drugimi ljudmi. Znanstveniki si prizadevajo, da bi izdelali robote, ki na splošno 
izboljšujejo človeško življenje. Sullins zagovarja tezo, da bi morali znanstveniki izdelati 
robota, ki ne bo zamenjal človeka, ampak bo pripomogel k temu, da bodo človeški odnosi 
boljši. (Sullins 2012: 402)  
Sullins predstavi svoj argument, zakaj roboti za spolnost, ki danes še niso humanoidi, niso 
etično sprejemljivi. Prva premisa sledi iz dejstva, da je človeška seksualnost veliko bolj 
kompleksna kot sam spolni akt, zato bodo roboti zgolj dodatki spolnosti. Druga premisa 
temelji na prepričanju sociologov in psihologov, da bodo takšni roboti povzročali psihološke 
motnje. Tretja premisa trdi, da ti roboti ne bodo pripomogli k krepitvi prijateljskih vezi, 
temveč bodo prej vodili v izolacijo. Zadnja premisa pa trdi, da bodo ti roboti izkrivljali fizično 
podobo ljudi. Torej, glede na to, kako dojemamo spolne robote danes, njihova prisotnost ne 
bo pripomogla k boljšemu življenju posameznika in družbe, zato njihova prisotnost ni etično 
opravičena. (Sullins 2012: 402) 
Tudi sama sem mnenja, da roboti za seks in seksualnost niso etično opravičljivi iz navedenih 
razlogov. Menim, da je človeška bližina nujna za intimnost, ljubezen in spolnost. Nasprotnega 
mnenja je bil Levy. Zagovarjal je funkcionalno definicijo ljubezni; »če se robot vede kot, da 
nas ljubi in to vedenje ni neprimerno za trenutno situacijo, potem je robot resnično 
zaljubljen.« (Sullins 2012: 402). To je podobno kot s TT, ko robotu, ki opravi TT, 
pripisujemo inteligenco, ki je kot naša. (Sullins 2012: 402)  
Na državni univerzi v Singapurju izvajajo projekt »Lovotics«. Na projektu raziskujejo, kako 
bi lahko najbolje vzpostavili ljubezensko vez med uporabnikom in robotom »Hooman 
Samani«. Je najobširnejši projekt v afektivni robotiki, v katerem znanstveniki aplicirajo 
psihološke in fiziološke raziskave na razvoj njihovih afektivnih robotov. »Ljubezorobotiki« 
želijo v človeku aktivirati fiziološke reakcije, ki so prisotne, ko tvorimo ljubezensko vez s 
človekom. Enake reakcije želijo vzbuditi v umetnem endokrinem sistemu (ang. artificial 
endocrine system), ki vsebuje dopamin, oksitocin, endorfin in serotonin – hormone ki so 
aktivni pri človeškem občutenju ljubezni. Psihološki simulator tega laboratorija računa 
verjetnosti parametrov ljubezni med človekom in robotom. Ti parametri so na primer: 
podobnost, zaželenost, navezanost, vzajemna všečnost, zadovoljitev, zrcaljenje, itd. Robot, 
ustvarjen primerno tem parametrom, bo spremljal svojega uporabnika in njegovo počutje 
glede na obrazno mimiko, glas, telesno govorico in fiziologijo. Nato pa bo svoje vedenje temu 
prilagodil. (Sullins 2012: 405) 
Problem nastane, ko začnemo razmišljati o samem človeku v odnosu s takšnim robotom. Ali 
bomo dovolili enosmerne, nevzajemne ljubezenske odnose z roboti ali ne? Glede na to, da vsi 
težimo k temu, da bi bil naš ljubezenski odnos vzajemen in da odnosu, ki ni vzajemen ne 
moremo reči ljubezenski odnos, ampak, da je nekdo nesrečno zaljubljen, menim, da razvoj 
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takšnih robotov ne bi smeli sprejemati s takšnim navdušenjem, brez predhodnega razmisleka, 
kaj bo to naredilo za človeka. Zavajanje in enosmernost odnosa sta dva težavna elementa 
takšnega odnosa.  
Eden izmed njihovih robotov je »Kissenger«. Ime je sestavljeno iz angleških besed »kiss« 
(poljub) in »messenger« (sporočilo). Poljub je znak naklonjenosti, ljubezni, pripadnosti in 
intimnosti. Ta naprava nam omogoča, da prenesemo poljub do osebe, ki je fizično oddaljena 
od nas. Je manjša naprava, ki se poveže s svetovnim medmrežjem in s tem do osebe, ki je 
fizično oddaljena. Naprava ima umetne ustnice, ki imajo izredno občutljive senzorje in 
mehanizem, ki kontrolira obliko ustnic in replicira pritisk ustnic, ki jih ustvarijo ustnice 
uporabnika na drugi strani v realnem času. Tak mehanizem bi omogočal tudi druge načine 
povezave, kot je na primer poljub med robotom in človekom, ali celo poljub, ki se prenese do 
avatarja v računalniški igrici ali simulaciji, ki jo igramo. To omogoča intimno povezavo, 
zaradi pomena in simbolike, ki se skriva za njim. [6]  
Take vrste robot, za katerega sem prvič slišala, je v meni vzbudil čudne, neprijetne občutke. 
Sam sistem še ni humanoidni robot, vendar je del, ki ga bodo lahko vgradili v humanoidnega 
robota. Posnemanje človeškega poljuba in njegovo prenašanje preko robotskega medija je 
ideja, ki je sama po sebi zanimiva, in da je znanost to sposobna doseči, je nekaj zanimivega. 
Vendar v meni vseeno vzbudi dvom in neprijetne občutke. Sama se ne bi želela poslužiti tega. 
Ravno zaradi tega, ker je poljub najbolj intimen izraz ljubezni in pripadnosti, ga ne bi smeli 
prenašati z robotsko napravo, ampak zgolj z lastnimi ustnicami na ustnice ali lice človeka, ki 
ga ljubimo.  
Povzetek ugotovitev do sedaj:  
- Psihološki faktorji v ljubezni in seksu so lahko funkcionalno narejeni tudi v robotski 
tehnologiji. 
- Ljudje imamo nagnjenje, da počlovečimo živali, objekte in tehnologijo.  
- Z evolucijo smo pridobili nagnjenje, da tvorimo skrben odnos tudi s pripadniki drugih 
vrst. 
- Če se nekdo vede, kot da nas ljubi, pa čeprav je to izkazovanje minimalno, bomo 
verjeli, da nas drugi resnično ljubi. 
- Nekateri posamezniki že danes raje izberejo komunikacijo preko računalnika kot pa 
komunikacijo iz oči v oči. (Sullins 2012: 407)  
Menim, da je ena izmed vprašljivih posledic izdelave humanoidnih robotov  možnost izgube 
tolerance. Če naj bi bil idealni humanoidni robot narejen tako, da bi potešil vse naše potrebe 
in izpolnil vse naše želje, potem bi bilo sporočilo ljudem, da tudi v odnosih do soljudi 
prevzamejo podoben način razmišljana. Vendar takšnih pričakovanj, kot bi jih imeli do tako 
sestavljenega humanoida, ne moremo imeti tudi do sočloveka. Ker je »želja« in namen 
humanoida ta, da zadovolji in osreči svojega lastnika, lahko pride do zmotnih prepričanj, da je 
tako tudi v odnosu človek - človek. Vsak posameznik ima svoje želje in potrebe, ki pa so 
lahko v nasprotju s partnerjevimi. Zato se moramo naučiti sprejemati in spoštovati tudi to. Kar 
pa bo potonilo v pozabo, če se bodo v naš vsak dan vključili takšni humanoidi, ki nam bodo 




7. Kako misliti robote? 
V osrednjem delu magistrske naloge smo spoznali, kaj vpliva na človeški odnos do robota in 
kakšna etična vprašanja se na ta odnos navezujejo. Družabni roboti nekatere družbene vloge 
že uspešno prevzemajo, vprašanje časa pa je, kdaj bodo lahko prevzeli vse. Rada bi 
izpostavila vprašanje, ali je dobro, da si to sploh želimo, glede na to, da to lahko za sabo 
prinese etične probleme, ki niso zanemarljivi. V zadnjem delu bomo pogled usmerili v 
možnost, kako bi lahko spremenili način razmišljanja, da bi bili roboti bolje sprejeti in da bi 
bil človek na njih bolj pripravljen. Prav tako bomo pregledali poročila komisij Anglije, 
Evrope in Amerike, ki poročajo, kako naj bi se družba pripravila na ero umetne inteligence in 
pametnih robotov. 
V del naše družbe in njenega razvoja spada tudi kulturno-tehnološki razvoj. Le-ta je zanimiv 
tudi za nas, saj zajema razvoj umetne inteligence in robotike, ki smo ju obravnavali skozi 
celotno delo skozi etično prizmo. Danes sta ti znanosti že tako razviti, da sta tesno vpeti v 
naša vsakdanja življenja. V splošnem je prisotnost novih tehnologij v našem življenju 
pozitivna; narejena je za to, da nam lajša življenja.  
»Pojmi, kot so umetna inteligenca, virtualni svet, »cyberspace«, se niso uporabljali do pred 
kratkim. Znanost ustvarja nove tehnologije in nove izume, s tem pa potrebo po razširitvi 
besedišča in spreminjanju načina življenja in dojemanja sveta okoli nas.« (Baciu et al., 2016: 
1). 
Normalno in zaželeno je, da se način razmišljanja spreminja, tako da omogoča napredek. Prav 
tako je že v samem človeškem ustroju način razmišljanja takšen, da človek želi presegati 
samega sebe. Znanstveniki si želijo z vsako novostjo preseči sami sebe. Takšen način 
razmišljanja omogoča napredek. Ko se začnejo te novosti vpenjati tudi v vsakdanja življenja 
laikov, vplivajo tudi na njih: na odnos do novosti, na odnos do sprememb, ki jih povzroča ta 
novost, … Spremembe pa so lahko pozitivne kot tudi negativne. Poglejmo konkreten primer, 
robote v tovarnah. Imajo pozitivne posledice za lastnike firm, saj so manjši strošek kot 
človeški delavec, so bolj učinkoviti v smislu kvantitete izdelkov, ki jih ustvarijo, ne rabijo 
počitka, bolniške, porodniške, … negativne posledice pa imajo za delavce – prevzemajo jim 
delovna mesta. Menim, da je ena izmed nalog filozofov, da kritično ovrednotijo in 
argumentirajo, zakaj so neke posledice pozitivne oziroma negativne. Družba mora biti 
pripravljena na novosti, ravno zaradi tega, ker je njihov vpliv tako močan, da spreminja način 
razmišljanja laikov, njihovega dojemanja sveta, odnosov in dojemanja samih sebe. S to hitro 
rastočo in razvijajočo se tehnologijo (govorim o robotiki in umetni inteligenci) smo se znašli 
na točki, kjer se stikata moderna in postmoderna. Baciu to obdobje poimenuje 
metamodernizem: obdobje, ki želi poenotiti, harmonizirati in izbrisati konflikte med prej 
omenjenima moderno in postmoderno na način, da aktivno išče rešitve na nastajajoče 
probleme, ne da samo sprašuje, kaj so ti problemi in kaj se bo zgodilo zaradi teh problemov 
(Baciu et al., 2016: 1-2) 
V zadnjem obdobju smo bili priča povečanemu številu intenzivnih in poglobljenih raziskav na 
področjih virtualne realnosti in umetne inteligence. To je pomagalo usmerjati in razvijati tudi 
druga področja naše družbe; tako smo si pred 10-15 leti težko predstavljali življenje v 
virtualnem svetu in kaj to sploh pomeni za nas, težko smo si zamislili, kako bi bilo, če bi 
dejansko obstajal robot, ki bi izgledal kot mi, se obnašal kot mi, govoril kot mi, skratka bil na 
nek način robot - človek. Zaradi takšnih raziskav in predstavitve in obravnave teh področij so 
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nam pojmi znotraj teh tehnologij bližje in si jih lažje predstavljamo kot del naših vsakdanjih 
življenj. (Baciu et al., 2016: 2)  
Delni razlog za tako hiter razvoj tehnologij sta ekonomska in finančna kriza med leti 2007 in 
2008. Poleg vseh negativnih posledic, sta krizi odprli tudi nekaj pozitivnih možnosti: možnost 
rekonstrukcije družbe in možnost za nove investicije in inovacije. Tako se je velik del denarja 
vložil v raziskave in inovacije, ki naj bi družbo potegnilo iz krize in jo dvignilo, ji dalo nov 
zagon. To je omogočilo ogromne napredke v umetni inteligenci (in tudi virtualni realnosti, ki 
nas v tej nalogi ne zanima), kar pa ustvarja nove izzive v razumevanju in opredeljevanju 
potencialnih zmožnosti in napredkov v prihodnosti. (Baciu et al., 2016: 3) 
V zadnjih petih letih so se investicije v umetno inteligenco povečale za kar sedemkrat. 
Konkurenčna področja investicij so diagnosticiranje bolezni, odkrivanje novih zdravil, 
makroekonomija, fizika delcev, … Ker je med znanstveniki in investitorji velika sla po 
rojstvu super umetne inteligence (AIS), se bodo investicije v prihajajočih letih še povečale. 
Največji apetit imajo večje tehnološke firme in določene vlade povsod po svetu. Ta tekma v 
izdelovanju superiorne inteligence bo vplivala tudi na rekonceptualizacijo pomena umetne 
inteligence – v mislih imamo pomen zavestnih robotov. Baciau pričakuje, da bo termin 
»umetna inteligenca« kaj kmalu zamenjal termin super (umetne) inteligence. Super umetno 
inteligenco lahko razumemo kot skupek tehnologij, ki se bodo vzporedno razvijale in bodo 
robotom poskušale dodati kvalitete človeškega delovanja, kot so na primer: prepoznava 
govora, odločanje, učenje, … Takšni roboti bodo imeli intelekt na nivoju človeka in mnogo 
več, kot najbolj nadarjen človeški posameznik. Prav tako pa bodo imeli tudi samozavedanje, 
ne samo določene sposobnosti učenja in kar smo našteli prej. Imeli bodo tudi več spomina, 
lahko bodo opravljali večji razpon nalog hkrati in podobno. To seveda kar kliče po strogi 
obravnavi, kakšne bodo etične posledice ter kakšen bo njihov moralni status. (Baciu et al., 
2016: 5) Kljub temu, da smo UI obravnavali že v prejšnjih poglavjih smo na tem mestu 
izpostavili tudi Baciau-jevo mnenje, saj izpostavi določen vidik potencialnih bodočih 
problemov.  
Seveda danes še ne moremo preučevati vseh možnih posledic določene tehnologije, ker ne 
vemo, v katero smer se bo skozi čas spreminjala. Dobro je, da se osredotočimo na trenutno 
stanje in ga dobro pregledamo, hkrati pa razmišljamo o morebitnih posledicah in se 
poskušamo na njih pripraviti kar se da dobro. Komisije v Evropi, Angliji in Ameriki se že 
pripravljajo in diskutirajo o situaciji in možnih rešitvah, kar pa si bomo pogledali v 
nadaljevanju. 
 
7.1 Komisije poročajo 
Spoznali smo, da je umetna inteligenca že močno vpeta v naša vsakdanja življenja. Dejstvo je, 
da se je potrebno spraševati temeljna vprašanja o njihovem vplivu na družbo, etiko in 
ekonomijo. Tako so oktobra 2016 združile sile Amerika, Anglija in Evropa. Natančneje; 
Evropski parlament, Komite za znanost in tehnologijo Anglije in Pisarna za znanost in 
tehnologijo v Beli hiši. Predstavili so svoja začetna poročila, kako se pripraviti na prihodnost 
umetne inteligence. Dokumenti so nastali neodvisno drug od drugega, združeni pa so v 
pričujočem članku. Obravnava, ki so jo opravile države je pomembna za pripravo družbe, 
ekonomije in politike na novosti in za to, da se pripravijo čim boljši ukrepi v primeru 
negativnih posledic ali zlorab tehnologije. Ker je namen naloge pregledati določena vprašanja, 
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se mi zdi smiselno, da prikažemo tudi, kaj države že počnejo v sklopu priprav na nove 
tehnologije.  
Primerjali bomo, kako vsak od dokumentov naslovi naslednje teme: (a) razvoj »dobre 
družbe«, (b) vloga in odgovornost vlade, privatnega sektorja in raziskovalnih ustanov, (c) ali 
so takšni predlogi sploh potrebni za napredek. (Cath et al., 2017: 2)  
Vsak dokument izpostavlja točke, ki se jim zdijo zanimive in pomembne, prav tako 
predstavijo vsak svoj način, kako se spopasti s problemi. Noben izmed dokumentov pa ne 
poda razumljive vizije, kakšno vlogo naj bi imela umetna inteligenca v družbah, ki so 
informacijsko dozorele. Moramo se zavedati, da je pomembneje kot to, da določamo in 
ugotavljamo, kako daleč lahko gre razvoj umetne inteligence, to, da opredelimo, kako želimo, 
da se te inovacije razvijajo, in kakšne želimo, da so. Kajti, če to ni storjeno, je nevarnost, da 
bodo znanstveniki in akademija imeli svojo vizijo umetne inteligence in dobre družbe, vlada 
pa svojo. (Cath et al., 2017: 3) 
 
  
7.1.1 Poročilo Pisarne za znanstveno in tehnološko politiko Bele hiše  
Dvanajstega oktobra leta 2016 so izdali poročilo »Priprava na prihodnost umetne inteligence« 
(Cath et al., 2017: 4). Za smernice tega poročila so uporabili delavnice, ki se so odvijale na to 
temo. V poročilu samozavestno predstavijo pozitiven odnos do novih tehnologij. Umetno 
inteligenco, če je uporabljena premišljeno, definirajo kot tehnologijo, ki lahko pomaga 
izboljšati človeške sposobnosti, namesto, da jih zamenjuje. Uporabljena naj bi bila v javno 
dobro; koristna je pri inovacijah ter pri omogočanju in zagotavljanju ekonomske rasti. Vlada 
naj bi bila zavezana k temu, da, kjer lahko, uporablja umetno inteligenco (avtomatična 
industrija, …). Varovalo, ki bi preprečilo, da ne bi prišlo do napačne uporabe za napačne 
namene, je, da mora paziti na temeljne namene in cilje regulacije umetne inteligence tako, da 
je zagotovljeno javno dobro, hkrati pa mora dopuščati možnost razvoja in rasti umetne 
inteligence. Prav tako njihov program predpostavlja in izpostavlja pomembnost raziskav na 
tem področju; ne samo kratkoročnih in trenutnih raziskav, ampak tudi tiste, ki imajo 
dolgoročni domet in se tičejo bolj trajnega razvoja umetne inteligence. Eno izmed perečih 
vprašanj so službe ljudi: ali umetna inteligenca ogroža službe ljudi, ali jih mogoče izboljšuje? 
Na to vprašanje so v poročilu odgovorili, da jih tako odjema, kot dodaja. Hipotetično gledano, 
bi bili delavci nižjega in srednjega plačilnega razreda najbolj oškodovani, oziroma, bi najbolj 
čutili negativne posledice prisotnosti umetne inteligence. Vlada bi morala v tem primeru 
zagotoviti javno politiko, ki bi zagotavljala, da umetna inteligenca ne bi povečevala 
ekonomske neenakosti. To so jasni predlogi, vendar kaj konkretno bi to pomenilo, še niso 
predlagali oziroma izrazili. Naslednje vprašanje, ki so ga obravnavali, so vojaška avtonomna 
smrtonosna orožja. Poleg ugotovitve, da prisotnost te tehnologije sproža mnoga nerešena 
etična vprašanja, niso dodali nič. Prihodnost »cyber« sporov bi bila odvisna od preteklosti, 
sedanjosti vojaških stanj in prav tako od odgovorov na etična vprašanja, da bi se izognili 
spolzki strmini napadov in konfliktov. Z razumevanjem posledic prisotnosti novih tehnologij 
bi morebitne težave in spore lahko preprečili. Če vzamemo primer hladne vojne: pri isti 
strategiji, kot so jo imeli v njenem času, in uporabi tehnologije, ki jo obravnavamo tukaj, se 
zavemo jasne in grozne problematičnosti uporabe takih tehnologij. Zaradi resnosti in teže 
etičnih vprašanj, ki jih sproža ta tehnologija, morajo Američani res dobro definirati in 
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opredeliti, na kakšen način bi bila takšna tehnologija uporabljena in v kakšnih situacijah. 
(Cath et al., 2017: 4) 
V nadaljevanju izrazijo mnenje, da bi bilo potrebno, da so podatki raziskav javno dostopni, ter 
da inženirji, ki se ukvarjajo z izdelavo umetne inteligence, opravijo šolanje, na katerem jih 
poučijo o etiki. Vendar menim, da to ni zadostno. Seveda je pomembno izobraževanje v etiki, 
vendar bi morali spremeniti tudi mehanizme vlade tako, da bi bil prenos etične in moralne 
odgovornosti prenesen tudi v privatni sektor in posameznika v družbi. (Cath et al., 2017: 4) 
Če na kratko povzamemo: poročilo naredi obširen pregled različnih načinov, kako lahko 
umetna inteligenca vpliva na ekonomijo in družbeno strukturo. Tematike se lotijo strogo in 
poglobljeno in si resnično prizadevajo, da bi našli ugodne rešitve za njihovo ekonomijo in 
družbo. Pod vodstvom Obame je delovanje vseh družbenih teles šlo v željeno smer, kaj pa se 
bo dogajalo pod vlado Trumpa, pa bomo še videli. Noben si ne želi, da bi ta priporočila iz 
poročila ostala neslišana.  
 
7.1.2 Evropski standardi za robotiko in umetno inteligenco 
Zadnji dan v maju leta 2016 je Odbor za javne zadeve Evropskega parlamenta objavil osnutek 
poročila »Civilno pravo za robotiko« (Cath et al., 2017: 9), ki vsebuje priporočila za Evropsko 
komisijo. V primerjavi z Ameriškim poročilom je ta osnutek krajši in se osredotoča bolj na 
robotiko, kot pa na umetno inteligenco. V ospredju so etična vprašanja in problemi na 
področju samovozečih vozil, dronov (leteči avtonomni roboti), robotov za zdravstveno nego 
ter konkretni predlogi rešitev za ta področja. Umetno inteligenco definirajo zgolj kot osnovo 
za robotiko, nekaj kar omogoča avtonomnost takšnim tehnologijam. Sami vidijo največjo 
težavo v tem, kako bo prisotnost takšnih robotov vplivala na delovno silo. Pozivajo k temu, da 
bi se preoblikovali učni cilji tako, da bi bili ljudje bolj digitalno izobraženi, da bi bili 
konkurenčni. Prav tako opozarjajo, da bi bilo potrebno spremeniti režim plačevanja davkov, 
saj bo z avtomatizacijo veliko manj delavcev, davkoplačevalcev. To pa bi za sabo potegnilo 
večanje neenakosti, spremembo v zdravstvenem zavarovanju, …  
Predlagajo, da bi se uvedla »Evropska agencija za robotiko in umetno inteligenco«, katere 
naloga bi bila, da uravnava zunanje tehnične in etične probleme, zaposli strokovnjake na 
področju umetne inteligence in robotike, ki bodo spremljali trende, določali najboljše 
standarde in prakse, izvajali meritve in definirali nove načine, kako se bodo reševali problemi 
s strankami, kupci takšne UI in robotov. Dajali bi konkretne nasvete, kako postopati in ravnati 
v vsakdanjem življenju, tehnično in etično. Nikakor si ne želijo, da bi bili evropski standardi 
določeni zunaj Evrope. Prav tako predlagajo varovala, kot so dovoljenja, opravljene licence, 
skratka potrebno bi bili osvojiti določeno znanje, ki bi bilo predpogoj za to, da smo lahko 
uporabniki, kupci, lastniki umetne inteligence in robotov. Posebej bi se posvetili vrednotam 
dostojanstvo, zasebnost in varnost, ki so temelj za dobro delovanje družbe ter ugodje in 
varnost posameznika. Prav tako posamezniki v prihajajočem raziskovanju vpliva robotov ne 
bi smeli biti bolj izpostavljeni ali v nevarnosti, kot so bili v dosedanjem vsakodnevnem 
življenju. Velik problem predstavlja spoštovanje in upoštevanje vsega kar zahteva 
posameznikova zasebnost. Ker bi se v raziskavah skozi generacije zbirali podatki 
posameznikov, ki bi bili namenjeni izboljševanju robotov in UI, bi lahko prišlo do zlorab.  
49 
 
Evropsko poročilo se od Ameriškega in Angleškega razlikuje v tem, da ne zahteva 
eksplicitno, da sta določanje odgovornosti in transparentnost vodilna etična principa. (Cath et 
al., 2017: 9-13) 
7.1.3 Angleško poročilo: »Keep calm and commission on« 
Trinajstega oktobra leta 2016 je Komite za znanost in tehnologijo Anglije izdal poročilo na 
temo umetne inteligence. V poročilu si prizadevajo za identifikacijo vrednot in sposobnosti UI 
in robotov, za raziskovanje potencialnih problemov, povezanih s prisotnostjo le-teh in 
možnimi usmeritvami. V prvi vrsti je poročilo namenjeno angleški vladi in izraža nujnost 
financiranja raziskovanj na tem področju, saj je to pomembno za nadaljnjo pripravo na 
človeški stik z roboti in UI. V poročilu jasno določijo, kakšna je vloga vlade v razvoju UI, 
pred vsem na področju etike, zakonov in družbe. Država bi sodelovala s komisijo za UI, ki je 
na Institutu Alana Turinga. (Cath et al., 2017: 13) 
7.1.4 Povzetek in primerjava poročil 
Vsa tri poročila združuje to, da opozarjajo na potencialne probleme na področju robotike in 
UI. Razlikujejo pa se po tem, kako definirajo in predstavijo te probleme in čemu dajejo 
poudarek. Razlikujejo se tudi po tem, kako definirajo UI. Američani na primer UI definirajo 
kot področje, v katerega spada tudi robotika, medtem ko Evropejci definirajo UI kot nekaj, 
kar robotom omogoča njihovo sposobnost učenja in samostojno odločanje. Vsi se zavedajo, 
kako pomembno je, da se svetovna družba pripravi na trenutek, ko bodo takšni in drugačni 
roboti vstopili v naša življenja. Vsa tri poročila zagovarjajo, da je javna diskusija nujno 
potrebna za to, da bo družba in posamezniki v njej bolj razumeli, kaj so te novosti, zakaj jih 
uvajamo, kako bodo vplivale na njih in družbo kot celoto. Konkretni problemi, ki so omenjeni 
v poročilih, so sprememba delovne sile in kako bi jo lahko obrnili v človekovo korist, in kaj 
se bo zgodilo, ko ne bo več toliko davkoplačevalskih zaposlitev. Vsem je skupno tudi to, da 
poudarjajo velik pomen izobrazbe in znanja na tem področju – v znanju in vedenju je moč. 
Zato si prizadevajo za ljudi, ki bodo morali biti, vsi, od programerja in inženirja do kupca in 
lastnika, primerno izobraženi o etičnih vprašanjih in problemih, ki jih dviga prisotnost novih 
tehnologij, da bodo pravilno ustvarjali te robote (s pravim namenom) in da bodo pri 
razmišljanju o nastanku ter ustvarjanju upoštevali človeške pravice z odgovornostjo, 
dostojanstvom in zasebnostjo na čelu. V evropskem poročilu zasledimo, da opozarjajo na 
nevarnost, ki se tiče posameznikove zasebnosti. Da bi se resnično dobro pripravili in razumeli 
UI in robotiko, ter da bi omogočili razvoj čim boljše tehnologije, znanstveniki izvajajo 
različne raziskave, v katerih uporabljajo podatke resničnih posameznikov. To pomeni, da se 
arhiv osebnih podatkov nenehno veča. In čez čas, čez nekaj generacij, lahko pride do zlorab 
teh podatkov. Temu se reče erozija zasebnosti. Varovalna mehanizma, ki sta skupna vsem 
trem poročilom, sta, kot smo že omenili, znanje in vedenje, ki omogočata tudi lažje 
predvidevanje, ter dobro definirana etika tega področja.  
V članku Cath s kolegi sporoča, da bi bilo potrebno definirati tudi, kaj je to dobra družba. To 
se mi zdi pomembno izhodišče, saj brez tega ne moremo vedeti, k čemu želimo težiti in v 
katero smer želimo, da bi se naša družba in tehnologija razvijali vzajemno. Proces, ki bi 
pomagal pri tem, da bi lažje definirali dobro družbo, zahteva sodelovanje na področju umetne 
inteligence in etike. V tem procesu naj bi sodelovale različne vlade iz celega sveta, 
raziskovalni centri in ustanove, civilna družba in podjetja. Prav tako bi do odgovora lahko 
prišli s pomočjo preučevanja človeka in družbe z vidika njegovega dostojanstva, saj bi to 
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samo po sebi vzpostavilo koncepte, ki so etično sprejemljivi za vsakega posameznika. (Cath 




8. Zaključna misel 
Človek in njegova dobrobit sta osrednja pojma naše družbe. Znanost je s svojim delovanjem 
usmerjena k temu, da bi s svojimi iznajdbami lajšala življenje družbi in posamezniku. 
Družbena dinamika pa je podvržena vrednoti denarja in zaslužka, ki velikokrat zasenčita 
pomen dobrega za človeka in vrednost posameznika. Tako tudi znanost, kljub temu da ima 
dobre namene, podleže moči denarja. Zaradi želje po zaslužku so znanstveniki primorani 
izdelovati in raziskovati nekaj, kar bo investitorjem prineslo dobiček. Razvijanje humanoidnih 
robotov je prav tako odvisno od tega, poleg dejstva, da znanstveniki na tem področju želijo 
izdelati robota, ki bo nerazločljiv od človeka in jim je tudi samo to dobra motivacija za delo in 
razvijanje. Ob vseh teh dejavnikih pa se hitro zgodi, da družba pozabi na posledice, ki bi jih 
takšne inovacije povzročile. Vloga filozofov v tem je, da opozorijo na te posledice in jih 
preprašujejo in s tem zaščitijo človeka v tej hitro razvijajoči se družbi. Namen te naloge je bil, 
da opozori na morebitne posledice in zakaj bi lahko imele te posledice negativen učinek na 
človeka.  
Roboti so lahko zelo raznoliki: od tistih, ki so prisotni v industrijskih obratih, pa do tistih, ki v 
laboratoriju Ishigura želijo posnemati človeka. V nalogi smo v prvem delu obravnavali 
robote, kot so industrijski roboti, roboti namenjeni vojski in samovozeči avtomobili ter kakšne 
so etične implikacije njihove prisotnosti v naši družbi. V osrednjem delu smo vso pozornost 
posvetili družabnim robotom in odnosu med človekom in robotom ter posledicam, ki jih 
takšen odnos prinese s sabo. Etična vprašanja, ki smo jih obravnavali v osrednjem delu, 
izvirajo iz psiholoških lastnosti človeka ter iz lastnosti robota, ki želijo vplivati na ta človeški 
psihološki ustroj. Ker govorimo o človekovem dobrem, so etična vprašanja zelo pomembna, 
saj skrbijo, da se le-to uveljavlja in upošteva. Spoznali smo argumente tako za kot proti 
uporabi robotov v namene družabništva. Sama menim, da so močnejši argumenti, ki podpirajo 
trditev, da roboti niso oziroma ne bodo pozitivno vplivali na človeka in bodo posledice vse 
prej kot pozitivne in zaželene. Morebitne pozitivne posledice ne bodo odtehtale negativnih, 
zato menim, da znanstveniki ne bi smeli vložiti toliko časa in denarja v razvoj humanoidnega 
robota, ki bo nerazločljiv od človeka. Menim, da bi morali znanstveniki in filozofi razmisliti, 
kako bi lahko ustvarili družbo, v kateri bi roboti opravljali dela, ki so fizično zelo naporna ali 
se izvajajo v okolju, ki je človeku nevarno, ljudje pa bi svojo energijo in potenciale usmerili v 
druga področja, kot je na primer vzpostavitev človeškega bitja in narave kot vrednote.  
Zaključno misel bomo zaokrožili z odgovorom na izhodiščno vprašanje, ali naj bodo 
humanoidni roboti prisotni v našem vsakdanjem življenju. Glede na vse potencialne negativne 
posledice, ki jih lahko ima prisotnost takšnih robotov, zagovarjam stališče, da takšni roboti ne 
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