One of the main concerns of national statistical agencies (NSAs) is to publish tabular data. NSAs have to guarantee that no private information from specific respondents can be disclosed from the released tables. The purpose of the statistical disclosure control field is to avoid such a leak of private information. Most protection techniques for tabular data rely on the formulation of a large mathematical programming problem, whose solution is computationally expensive even for tables of moderate size. One of the emerging techniques in this field is controlled tabular adjustment (CTA). Although CTA is more efficient than other protection methods, the resulting mixed integer linear problems (MILP) are still challenging. In this work a heuristic approach based on block coordinate descent decomposition is designed and applied to large hierarchical and general CTA instances. This approach is compared with CPLEX, a stateof-the-art MILP solver. Our results, from both synthetic and real tables with up to 1,200,000 cells, 100,000 of them being sensitive (resulting in MILP instances of up to 2,400,000 continuous variables, 100,000 binary variables, and 475,000 constraints) show that the heuristic block coordinate descent has a better practical behaviour than a state-of-the-art solver: for large hierarchical instances it provides significantly better solutions within a specified realistic time limit, as required by NSAs in real-world.
Introduction
National statistical agencies (NSAs) routinely disseminate both disaggregated (i.e., microdata or microfiles) and aggregated (i.e., tabular data) information. Tables are generated by crossing two or more categorical variables of a particular microfile (i.e., a census), which results in sets of tables, usually with a large number of cells. NSAs are obliged by law to guarantee that no particular information from any respondent can be disclosed from the released information. The goal of the statistical disclosure control field is to protect such sensitive information [17] . In this work we focus on tabular data. Some of the state-of-the-art research in this field can be found in the recent monographs [13, 14, 15, 16, 26] .
There are several available techniques for the protection of tabular data. The most widely used nonperturbative method (i.e., one which does not change cell values) is named cell suppression problem (CSP) [5, 23] . CSP has been and is one of the preferred options for NSAs. Recently, a new perturbative approach (i.e., cell values are slightly adjusted or modified) named controlled tabular adjustment (CTA) was introduced [4, 11] . Although it is a recent approach, CTA is gaining recognition among NSAs. For instance, CTA appears in [22] among the list of currently available techniques for tabular data, and it is considered as one of the emerging methods. In addition, we recently developed in collaboration with the NSAs of Germany and the Netherlands [20] a package for CTA in the scope of two projects funded by Eurostat, the Statistical Office of the European Communities. The goal of those projects was the safe dissemination of European business and animal production statistics by Eurostat, and CTA was used within the overall protection scheme. CTA is thus a method of actual practical relevance. It is worth noting that in recent specialized workshops on statistical disclosure control, relevant members of NSAs stated that perturbative methods, like CTA, are gaining acceptance [27] , and some perturbative approaches are being used for the protection of national census tables (e.g., for Germany [19] ).
Although CTA formulates mixed integer linear problems (MILPs) with a number of variables and constraints that is linear in the size of the table -and thus its solution can be attempted with generic state-of-the-art solvers-, real-world instances are challenging and may require several hours of execution for an optimal solution (or quasi optimal solution, e.g., with optimality gaps below 5%). In practice, however, NSAs do not require such optimal solutions, and good, feasible approximate solutions are enough. Indeed, an optimal solution may not make sense, since some of the parameters of the CTA model are estimated by NSAs (as, e.g., the amount of protection to be provided to a certain table). In addition, in practice tabular data protection is the last stage of the data cycle, and, in an attempt to meet publication deadlines, NSAs require methods that find fast solutions to protect large tables [10] . This work presents a heuristic procedure based on block coordinate descent (BCD) [3, 9] for the solution of CTA formulated as a MILP. As it will be shown, given a practical time limit (i.e., from some minutes to one hour), for some kinds of tables-namely, hierarchical tables, discussed below, which are of great practical interest for NSAs-, BCD consistently provided better solutions than a general state-of-the-art solver, such as CPLEX. For general tables, although the benefits of BCD were not so significant, it was also the most efficient approach for the largest, real world, instances. Note that approaches similar to BCD, namely branch-and-fix and fix-and-relax, have been used in other large MILPs arising in stochastic programming [1, 12] .
As far as we know, this is the first heuristic approach for real-world large CTA instances. A previous work [21] applied some metaheuristics and learning heuristics only to small tables (two-dimensional tables of up to 625 cells), while we consider more complex hierarchical tables of about 1,200,000 cells (100,000 of them sensitive). We also tried other general metaheuristics as genetic algorithms without success. Indeed, combinations or slight modifications of solutions are not expected to satisfy the large number of linear equations with no particular structure of CTA. Therefore, for the purpose of guaranteeing this large number of linear constraints, any practical heuristic should rely on MILP technology, as BCD does. Briefly, BCD is a simple strategy that decomposes the problems in clusters of variables, and sequentially solves each cluster MILP subproblem. Therefore, in practice BCD behaves best when the MILP variables may be clustered, and clusters are loosely coupled. For this reason in this work we mainly focus on hierarchical tables. Hierarchical tables are obtained by crossing groups of categorical variables, and some of them have a hierarchical structure, i.e., some tables are subtables of other tables. Hierarchical tables are of very practical interest for NSAs. The simplest hierarchical table is obtained by crossing two categorical variables, one of them being hierarchical; this particular case is known as 1H2D tables. Figure 1 illustrates a small 1H2D table: rows R 1 and R 3 (related, e.g., to state level information) are decomposed into two subtables (whose rows are, for example, related to region level information); rows of these two subtables could be subsequently decomposed (e.g., for city level information). 1H2D tables can be viewed as a tree of subtables. Note, however, that BCD is not tailored to hierarchical tables. Indeed, in this work it was also applied to general complex tables, though the most successful results were obtained for hierarchical tables. This is partly explained by the inherent block structure of hierarchical tables. Some attempts for extracting the block structure of general tables were made [6] , but in general, the resulting blocks were far too coupled for complex instances.
The structure of the paper is as follows. Section 2 outlines the general MILP formulation of CTA. Section 3 introduces the BCD procedure for CTA, and describes an approach based on the SAT method for obtaining good initial feasible solutions. Section 4 provides some implementation details and reports the computational results using a set of synthetic and real-world tables.
Formulation of CTA as a MILP
Any instance of CTA, either with one table or a number of tables, can be represented by the following elements:
• An array of cells a i , i = 1, . . . , n, satisfying a set of m linear relations Aa = b, a ∈ R n being the vector of a i 's, b ∈ R m the right-hand-side term of the linear relations (usually b = 0), and A ∈ R m×n the cell relations matrix. Note that rows of A are made of 1's, 0's and a single −1 (associated to the marginal or total cell value).
• A vector w ∈ R n of positive weights for the deviations of cell values, used in the definition of the objective function.
• A lower and upper bound for each cell i = 1, . . . , n, respectively l xi and u xi , which are considered to be known by any data attacker. If no previous knowledge is assumed for cell i then l xi = 0 (l xi = −∞ if a ≥ 0 is not required) and u xi = +∞ can be used.
• A set S = {i 1 , i 2 , . . . , i s } ⊆ {1, . . . , n} of indices of npcells sensitive or confidential cells.
• A lower and upper protection level for each confidential cell i ∈ S, respectively lpl i and upl i , such that the released values x ∈ R n must satisfy either
CTA attempts to find the closest safe values x, according to some distance L, that makes the released table safe. This involves the solution of the following optimization problem: min
Problem (1) can also be formulated in terms of deviations from the current cell values. Defining
and using the L 1 distance weighted by w, (1) can be recast as:
z ∈ R n being the vector of deviations. Since w > 0, introducing variables z + , z − ∈ R n so that z = z + −z − , the absolute values may be written as |z| = z + +z − . Considering a vector of binary variables y ∈ {0, 1} s for the "or" constraints, problem (3) is finally written as a MILP:
When y i = 1 the constraints mean upl i ≤ z 3 The heuristic block coordinate descent approach for CTA Block coordinate descent (BCD) solves a sequence of subproblems, each of them optimizing the objective function over a subset of variables while the remaining variables are kept fixed. This is iteratively repeated until no improvement in the objective function is achieved, e.g., the difference between some (e.g., two) consecutive objective functions is less than a specified optimality tolerance. Convergence of this algorithm is only guaranteed for convex problems where each optimization subproblem has a unique optimizer [3, Prop. 2.7.1] (note that strict convexity satisfies this requirement). Although MILP problems are not convex, and thus they do not guarantee convergence, BCD usually behaves properly in practical complex applications [9, 25] , and it can be used as a heuristic approach. For the particular case of CTA, if the number of sensitive cells s is very large, optimal solutions may require computationally prohibitive executions. BCD may provide good approximate solutions by optimizing at each iteration the protection direction (either "downward" or "upward") of a subset of sensitive cells, and the deviations for all the cells. The protection directions of the remaining sensitive cells are kept constant to the optimal values of previous iterations. Note that continuous variables of the problem (the deviations for all the cells) are never fixed; clustering and fixing is only performed for the binary variables, which is a significant difference with the standard BCD method. Partitioning the binary variables y of (4a)-(4e) into k blocks, and denoting y j,i as the fixed values of block j at inner iteration i, the algorithm is roughly as follows:
Step 0 Initialization. Set outer iteration counter: t = 0. Set initial values, hopefully feasible, to y.
Step 1 t = t + 1. Set inner iteration counter i = 0. Divide y into k blocks: y = {y 1,i , . . . , y k,i }, not necessarily of the same size. Figure 2: Example of the tree structure of a 1H2D table, variables being partitioned by levels. Boxes refer to the set of sensitive variables in a subtable. Groups of boxes closed by dashed or dotted lines form a block of variables to be optimized together in the first major iteration.
Step 1.1 i := i + 1. Solve (4a)-(4e) with respect to block y i,i , taking into account that y j,i is fixed for j = i.
Step 1.2 If i < k go to Step 1.1.
Step 2 Check for end conditions: if apply, stop, and return the current best solution.
Otherwise, go to Step 1
Note that the original problem (4a)-(4e) is solved if only one block of variables is considered. Therefore, although BCD is a heuristic approach for MILP problems, it is easily switched to an optimal approach by setting k = 1 at Step 1 for some advanced t. The subproblems of Step 1.1 may be solved by any MILP method; we used the branch-and-cut solver of CPLEX.
Different strategies can be considered for the division of variables y between consecutive major iterations, e.g., reversing the order of blocks, changing the blocks, etc. Using a true partition of the sensitive cells means that each cell has just one chance of being "upper" or "lower" protected at each major iteration. However, this is not strictly needed, and in practice some sensitive cells could belong to more than one block. In this case the decision variables associated to these cells would be determined more than once for some t.
Two strategies have been tested, which can be viewed as a framework whose implementation would admit further possibilities. The first strategy (named random-BCD) divides S randomly into a number of blocks, keeping their sizes as similar as possible. The partition is obtained by shuffling the variables such that different blocks are considered at major iterations.
The second strategy (that will be referred to as tree-BCD) is tailored for 1H2D hierarchical tables, exploiting the tree structure of these kinds of tables. In the first major iteration, the sensitive cells are partitioned according to their level: the first group is composed of all the variables of cells in the main table (level 1, or table 0, as seen in Figure 2) ; then, the second group takes the variables in the next level (0.1, 0.2, and so on); the third group considers all the variables in level 3 (0.1.1, 0.1.2, etc), and so forth until the deepest level. Once the first major iteration is finished, the second one builds overlapping blocks of cells: the first group now includes level 1 and level 2; the second group, level 2 and level 3, etc. A third major iteration makes groups from three consecutive levels. The last major iteration would include all the levels in one group, as a pure CTA problem; if the time limit has not been reached yet, it could benefit from a warm-start from previous solutions.
The previous breadth-first strategy was compared with a depth-first strategy, also implemented. In the latter, blocks were formed with all the subtables from the root to a leaf, taking only one subtable per level. Note that the derived blocks are significantly overlapped. This strategy was not satisfactory, and their results will not be reported in the computational results of Section 4.
One of the main drawbacks of BCD is that dual information for the whole (4a)-(4e) problem is not obtained, and thus the stopping rule only focuses on improvements between consecutive iterations. Note, however, that CTA is a minimum distance problem (1) and that zero is a readily available lower bound. Another main drawback of BCD is that it may not be able to obtain a feasible solution, unless an initial set of feasible either "up" or "down" protection directions for y are set at Step 0. For complex and large instances, looking for an initial feasible pattern of protection directions for y is a hard problem (theoretically, as hard as finding the optimal solution). The next subsection describes a heuristic strategy that in practice was very useful. Indeed, as it will be noted in the computational results of Section 4, this heuristic for CTA instances provided better initial solutions than the several strategies tested with CPLEX.
Finding a feasible starting point. The SAT method
There are several general approaches for finding an initial point in MILP problems (e.g., variable and node selection, feasibility pump, etc.). Many of them can be found in [8] , and are implemented in state-of-the-art solvers. An obvious approach for starting BCD with a feasible point would be to run any of those solvers until the first feasible solution for constraints (4b)-(4e) is found. However, this approach would not exploit the particular structure of CTA. To avoid this lack of exploitation, a particular strategy was developed, which has proven to be successful in most instances. In short, this approach consists of two phases: first, the set of constraints Az = 0 is scanned to locate those involving sensitive cells, and each constraint of this subset is analyzed to identify possible infeasible combinations for protection directions y of sensitive cells; and second, all the forbidden combinations are compiled together, and an assignment is sought so that none of these combinations is present. where the subindex denotes the cell index, and the lower and upper protection levels of sensitive cells 4 and 7 are respectively lpl 4 = upl 4 = 2 and lpl 7 = upl 7 = 4, then y 4 = y 7 = 1 (i.e., protection direction for sensitive cells 4 and 7 is "up") is a forbidden solution. Indeed, note that in the protected table this relation would then be
which is infeasible since (x 2 , x 5 ) ≥ 0. The above two phases are outlined below.
The first phase exploits the particular structure of the table relations. Since a table can be described through linear combinations of the cell contents, after rearranging terms, constraint j of Az = 0 of (3) can be recast as
where I j ⊆ S and I ′ j ⊆ S are respectively the sets of sensitive and nonsensitive cells in constraint j, and coefficients m ij are elements of the matrix A, either 1 or −1. Next, lower bounds are computed for each side of (5). The right-hand side is not depending on y, and therefore bounds are i∈I ′ j :
For some assignment of y, the bounds of the left-hand side are
The procedure consists of searching for any y so that the bounds of both sides mismatch (i.e., either the lower bound of the left-hand side is greater than the upper bound of the right-hand side, or the upper bound of the left-hand side is less than the lower bound of the right-hand side).
Provided that the number of sensitive variables at each constraint, |I j |, is small (say, less than 20), exhaustive search could be used to find every infeasible combination. However, the cost is prohibitive even for moderate |I j |, so we have developed a simple but very efficient method to detect the infeasible combinations in a constraint. At first, the procedure determines which is the combination of y giving the highest value of the lower bound of (7) . If this value is greater than the upper bound of (6), one infeasible combination has been found, and others may be around. Therefore, starting from the first one, we go through each combination that arises by changing only one direction and that it has not been visited before. The combination is pruned, and hence discarded, if the resulting lower bound of (7) falls below the upper bound of (6); otherwise it is included in a list of combinations to be explored, until all of them have been pruned. The same process is repeated for combinations under the lower bound of (6). Usually only a few combinations appear at each constraint, so the search is very efficient, whatever the number of sensitive cells in it.
In the second phase, all the infeasible combinations for y detected in the first phase are collected, and a solution that avoids all of them is looked for. Note that avoiding all these infeasible combinations is a necessary but not a sufficient condition for an initial feasible point. However, in practice, the resulting solution was generally feasible. This problem is known as the Boolean Satisfiability (SAT), and it consists of determining a satisfying variable assignment for a Boolean function, or determining that no such assignment exists. The subject of practical SAT solvers has received considerable research attention, with many algorithms proposed and implemented, e.g. GRASP [24] and SATO [28] . The solver used in this work was MiniSAT [18] , an open-source implementation of SAT techniques.
In general, a solver operates on problems specified in conjunctive normal form. This form consists of the logical "and" of one or more clauses (related to one infeasible combination), which themselves consist of the logical "or" of one or more literals (related to y variables). For instance, suppose that three combinations have been detected as infeasible:
(1) y 1 = 1, y 2 = 0, y 3 = 1, y 4 = 1 ⇒ y 1 ∧ ¬y 2 ∧ y 3 ∧ y 4 (2) y 3 = 1, y 2 = 1,
None of these combinations is desired, so we seek for an assignment of y in such a way that all of them are false. Equivalently, we can negate them to find an assignment satisfying (as true) all clauses:
(¬y 1 ∨ y 2 ∨ ¬y 3 ∨ ¬y 4 ) ∧ (¬y 3 ∨ ¬y 2 ∨ ¬y 4 ) ∧ (¬y 5 ∨ y 2 ∨ ¬y 1 ).
This expression can be satisfied with (¬y 1 ∧ ¬y 3 ), or numerically y 1 = 0 and y 3 = 0. This condition is sufficient for the SAT problem, so the other variables can take any value. Once a solution of the corresponding SAT problem is available, the problem (4a)-(4e), with y fixed, can be checked to determine if there exists a feasible solution for z + and z − . Though the assignment obtained by y does not guarantee the feasibility of the constraints without sensitive variables, it was usually found that SAT returned a feasible point, so that BCD was ready to start. In those few cases where the SAT assignment failed, other starting y values were found by a MILP solver, stopping at the first feasible point. The unsuccessful SAT values of y were used as a warm-start for the MILP solver.
Computational results

Implementation
The BCD approach, including the SAT heuristic for the binary initial point, was implemented in C++. The code allows the user to switch between random-BCD, tree-BCD (only breadth-first strategy, the most efficient option), and the solution of CTA by branch-and-cut. Note that BCD subproblems are solved with this same branch-and-cut for a fair comparison. The SAT heuristic may be activated to provide an initial point for the branch-and-cut method as well, such that the benefits of either the SAT heuristic, or the BCD approach, or both of them together, can be isolated. The optimizer used was CPLEX version 11.
The BCD variants may be tuned with some parameters chosen by the user. The most significant parameters are the total time limit (also applicable to the branchand-cut option); the time limit for each subproblem; the optimality gap for each subproblem; and the number of blocks (subproblems) to be considered. Note that a time limit is required by NSAs for data publication deadlines in the real-world. The random-BCD variant is also affected by the randomness of the blocks selection. After exploring the effect of these factors with several instances, it can be concluded that BCD is barely sensitive both to random variability and the user adjustments of parameters. No significant differences were found if the optimality gap of subproblems is set to values between 1% to 10% (with smaller gaps, subproblems may achieve better solutions, but they take more time, so fewer subproblems can be solved due to the overall time limit). For the total time limit, the larger it is, the better the solution found; for the subproblem time limit, it should be large enough to improve the initial provided solution, but not too large to avoid that most of the total time is spent on too few subproblems.
With regard to the number of blocks in the random strategy, it was observed that it is inadvisable to take a large number, since each subproblem would consider too few sensitive variables at once, which is unlikely to improve the previous solution. In our tests, values from 2 to 40 blocks were chosen, noticing that low numbers (say, below 10) are preferable, with no significant differences between them. However, in general it is recommended to take more than three or four blocks -or even more, depending on the table size-since lower numbers lead to large subproblems that could take as much time as the original problem.
Test instances
The BCD approach was tested using both 1H2D (hierarchical) and general complex tables. Real-world tables are provided by NSAs as a set of equations, without providing information about the particular inherent structure (which is difficult to be extracted by general procedures [6] ). Hierarchical tables were thus obtained by a generator of 1H2D synthetic tables.
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Results
Both BCD variants, random-BCD and tree-BCD, and the state-of-the-art branchand-cut of CPLEX were compared using the previous set of instances. For the 1H2D tables, the sequence of feasible solutions obtained for each method was recorded, until the time limit was reached. Our goal was to show that, in the case of early interruption of the optimization process, the quality of the best solution reached using BCD was similar or better than the best solution provided by CPLEX branch-and-cut. All the executions were carried out on a Linux Dell PowerEdge 6950 server with four dual core AMD Opteron 8222 3.0 GHZ processors (without exploitation of parallelism capabilities) and 64 GB of RAM. Figures 3 and 4 show the evolution of the feasible solutions obtained for, respectively, the medium-size and the large instances. Results for smallest tables, not shown, revealed a similar pattern, though the differences between the methods were less significant. In those figures, lines "BCD" refer to random-BCD, "B&C" to standard branch-and-cut solutions and "SAT B&C" to branch-and-cut started with SAT solution. This latter option allows to compare BCD and branch-and-cut from the same starting point. For these test tables the SAT technique returned feasible points in all cases, and they were of better quality than the first feasible points provided by CPLEX, which were usually of very poor quality.
Five blocks of cells were considered for the instances 11 to 18 with random-BCD, while ten blocks were used for instances 21 to 28, and 31 to 38. For the instances of Figures 3 and 4 , the total time limit was set to three hours. For both BCD variants, the subproblem time limit was one hour. In all cases -but for the table 14-branchand-cut exhausted the time limit without reaching an optimality gap of 5% (table 14 took less than 15 minutes to be solved, but it is significantly smaller than the rest). In some cases the total running time was somewhat superior to three hours, as some BCD subproblems exhausted the subproblem time limit, thus exceeding the total time. This may happen sometimes with random-BCD (as in table 38), but is more usual with tree-BCD because it solves a short sequence of subproblems with increasing difficulty. In the first major iterations an optimal solution to the subproblems may quickly be , with a gap of 55%. Although both solutions are slightly better than those reached by BCD within two hours, the improvement in the objective function is not worth the computational effort.
With larger instances, the advantage of BCD can even be emphasized with respect to a standard branch-and-cut approach: the latter often gets stuck (at least, in the three-hour time limit considered), whereas the objective of BCD sequences tends to decrease. The branch-and-cut sequence for table 26 is not shown in Figure 3 , since the time limit was reached with a (bad) solution of objective equal to 5.33 · 10 9 . The poor initial point obtained by the CPLEX strategy may be in the root of the weak performance of the standard branch-and-cut: in Figure 4 , only instances 31 and 33 obtain a solution in the same order of magnitude than BCD. The SAT proposal is clearly superior in all cases, and it is seen that the evolution of BCD is better than the sequence of branch-and-cut, which usually do not progress within the time window considered.
It is also observed, for instances of any size, that random-BCD and tree-BCD are very similar, the former being slightly better. This was not a priori expected, since tree-BCD was supposed to take advantage of the tree structure of the tables. Table 2 shows the results obtained for the four complex general tables of Table  1 . Columns "B&C" and BCD report the objective function value reached within the CPU time limit shown by column "Time limit" for, respectively, the CPLEX branchand-cut and random-BCD. From these results, it cannot be concluded that BCD is always competitive for general complex tables against a state-of-the-art branchand-cut. This is partly explained by the complexity of the cell tables' interrelations, which result in highly coupled clusters of cells in the BCD approach. However, in the significantly two largest instances (ninenew and nine12) BCD returned a much better solution within the time limit.
It is worth noting that above results were obtained with the default options of CPLEX MILP solver, both for the standard branch-and-cut and the BCD approaches. In order to test if the performance of CPLEX could be improved by tuning some its MILP parameters, the group of largest tables was solved again with the following changes: first, parameter MIP Emphasis set to "optimality" (i.e., emphasize optimality over feasibility); second, MIP Emphasis set to "bestbound" (i.e., greater emphasis is set on optimality through moving the best bound); third, parameter FPHEUR (feasibility pump [8] ) activated. The random-BCD method was also executed with both choices of the MIP Emphasis parameter. It can be concluded that the default parameters used by CPLEX performed better, since worse objective functions were achieved by the manual tuning. BCD always obtained better solutions than branchand-cut solution with the manual tuning, though not as good as those with the default parameters. As for the feasibility pump heuristic, it did not outperform the automatic CPLEX strategy for initial points (which may select feasibility pump, if necessary); in any case, points obtained with either the automatic or feasibility pump procedures were always poorer than those computed by the SAT approach.
Conclusions
From our actual experience with real-world instances, it can be stated that CTA problems can be extremely difficult for large and complex tables, even for state-ofthe-art MILP solvers. The BCD approach presented and tested in this work was able to obtain good solutions within two or three hours of the CPU time limit, for large (up to 1,200,000 cells, 100,000 being sensitive) 1H2D tables. Moreover, the solution obtained was comparable, and usually better than the incumbent provided by stateof-the-art branch-and-cut solvers within the same time limit, even if the initial point found by the SAT procedure is used as warm-start for the branch-and-cut solver. Even tuning some MILP parameters in order to improve the CPLEX performance, the BCD approach consistently returned the best solutions.
For general tables (with unknown internal structure), BCD did not outperform branch-and-cut for all the tables tested, but it did for the largest ones. We are thus optimistic about the possibilities of the method for even more difficult real-world tables (with a higher number of cells and sensitive cells). This is partly supported by the better observed behaviour of random-BCD against tree-BCD: random-BCD can be immediately applied to more general (other than 1H2D) classes of tables, without need to exploit the particular internal structure of the table relations.
The (increasing) ability of NSAs to create more complex and huge tables from collected data is an incentive to develop powerful tools for CTA. Among them we find Benders' reformulation of CTA [2] ; some preliminary testing with a prototype showed the approach is efficient for two-dimensional tables [7] , but deeper cuts are needed for more complex tables. Other data protection approaches, like interval protection, which results in a massive linear programming problem, and its efficient solution by structured interior-point methods, are also among the remaining tasks to be addressed in this challenging field.
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