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Abstract 
In this paper we shall present a generalization of elementary bipartite graphs to a certain pair of 
matroids, which we shall call an “elementary pair”, and show that a matroid pair is elementary if and 
only if it is irreducible with respect to a decomposition method associated with matroid intersection 
problems. 
A bipartite graph is said to be elementary if it is connected and for every edge, there 
exists a complete matching which contains it. Some characterizations of elementary 
bipartite graphs are known. 
Proposition 1 Cl]. For a bipartite graph G = (VI, V,: E) the following conditions are 
equivalent. 
(1) G is elementary, 
(2) 1 VI1 = 1 V21, IAdj,(X)I > IXlfor any 0 # X L VI where Adj,(X) = {u E V2: u is 
adjacent to a vertex in X>, 
(3) the minimum covers of G are (VI, 0) and (0, V,) only. 
Since a complete matching on a bipartite graph is a special case of common bases of 
matroid pairs, the concept of elementary bipartite graphs can be extended to matroid 
pairs. 
We shall prepare terminology necessary in this paper. Let M be a matroid on E, and 
A a subset of E. For x E E - A, x is said to be M-independent on A if r(A)< 
r(A u {x}). x is M-dependent if it is not M-independent. A pair (M,, M2) of matroids 
is said to be “connected” unless there exist a nontrivial partition of E into El, E,, an 
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Mi-base Bi of El, and an M,-base B2 of E, such that every element in E2 is 
Ml-independent on B1 and every element in El is M,-independent on Bz. 
A matroid pair is called an “elementary” pair if it is connected and for every 
element, there exists a common base which contains it. 
Next we shall briefly describe the decomposition method we apply in the present 
paper. Let us consider a matroid intersection problem on a pair of matroids (Ml, M,). 
The size of maximum common independent sets is determined by the well-known 
min-max equality below. 
Max{ [I(: I is a common independent set of Ml, M2} 
= Min{r,(X) + r,(E - X): X 5 E} (1) 
where rl and r2 are the rank function of Ml, M,. The collection of all the subsets 
X giving the minimum value in (1) constitutes a lattice family, i.e., it is closed under 
union and intersection, which we shall denote by L(r,, r2). Take a maximal chain 
(Ai: i=O, lj..., n) in the lattice L(r,, r2): 
E+ = A, s A, 5 ... s A, = EM 
where E+ and EM are the minimum and the maximum element of L(r,, r2), respect- 
ively. Along this chain, we decompose M 1 into its minors as 
Ml+(MlJE+, {(M1IAi)/Ai-l: i= l,...,n}, Ml/EM). (2.1) 
M2 is decomposed in a dual manner as 
Mz+(Mz/E+, {(M2/Ai)lAi-,: i= l,...,n), MzIE”). (2.2) 
Here X denotes the complement of X in E, and MIA is a deletion of 2 from M, while 
M/B denotes a contraction of B from M. 
The resultant decompositions (2.1), (2.2) are unique. That is, every maximal chain 
gives the same decompositions (2.1), (2.2) for M, and M,, respectively. It is known 
that (2.1) (2.2) will bring about a direct-sum decomposition of the maximum common 
independent sets [2, 51. And when applied to a graph, this decomposition provides 
a constructive solution to the Shannon switching game [l]. 
When a lattice L(r,, r2) is trivial, i.e., consists only of an empty set and the entire set 
E, the associated decomposition is trivial. That is, the given pair of matroids cannot be 
decomposed any more. We shall call such a pair an “irreducible” pair. 
The decomposition mentioned above is very closely connected with the algorithmic 
aspect of the problem. The ordinary matroid intersection algorithm proceeds as 
follows: 
First take any common independent set I. Construct a certain oriented 
graph G[Z], which is called an auxiliary graph, and try to find a source- 
to-sink path in it. If there exists such a path, we can augment I along that 
alternating path with the cardinality increased by one, and will repeat the 
above procedure again. Otherwise the existing Z is maximal. 
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Suppose that the algorithm has terminated with a maximum common independent set 
ZM. It can be shown that the decomposition of the graph G[I,] into strongly connected 
components coincides with the partition of the underlying set in (2.1), (2.2). For the exact 
description and the further extension of this decomposition method, we refer to [6, 71. 
Lemma 2. Suppose IM to be u maximum common indepetadent set of (M,, M,). Then 
G[I,] is a strongly connected graph if and only if (MI, M2) is an irreducible pair. 
Proof. See [6, Theorem 7.11. 0 
Now we state a theorem which is a direct generalization of Proposition 1 
Theorem 3. For a pair of matroids (MI, M2) on E, the following conditions are 
equivalent. 
(1) (M,, M2) is an elementary pair, 
(2) r,(E) = r2(E), 
rl (X) + r,(E - X) > r,(E) for any 8 # X 5 E, 
(3) (MI, M2) is an irreducible pair, i.e., L(r,, r2) = {@, E}. 
(b.1) 
(b.2) 
Proof. (1) * (2) Since a common base exists, (b.1) is obvious. In order to prove (b.2), 
suppose contrarily that there is a nonempty proper subset A which satisfies 
r,(A) + r,(E - A) I r,(E) = r2(E). 
As is easily seen, this inequality always reduces to an equality. Hence, 
rl (A) + r,(E - A) = r,(E) = r*(E). 
Take any common base B. Then Bi = B n E, is an Mi-base of A while B, = B n E2 is 
an M,-base of E - A. By the assumption of connectivity, either there exists an element 
x in E - A which is Mi-dependent for any M,-base of Ei or there exists an element 
y in A which is M,-dependent for any M,-base of E,. In the first case, (x} u B1 is 
dependent in M, , so that B does not include x. Since the choice of the common base 
B was arbitrary, this is a contradiction. The latter case also leads to a contradiction. 
This completes the proof. 
(2) * (3) Obvious from the definition. 
(3) +(l) It readily follows from the matroid intersection theorem that (M,, M,) has 
a common base B. We shall firstly show that (M,, M,) is a connected pair. Suppose 
contrarily that there exists a nontrivial partition of E into E 1, E2 such that it violates 
the condition of the connectivity. Then (E,, E,) constitutes a directed cut in G[B], 
while G[B] must be strongly connected from Lemma 2. This is a contradiction. 
Secondly, take any element e of E. We shall show the existence of a common base 
containing e. If e E B, there is nothing to prove. If e$B, take a cycle without short cuts 
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which passes through e in G [B]. Let C be the set of elements of E on this cycle. Then 
B’ = (B\C) u (C\B) is another common base which contains e. This completes the 
proof. 0 
It is known that an elementary bipartite graph has at least m - n + 2 distinct 
complete matchings where m and n are the number of edges and vertices, respectively. 
A direct analogue holds for matroid pairs. That is, an elementary pair of matroids has 
at least m - n + 2 distinct common bases where m is the size of the underlying set and 
n is the number of connected components of given matroids [Z]. 
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