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Dandanes se za povezljivost geolokacijsko lo!enih lokacij organizacij in podatkovnih centrov 
uporablja predvsem tehnologija MPLS. Ta zagotavlja predvidljivost, zanesljivost in varnost 
vzpostavljenih zasebnih omre"nih povezav. Zaradi visokih operativnih stro#kov, togosti pri 
dodajanju novih lokacij, odvisnosti od operaterja in vedno ve!jih potreb uporabnikov po 
direktni povezljivosti z obla!nimi storitvami se je razvil koncept programsko definiranih 
prostranih omre"ij (angl. Software Defined WAN – SD-WAN). Ta med drugim re#uje 
omenjene probleme z vzpostavitvijo prekrivnega omre"ja nad tradicionalno arhitekturo 
prostranih omre"jih. Zaradi vse ve!je uporabe programske opreme kot storitev (angl. 
Software as a Service – SaaS), infrastrukture kot storitev (angl. Infrastructure as a Service – 
IaaS) in platform kot storitev (angl. Platform as a Service – PaaS) vse ve!ji dele" omre"nega 
prometa v organizacijah predstavlja ravno uporaba aplikacij v oblaku. Tradicionalna omre"ja 
WAN so bila zasnovana za prenos podatkovnega prometa med posameznimi lokacijami in 
podatkovnim centrom, zaradi !esar ne omogo!ajo direktne povezljivosti z obla!no 
infrastrukturo, medtem ko re#itev SD-WAN to omogo!a.  
Prednost tehnologije SD-WAN je prav izgradnja prekrivnega omre"ja, ki poskrbi za lo!itev 
fizi!ne omre"ne infrastrukture od programsko definirane, prekrivne kontrolne ravnine, ki je v 
popolni lasti stranke in ne v lasti internetnega operaterja. Tako lahko stranka centralizirano 
nadzoruje delovanje omre"ja, skrbi za varnostne politike in vzpostavi usmerjanje 
podatkovnega prometa glede na vrsto prometa in trenutne razmere v omre"ju, neodvisno od 
spodaj le"e!ega transportnega medija (MPLS, Broadband, LTE) in operaterja.  
Osrednji del magistrskega dela je predstavitev delovanja omre"ja SD-WAN, ki vpeljuje 
koncept programsko definiranih omre"ji (angl. Software Defined Network  – SDN) v 
prostrana omre"ja WAN. Postavljeno je bilo tudi simulacijsko okolje, v katerem sem 
podrobno analiziral delovanje re#itve Cisco SD-WAN na virtualno vzpostavljeni infrastrukturi. 
 
 
Klju!ne besede: programsko definirana omre"ja ali SDN, programsko definirana prostrana 
































The most common means for enterprises to connect branch offices into the corporate data 
center is predictable, reliable, and relatively secure MPLS. Nevertheless, multi-protocol label 
switching (MPLS) is expensive and inflexible, often requiring months to bring up a new 
branch. Today's hyper-connected, cloud-based environments demand greater agility and 
efficiency. Enter the Software-Defined WAN, which can address this shortcoming in 
traditional WAN architectures by putting an overlay on top of them. SD-WAN re-imagines the 
WAN for a new generation of enterprise networks, separating the data plane from the control 
plane and virtualizing much of the routing that used to require dedicated hardware. By 
separating underlying transport from a software-based, overlay control plane on controllers 
owned by the customers, it empowers them to centrally manage security policies and make 
application-based routing decisions dynamically, all independent of the underlying transport. 
SD-WAN can, therefore, enable customers to partly take back control from the service 
providers. 
This master thesis's objective is to explore, assess, and analyze the architecture and 
principle of operations of SD-WAN networks. We have set up a simulation environment 
where next-generation Cisco SD-WAN virtual IP fabric was put to the test.  
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Tabela 1: Primerjava tehnologij IPsec VPN, DMVPN, MPLS in SD-WAN 










































































Seznam uporabljenih kratic 
   




Application Aware Routing 
 
Access Control List 
usmerjanje glede na aplikacijo 
 
seznam za kontrolo dostopa 
API Application Programming Interface programski vmesnik 
AS Autonomous System avtonomni sistem 
ASN Autonomous System Numbers #tevilke avtonomnih sistemov 
ATM Asynchronous Transfer Mode asinhroni prenosni na!in 
BFD Bidirectional Forwarding Detection dvosmerno odkrivanje napak 
BGP Border Gateway Protocol protokol mejnih usmerjevalnikov 
CA Certificate Authority certifikacijski organ 
CLI Command Line Interface ukazna vrstica 
DPI Deep Packet Inspection temeljito pregledovanje paketov 
EGP Exterior Gateway Protocol zunanji usmerjevalni protokol 
IaaS Infrastructure as a Service infrastruktura kot storitev 
ICMP Internet Control Message Protocol internetni protokol za izmenjavo 
kontrolnih sporo!il 
IDS Intrusion Detection System sistem za odkrivanje vdorov 






Internet Protocol Security 
internetni protokol 
 
varnostni protokol IP 
IPS Intrusion Prevention System sistem za prepre!evanje vdorov 
ISP Internet Service Provider ponudnik internetnih storitev 
LAN Local Area Network lokalno omre"je 
MPLS Multiprotocol Label Switching ve!protokolna komutacija z zamenjavo 
label 
NFV Network Functions Virtualization virtualizacija omre"nih funkcij 
PaaS Platform as a Service platforma kot storitev 
PBR Policy Based Routing usmerjanje glede na politike 
REST Representational State Transfer  predstavitveni prenos stanj   
SaaS Software as a Service programska oprema kot storitev 
SDN Software Defined Network programsko definirano omre"je 
SD-WAN Software Defined WAN programsko definirano prostrano 
omre"je 
SLA Service Level Agreement dogovor na ravni storitve 
SSL Secure Socket Layer sloj varnih vti!nic 
TE Traffic Engineering prometno na!rtovanje 
TTL Time To Live "ivljenjska doba 
VPN Virtual Private Network navidezno zasebno omre"je 
















































































Tradicionalna arhitektura omre"ij WAN ni bila zasnovana za sodobne potrebe organizacij. 
Vse pogostej#a uporaba obla!nih storitev, potreba po centraliziranem upravljanju in 
vpogledu v delovanje omre"ja WAN, "elja po bolj#i skalabilnosti omre"ja, so!asna uporaba 
komercialno dostopnih (a manj nezanesljivih) in zasebnih povezav ter dinami!no prilagajanje 
delovanja omre"ja WAN glede na trenutne potrebe organizacije so bili klju!ni dejavniki za 
razvoj koncepta SD-WAN. SD-WAN spada pod koncept programsko definiranih omre"jih, ki 
uveljavljajo centraliziran pristop pri upravljanju in nadzorovanju omre"ij. Omre"ja SDN se od 
tradicionalnih ra!unalni#kih omre"jih razlikujejo v tem, da sta kontrolni in podatkovni nivo 
omre"ja med seboj strogo lo!ena. Logika delovanja omre"ja je implementirana v kontrolnem 
nivoju, podatkovni nivo pa predstavljajo nizkonivojski omre"ni elementi, ki skrbijo izklju!no 
za posredovanje omre"nega prometa po navodilih kontrolnega nivoja. Omre"ni administrator 
lahko prek centralnega kontrolerja SDN nadzira in upravlja vse entitete v omre"ju ter 
































































2. Prostrana omre!ja 
Lokalno omre"je (angl. Local Area Network – LAN) je osnovni gradnik vsakega 
komunikacijskega omre"ja. Med seboj povezuje kon!ne naprave ter omre"no infrastrukturo, 
kamor spadajo po"arni zidovi, usmerjevalniki, stikala in dostopovne to!ke. Omre"ja LAN so 
obi!ajno omejena na fizi!no poslopje, v katerem so vse omenjene naprave. Prevladujo!a 
tehnologija v omre"jih LAN je dandanes Ethernet. [2] 
S #iritvijo podjetij na nove lokacije, v druge dr"ave ali celo na druge celine pa se pojavlja 
potreba po povezljivosti omre"ij LAN med seboj. To nam omogo!ajo tehnologije WAN, ki 
povezujejo razli!ne podru"nice in podatkovne centre (angl. Data Center – DC). Tak#na 
omre"ja, ki nimajo geografskih omejitev, se imenujejo prostrana omre"ja (angl. Wide Area 
Network – WAN).  
 
Slika 1: Razlika med omre"jem LAN in WAN [3] 
Za vzpostavitev zasebne povezave med dvema ali ve! lokacijami se uporabljajo predvsem 
navidezna zasebna omre"ja (angl. Virtual Private Network - VPN), kjer je podatkovna raven 
za#!itena z uporabo #ifriranja.  
 
Slika 2: Prikaz vzpostavljenega tunela VPN [4] 
 
 
Omre"ja VPN so lahko vzpostavljena z uporabo #ifriranja IPsec, SSL ali TLS. Med 
navedenimi je #ifriranje s pomo!jo tehnologije IPsec najbolj raz#irjeno. 
Varnostni protokol IP (angl. Internet Protocol Security – IPsec) je specificiran v standardu 
RFC4301 in RFC6071 in predstavlja nabor protokolov, ki zagotavljajo varnost pri prenosu 
podatkov prek interneta. [5] Deluje na omre"nem nivoju referen!nega modela OSI (angl. 
Open Systems Interconnection Model – OSI). Trenutno je v uporabi razli!ica IPSec v3.0. 
IPsec poskrbi za vzpostavitev varnega, zasebnega tunela prek internetne povezave med 
lokalno in oddaljeno lokacijo. Zagotavlja #ifriranje prometa z uporabo transportnega ali 
tunelskega na!ina delovanja. [5] Za zagotavljanje varnosti se uporabljata dva protokola: ESP 
(angl. Encapsulating Security Payload) in AH (angl. Authentication Header). Varnost 
vzpostavljenega tunela temelji na izmenjavi internetnih klju!ev (angl. Internet Key Exchange 
– IKE). [6].  
Vzpostavitev omre"ji VPN z uporabo #ifriranja IPsec je pogosto del tehnolo#kih re#itev za 




Slika 3: Princip delovanja IPsec [6] 
 
2.1 Razli!ne tehnologije za vzpostavitev prostranih omre"ij 
Vzpostavitev prostranih omre"ij lahko med drugim zagotovimo z uporabo naslednjih 
tehnologij: 
$ IPsec VPN, 
$ dinami!no ve!to!kovno navidezno zasebno omre"je (angl. Dynamic Multipoint VPN 
–  DMVPN), 
$ ve!protokolna komutacija z zamenjavo label (angl. Multiprotocol Label Switching  – 
MPLS), 
$ programsko definirana prostrana omre"ja (angl. Software Defined WAN – SD-WAN). 
 
Z uporabo tehnologij VPN ali kombinacijo protokola BGP ter MPLS, lahko tako uspe#no 
vzpostavimo varno in zasebno omre"je WAN.  
 
2.2 Primerjava med IPsec VPN, DMVPN, MPLS in SD-WAN 
V spodnji tabeli je prikazana tehnolo#ka primerjava tehnologij IPsec VPN, DMVPN, MPLS in 
SD-WAN. 
 
 IPsec VPN DMVPN MPLS   SD-WAN 
Tip tehnologije je: point-to-point multipoint multipoint multipoint 




zagotovimo z:  
tehnologijo IPsec tehnologijo 
IPsec (druga"e 
samo tuneli GRE) 
uporaba enkripcije ni 
obvezna, obi"ajno 





nizki nizki visoki nizki * 
Upravljanje 
omre!ja je v 
domeni:   
stranke stranke ISP stranke 
Kontrola prometa 
in nadzor nad 
usmerjanjem: 
v lasti stranke v lasti stranke v lasti ISP v lasti stranke 
Prioritizacija 
prometa za QoS: 
pred vstopom v tunel 
na omre!nem nivoju 
OSI 
pred vstopom v 
tunel na omre!nem 
nivoju OSI 
pred vstopom v tunel 
na omre!nem nivoju 
OSI 
je mogo"a pred 
vstopom v tunel na 
L7 nivoju 
Ali je primeren za 
kriti#ni promet in 
promet v realnem 
#asu? 
NE NE DA DA *** 
 














ISP na lokaciji 
vsaj dostopnost do 
internetne 
povezave ali MPLS 
Vzpostavitev 
omre!ja je:  
hitra in neodvisna od 
operaterja 
hitra in neodvisna od 
operaterja 
po"asna in odvisna od 
operaterja 
hitra in neodvisna 
od operaterja 





so ve"je organizacije predvsem uporabno 
pri ve"jih 
organizacijah 
Omogo"a  ZTP: ** NE NE NE  DA 





Tabela 1: Primerjava tehnologij IPsec VPN, DMVPN, MPLS in SD-WAN 
* Odvisno od uporabljenega transportnega medija (LTE, Broadband, MPLS) in #tevila 
zaposlenih, ki skrbijo za delovanje prekrivnega omre"ja. 
 
** Enostavno dodajanje nove lokacije (angl. Zero Touch Provisioning – ZTP) predstavlja 
enostavno dodajanje nove lokacije v prekrivno omre"je z uporabo certifikatov, seznamom 
dovoljenih naprav in uporabo #ablon.  
 
*** Za zagotavljanje prenosa kriti!nega prometa in prometa, ki ni odporen za izgube in 
zakasnitve, je potrebna vzpostavitev prekrivnega omre"ja z uporabo najmanj dveh 
transportnih medijev (Optika + MPLS, Optika + LTE, DSL + LTE, …). 
 
 
Iz tabele lahko razberemo klju!ne prednosti in slabosti posamezne tehnologije. V 
nadaljevanju se bom osredoto!il predvsem na tehnologijo SD-WAN, ki zdru"uje nekatere "e 































3. Programsko definirana omre!ja 
 
3.1 Kaj je SDN? 
V zadnjem desetletju je vse bolj priljubljen koncept programsko definiranih omre"ij (angl. 
Software Defined Network – SDN), ki se od tradicionalnih ra!unalni#kih omre"ji razlikuje v 
tem, da sta kontrolni in podatkovni nivo omre"ja med seboj strogo lo!ena. Logika delovanja 
omre"ja je implementirana v kontrolnem nivoju, podatkovni nivo pa predstavljajo 
nizkonivojski omre"ni elementi, ki skrbijo izklju!no za posredovanje omre"nega prometa po 
navodilih kontrolnega nivoja. [7] 
V tradicionalnih ra!unalni#kih omre"jih sta kontrolni kot podatkovni nivo vedno del enake 
fizi!ne omre"ne naprave (stikalo, usmerjevalnik), posledi!no smo z omre"nimi 
funkcionalnostmi in morebitnimi nadgradnjami omejeni na namensko strojno opremo. [8] 
 
Slika 4: Klasi!no ra!unalni#ko omre"je [9] 
Temeljni princip programsko definiranih omre"ij je, da lahko omre"ni administrator prek 
centralnega kontrolerja SDN, ki v programsko definiranih omre"jih predstavlja kontrolni nivo 
omre"ja, nadzoruje in upravlja vse entitete v omre"ju. Kontroler SDN je v omre"ju 
implementiran kot programska oprema na fizi!nem stre"niku. Raz#irjanje kontrolne logike 
kontrolerja SDN in s tem celotnega omre"ja SDN je enostavno, saj se nadgradnja izvede 




Slika 5: Programsko definirano omre"je [9] 
Zaradi lo!itve podatkovne in kontrolne ravnine moramo poskrbeti za komunikacijo med tema 
dvema ravninama. Krmilnik SDN prek odprtega vmesnika ves !as spreminja posredovalne 
ali tokovne tabele (angl. Forwarding Flow Tables) nizkonivojskim elementom v omre"ju 
(usmerjevalniki, stikala) in s tem vpliva na pretok omre"nih paketov v omre"ju. Za 
komunikacijo se uporablja protokol OpenFlow ali Netconf. [10]  
SDN je dandanes pod okriljem neprofitne globalne organizacije Open Networking 
Foundation – ONF, ki skrbi za razvoj in promocijo tehnologije SDN. Organizacija ONF je 
plod sodelovanja med podjetji Deutsche Telekom, Verizon, Microsoft, Google, Facebook in 
Yahoo in je za!ela delovati leta 2011. [10]  
 
3.2 Arhitektura SDN 
Arhitekturo omre"ja SDN sestavljajo tri razli!ne ravni (slika 6). Najni"je le"e!a ravnina se 
imenuje podatkovna ravnina, kamor spadajo fizi!ne omre"ne naprave, ki skrbijo izklju!no za 
posredovanje podatkovnega prometa.  
Nad njo je kontrolna ravnina, ki predstavlja logiko delovanja omre"ja. Sem spada tudi 
krmilnik SDN, ki skrbi za izra!un in po#iljanje ustreznih nastavitev v posredovalne tabele 
ni"je le"e!ih naprav, ki so del podatkovne ravni. Za obojestransko komunikacijo se uporablja 
ju"ni vmesnik s protokolom OpenFlow. Med bolj znane krmilnike spadajo: NOX, Ryu, POX, 
Beacon in OpenDayLight. [11] 
Nad kontrolno ravnino je v arhitekturi omre"ja SDN aplikacijska raven, kjer so omre"ne 
aplikacije. Aplikacije opredeljujejo pravila delovanja omre"ja, jih prek severnega (angl. 
Northbound) vmesnika posredujejo kontrolerju SDN, ta pa poskrbi, da so opredeljena pravila 
upo#tevana in aktivna pri posredovanju omre"nega prometa na podatkovni ravni. 
Najsodobnej#a orodja za avtomatizacijo omre"ja (Chef, Puppet) uporabljajo za komunikacijo 
med ravninama REST API. [10]  
 
Slika 6: Arhitektura omre"ja SDN [9] 
 
3.2.1 Motivacija za uporabo omre"ij SDN 
Omre"ja SDN z lo!itvijo kontrolne in podatkovne ravni predstavljajo veliko prednost pred 
tradicionalnimi omre"ji, saj omogo!ajo centralizirano upravljanje omre"ja, stalno prilagajanje 
omre"nih zmogljivosti potrebam uporabnikov, bolj#o preglednost nad delovanjem omre"ja, 
zmanj#ujejo operativne stro#ke delovanja (ro!ne nadgradnje posameznih naprav niso ve! 
potrebne) ter omogo!ajo nakup cenej#ih fizi!nih naprav, saj je logika delovanja omre"ja zdaj 
virtualno implementirana v kontrolni ravnini. Potreba po direktni povezljivosti z obla!no 
infrastrukturo in aplikacijami je vedno ve!ja, kar lahko z omre"ji SDN veliko la"je 
zagotovimo. Koncept omre"ij SDN se je sprva pojavil v podatkovnih centrih, v zadnjem !asu 






Koncept programsko definiranih omre"ij je prisoten tudi v prostranih omre"jih. Z izgradnjo 
prekrivnega omre"ja omogo!ajo organizacijam neodvisnost in hkratno uporabo ve!ih 
razli!nih transportnih medijev (MPLS, Broadband, LTE), centralizirano upravljanje omre"ja, 
implementacijo naprednih politik ter direktno povezljivost z obla!nimi storitvami. Trend 
selitve aplikacij iz lokalnih podatkovnih centrov v zasebno in javno obla!no infrastrukturo ter 
vse pogostej#a uporaba IaaS, PaaS in SaaS storitev korenito spodbujajo razvoj in 
implementacijo omre"ij SD-WAN. Omre"ja SD-WAN namre! podpirajo direktno povezljivost 
do obla!nih storitev s katero lahko zmanj#amo zakasnitve in posledi!no izbolj#amo 
uporabni#ko izku#njo. [13] 
 
 
Slika 7: Globalna napoved rasti uporabe obla!nih storitev  [14] 
 
 
4.1 Arhitektura omre!ja in glavne prednosti 
Tehnologija SD-WAN poenostavi upravljanje in nadzor nad omre"jem WAN z lo!itvijo 
podatkovne in kontrolne ravni po principu delovanja omre"ij SDN. Kontrolna ravnina 
predstavlja logiko delovanja omre"ja, podatkovna ravnina pa nizkonivojske omre"ne 
elemente, ki skrbijo izklju!no za posredovanje podatkovnega prometa po navodilih 
kontrolnega nivoja. [15] 
  
 
Slika 8: Lo!itev podatkovne in kontrolne ravnine po principu SDN [15] 
 
Ena izmed klju!nih prednosti tehnologije SD-WAN je centralizirano upravljanje omre"ja. Le 
to dose"emo z kontrolerjem SDN, ki je obi!ajno implementiran kot virtualna naprava v enem 
izmed podatkovnih sredi#!. Pomembna prednost tehnologije SD-WAN je tudi vzpostavitev 
brez dotika (angl. Zero Touch Provisioning), ki omogo!a hitrej#e dodajanje novih lokacij v 
prekrivno omre"je z uporabo certifikatov, seznamov za avtentikacijo ter vnaprej definiranimi 
#ablonami za ustrezno konfiguracijo. Poleg tega pa tehnologija SD-WAN omogo!a uporabo 
cenej#ega in komercialno dostopnej#ega internetnega omre"ja za vzpostavitev omre"ja 
WAN. [16] [13] 
 
 
Slika 9: Arhitektura omre"ja SD-WAN [17] 
 
SD-WAN uveljavlja koncept, kjer se omre"ja prilagajajo glede na trenutne potrebe 
uporabnikov, t. i. application-driven networking.  
4.2 Ponudniki re"itve SD-WAN in njihovi produkti  
Avgusta 2017 je podjetje Cisco uspe#no opravilo nakup 610 milijonov dolarjev vredno 
zagonsko podjetje Viptela. Kupljeno tehnologijo SD-WAN postopoma zdru"ujejo z 
obstoje!imi re#itvami. Ciscov prevzem na trgu SD-WAN pa ni bil edini. Globalni ponudnik 
programske opreme za obla!ne storitve in virtualizacijo WMware je opravil nakup podjetja 
VeloCloud. Kon!ni produkt integracije je imenovan Virtual Cloud Networking.  
Med bolj znanimi podjetji je tudi podjetje SilverPeak, ki je specializirano za optimizacijo 
omre"ij WAN in ga do zdaj #e ni kupil noben ve!ji proizvajalec. Njihova tehnologija se 
imenuje Unity EdgeConnect z unikatno posebnostjo – First-packet iQ, ki se uporablja za 
zagotavljanje storitev QoS. [18] 
Na trgu je #e nekaj bolj znanih ponudnikov re#itve SD-WAN. Med njimi so Juniper, Riverbed, 
Nokia, Hewlett Packard in Huawei. Zanimanje za tehnologijo SD-WAN se iz leta v leto 





















5. Cisco SD-WAN 
Tudi programsko definirano prostrano omre"je Cisco SD-WAN podpira vse omenjene 
prednosti tehnologije SD-WAN. Le te so podrobneje predstavljene, testirane in analizirane v 
nadaljevanju.  
 
5.1 Arhitektura re!itve Cisco SD-WAN 
 
Re#itev Cisco SD-WAN sestavljajo 4 ravni:  
! podatkovna, 
! kontrolna,  
! upravljalna 
! in orkestracijska raven. 
 
Skupaj omogo!ajo delovanje prekrivnega omre"ja. 
 
 
Slika 10: Arhitektura in komponente omre"ja SD-WAN [19] 
 
5.1.1 Upravljavska ravnina   
Upravljavsko raven (angl. Management Plane) re#itve SD-WAN predstavlja naprava 
vManage, ki omogo!a centraliziran nadzor in upravljanje prekrivnega omre"ja. 
Implementirana je kot programska oprema na virtualni infrastrukturi, zdru"ljiva s 
hipervizorjem WMware in KVM. 
 
Slika 11: Prikaz umestitve naprave vManage v arhitekturo omre"ja SD-WAN [19] 
Vsebuje spletno dostopni uporabni#ki grafi!ni vmesnik s kontrolo dostopa (angl. Role-Based 
Access Control – RBAC), prek katerega upravljamo in nadziramo delovanje vseh komponent 
v prekrivnem omre"ju. Za namen konfiguriranja naprav se uporablja protokol Netconf. V 
primeru nedosegljivosti kontrolerja vManage izgubimo mo"nost upravljanja in spreminjanja 
delovanja omre"ja prek grafi!nega vmesnika, delovanje podatkovne ravnine pa ni prizadeto. 
 
 




5.1.1.1 REST API 
Naprava vManage omogo!a programljivi vmesnik REST API, prek katerega lahko 
upravljamo in nadzorujemo vse naprave v prekrivnem omre"ju.  
Aplikacije REST med seboj komunicirajo prek HTTP oz. HTTPS in pri tem uporabljajo 
standardne HTTP metode: 
$ GET – pridobi ali preberi informacijo, 
$ PUT – posodobi ali spremeni "eleni objekt, 
$ POST – ustvari nov objekt, 
$ DELETE – odstrani objekt. 
 
5.1.1.2 RBCA 
Grafi!ni vmesnik naprave vManage omogo!a omejitev administrativnih pravic posameznih 
uporabnikov (angl. Role-Based Access Control). RBAC je lahko definiran lokalno na napravi 
vManage ali pa deluje v sklopu "e vzpostavljene re#itve za avtentikacijo, avtorizacijo in 
obra!unavanje (angl. Authentication, Authorization and Accounting – AAA). Uporabniki so 
dodeljeni posamezni skupini z razli!nimi pravicami za upravljanje omre"ja. Uporabnik je 
lahko dodeljen v eno ali ve! skupin.  
 
 
Slika 13: Prikaz dodajanja novega uporabnika v RBAC [9] 
 
 
Slika 14: Prikaz delovanja RBAC [9] 
4.1.2 Analitika prekrivnega omre!ja 
Platforma vAnalytics omogo!a grafi!ni prikaz delovanja celotnega prekrivnega omre"ja 
Cisco SD-WAN. 
 
Slika 15: Princip delovanja platforme vAnalytics [21] 
Za merjenje uspe#nosti delovanja dolo!ene aplikacije se uporablja indeks kakovosti 
delovanja (angl. Quality of Experience Value) z vrednostnim razponom 0–10, pri !emer 
deset predstavlja najbolj#i rezultat. Platforma izra!una indeks aplikacije vQoE na podlagi 
zakasnitve, izgub in tresenja (angl. Jitter) omre"nega prometa. Platforma tako omogo!a 
podroben vpogled v delovanje prekrivnega omre"ja, omogo!a planiranje delovanja na 
podlagi vzorcev in analizira posledice vsake morebitne spremembe v omre"ju (npr. 
dodajanje nove lokacije).   
 
Slika 16: Uporabni#ki grafi!ni vmesnik platforme vAnalytics [21] 
 
5.1.2 Podatkovna ravnina 
Usmerjevalniki vEdge predstavljajo podatkovno ravnino re#itve SD-WAN in zagotavljajo 
povezljivost med lokacijami.  
 
Slika 17: Prikaz umestitve usmerjevalnikov vEdge v arhitekturo omre"ja SD-WAN [19] 
Robni usmerjevalniki vEdge so pravzaprav nadgrajeni usmerjevalniki IP, ki so sposobni 
implementirati princip programsko definiranih omre"ij, skupaj s tradicionalnim usmerjanjem 
(OSPF, BGP) in osnovnimi usmerjevalnimi funkcijami. Varni komunikacijski kanal med 
usmerjevalniki vEdge je vzpostavljen s pomo!jo tunela IPsec, ki omogo!a varen prenos 
podatkovnega prometa. [22] Tunel IPsec je vzpostavljen izklju!no med usmerjevalniki 
vEdge, do kontrolerjev pa so vzpostavljene povezave DTLS za prenos kontrolnih informacij 
prek protokola OMP – Overlay Management Protocol. [23] 
Usmerjevalnik je lahko implementiran kot virtualna ali fizi!na naprava. Fizi!ne naprave 
ponujajo vmesnike 100 Mbit/s, 1 Gbit/s ali 10 Gbit/s. Izbira je odvisna od na#ih potreb po 
pasovni #irini. Virtualno obliko usmerjevalnikov vEdge lahko implementiramo kot del obla!ne 
infrastrukture, kot na primer pri ponudniku AWS ali Microsoft Azure ali pa kot virtualizirano 
omre"no funkcijo na platformi vCPE/uCPE z uporabo hipervizorja KVM ali ESXi . 
Za delovanje potrebujejo vzpostavljeno kontrolno povezavo DTLS s kontrolerji vSmart, prek 
katerih pridobijo vse potrebne informacije za vzpostavitev podatkovnih tunelov IPsec ter  
definirane omre"ne politike. [23] 
 
Slika 18: Prikaz vzpostavljenih kontrolnih povezav DTLS/TLS [22] 
 
Ves !as je prisotna tudi kontrolna povezava DTLS do naprave vManage, znotraj katere 
deluje protokol NETCONF, ki se uporablja za konfiguriranje naprav. Prek vzpostavljene 
povezave DTLS usmerjevalniki nenehno posredujejo tudi statistiko o delovanju ter morebitna 
opozorila napravi vManage, kar zagotavlja delovanje prekrivnega omre"ja in hitro re#evanje 
morebitnih problemov. 
Usmerjevalniki vEdge sicer zagotavljajo tudi mo"nost tradicionalne konfiguracije prek 












5.1.3 Kontrolna ravnina 
Kontroler vSmart nadzoruje kontrolno ravnino prekrivnega omre"ja SD-WAN in predstavlja 
logiko delovanja omre"ja. Skrbi za vzpostavitev in delovanje prekrivnega omre"ja. Kontroler 
vSmart je implementiran kot programska oprema na virtualni infrastrukturi, zdru"ljiv s 
hipervizorjem WMware in KVM.  
  
Slika 19: Prikaz umestitve kontrolerjev vSmart v arhitekturo omre"ja SD-WAN [19] 
Med uspe#no avtenticiranimi robnimi usmerjevalniki vEdge in kontrolerjem vSmart je 
vzpostavljena stalna kontrolna povezava DTLS za prenos informacij. Gre za specifi!no 
razli!ico protokola TLS (Transport Layer Security), ki je sposobna delovati tudi s 
transportnimi paketi UDP. Trenutna razli!ica protokola DTLS je 1.2 in je specificirana v RFC 
6347. [24] 
Znotraj tunela DTLS se uporablja protokol OMP, ki je zadol"en za prenos kontrolnih 
informacij. Kontrolerji skupaj z robnimi usmerjevalniki sestavljajo porazdelitveni sistem, prek 
katerega se izmenjajo vse informacije, potrebne za vzpostavitev podatkovne ravnine med 
usmerjevalniki. Vse kontrolne informacije so iz robnih usmerjevalnikov najprej poslane 
kontrolerju. vSmart tako pridobi informacije o topologiji omre"ja in vseh dostopnih omre"ij. 
Ogla#evane poti shrani v globalno usmerjevalno tabelo in jih glede na implementirano 
politiko posreduje ostalim usmerjevalnikom vEdge. [23] 
Klju!no je, da ima robni usmerjevalnik vEdge vzpostavljeno povezavo DTLS izklju!no s 
kontrolerji prekrivnega omre"ja. Za delovanje omre"ja SD-WAN ne potrebujemo 
vzpostavljenih direktnih kontrolnih povezav med usmerjevalniki vEdge. Posledi!no se 
kompleksnost kontrolne ravnine drasti!no zmanj#a. [23] 
 
Slika 20: Primerjava vzpostavljenih kontrolnih povezav v omre"ju SD-WAN in tradicionalnem 
omre"ju [22] 
 
Kontrolerji so obi!ajno implementirani v geografsko lo!enih podatkovnih centrih z namenom 
zagotavljanja redundance.  
 







5.1.4 Orkestracijska ravnina 
Orkestracijsko ravnino predstavlja virtualna naprava vBond.  
 
Slika 22: Prikaz umestitve orkestratorja vBond v arhitekturo omre"ja SD-WAN [19] 
Orkestrator vBond je prva to!ka kontakta za na novo priklju!ene naprave v prekrivno 
omre"je. Poskrbi za avtentikacijo in avtorizacijo novih naprav ter za prenos seznama 
dosegljivih naprav vSmart in vManage uspe#no avtenticiranim usmerjevalnikom vEdge. Po 
uspe#ni avtentikaciji in avtorizaciji usmerjevalniki vEdge prekinejo za!asno povezavo z 
orkestratorjem vBond in vzpostavijo stalno kontrolno povezavo DTLS s kontrolerjem vSmart 
in vManage. Po prekinitvi ima tako vBond vzpostavljeno le #e kontrolno povezavo DTLS s 
kontrolerjem vSmart in vManage, prek katere obve#!a kontrolerje o na novo priklju!enih 
usmerjevalnikih vEdge. Stalna dosegljivost naprave je prav zaradi te funkcije klju!nega 
pomena. [23] 
 
Slika 23: Prikaz kontrolnih povezav orkestratorja omre"ja vBond [25] 
Orkestrator vBond je dosegljiv prek javnega naslova IP ali pozicioniran za 1:1 NAT-om. 
Implementiran je lahko kot programska oprema na virtualni infrastrukturi, zdru"ljiv s 
hipervizorjem WMware in KVM, ali kot programska oprema na fizi!nem usmerjevalniku 
vEdge. [23] 
 
5.1.5 Kontrolne povezave 
Med kontrolerji prekrivnega omre"ja ter med robnimi usmerjevalniki vEdge in kontrolerji so 
vzpostavljeni varni komunikacijski kanali DTLS/TLS, AES256, ki temeljijo na enkripciji SSL.  
 
Slika 24: Prikaz kontrolnih povezav in protokolov v omre"ju SD-WAN [25] 
Robni usmerjevalnik vEdge ima vzpostavljeno stalno povezavo DTLS do vsaj enega 
kontrolerja vSmart. Za distribucijo informacij znotraj povezave se uporablja protokol OMP. 
Dvosmerna povezava je vzpostavljena po uspe#ni avtentikaciji in avtorizaciji in je med 
drugim namenjena prenosu informacij o poteh do dosegljivih omre"ij, centralno definiranih 
politikah ter enkripcijskih klju!ev. S pomo!jo teh informacij kontroler vSmart dolo!i topologijo 
omre"ja in izra!una ter razpo#lje usmerjevalnikom najbolj#e poti do ciljnih omre"ij. S 
prenosom politik in enkripcijskih klju!ev IPsec pa omogo!i vzpostavitev podatkovne ravnine 








Primer: Vzpostavljene kontrolne povezave na usmerjevalniku vEdge30 [9] 
vEdge30# show control connections 
                                                                                                                        
PEER    PEER  PEER     SITE  DOMAIN  PEER   PEER    PEER   PEER   LOCAL                             
TYPE    PROT  SYSTEM      ID    ID      PRIV   PRIV   PUB    PUB    COLOR  STATE  UPTIME 
              IP                   IP     PORT   IP     PORT 
------------------------------------------------------------------------------------------- 
vsmart  dtls 10.255.255.3  100  1  203.0.113.4 12346  203.0.113.4 12346  inet up   31:01:32:30 
vmanage dtls 10.255.255.1  100  0  203.0.113.2 12346  203.0.113.2 12346  inet up   31:01:31:44         
Med robnimi usmerjevalniki vEdge in napravo vManage je vedno vzpostavljena dvosmerna 
kontrolna povezava DTLS, znotraj katere deluje protokol NETCONF. Prek njega 
spreminjamo konfiguracijo robnih usmerjevalnikov vEdge, ti pa nazaj po#iljajo statistiko 
delovanja prekrivnega omre"ja. 
 
5.1.6 Terminologija prekrivnega omre!ja 
 
5.1.6.1 Transportna in storitvena stran prekrivnega omre"ja 
Vsak robni usmerjevalnik vEdge je del transporte strani, kjer je vmesnik vEdge del spodaj 
le"e!ega transportnega omre"ja (angl. Underlay Network) ter del storitvene strani, kjer je 
usmerjevalnik vEdge del omre"ja LAN. Na storitveni strani omre"ja usmerjevalniki 
uporabljajo standardizirane usmerjevalne protokole OSPF in BGP za odkrivanje 
razpolo"ljivih omre"ij. Transportno omre"je pa skrbi za prenos omre"nih paketov med 
usmerjevalniki, ki so del spodaj le"e!ega transportnega omre"ja. 
 
Slika 25: Prikaz razdelitve prekrivnega omre"ja [23] 
 
Z lo!itvijo transportnega in storitvenega omre"ja tako administratorju omre"ja omogo!imo, 
da vpliva na komunikacijo med posameznimi transportnimi usmerjevalniki, neodvisno od 
komunikacije med posameznimi uporabniki na storitveni strani.  
Zasnova omre"ja SD-WAN temelji na centralizaciji usmerjevalne inteligence. Vsa lokalno 
odkrita omre"ja so v prvi fazi ogla#evana le kontrolerjem vSmart. Ti razpo#ljejo informacijo 
do vseh ostalih robnih usmerjevalnikov vEdge prek kontrolne povezave DTLS. Posledi!no 
imajo vsi robni usmerjevalniki vEdge v usmerjevalni tabeli vsa dosegljiva omre"ja LAN, !e le 
z implementiranimi kontrolnimi politikami ne definiramo druga!e. V tradicionalnih omre"jih so 
usmerjevalniki pridobili te informacije z uporabo polno zankaste topologije IGP/BGP ali z 
uporabo usmerjevalnih protokolov v prekrivnem tunelu (angl. Overlay Tunnel). Primer 
zadnjega je uporaba usmerjevalnega protokola BGP prek omre"ja MPLS VPN.  
V sklopu re#itve Cisco SD-WAN so transportni vmesniki vedno del VPN 0 omre"ja, znotraj 
katerega je podatkovni promet #ifriran. Vmesniki na storitveni strani pa so del enega izmed 
omre"nih segmentov VPN 1-511. V sklopu re#itve Cisco SD-WAN se poimenovanje VPN 
uporablja za identifikacijo usmerjevalnih in posredovalnih tabel VPN – VRF. Usmerjevalniki 
imajo za vsak VPN lo!eno usmerjevalno tabelo in tako zagotavljajo segmentacijo omre"ja. 
Vsak segment omre"ja ima obi!ajno svoj naslovni prostor. Zaradi ozna!evanja paketov z 
labelami se lahko naslovni prostori tudi prekrivajo. Segment omre"ja namre! ozna!imo v 
omre"nem paketu s #tirimi zlogi veliko labelo VPN.  
 
Slika 26: Uporaba labele VPN pri posredovanju prometa prek tunela IPsec [16] 
 
V sklopu re#itve Cisco SD-WAN uporabljamo naslednje #tevil!enje segmentov VPN: 
 
$ upravljalni VPN (VPN 512), 
$ storitveni VPN (VPN 1-VPN 511), 




Slika 27: Prikaz segmentacije prekrivnega omre"ja [26] 
 
Vsak segment omre"ja VPN ima lahko lastno topologijo prekrivnega omre"ja. To dolo!imo z 
implementacijo centralnih kontrolnih politik na kontrolerju vSmart, ki filtrira ogla#evane poti 
ali pa celo spreminja poslane atribute next-hop sporo!ila TLOC. Mo"ne topologije 
prekrivnega omre"ja so: full mesh, hub-and-spoke, partial mesh in topologija po izbiri (angl. 
Custom Topology). Odvisno od aplikacije, potreb ter varnostnih zahtev lahko definiramo 














5.1.6.2 Transport Locator 
Transport Locator ali skraj#ano TLOC predstavlja identiteto fizi!nega vmesnika, ki povezuje 
robni usmerjevalnik vEdge do omre"ja WAN oziroma do izhoda NAT.  
 
 
Slika 29: Prikaz delovanja identifikatorjev TLOC [28] 
Identifikator TLOC je sestavljen iz naslednjih atributov: 
$ sistemski IP: naslov IPv4 robnega usmerjevalnika, ki se ne spreminja, 
$ barva: tip vmesnika WAN, 
$ zasebni TLOC: naslov IP-vmesnika pred izhodom NAT, 
$ javni TLOC: naslov IP-vmesnika za izhodom NAT, 
$ enkapsulacije: tip enkapsulacije na vmesniku WAN (IPsec/GRE). 
TLOC tako predstavljajo to!ko prekrivnega omre"ja, kjer se vmesnik WAN pove"e v fizi!no 
transportno omre"je, t. i. tunel endpoint. Za ogla#evanje TLOC-ov se uporablja protokol 
OMP, ki deluje znotraj vzpostavljene kontrolne povezave DTLS med robnimi usmerjevalniki 
vEdge in kontrolerji vSmart.  
 
5.1.6.2.1 Barva  
Barva (angl. Color) predstavlja enega izmed atributov identifikatorja vmesnika TLOC, ki 
identificira vmesnik WAN. Izbira barve je klju!nega pomena pri vzpostavitvi tunelov IPsec 
med usmerjevalniki vEdge. Ta namre! dolo!i, ali se bo za vzpostavitev tunela uporabil 
zasebni ali javni naslov IP-vmesnika. 
$ %e sta na obeh lokacijah uporabljeni zasebni barvi, se uporabi zasebni IP/port za 
vzpostavitev tunela IPsec/GRE. 
$ %e sta uporabljeni barvi me#ani (zasebna/javna), se uporabi javni IP/port za 
vzpostavitev tunela IPsec/GRE. 
$ %e sta uporabljeni javni barvi, se uporabi javni IP/port za vzpostavitev tunela 
IPsec/GRE. 
Tunel IPsec se lahko vzpostavi med vsemi lokacijami z IP-povezljivostjo, ne glede na barvo 
vmesnika. 
 
Slika 30: Vpliv uporabljene barve na vzpostavitev tunela IPsec [25] 
Zasebne barve: 
$ MPLS, 















Barva se uporablja tudi pri definiranju politik delovanja prekrivnega omre"ja. Z uporabo 
opcije color restrict lahko onemogo!imo vzpostavitev tunela IPsec do vmesnika, ki ima 
definiran TLOC z druga!no barvo. Tako omejimo vzpostavitev tunelov IPsec samo na enega 
internetnega ponudnika ali na transportno tehnologijo (npr. MPLS).  
 




5.2 Usmerjanje v prekrivnem omre"ju 
 
5.2.1 OMP 
OMP je usmerjevalni in kontrolni protokol, temelji na TLS/DTLS povezavi med odjemalcem 
in stre"nikom ter omogo!a izmenjavo kontrolnih informacij med podatkovno in kontrolno 
ravnino. Zadol"en je izklju!no za prenos kontrolnih informacij.  
Temeljne funkcije protokola so: 
$ prenos informacij o dosegljivosti omre"ij – skrbi za prenos ogla#evanih poti. Kontroler 
vSmart ogla#evane poti obdela in posreduje seznam dosegljivih omre"ij ostalim 
robnim usmerjevalnikom vEdge. Protokol OMP je prav tako zadol"en za prenos 
identifikatorjev vmesnikov TLOC in informacij o dosegljivih storitvah, ki jih 
posamezne lokacije nudijo (npr. po"arni zidovi); 
$ zagotavljanje varnosti v omre"ju s prenosom simetri!nih enkripcijskih klju!ev IPsec – 
omogo!a vzpostavitev direktne povezave IPsec med lokacijami brez uporabe 
protokola IKE;  
$ prenos centralno definiranih politik. 
Z uporabo protokola OMP izbolj#amo skalabilnost omre"ja, saj protokol izrazito poenostavi 
kompleksnost arhitekture kontrolne ravnine. Re#i namre! kompleksni problem #iritve N&, ki je 
prisoten v tradicionalnih omre"jih IPsec, kjer povezave temeljijo na uporabi protokola IKE. 
Robni usmerjevalnik vEdge namre! vzpostavi kontrolno povezavo le do kontrolerjev in ne do 
vsakega usmerjevalnika.  
Protokol OMP uporablja tri razli!ne tipe ogla#evanih poti:  
$ poti OMP (angl. OMP Routes), 
$ poti TLOC (angl. TLOC Routes), 
$ poti omre"nih storitev (angl. Network Service Routes). 
 
Prek njih ogla#uje usmerjevalne informacije znotraj prekrivnega omre"ja.  
 
 
Slika 32: Razli!ni tipi ogla#evanih poti protokola OMP [29] 
 
Slika 33: Prikaz izmenjave sporo!il OMP Update [16] 
 
5.2.1.1 OMP Route 
Z uporabo poti OMP (angl. OMP Route), imenovanih tudi vRoutes ali Service-Side-Routes,  
kontrolerju vSmart ogla#ujemo vsa dosegljiva omre"ja na storitveni strani posameznega 
usmerjevalnika vEdge. Usmerjevalnik vEdge ogla#uje vsa direktno povezana omre"ja, 
stati!no definirane poti ter omre"ja, ki so bila pridobljena prek usmerjevalnih protokolov BGP 
in OSPF, ki delujejo na storitveni (LAN) strani omre"ja. 
 
Slika 34: Prikaz ogla#evanih omre"ij v sporo!ilu OMP Update [19] 
 
Atributi sporo!ila OMP Route: 
$ TLOC:  
' sistemski IP,  
' barva,  
' tip enkapsulacije, 
$ ID lokacije, 
$ labela,  
$ oznaka, 
$ preferenca poti,  
$ izvorni sistemski IP,  
$ izvorni protokol (static, connected, BGP, OSPF), 
$ izvorna metrika, 
$ AS pot. 
Primer sporo!ila OMP Route: 
Prikazan je del prejetega sporo!ila OMP Route, ki ga je prejel robni usmerjevalnik vEdge30 
od kontrolerja vSmart. V komentarjih so razlo"eni najpomembnej#i atributi sporo!ila. 
 
--------------------------------------------------- 
omp route entries for vpn 10 route 10.40.10.0/24   // ogla!evano omre"je = 10.40.10.0/24  
                                           //  VPN (VRF) = 10                                                          
--------------------------------------------------- 
            RECEIVED FROM:  // 1. - MPLS                   
peer            10.255.255.3             // prejeto s strani kontrolerja vSmart 
path-id         21 
label           1001 
status          C,I,R     
loss-reason     not set 
lost-to-peer    not set 
lost-to-path-id not set 
    Attributes: 
     originator       10.255.255.40   // sistemski IP naslov usmerjevalnika, ki 
                ogla!uje omre"je 10.40.10.0/24 
     type             installed 
     tloc             10.255.255.40, mpls, ipsec    // TLOC atributi MPLS WAN vmesnika  
          usmerjevalnika vEdge40 
     ultimate-tloc    not set 
     domain-id        not set 
     overlay-id        1 
     site-id          40          //Site-ID ogla!evanega omre"ja 
     preference       not set 
     tag              not set 
     origin-proto     connected 
     origin-metric    0 
     as-path          not set 
     unknown-attr-len not set 
            RECEIVED FROM:     // 2. - Internet             
peer            10.255.255.3    // prejeto s strani kontrolerja vSmart 
path-id         22 
label           1001 
status          C,I,R 
loss-reason     not set 
lost-to-peer    not set 
lost-to-path-id not set 
    Attributes: 
     originator       10.255.255.40      // sistemski IP naslov usmerjevalnika vEdge, ki 
         ogla!uje omre"je 10.40.10.0/24 
     type             installed 
     tloc             10.255.255.40, public-internet, ipsec  // TLOC atributi Internet WAN 
               vmesnika usmerjevalnika vEdge40 
     ultimate-tloc    not set 
     domain-id        not set 
     overlay-id        1 
     site-id          40            //Site-ID ogla!evanega omre"ja 
     preference       not set 
     tag              not set 
     origin-proto     connected 
     origin-metric    0 
     as-path          not set 
     unknown-attr-len not set 
Povzetek: V sporo!ilu OMP Route lahko vidimo, da usmerjevalnik vEdge40 ogla"uje 
omre#je 10.40.10.0/24 najprej kontrolerju vSmart, ki nato omre#je ogla"uje naprej 
vsem ostalim usmerjevalnikom v prekrivnem omre#ju. Usmerjevalnik vEdge40 za spodaj 
le#e!i transportni medij uporablja tako MPLS kot internet, posledi!no je omre#je 
10.40.10.0/24 dosegljivo prek obeh transportov. 
 
5.2.1.2 TLOC Route 
Identifikatorje TLOC posameznih fizi!nih vmesnikov usmerjevalnika vEdge ogla#ujemo do 
kontrolerja vSmart z ogla#evanjem poti TLOC (angl. TLOC Routes). Ta jih nato razpo#lje 
ostalim usmerjevalnikom glede na implementirano centralizirano kontrolno politiko in "eleno 
topologijo vzpostavljenega prekrivnega omre"ja. Za vzpostavitev podatkovne povezave 
IPsec VPN je namre! potrebna izmenjava sporo!ila TLOC, prek katerega posredujemo vse 
potrebne informacije za vzpostavitev seje IPsec.  
Sporo!ilo TLOC med drugim vklju!uje naslov IP-vmesnika WAN, tip barve, ki identificira 
uporabljeni transportni medij (internet, MPLS, LTE), in tip uporabljene enkapsulacije.  
 
 




Pomembnej#i atributi sporo!ila TLOC Route: 
$ ID lokacije, 
$ tip enkapsulacije, 
$ javni IP/Port, 
$ zasebni IP/Port, 




Primer sporo!ila TLOC Route: 
Prikazan je del prejetega sporo!ila TLOC Route, ki ga je prejel robni usmerjevalnik vEdge30 
od kontrolerja vSmart. Prejeto sporo!ilo TLOC Route omogo!a vzpostavitev tunela IPsec 
VPN med robnim usmerjevalnikom vEdge30 in vEdge40. V komentarju so razlo"eni 
najpomembnej#i atributi sporo!ila. 
 
--------------------------------------------------- 
tloc entries for 10.255.255.40    // Prvi ogla!evan TLOC s strani vEdge40 (MPLS) 
                 mpls      // I. transportni medij usmerjevalnika vEdge40 
                 ipsec      // uporabljen IPsec 
--------------------------------------------------- 
            RECEIVED FROM:                    
peer            10.255.255.3  // sporo"ilo TLOC Route prejeto s strani vSmart-a preko OMP 
status          C,I,R 
loss-reason     not set 
lost-to-peer    not set 
lost-to-path-id not set 
    Attributes: 
     attribute-type    installed 
     encap-key         not set 
     encap-proto       0 
     encap-spi         330 
     encap-auth        sha1-hmac,ah-sha1-hmac   // uporabljena avtentikacija 
     encap-encrypt     aes256                   // uporabljena enkripcija 
     public-ip         192.1.2.18     // javni IP WAN MPLS vmesnika 
     public-port       12346                   // javni port  
     private-ip        192.1.2.18 // zasebni IP naslov vmesnika WAN MPLS (pri nas enak,  
                                     ker nimamo NAT-a) 
     private-port      12346                   // zasebni port  
     public-ip         :: 
     public-port       0 
     private-ip        :: 
     private-port      0 
     bfd-status        up  // protokol BFD znotraj IPsec povezave je aktiven  
    (za merjenje kakovosti povezave - zakasnitve, izgube, tresenje) 
     domain-id         not set 
     site-id           40  // ID lokacije 
     overlay-id        not set 
     preference        0 
     tag               not set 
     stale             not set 
     weight            1 
     version           3 
    gen-id             0x8000000d 
     carrier           default 
     restrict          1          // opcija Color Restrict je v uporabi 
     groups            [ 0 ] 
     border             not set 
     unknown-attr-len  not set 
 
--------------------------------------------------- 
tloc entries for 10.255.255.40    // Drugi ogla!evan TLOC s strani vEdge40 (internet) 
                 public-internet  // II. transportni medij usmerjevalnika vEdge40 
                 ipsec      // uporabljen IPsec 
--------------------------------------------------- 
            RECEIVED FROM:                    
peer            10.255.255.3  // sporo"ilo TLOC Route prejeto s strani vSmart-a preko OMP 
status          C,I,R 
loss-reason     not set 
lost-to-peer    not set 
lost-to-path-id not set 
    Attributes: 
     attribute-type    installed 
     encap-key         not set 
     encap-proto       0 
     encap-spi         329 
     encap-auth        sha1-hmac,ah-sha1-hmac     // uporabljena avtentikacija 
     encap-encrypt     aes256                     // uporabljena enkripcija 
     public-ip         203.0.113.40               // javni IP WAN MPLS vmesnika 
     public-port       12346           // javni port 
     private-ip        203.0.113.40   // zasebni IP naslov vmesnika WAN MPLS (pri nas enak,  
                                     ker nimamo NAT-a) 
     private-port      12346          // zasebni port 
     public-ip         :: 
     public-port       0 
     private-ip        :: 
     private-port      0 
     bfd-status        up   // protokol BFD znotraj IPsec povezave je aktiven  
    (za merjenje kakovosti povezave - zakasnitve, izgube, tresenje) 
     domain-id         not set 
     site-id           40                          // ID lokacije 
     overlay-id        not set 
     preference        0 
     tag               not set 
     stale             not set 
     weight            1 
     version           3 
    gen-id             0x8000000d 
     carrier           default 
     restrict          0    // opcija Color Restrict ni v uporabi 
     groups            [ 0 ] 
     border             not set 
     unknown-attr-len  not set 
 
5.2.1.3 Network Service Route 
Z uporabo poti Network Service Route posamezna lokacija ogla#uje storitve, ki jih ponuja 
prekrivnemu omre"ju. Med najbolj pogoste storitve spadajo: po"arni zidovi (angl. Firewall), 
sistemi za prepre!evanje vdorov (angl. Intrusion Prevention System – IPS) ter storitve 
odkrivanja in prepre!evanja vdorov (angl. Intrusion Detection System – IDS). 
 
Slika 36: Prikaz ogla#evanih storitev v sporo!ilu OMP Update [19] 
Atributi sporo!ila Network Service Route:: 
$ VPN ID, 
$ ID-storitve, 
$ labela,  
$ TLOC , 




5.3 Varnost omre"ja SD-WAN 
 
Varnost prekrivnega omre"ja SD-WAN je zagotovljena z implementacijo: 
 
$ avtentikacije: le avtenticirane in avtorizirane naprave so lahko del prekrivnega 
omre"ja organizacije, 
! #ifriranja: vsa komunikacija med napravami je #ifrirana, 
! zagotavljanjem integritete prometa. 
 
 
Slika 37: Vzpostavljene povezave med napravami [30] 
 
 
5.3.1 Varnost vzpostavljene kontrolne ravnine 
Kontrolna ravnina vsakega omre"ja je v osnovi zadol"ena za izgradnjo posredovalnih in 
usmerjevalnih tabel omre"ja, kar dose"emo z implementacijo usmerjevalnih protokolov. 
Tradicionalni usmerjevalni protokoli ne zagotavljajo naprednih mehanizmov za avtentikacijo 
naprav in #ifriranje usmerjevalnih in drugih kontrolnih informacij, ki se izmenjujejo med 
napravami. Tradicionalne metode za zagotavljanje varnosti, kot sta ro!na namestitev 
certifikatov in uporaba vnaprej definiranih klju!ev, ne zagotavljajo najbolj#e mo"ne varnosti 
in skalabilnosti omre"ja. [30] 
 
Omre"je Cisco SD-WAN omogo!a izbolj#ano metodo za zagotavljanje varnosti. Varnost 
kontrolne ravnine se zagotavlja z uporabo dveh varnostnih protokolov tehnologije sloja 
varnih vti!nic (angl. Secure Sockets Layer – SSL), s protokolom DTLS in TLS. Med 
kontrolerjem vSmart in ostalimi napravami prekrivnega omre"ja je vzpostavljena varna 




Slika 38: Protokoli znotraj tunela DTLS / TLS [30] 
 
Zasebnost kontrolne povezave DTLS/TLS je zagotovljena z uporabo enkripcijskega 
algoritma Advanced Encryption Standard (AES-256), ki #ifrira ves promet. Po vzpostavljeni 
enkripcijski povezavi DTLS/TLS sta implementirani #e avtentikacija naprav in integriteta 
sporo!il pri prenosu. Avtentikacija se zagotavlja z izmenjavo digitalnih certifikatov z 2048-
bitnimi klju!i RSA, ki so programsko name#!eni ali pa "e del strojne opreme (odvisno od 
naprave) in predstavljajo identiteto naprave. Integriteta prometa kontrolne ravnine pa se 
zagotavlja s kriptografskim zgo#!enim sporo!ilom (angl. Cryptographic Hash), narejenim z 
algoritmom AES-256-GCM. [30] 
 
 
Slika 39: Predstavljeni mehanizmi za zagotavljanje varnosti kontrolne ravnine [30] 
 
 
5.3.2 Varnost vzpostavljene podatkovne ravnine 
Za zagotavljanje varne podatkovne ravnine je klju!na "e vzpostavljena kontrolna ravnina, ki 




Slika 40: Princip delovanja podatkovne ravnine [28] 
 
Kontrolna ravnina poskrbi za vzpostavitev varnih tunelov IPsec med lokacijami.  
 
 
Slika 41: Izmenjava enkripcijskih klju!ev AES-256 [28] 
 
 
Avtentikacija naprav pri vzpostavitvi tunela IPsec je zagotovljena z izmenjavo 2048 bitov 
dolgih klju!ev RSA prek kontrolne ravnine, enkripcija z uporabo mehanizma AES-256 in 
integriteta z uporabo mehanizma ESP, ki enkapsulira koristno vsebino (angl. Payload) 
























5.4 Direktna povezljivost v internet 
 
V zadnjih desetletjih je ve!ina poslovnih aplikacij gostovala na stre"nikih v podatkovnih 
sredi#!ih posamezne organizacije. Prav zato je ve!inski promet posamezne lokacije WAN 
predstavljal ravno komunikacijo s podatkovnim sredi#!em. 
 
Slika 43: Tradicionalna shema gostovanja poslovnih aplikacij [29] 
 
Preostali promet, ki je bil namenjen v internet, je bil posredovan prek tunelov IPsec do 
podatkovnega sredi#!a, kjer je nato prek po"arnega zidu izstopal v internet. Princip 
delovanja vidimo na spodnji sliki. 
 
Slika 44: Prikaz zaledne storitve [16] 
 
Dandanes pa je ve!ina poslovnih aplikacij del javne ali zasebne obla!ne infrastrukture. 
Re#itev SD-WAN omogo!a direktno povezljivost v internet (angl. Direct Internet Access – 
DIA), kar zmanj#uje zakasnitve pri prenosu in izbolj#a delovanje internetnih aplikacij, ki so 
del obla!ne infrastrukture. DIA lahko definiramo za specifi!ni nabor aplikacij (npr. brskanje 
po internetu, dolo!ene aplikacije SaaS) ali za celotni omre"ni segment VPN. Predpogoj za 




Slika 45: Princip delovanja DIA [31] 
 
Za za#!ito direktne povezljivosti v internet se uporabljajo naslednji mehanizmi, ki so del 
usmerjevalnikov SD-WAN: 
 
$ po"arna pregrada z upo#tevanjem vseh stanj in aplikacij (angl. Statefull Application 
Firewall), 
! IPS/IDS, 
! filtriranje URL, 
! Cisco Advanced Malware Protection (AMP) in ThreatGRID, 
! Cisco Umbrella DNS. 
 




















5.5 Konfiguriranje naprav z uporabo !ablon 
 
S pomo!jo konfiguracijskih #ablon naprav (angl. Device Configuration Template) lahko 
poenostavimo in pospe#imo proces konfiguriranja velike mno"ice naprav. Vsaka naprava 
ima lahko dodeljeno le eno #ablono, enaka #ablona pa je lahko dodeljena ve! napravam.  
Poznamo dva tipa #ablon (angl. Template): 
$ #ablona naprave, ki je sestavljena iz manj#ih feature templatov 
 
Slika 46: Sestavni deli #ablone naprave [19] 
 
Slika 47: Primer #ablone naprave [9] 
$ #ablona CLI 
Pri ustvarjanju #ablon naprave za dolo!ene vrednosti uporabljamo spremenljivke. To so 
vrednosti, ki so unikatne za vsako napravo posebej in jih administrator omre"ja vnese pri 
dodeljevanju #ablone specifi!ni napravi (npr. naslov IP-vmesnika). 
 
Vrednosti spremenljivk so lahko: 
$ privzete (angl. Default) – proizvajalec jih vnaprej nastavi, 
$ globalne (angl. Global) – enaka vrednost za vse naprave v prekrivnem omre"ju, 
$ specifi!ne za napravo (angl. Device Specific) – specifi!ne za vsako napravo. 
 
Slika 48: Seznam #ablon naprav [9] 
 
 
5.6 Vzpostavitev podatkovne ravnine 
 
Vsi avtenticirani usmerjevalniki vEdge ogla#ujejo lokalne enkripcijske klju!e AES256 prek 
sporo!ila TLOC Route do kontrolerja vSmart. Ta jih nato posreduje do ostalih robnih 
usmerjevalnikov glede na definirano centralizirano kontrolno politiko. Za vsak TLOC imamo 
druga!en enkripcijski klju! AES256.  
 
 
Slika 49: Prikaz posredovanja sporo!ila TLOC Route [32] 
 
Med usmerjevalniki se nato lahko vzpostavijo tuneli IPsec. Na spodnji sliki lahko vidimo 
prikaz enkapsulacije podatkovnega prometa, ko je ta posredovan od kon!nega uporabnika 
na storitveni strani omre"ja prek prekrivnega omre"ja do kon!nega uporabnika na drugi 
lokaciji.  
 
Slika 50: Prikaz enkapsulacije in dekapsulacije posredovanega paketa [29] 
 
Za #ifriranje in de#ifriranje se uporabljajo simetri!ni klju!i, kar pomeni, da je enak klju! 
uporabljen za #ifriranje in de#ifriranje podatkov znotraj tunela IPsec. Prvi usmerjevalnik 
#ifrira promet s simetri!nim klju!em drugega usmerjevalnika, ta pa #ifrira promet z 




Slika 51: Princip #ifriranja prometa vzpostavljenih tunelov IPSec [19] 
 
 
Slika 52: Avtentikacija, enkripcija in integriteta podatkovnega prometa [19] 
 
Znotraj tunela IPsec se avtomati!no vzpostavi tudi seja BFD (Bidirectional Forwarding 




Slika 53: Prikaz vzpostavljenih sej BFD [33] 
 
Za merjenje aktivnosti tunela IPsec sta pomembna predvsem naslednja parametra: 
 
$ Hello Interval (ms) – predstavlja !asovno vrednost med po#iljanjem testnega paketa 
(angl. Probe) BFD. Privzeta vrednost je 1000 ms. 
$ Ve!kratnik (angl. Multiplier) – #tevilo poslanih testnih paketov. Privzeta vrednost je 7. 
 
 
Slika 54: Parametri za merjenje aktivnosti in zmogljivosti tunela IPsec [29] 
 
Skupaj dolo!ata, koliko paketov BFD mora biti izgubljenih, da ozna!imo vzpostavljen tunel 








Za merjenje zmogljivosti tunela IPsec pa uporabljamo naslednje parametre: 
 
$ Hello Interval [ms] – predstavlja !asovno vrednost med po#iljanjem testnega podatka 
(angl. Probe) BFD, privzeta vrednost je 1000 ms. 
$ Poll Interval [min] – znotraj tega intervala dolo!imo povpre!no vrednost zmogljivosti. 
Interval indirektno dolo!a, koliko testnih paketov BFD bo poslanih. Privzeta vrednost 
je 10. 
$ App-route ve!kratnik [n] – dolo!a #tevilo ponovitev n zgoraj omenjenega intervala za 
merjenje povpre!ne zmogljivosti vzpostavljenega tunela. Usmerjevalne odlo!itve so 
nato narejene na podlagi te povpre!ne vrednosti kakovosti tunela. Privzeta vrednost 
je 6. 
 
Privzete vrednosti lahko spreminjamo glede na posamezni robni usmerjevalnik in glede na 
uporabljeno transportno povezavo. 
 
 
5.6.1 Porazdelitev podatkovnega prometa 
Vzpostavitev prekrivnega omre"ja SD-WAN nad tradicionalnim omre"jem omogo!a hkratno 
uporabo spodaj le"e!ih transportnih medijev (Broadband, LTE, MPLS). Tako lahko 
podatkovno sejo razdelimo na ve! transportov, selekcijsko usmerjamo promet in 
zagotavljamo usmerjanje v skladu z vnaprej definiranim dogovorom o nivoju storitve (angl. 

















Delovanje politik je natan!no razdeljeno. Politike vplivajo izklju!no na kontrolno ali 
podatkovno ravnino. Definirane politike na napravi vManage za!nejo veljati na kontrolerju 
vSmart ali na robnem usmerjevalniku vEdge, odvisno od tipa politike. Implementirane 
politike omogo!ajo centralizirano upravljanje celotnega prekrivnega omre"ja SD-WAN. [22] 
Poznamo dva tipa politik: 
$ kontrolne politike – politike, ki vplivajo na prenos kontrolnih informacij prek kontrolne 
ravnine,  
$ podatkovne politike – politike, ki vplivajo na pretok podatkovnega prometa prek 
podatkovne ravnine. 
 
Slika 56: Pregled razli!nih politik omre"ja SD-WAN [19] 
Privzeto ni v vzpostavljenem omre"ju Cisco SD-WAN aktivne nobene kontrolne ali 
podatkovne politike. Vse kontrolne informacije so prek kontrolerja vSmart posredovane 
nespremenjene, med vsemi robnimi usmerjevalniki vEdge so vzpostavljeni tuneli IPsec 
(topologija full-mesh). [29] 
 
5.7.1 Centralne politike 
 
5.7.1.1 Kontrolne politike  
Kontrolne politike vplivajo na celotno usmerjanje v prekrivnem omre"ju. S kontrolnimi 
politikami namre! dolo!imo, katere usmerjevalne informacije se bodo shranile v globalni 
usmerjevalni tabeli na kontrolerju vSmart in katere informacije bodo ogla#evane 
usmerjevalnikom vEdge. S centralnimi kontrolnimi politikami vplivamo tudi na ogla#evanje 
storitev in TLOC-ov v prekrivnem omre"ju. Tako lahko spreminjamo topologijo vsakega 
segmenta VPN prekrivnega omre"ja. S kontrolnimi politikami tako ne vplivamo na 
preferen!no izbiro transporta v omre"ju za dolo!en tip prometa, ampak vplivamo na to, kako 
bo usmerjevalna tabela videti in kateri tuneli IPsec bodo vzpostavljeni med lokacijami. 
Kontrolne politike delujejo na principu manipulacije informacij, ki jih pridobijo od 
usmerjevalnikov vEdge. Te namre! filtrirajo, spreminjajo in #ele nato posredujejo robnim 
usmerjevalnikom. [29] 
Centralne kontrolne politike so definirane na napravi vManage in nato prek protokola 
NetConf posredovane kontrolerjem vSmart.  
5.7.1.2 Podatkovne politike 
S centralnimi podatkovnimi politikami lahko omejujemo in usmerjamo promet na podlagi 
izvornega ali ponornega naslova IP/porta, vrednosti DSCP ali uporabljenega protokola. %e 
"elimo po#iljati kriti!ne aplikacije prek transporta MPLS ali onemogo!iti promet FTP med 
lokacijami, to naredimo z uporabo centralnih podatkovnih politik. [29] 
Centralne podatkovne politike so prek kontrolerja vSmart posredovane usmerjevalnikom 
vEdge, kjer za!nejo veljati. 
 
5.7.2 Lokalne politike 
Lokalne politike so prek #ablon posamezne naprave direktno poslane robnim 
usmerjevalnikom vEdge, kjer za!nejo veljati.  
5.7.2.1 Kontrolne politike 
Z lokalnimi, kontrolnimi politikami vplivamo na delovanje usmerjevalnih protokolov BGP in 
OSPF na storitveni strani omre"ja. [29] 
5.7.2.2 Podatkovne politike 
Z lokalnimi podatkovnimi politikami omejujemo prehod podatkovnega prometa z uporabo 
seznamov za kontrolo dostopa (angl. Access Control List – ACL). Seznam za kontrolo 
dostopa dolo!imo na podlagi izvornega ali ponornega naslova IP/porta, vrednosti DSCP in 
uporabljenega protokola. Vsak fizi!ni vmesnik usmerjevalnika ima lahko nastavljeno 
druga!no politiko ACL.  
Lokalne podatkovne politike omogo!ajo tudi implementacijo razredov storitev (angl. Class of 
Service – CoS), krmiljenje (angl. Policing) in zrcaljenje prometa (angl. Mirroring). [29] 
 
5.7.3 Aplikacijsko orientirane politike 
Z aplikacijsko orientiranimi politikami (angl. Application-Aware policies – AAR) lahko 
izbiramo transportni medij glede na vnaprej definirane zahteve po zmogljivosti 
vzpostavljenega tunela IPsec. Nekatere aplikacije potrebujejo nizke zakasnitve, druge nizko 
trepetanje, tretje pa majhno izgubo paketov. Robni usmerjevalniki ves !as merijo kakovost 
povezave s pomo!jo protokola BFD in se na podlagi tega odlo!ajo o usmerjanju. %e ve! 
tunelov IPsec ustreza vrednostim SLA, se promet med njimi porazdeli. [29] 
V sklopu re#itve SD-WAN je implementirana storitev temeljitega pregleda paketov (angl. 
Deep Packet Inspection – DPI), prek katere identificiramo tip aplikacije. Storitev omogo!a, 
da definiramo politike in zahteve SLA za vsako aplikacijo in za vsak segment omre"ja VPN 
lo!eno. Usmerjanje na podlagi aplikacijsko definiranih politik je zelo podobno 
tradicionalnemu usmerjanju glede na politike (angl. Policy-Based Routing – PBR). 
Primer:  
1. govorni promet "elimo posredovati prek povezave z manj kot 100 ms zakasnitvami; 





Slika 57: Prikaz zmogljivosti vzpostavljenih tunelov IPsec ter zahteve SLA aplikacije A [34] 
 
Z uporabo !asovnega intervala (angl. Poll Interval) in multiplikatorja (angl. Multiplier) lahko 
definiramo, kako hitro se bo politika AAR odzvala na spremembe v omre"ju. V trenutni 
razli!ici lahko definiramo najve! 4 razrede SLA . 
 
5.7.4 Postopek definiranja politik 
 
Postopek definiranja politik je slede!: 
1. dolo!imo sezname (angl. Lists), 
2. definiramo kontrolne, podatkovne in aplikacijsko orientirane politike, 
3. dolo!imo seznam lokacij, kjer se bodo definirane politike implementirale. 
Mo"ni seznami: 
$ seznam aplikacij,  
$ seznam naslovnih predpon, 
$ seznam lokacij, 
$ seznam identifikatorjev TLOC, 
$ seznam segmentov VPN, 
$ seznam barv. 
Politike se definirajo prek vmesnika vManage NMS. Nato so posredovane kontrolerjem 
vSmart v primeru centraliziranih politik ali pa kar direktno do robnih vEdge usmerjevalnikov v 
primeru lokalnih politik. Tam politike za!nejo veljati ter vplivajo na prenos kontrolnih 
informacij in podatkovnega prometa. 
 
Slika 58: Mesto implementacije omre"nih politik [19] 
 
5.8 Vmesnik REST API naprave vManage 
Kontroler vManage omogo!a programljivi vmesnik REST API, prek katerega lahko 
upravljamo in nadzorujemo vse naprave v prekrivnem omre"ju. Podpira naslednje HTTP 
metode:  
$ GET – pridobi ali preberi informacijo, 
$ PUT – posodobi ali spremeni "eleni objekt, 
$ POST – ustvari nov objekt, 
$ DELETE – odstrani objekt. 
Trenutno ne podpira metode PATCH, s katero bi lahko delno spreminjali "eljene objekte, kar 
vsekakor predstavlja pomanjkljivost zdaj#njega sistema. 
 
Slika 59: Prikaz severnega in ju"nega vmesnika kontrolerja vManage [20] 
 
5.8.1 Struktura URI in avtentikacija 
Pri uporabi programirljivega vmesnika REST API uporabljamo naslednjo strukturo URI: 
 
 
Za avtentikacijo se uporabljajo unikatni "etoni, ki so generirani v procesu avtentikacije in so 
vezani na posamezno sejo uporabnika, skupaj s pi#kotki seje.  
 
5.8.2 Kategorije API 
Programirljivi vmesniki API so glede na funkcionalnost, ki jo omogo!ajo, razvr#!eni v 
razli!ne kategorije: 
$ konfiguracija (ustvarjanje #ablon naprav, pridobivanje konfiguracij …) 
' primer URI: /template/template/policy 
$ administracija 
$ monitoriranje (alarmi, statistika, dogodki) 
' primer URI: /alarms/statistics/events 
$ monitoriranje v realnem !asu (prikaz usmerjevalnih tabel, BFD ...) 
' primer URI: /device/app-route/statistics/device/bfd/status 
$ upravljanje certifikatov 
' primer URI: /certificate 
$ odkrivanje in odpravljanje napak  
' primer URI: /device/tools/ping/ 
$ inventura (seznam naprav, pridobivanje serijskih #tevilk naprav, status naprave) 
' primer URI: /system/device 
$ upravljanje naprav (ponovni zagon, nadgradnja …) 
' primer URI: /device/action 










6. Analiza delovanja re"itve Cisco SD-WAN 
 
V analizi delovanja re#itve Cisco SD-WAN so predstavljeni prakti!ni primeri implementacije 
kontrolnih, podatkovnih in aplikacijsko orientiranih politik ter njihov vpliv na delovanje 
prekrivnega omre"ja. Implementirana je tudi logi!na delitev celotnega omre"ja na manj#a 
virtualna omre"ja ter direktna povezljivost do interneta. Poleg tega je demonstrirana uporaba 
programirljivega vmesnika vManage REST API, prek katerega lahko centralizirano 
upravljamo, spreminjamo in nadzorujemo delovanje prekrivnega omre"ja Cisco SD-WAN. 
Zaradi la"je simulacije razli!nih stanj omre"ja sem se odlo!il testirati v virtualnem okolju, ki je 
v lasti podjetja Flint SI d. o. o. Usmerjevalniki in kontrolerji so vzpostavljeni kot virtualne 
naprave na hipervizorju ESXi, med seboj povezane prek virtualnega omre"ja. 
 
 










6.1 Topologija omre"ja  
Vzpostavljeno omre"je WAN povezuje #tiri lokalna omre"ja (Site 10, Site 20, Site 30 in Site 
40). Vse lokacije, razen lokacija 20, uporabljajo za transportni medij simuliran MPLS in 
internet. Lokacija 10 predstavlja centralni podatkovni center, kjer sta zaradi redundance 
vzpostavljena dva robna usmerjevalnika vEdge (vEdgeDC-A, vEdgeDC-B). Med njima ter 
usmerjevalnikom R1 je vzpostavljen usmerjevalni protokol OSPF za distribucijo poti znotraj 
omre"ja LAN. Kontrolerji vSmart, vManage in vBond so dostopni izklju!no prek internetne 
povezave. 
 
Slika 61: Topologija omre"ja SD-WAN [9] 
Za spremembo kakovosti internetne povezave sta zadol"ena emulatorja WAN (WANem br0, 
WANem br1), virtualni napravi, prek katerih lahko spreminjamo pasovno #irino, zakasnitev, 
izgubo paketov, trepetanje in ostale parametre vzpostavljene internetne povezave.  
 
Slika 62: Seznam uporabljenih virtualnih kontrolerjev in usmerjevalnikov [9] 
 
Slika 63: Vzpostavljena povezljivost z uporabo Port Group na virtualnih stikalih [9] 
 
6.1.1 Geolokacijska postavitev naprav 
Vsem virtualnim napravam sem z uporabo #ablon dolo!il navidezne koordinate GPS, saj bi 
te definirali tudi v produkciji. 
 
 
Slika 64: Geolokacijska postavitev virtualnih naprav omre"ja SD-WAN [9] 
 
6.1.2 Uporabljeni vmesniki in naslavljanje IP 
V spodnji tabeli so za posamezno napravo definirani lokacija, sistemski naslov IP naprave, 
seznam uporabljenih vmesnikov in segment VPN, kateremu posamezni vmesnik pripada, 
naslovi IP posameznega vmesnika ter uporabljen prehod (angl. Gateway – GW) 
 
Device Site-ID System-IP Interface  VPN Membership IP address   Default 
gateway 
vManage 100 10.255.255.1 eth0 VPN 0 203.0.113.2724 203.0.113.1 
   eth1 VPN 512 192.168.0.6/24 / 
vBond 100 10.255.255.2 ge0/0 VPN 0  203.0113.3/24 203.0.113.1 
   eth0 VPN 512  192.168.0.7/24 / 
vSmart 100 10.255.255.3 eth0 VPN 0  203.0.113.4/24 203.0.113.1 
   eth1 VPN 512  192.168.0.8/24 / 
vEdgeDC-1 10 10.255.255.10 ge0/0 VPN 0 203.0.113.10/24 203.0.113.1 
   ge0/1 VPN 0 192.0.2.2/30 192.0.2.1 
   ge0/2 VPN 10 10.10.10.2/24 / 
   ge0/3 VPN 20 10.10.20.2/24 / 
   eht0 VPN 512 192.168.0.10/24 / 
vEdgeDC-2 10 10.255.255.11 ge0/0 VPN 0 203.0.113.11/24 203.0.113.1 
   ge0/1 VPN 0 192.0.2.6/30 192.0.2.5 
   ge0/2 VPN 10 10.10.10.3/24 / 
   ge0/3 VPN 20 10.10.20.3/24 / 
   eht0 VPN 512 192.168.0.11/24 / 
vEdge20 20 10.255.255.20 ge0/0 VPN 0  203.0.113.20/24 203.0.113.1 
   ge0/2 VPN 10 10.20.10.1/24 / 
   ge0/3 VPN 20 10.20.20.1/24 / 
   eth0 VPN 512  192.168.0.20/24 / 
vEdge30 30 10.255.255.30 ge0/0 VPN 0  203.0.113.30/24 203.0.113.1 
   ge0/1 VPN 0  192.0.2.14/30 192.0.2.13 
   ge0/2 VPN 10 10.30.10.1/24 / 
   ge0/3 VPN 20 10.30.20.1/24 / 
   eth0 VPN 512  192.168.0.30/24 / 
vEdge40 40 10.255.255.40 ge1 VPN 512 192.168.0.40/24 / 
   ge2 VPN 0 203.0.113.40/24 203.0.113.1 
   ge3 VPN 0 192.1.2.18/30 192.1.2.17 
   ge4 VPN 10 10.40.10.1/24 / 
   ge5 VPN 20 10.40.20.1/24 / 
   ge6 VPN 30 10.40.30.1/24 / 
 
Tabela 2: Seznam uporabljenih vmesnikov  
 
 
6.2 Vzpostavitev topologije omre"ja hub-and-spoke   
S pomo!jo centralne kontrolne politike lahko spreminjamo topologijo prekrivnega omre"ja 
WAN. Brez vklju!ene kontrolne politike je omogo!ena direktna povezljivost med vsemi 
lokacijami prekrivnega omre"ja, t. i. full-mesh topologija. S pomo!jo kontrolne politike lahko 
vzpostavimo hub-and-spoke, partial-mesh ali topologijo po lastni izbiri. 
 
Za namen testiranja delovanja sem oblikoval in implementiral kontrolno politiko, ki  vzpostavi 
topologijo omre"ja hub-and-spoke, izklju!no za omre"ni segment VPN 20. Topologijo hub-
and-spoke namre! implementiramo takrat, ko ni potrebe po direktni povezljivosti med 
posameznimi lokacijami. V na#em primeru je omre"ni segment VPN 20 navidezno namenjen 
karti!nemu poslovanju, kjer direktna povezljivost med lokacijami ni potrebna.  
 
Za!etna povezljivost prekrivnega omre"ja  
 
Brez aktivne kontrolne politike je omogo!ena direktna povezljivost med vsemi lokacijami 
prekrivnega omre"ja, kar pomeni, da so ogla#evana omre"ja dosegljiva prek direktno 




Slika 65: Prikaz vzpostavljenih tunelov IPsec pri topologiji full-mesh [9] 
 




Slika 66: Prikaz vzpostavljenih tunelov IPsec na usmerjevalniku vEdge30 [9] 
 
V usmerjevalni tabeli vEdge30 lahko vidimo, da so ogla#evana omre"ja direktno dosegljiva, 
saj so tuneli IPsec direktno vzpostavljeni med vsemi usmerjevalniki v prekrivnem omre"ju. 
 
vEdge30# show ip routes  
Codes Proto-sub-type: 
  IA -> ospf-intra-area, IE -> ospf-inter-area, 
  E1 -> ospf-external1, E2 -> ospf-external2, 
  N1 -> ospf-nssa-external1, N2 -> ospf-nssa-external2, 
  e -> bgp-external, i -> bgp-internal 
Codes Status flags: 
  F -> fib, S -> selected, I -> inactive, 
  B -> blackhole, R -> recursive 
 
                               NEXTHOP    NEXTHOP      TLOC                                                        
VPN  PREFIX         PROTOCOL   IF NAME     ADDR         IP      COLOR    ENCAP   STATUS  
------------------------------------------------------------------------------------------- 
0    0.0.0.0/0        static     ge0/1   192.0.2.13                               F,S      
0    0.0.0.0/0        static     ge0/0   203.0.113.1                              F,S      
0    10.255.255.30/32 connected  system                                           F,S      
0    192.0.2.12/30    connected  ge0/1                                            F,S                                
0    203.0.113.0/24   connected  ge0/0                                            F,S      
10   10.0.0.1/32        omp                        10.255.255.10   mpls   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.10   inet   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.11   mpls   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.11   inet   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.10   mpls   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.10   inet   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.11   mpls   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.11   inet   ipsec   F,S      
10   10.20.10.0/24      omp                        10.255.255.20   inet   ipsec   F,S        
10   10.30.10.0/24     connected   ge0/2                                          F,S      
20   10.10.20.0/24      omp                        10.255.255.10   mpls   ipsec   F,S      
20   10.10.20.0/24      omp                        10.255.255.10   inet   ipsec   F,S      
20   10.10.20.0/24       omp                       10.255.255.11   mpls   ipsec   F,S      
20   10.10.20.0/24       omp                       10.255.255.11   inet   ipsec   F,S  
20   10.20.20.0/24      omp                        10.255.255.20   inet   ipsec   F,S       
20   10.30.20.0/24      connected  ge0/3                                          F,S      
20   10.40.20.0/24       omp                       10.255.255.40    mpls   ipsec  F,S      
20   10.40.20.0/24       omp                       10.255.255.40    inet   ipsec  F,S      
512  192.168.0.0/24      connected  eth0                                          F,S      
 
Direktno povezljivost sem preveril tudi z uporabo grafi!nega vmesnika naprave vManage. 
Uporabil sem funkcijo traceroute. 
 
Izvorni vmesnik: ge0/3 - 10.30.20.1 (vEdge30) 
Ciljni vmesnik: ge0/3 - 10.20.20.1 (vEdge20) 
 
 
Slika 67: Preverjanje povezljivosti med vEdge20 in vEdge30 [9] 
 
Vidimo, da so vsa ogla#evana omre"ja, brez implementirane kontrolne politike, res 









Vzpostavitev topologije hub-and-spoke  
 
S pomo!jo centralne kontrolne politike sem nato vzpostavil topologijo hub-and-spoke za 
omre"ni segment VPN 20. 
 
Kontrolno politiko definiramo prek grafi!nega vmesnika naprave vManage, kjer v za!etni fazi 
definiramo seznam lokacij ter omre"ni segment VPN, kateremu bo dodeljena topologija. Za 
vzpostavitev topologije sem definiral seznam lokacij, imenovan Branches (lokacije 20, 30, 
40) ter seznam HQ (lokacija 10). Ustvaril sem tudi seznam VPN, kjer sem definiral VPN 10 





Slika 68: Seznam lokacij [9] 
  
 
Slika 69: Seznam VPN [9] 
 
Sledi definicija kontrolne politike prek grafi!nega vmesnika vManage. Omre"ni promet, ki je 
del omre"nega segmenta VPN 20, bo vedno sprva posredovan prek hub usmerjevalnika 
vEdgeDC-1 (10.255.255.10) ali vEdgeDC-2 (10.255.255.11) in #ele nato do ciljne 
destinacije. Ves ostali promet (VPN 10, VPN 30) bo posredovan direktno prek vzpostavljenih 




Slika 70: Prikaz definirane kontrolne politike [9] 
Kon!na politika v obliki CLI: 
 
policy 
 control-policy Hub-and-Spoke-VPN20-Custom 
    sequence 1 
     match route 
      site-list Branches 
      vpn-list Corporate 
      prefix-list _AnyIpv4PrefixList 
     ! 
     action accept 
      set 
       tloc-list DC-TLOCs 
      ! 
     ! 
    ! 
  default-action accept 
 ! 
 lists 
  site-list Branches 
   site-id 20  
   site-id 30  
   site-id 40  
  ! 
  tloc-list DC-TLOCs 
   tloc 10.255.255.10 color public-internet encap ipsec  
   tloc 10.255.255.10 color mpls encap ipsec  
   tloc 10.255.255.11 color public-internet encap ipsec  
   tloc 10.255.255.11 color mpls encap ipsec  
  ! 
  vpn-list Corporate 
   vpn 20  
  ! 
  prefix-list _AnyIpv4PrefixList 
   ip-prefix 0.0.0.0/0 le 32  




 site-list Branches 





Stanje omre"ja po implementirani kontrolni politiki: 
 
Centralna kontrolna politika na kontrolerju vSmart omejuje po#iljanje in spreminja 
ogla#evana sporo!ila OMP Route in TLOC Route. Rezultat delovanja je implementirana 
topologija hub-and-spoke za omre"ni segment VPN 20. Ves ostali promet je posredovan po 




Slika 71: Prikaz vzpostavljenih tunelov IPsec pri topologiji Hub-and-spoke - VPN20 [9] 
 
Delovanje politike lahko vidimo v spremenjeni usmerjevalni tabeli vEdge30: 
 
vEdge30# show ip routes  
Codes Proto-sub-type: 
  IA -> ospf-intra-area, IE -> ospf-inter-area, 
  E1 -> ospf-external1, E2 -> ospf-external2, 
  N1 -> ospf-nssa-external1, N2 -> ospf-nssa-external2, 
  e -> bgp-external, i -> bgp-internal 
Codes Status flags: 
  F -> fib, S -> selected, I -> inactive, 
  B -> blackhole, R -> recursive 
 
                               NEXTHOP    NEXTHOP      TLOC                                                        
VPN  PREFIX         PROTOCOL   IF NAME     ADDR         IP      COLOR    ENCAP   STATUS  
------------------------------------------------------------------------------------------- 
0    0.0.0.0/0        static     ge0/1   192.0.2.13                               F,S      
0    0.0.0.0/0        static     ge0/0   203.0.113.1                              F,S      
0    10.255.255.30/32 connected  system                                           F,S      
0    192.0.2.12/30    connected  ge0/1                                            F,S                                
0    203.0.113.0/24   connected  ge0/0                                            F,S      
10   10.0.0.1/32        omp                        10.255.255.10   mpls   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.10   inet   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.11   mpls   ipsec   F,S      
10   10.0.0.1/32        omp                        10.255.255.11   inet   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.10   mpls   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.10   inet   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.11   mpls   ipsec   F,S      
10   10.10.10.0/24      omp                        10.255.255.11   inet   ipsec   F,S      
10   10.20.10.0/24      omp                        10.255.255.20   inet   ipsec   F,S   
//direktna povezljivost za omre!ni segment VPN 10       
10   10.30.10.0/24     connected   ge0/2                                          F,S      
20   10.10.20.0/24      omp                        10.255.255.10   mpls   ipsec   F,S      
20   10.10.20.0/24      omp                        10.255.255.10   inet   ipsec   F,S      
20   10.10.20.0/24      omp                        10.255.255.11   mpls   ipsec   F,S      
20   10.10.20.0/24      omp                        10.255.255.11   inet   ipsec   F,S  
20   10.20.20.0/24      omp                        10.255.255.10   inet   ipsec   F,S  // promet posredovan preko hub usmerjevalnika 
20   10.20.20.0/24      omp                        10.255.255.10   mpls   ipsec   F,S  // promet posredovan preko hub usmerjevalnika 
20   10.20.20.0/24      omp                        10.255.255.11   inet   ipsec   F,S  // promet posredovan preko hub usmerjevalnika 
20   10.20.20.0/24      omp                        10.255.255.11   mpls   ipsec   F,S   // promet posredovan preko hub usmerjevalnika 
20   10.30.20.0/24      connected  ge0/3                                          F,S      
20   10.40.20.0/24      omp                        10.255.255.10   mpls   ipsec   F,S   // promet posredovan preko hub usmerjevalnika 
20   10.40.20.0/24      omp                        10.255.255.10   inet   ipsec   F,S  // promet posredovan preko hub usmerjevalnika 
20   10.40.20.0/24      omp                        10.255.255.11   inet   ipsec   F,S  // promet posredovan preko hub usmerjevalnika 
20   10.40.20.0/24      omp                        10.255.255.11   mpls   ipsec   F,S   // promet posredovan preko hub usmerjevalnika 
512  192.168.0.0/24      connected  eth0                                          F,S      
 
Povezljivost po implementirani kontrolni politiki najla"je preverimo z  orodjem traceroute: 
 
1.  Znotraj omre"nega segmenta VPN 20 = hub-and-spoke topologija 
 
vEdge30# traceroute vpn 20 10.20.20.1  // ge0/3 vmesnik na vEdge20 (VPN 20) 
Traceroute  10.20.20.1 in VPN 20 
traceroute to 10.20.20.1 (10.20.20.1), 30 hops max, 60 byte packets 
 1  10.10.20.2 (10.10.20.2)  42.991 ms  42.832 ms  42.807 ms  // ge0/3 vmesnik na vEdgeDC-1 (VPN 20)-> 
vidimo, da je promet posredovan preko hub usmerjevalnika 




Slika 72: Prikaz povezljivosti med vEdge30 in vEdge20 – VPN20 [9] 
2. Znotraj omre"nega segmenta VPN 10 = full-mesh topologija 
vEdge30# traceroute vpn 10 10.20.10.1 // ge0/2 vmesnik na vEdge20 (VPN 10) 
Traceroute  10.20.10.1 in VPN 10 
traceroute to 10.20.10.1 (10.20.10.1), 30 hops max, 60 byte packets 
 1  10.20.10.1 (10.20.10.1)  25.143 ms  24.707 ms  24.330 ms // direktna povezljivost med usmerjevalnikom 




Slika 73: Prikaz povezljivosti med vEdge30 in vEdge20 – VPN10 [9] 
 
Iz rezultatov povezljivosti lahko torej vidimo, da implementirana kontrolna politika uspe#no 
vzpostavi hub-and-spoke topologijo za omre"ni segment VPN 20 ter full-mesh topologijo za 











6.3 Selekcijsko usmerjanje prometa 
S pomo!jo podatkovnih politik lahko selekcijsko usmerjamo (angl. Traffic Engineering – TE) 
in omejujemo promet glede na tip aplikacije/vrsto protokola.[35] 
 
 
Slika 74: Prikaz selekcijskega usmerjanja prometa [26] 
 
Za namene demonstracije delovanja TE sem implementiral podatkovno politiko, ki omre"ni 
promet HTTP in HTTPS med usmerjevalnikom vEdge30 in usmerjevalnikom R1 (lokacija 10) 
posreduje izklju!no prek internetne povezave.  
 






Brez implementirane podatkovne politike je omre"ni promet HTTP in HTTPS posredovan 
tako preko internetne kot MPLS povezave. 
 
Slika 76: Razporejanje prometa HTTP [9] 
 
Implementacija podatkovne politike 
Prek centralizirane to!ke upravljanja omre"ja vManage NMS sem nato definiral podatkovno 
politiko, ki selekcijsko usmerja podatkovni promet. 
 





Definirana politika v obliki CLI: 
policy 
 data-policy _Corporate_HTTPs 
  vpn-list Corporate // definirana podatkovna politika velja le za omre!ni segment VPN 10 (Corporate) 
    sequence 1 
     match 
      app-list HTTPs   // HTTP in HTTPS promet,  
      source-ip 0.0.0.0/0 // ne glede na izvorni naslov IP. 
     ! 
     action accept  
      set 
       local-tloc-list  
        color public-internet  // prioritizacija internetnega TLOC-a za HTTP in HTTPS promet 
        encap ipsec // enkapsulacija IPsec 
      ! 
     ! 
    ! 
  default-action accept 
 ! 
 lists 
  app-list HTTPs 
   app http  
   app https  
  ! 
  site-list Site30 
   site-id 30  
  ! 
  vpn-list Corporate 
   vpn 10  




 site-list Site30  // definirana podatkovna politika velja le na usmerjevalniku vEdge30 
  data-policy _Corporate_HTTPs from-service // definirana podatkovna politika se implicira na omre!ni 













Stanje omre"ja po implementirani podatkovni politiki: 
Zaradi implementirane podatkovne politike je omre"ni promet HTTP in HTTPS posredovan 
izklju!no prek internetne povezave.  
 
Slika 78: Prikaz prometnega uravnove#enja omre"nega prometa HTTP [9] 
Ves preostali promet, ki ni del podatkovne politike, ostane prometno uravnove#en med 
obema transportoma (internet ter MPLS). 
 
Slika 79: Prikaz prometnega uravnove#enja omre"nega prometa, ki ni del podatkovne 
politike [9] 




6.4 Aplikacijsko orientirane politike  
Re#itev SD-WAN omogo!a tudi usmerjanje prometa na podlagi zmogljivosti posamezne 
podatkovne povezave. Usmerjanje v omre"ju SD-WAN se tako prilagaja trenutnim 
razmeram v omre"ju (zakasnitve, pasovna #irina, trepetanje).  
Definirana politika AAR 
Za namen demonstracije sem definiral politiko AAR, ki za omre"ni promet HTTP in HTTPS 
zahteva maksimalne 4% izgube, 180 ms zakasnitve ter preferira internetni transportni medij. 
Politika je implementirana na robnem usmerjevalniku vEdge30. 
Koraki: 
Politiko AAR definiramo prek grafi!nega vmesnika naprave vManage, kjer v za!etni fazi 
definiramo seznam aplikacij ter zahteve SLA.  
 
 
Slika 80: Seznam aplikacij [9] 
 
Slika 81: Seznam razredov SLA [9] 
 
(ele nato definiramo politiko AAR, ki poskrbi za ustrezno usmerjanje podatkovnega prometa 
glede na vnaprej definirane zahteve SLA.   
 
Slika 82: Definirana politika AAR [9] 
%e ve! tunelov IPsec ustreza zahtevam SLA, lahko v politiki definiramo preferen!ni 
transportni medij z uporabo atributa preferred color. %e tega ne storimo, se promet 
enakomerno porazdeli med vse ustrezne transportne tehnologije.  
Kon!na definirana politika v obliki CLI: 
policy 
  sla-class https-sla 
   latency 180 
   loss 4 
  ! 
 app-route-policy _Corporate_AAR-Site30 
  vpn-list Corporate // definirana podatkovna politika velja le za omre!ni segment VPN 10 (Corporate) 
    sequence 1 
     match 
      app-list HTTPs     // identificira HTTP in HTTPS promet, 
      source-ip 0.0.0.0/0   // ne glede ne izvorni naslov IP 
     ! 
     action 
      sla-class https-sla  preferred-color public-internet // preferira Internet v primeru, "e ve" transportov 
ustreza zahtevam SLA 
     ! 
    ! 
 ! 
 lists 
  app-list HTTPs 
   app http  
   app https  
  ! 
  site-list Site30 
   site-id 30  
  ! 
  vpn-list Corporate 
   vpn 10  




 site-list Site30  // definirana podatkovna politika je implementirana le na usmerjevalniku vEdge30 
  app-route-policy _Corporate_AAR-Site30 
 ! 
! 
** Definirane vrednosti za zakasnitev in izgube so visoke in ne predstavljajo realnih 
vrednosti. 
Prikaz delovanja  
Za prikaz delovanja sem simuliral omre"ni promet HTTPS med usmerjevalnikom vEdge30 
(lokacija 30) in usmerjevalnikom R1 (lokacija 10). 
 
Slika 83: Simulacija omre"nega prometa HTTPS med vEdge30 in R1 [9] 
 
Dobimo pri!akovani rezultat. Omre"ni promet je posredovan izklju!no prek internetnega 
transportnega medija, saj le ta zagotavlja definirane zahteve SLA in je preferen!na izbira v 
definirani politiki AAR. 
 
Slika 84: Izbran transportni medij za omre"ni promet HTTPS [9] 
 
Za namen demonstracije delovanja politike sem nato s pomo!jo emulatorja WAN spremenil 
zakasnitev internetne povezave. 
 
Slika 85: Sprememba kakovosti internetne povezave [9]  
Sedaj internetna povezava ne ustreza ve! zahtevam SLA, kar pomeni, da bo od tega 
trenutka naprej omre"ni promet HTTPS posredovan izklju!no prek transportnega medija 
MPLS.  
 
Slika 86: Prikaz delovanja politike AAR po spremembi [9] 
Zgornja slika nam to tudi potrdi, kar pomeni, da politika AAR deluje po pri!akovanjih. 
 
6.5 Segmentacija omre"ja SD-WAN 
Vmesniki na storitveni strani so vedno del enega izmed omre"nih segmentov VPN 1-511. V 
sklopu re#itve Cisco SD-WAN se poimenovanje VPN uporablja za identifikacijo 
usmerjevalnih in posredovalnih tabel VPN – VRF. Usmerjevalniki imajo za vsak VPN lo!eno 
usmerjevalno tabelo ter tako zagotavljajo segmentacijo omre"ja in posledi!no izolacijo med 
razli!nimi uporabniki na strani LAN.  
Primer izolacije lahko vidimo na spodnji sliki. Povezljivost med uporabniki je omogo!ena le, 




Slika 87: Prikaz izolacije med omre"nimi segmenti VPN [9] 
Zagotavljanje segmentacije omre"ja 
Na ra!unalniku Site20-VPN10-PC sem preko orodja ping testiral povezljivost do kon!nih 
uporabnikov: 
1. Povezljivost med ra!unalnikom Site20-VPN10-PC in Site30-VPN10-PC je 
omogo!ena. 
Komentar: Ra!unalnika sta del istega omre"nega segmenta VPN 10. 
Site20-VPN10-PC# ping 10.30.10.10 // ping ! 
PING 10.30.10.10 (10.30.10.10) 56(84) bytes of data. 
64 bytes from 10.30.10.10: icmp_seq=1 ttl=64 time=37.9 ms 
64 bytes from 10.30.10.10: icmp_seq=2 ttl=64 time=39.8 ms 
64 bytes from 10.30.10.10: icmp_seq=3 ttl=64 time=43.8 ms 
64 bytes from 10.30.10.10: icmp_seq=4 ttl=64 time=44.1 ms 
^C 
--- 10.30.10.10 ping statistics --- 
4 packets transmitted, 4 received, 0% packet loss, time 3003ms 
rtt min/avg/max/mdev = 37.942/41.425/44.110/2.651 ms  
2. Povezljivost med ra!unalnikom Site20-VPN10-PC in Site20-VPN20-PC ni 
omogo!ena  
Komentar: Ra!unalnika sta del razli!nih omre"nih segmentov VPN. Posledi!no povezljivost 
med njima ni omogo!ena.  
Site20-VPN10-PC# ping 10.20.20.10 // ping " 
PING 10.20.20.10 (10.20.20.10) 56(84) bytes of data. 
From 127.1.0.2 icmp_seq=1 Destination Net Unreachable 
From 127.1.0.2 icmp_seq=2 Destination Net Unreachable 
From 127.1.0.2 icmp_seq=3 Destination Net Unreachable 
From 127.1.0.2 icmp_seq=4 Destination Net Unreachable 
^C 
--- 10.20.20.10 ping statistics --- 
4 packets transmitted, 0 received, +4 errors, 100% packet loss, time 2999ms  
Razlog za omejeno povezljivost ti!i v na!inu izgradnje usmerjevalnih tabel. %e pogledamo 
usmerjevalno tabelo robnega usmerjevalnika vEdge20, lahko vidimo, da so ogla#evana 






vEdge20# show ip routes  
Codes Proto-sub-type: 
  IA -> ospf-intra-area, IE -> ospf-inter-area, 
  E1 -> ospf-external1, E2 -> ospf-external2, 
  N1 -> ospf-nssa-external1, N2 -> ospf-nssa-external2, 
  e -> bgp-external, i -> bgp-internal 
Codes Status flags: 
  F -> fib, S -> selected, I -> inactive, 
  B -> blackhole, R -> recursive 
 
                               NEXTHOP    NEXTHOP      TLOC                                                        
VPN  PREFIX         PROTOCOL   IF NAME     ADDR         IP      COLOR    ENCAP   STATUS  
-------------------------------------------------------------------------------------------   
0    0.0.0.0/0        static     ge0/0   203.0.113.1                              F,S      
0    10.255.255.30/32 connected  system                                           F,S                                  
0    203.0.113.0/24   connected  ge0/0                                            F,S          
10   10.0.0.1/32        omp                        10.255.255.10   inet   ipsec   F,S          
10   10.0.0.1/32        omp                        10.255.255.11   inet   ipsec   F,S        
10   10.10.10.0/24      omp                        10.255.255.10   inet   ipsec   F,S        
10   10.10.10.0/24      omp                        10.255.255.11   inet   ipsec   F,S      
10   10.20.10.0/24      connected  ge0/2           10.255.255.20   inet   ipsec   F,S        
10   10.30.10.0/24      omp                        10.255.255.30   inet   ipsec   F,S        
20   10.10.20.0/24      omp                        10.255.255.10   inet   ipsec   F,S          
20   10.10.20.0/24      omp                        10.255.255.11   inet   ipsec   F,S  
20   10.20.20.0/24      connected  ge0/3           10.255.255.20   inet   ipsec   F,S       
20   10.30.20.0/24      omp                        10.255.255.30   inet   ipsec   F,S   
20   10.40.20.0/24      omp                        10.255.255.40   inet   ipsec   F,S      
512  192.168.0.0/24     connected   eth0                                          F,S  








6.6 Direktna povezljivost v internet 
Re#itev SD-WAN omogo!a direktno povezljivost v internet (angl. Direct Internet Access – 
DIA), kar zmanj#uje zakasnitve pri prenosu in izbolj#a delovanje aplikacij, ki so del obla!ne 
infrastrukture. DIA lahko definiramo za specifi!ni nabor aplikacij (npr. brskanje po internetu, 
dolo!ene aplikacije SaaS ) ali za celotni omre"ni segment VPN. Predpogoj za uporabo DIA 
je omogo!eni NAT na internetnem vmesniku WAN. 
 
Na spodnji sliki lahko vidimo topologijo vzpostavljenega omre"ja SD-WAN. V podatkovni 
center (lokacija 10) sem dodal robni usmerjevalnik HQ-GW, ki preko po"arnega zidu 
omogo!a povezljivost v internet. Med lokacijami je vzpostavljena topologija full-mesh. 
 
 
Slika 88: Vzpostavljeno omre"je SD-WAN [9] 
 
Brez direktne povezljivosti v internet je ves podatkovni promet sprva tuneliran do 
podatkovnega centra HQ (lokacija 10), kjer nato preko usmerjevalnika HQ-GW in po"arnega 








Site30-VPN10-PC# traceroute 8.8.8.8  
traceroute to 8.8.8.8 (8.8.8.8), 30 hops max, 46 byte packets 
 1 10.30.10.1 (10.30.10.1) 20.259 ms  19.747 ms  20.327 ms // ge0/2 vmesnik na vEdge30 (prehod za PC) 
 2 10.10.10.2 (10.10.10.2) 56.399 ms  44.377 ms  41.102 ms // ge0/2 vmesnik na vEdgeDC-1 (VPN 10)- 
PODATKOVNI CENTER 
 3 10.10.10.1 (10.10.10.1) 42.265 ms  59.088 ms  71.351 ms // ge vmesnik na HQ-GW (VPN 10) 
 4 * pc2 (192.168.1.1) 77.109 ms  62.602 ms  
 5 * 51.83.36.252 (51.83.36.252) 71.174 ms  62.086 ms // internet 
 5 * 10.50.233.178 (10.50.233.178) 69.788 ms * 
 7 * * * 
 8 * * 10.73.8.70 (10.73.8.70)  42.464 ms 
 9 * * * 
10 * 94.23.122.139 (94.23.122.139)  63.742 ms 87.562 ms 
11 * * * 
12 * * * 
13 * * * 
14 8.8.8.8 (8.8.8.8)  70.465 ms  80.433 ms  81.414 ms  // google DNS  
 







DIA z uporabo centralne podatkovne politike 
Za namen demonstracije delovanja sem nato definiral centralno podatkovno politiko, ki ves 
podatkovni promet, ki izhaja iz omre"nega segmenta VPN 20 (GUEST VPN) in je namenjen 
v internet, posreduje direktno preko vmesnika WAN v internet.  
Politiko sem implementiral na lokaciji Site 30.  
 
Slika 90: Prikaz definirane podatkovne politike [9] 
 
Definirana politika v obliki CLI: 
policy 
 data-policy _Guest_Site30-VPN20-DIA // ime podatkovne politike 
  vpn-list Guest // Guest VPN (=VPN 20) 
    sequence 1 
     match 
      source-data-prefix-list Site30-VPN20 // vsi uporabniki v segmentu 10.30.20.0/24 
     ! 
     action accept 
      nat use-vpn 0  // ta promet se posreduje direktno (VPN 0) 
       
     ! 
    ! 
  default-action accept 
 ! 
 lists 
  data-prefix-list Site30-VPN20 
   ip-prefix 10.30.20.0/24  
  ! 
  site-list Site30 
   site-id 30  
  ! 
  vpn-list Guest 
   vpn 20  




 site-list Site30 




Preverjanje povezljivosti do interneta po vpeljavi DIA:  
S pomo!jo orodja traceroute sem nato iz razli!nih ra!unalnikov preveril pot omre"nih 
paketov, ki so posredovani v internet.  
1. Ra!unalnik Site30-VPN20-PC -> Google DNS.   
Site30-VPN20-PC# traceroute 8.8.8.8  
traceroute to 8.8.8.8 (8.8.8.8), 30 hops max, 60 byte packets 
 1 10.30.10.1 (10.30.10.1) 1.592 ms  17.859 ms  20.238 ms 
 2  203.0.113.1 (203.0.113.1)  18.851 ms  18.774 ms  18.756 ms  // DIREKTNA POVEZLJIVOST JE OMOGO#ENA 
(203.0.113.1 = Internet next-hop) 
 3  192.168.1.1 (192.168.1.1)  18.730 ms  18.717 ms  18.684 ms  
 4  51.83.36.252 (51.83.36.252)  18.672 ms  18.660 ms  18.623 ms 
 5  10.50.233.178 (10.50.233.178)  18.595 ms 10.50.233.180 (10.50.233.180)  18.585 ms  18.573 ms 
 6  * * 10.17.194.64 (10.17.194.64)  18.528 ms 
 7  * 10.73.8.68 (10.73.8.68)  23.889 ms 10.73.8.64 (10.73.8.64)  23.825 ms 
 8  * * * 
 9  * 94.23.122.139 (94.23.122.139)  23.723 ms 91.121.215.219 (91.121.215.219)  23.696 ms 
 10  * * *  
Ra!unalnik Site30-VPN20-PC je del omre#nega segmenta VPN 20 za katerega je omogo!en 











2. Ra!unalnik Site30-VPN10-PC -> Google DNS.  
Site30-VPN10-PC# traceroute 8.8.8.8  
traceroute to 8.8.8.8 (8.8.8.8), 30 hops max, 46 byte packets 
 1 10.30.10.1 (10.30.10.1) 1.592 ms  17.859 ms  20.238 ms  
 2 10.10.10.2 (10.10.10.2) 40.232 ms  37.456 ms  41.453 ms // POVEZLJIVOST IZKLJU#NO PREKO DC  
 3 10.10.10.1 (10.10.10.1) 76.155 ms  69.490 ms  60.234 ms  
 4 * pc2 (192.168.1.1) 55.409 ms  71.342 ms // Internet GW 
 5 * 51.83.36.252 (51.83.36.252) 53.344 ms  61.456 ms 
 5 * 10.50.233.180 (10.50.233.180) 69.788 ms * 
 7 * * * 
 8 * * 10.73.8.68 (10.73.8.68)  50.678 ms  54.193 ms 
 9 * * * 
10 * 91.121.215.219 (91.121.215.219)  68.811 ms 71.432 ms 
11 * * * 
12 * * * 
13 * * * 
14 8.8.8.8 (8.8.8.8)  59.373 ms  // google DNS  
Ra!unalnik Site30-VPN10-PC je del omre#nega segmenta VPN 10 za katerega ni omogo!en 
DIA. Ves internetni promet je zato sprva posredovan prek tunelov IPsec do 
podatkovnega centra (vEdgeDC-1, vEdgeDC-2), kjer nato prek po#arnega zidu in 
usmerjevalnika HQ-GW izstopa v internet.  
 
Prikazana povezljivost dokazuje, da DIA deluje po pri!akovanjih.  
Klju!nega pomena je tudi, da ustrezno za#!itimo direktno povezljivost v internet. V uporabi 
so naslednji mehanizmi: 
$ po"arna pregrada z upo#tevanjem vseh stanj in aplikacij (angl. Statefull Application 
Firewall), 
! IPS/IDS, 
! URL filtriranje, 
! Cisco Advanced Malware Protection (AMP) in ThreatGRID, 
! Cisco Umbrella DNS. 
 
Navedene za#!ite se ne razlikujejo od "e poznanih re#itev za zagotavljanje varnosti 






6.7 Prikaz uporabe vManage REST API 
Programirljivi vmesnik REST API uporabljamo za omre"no konfiguracijo, odpravljanje te"av, 
inventuro, monitoriranje, administrativne zadeve in za integracijo z ostalimi re#itvami, ki 
podpirajo programirljivi vmesniki API. 
Avtentikacija in avtorizacija  
 
Za avtentikacijo klicev API se uporabljajo unikatni (za!asni) "etoni, ki so generirani v 
procesu avtentikacije in so vezani na posamezno sejo uporabnika, skupaj s pi#kotki 
uporabnikove seje.  
 
Avtentikacija je razdeljena na 2 koraka: 
korak 1: uporabnik po#lje avtentikacijsko zahtevo POST stre"niku vManage s slede!imi 
parametri:  
$ metoda HTTP: POST, 
$ URL: https://<vmanage>:<port>/j_security_check, 
$ vsebina POST-zahteve: {'j_username' : uporabnisko_ime, 'j_password' : geslo}; 
 
korak 2: !e je avtentikacija uporabnika uspe#na, po#lje zahtevo GET, s katero pridobi 
unikaten in za!asni avtentikacijski "eton X-XSRF-TOKEN, ki se doda v glavo seje HTTP; ta 
slu"i za avtentikacijo vseh slede!ih API klicev:   
$ metoda HTTP: GET, 
$ URL: https://<vmanage>:<port>/dataservice/client/token. 
 
Demonstracija avtentikacije z uporabo programskega jezika Python 
Spodnji izpis prikazuje napisano skripto v programskem jeziku python, ki poskrbi za 
avtentikacijo in vzpostavitev seje HTTP. Ko je uporabnik avtenticiran in seja vzpostavljena, 





from pprint import pprint 
import tabulate 
 




    def __init__(self,host=None,user=None,password=None,port=8443): 
        self.base_url = f'https://{host}:{port}/dataservice' 
        self.user=user 
        self.password=password 
        self.port=port 
        self.login() 
 
    def login(self): 
        """ Login to vManage. Add a token to the X-XSRF-TOKEN request header """ 
        self.session = requests.session() #Vzpostavitev seje 
        #Korak 1: POST request za avtentikacijo 
        auth_response = self.session.post( 
            url=f'{self.base_url}/j_security_check', 
            headers={'Content-Type': 'application/x-www-form-urlencoded'}, 
            data={'j_username': self.user, 'j_password': self.password}, 
            verify=False # Nastavljeno zaradi uporabe self-signed cert  
            ) 
        #Preverjanje uspe!nosti avtentikacije 
        if auth_response.status_code != 200 or auth_response.text.startswith('<html>'):  
            raise Exception('Login failed')                
         
        response = self.session.get(url=f'{self.base_url}/client/token') #X-XSRF-TOKEN 
 
        if response.status_code == 200: 
            #Shranimo vsebino odgovora kot vrednost "etona X-XSRF-TOKEN  
 
            self.session.headers['X-XSRF-TOKEN'] = response.content             
print(response.content) 
        else: 
            raise Exception(f'Failed getting X-XSRF-TOKEN: {response.status_code}') 
 
def main(): 
    #Uporabljene spremenljivke 
    vmanage_host = os.environ.get('VMANAGE_HOST') 
    vmanage_username = os.environ.get('VMANAGE_USERNAME') 
    vmanage_password = os.environ.get('VMANAGE_PASSWORD') 
 
    #Ustvarimo novo instanco objekta "conn" 
    conn = vmanage_session(vmanage_host,vmanage_username,vmanage_password) 
 
 
Prikaz uporabe vManage REST API 
 
1. Pridobi seznam kontrolerjev in robnih usmerjevalnikov prekrivnega omre"ja 
 
S pomo!jo metode GET lahko pridobimo podroben seznam vseh kontrolerjev in robnih 
usmerjevalnikov, ki so del prekrivnega omre"ja.  
 
Uporabljen REST API URL: https://<vmanage>:<port>/dataservice/device  
 
Uporabljena funkcija: 
 def device_list(self): 
        api_uri = '/device' 
        response = self.session.get(f'{self.base_url}{api_uri}') 
        print("====") 
        return response.json()["data"] 
 
Klic funkcije: 





  'certificate-validity': 'Valid', 
  'connectedVManages': ['"10.255.255.1"'], 
  'controlConnections': '3', 
  'device-groups': ['"No groups"'], 
  'device-model': 'vmanage', 
  'device-os': 'next', 
  'device-type': 'vmanage', 
  'deviceId': '10.255.255.1', 
  'domain-id': '0', 
  'host-name': 'vmanage', 
  'isDeviceGeoData': False, 
  'lastupdated': 1591707060340, 
  'latitude': '37.666684', 
  'layoutLevel': 1, 
  'local-system-ip': '10.255.255.1', 
  'longitude': '-122.777023', 
  'max-controllers': '0', 
  'model_sku': 'None', 
  'personality': 'vmanage', 
  'platform': 'x86_64', 
  'reachability': 'reachable', 
  'site-id': '100', 
  'state': 'green', 
  'state_description': 'All daemons up', 
  'status': 'normal', 
  'statusOrder': 4, 
  'system-ip': '10.255.255.1', 
  'testbed_mode': False, 
  'timezone': 'UTC', 
  'total_cpu_count': '2', 
  'uptime-date': 1591706400000, 
  'uuid': 'd772643f-4d87-4c1e-9b1a-1bbc725f9045', 
  'validity': 'valid', 
  'version': '20.1.1'},  
   …] 
Prejet izpis v formatu JSON lahko s pomo!jo knji"nice tabulate prika"emo v obliki tabele.  
Python koda, ki poskrbi za izpis v obliki tabele: 
# DEVICE LIST 
devices = conn.device_list() 
 
headers = ["Host name", "Device type", "Device ID", "System IP", "Site ID", 
"Version", "Device Model"] 
mylist = [] 
     
for item in devices: 
    tr = [item['host-name'], item['device-type'], item['uuid'], item['system-
ip'], item['site-id'], item['version'], item['device-model']] 
    mylist.append(tr) 
    
try: 
    devicelist_tabulate = tabulate.tabulate(mylist, headers, 
tablefmt="fancy_grid") 
    print(devicelist_tabulate) 
except UnicodeEncodeError: 
     devicelist_tabulate = tabulate.tabulate(mylist, headers, tablefmt="grid") 
     print(devicelist_tabulate) 
 
Izpis v obliki tabele: 
 




Demonstriran primer predstavlja le enega izmed mo"nih na!inov uporabe programirljivega 
vmesnika REST API. vManage REST API nam namre! omogo!a centralizirano upravljanje, 
nadzorovanje in konfiguriranje vseh entitet prekrivnega omre"ja Cisco SD-WAN. Poleg tega 
pa nam omogo!a tudi integracijo z "e obstoje!im re#itvami programsko definiranih omre"ij 
(SD-Access, ACI).  
Kontroler vManage podpira tudi mehanizem Webhook, ki omogo!a po#iljanje obvestil o 
omre"ju poobla#!enim tretjim aplikacijam. Deluje v realnem !asu in uporablja metodo HTTP 
POST. S tem se izognemo periodi!nemu pridobivanju podatkov prek REST API in 
omogo!imo koristne integracije z obstoje!imi aplikacijami (monitoring orodja, Messenger, 
Webex …).  
Mo"nosti uporabe vManage REST API in mehanizma Webhook je veliko. V magistrski nalogi 























V magistrski nalogi sem predstavil pojem programsko definiranih prostranih omre"ij, ki z 
izgradnjo prekrivnega omre"ja omogo!ajo centralizirano upravljanje in nadzor nad 
omre"jem, skalabilnost, so!asno uporabo komercialno dostopnih in zasebnih transportnih 
povezav, direktno povezljivost z aplikacijami v oblaku ter dinami!no prilagajanje delovanja 
omre"ja glede ne trenutne potrebe organizacij. 
V sklopu magistrske naloge sem v virtualnem okolju testiral izgradnjo in delovanje omre"ja 
Cisco SD-WAN. Predstavljeni so prakti!ni primeri implementacije kontrolnih, podatkovnih in 
aplikacijsko orientiranih politik ter njihov vpliv na delovanje prekrivnega omre"ja. 
Implementirana je tudi logi!na delitev celotnega omre"ja na manj#a virtualna omre"ja ter 
direktna povezljivost z internetom (angl. Direct Internet Access – DIA). Demonstriral sem tudi 
uporabo programirljivega vmesnika vManage REST API, prek katerega lahko centralizirano 
upravljamo, spreminjamo in nadzorujemo delovanje prekrivnega omre"ja Cisco SD-WAN. 
Na podlagi pridobljenih prakti!nih izku#enj in ugotovljenih prednosti uporabe tehnologije SD-
WAN bi uvedbo tak#nega omre"ja priporo!al predvsem ve!jim organizacijam, ki si "elijo 
centraliziran nadzor nad omre"jem, neodvisnost od ponudnika internetnih storitev, direktni 
dostop do obla!nih storitvah, integracijo z "e obstoje!imi re#itvami ter uporabo komercialno 
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