A pedestrian detection system is a crucial component of advanced driver assistance systems since it contributes to road flow safety. The safety of traffic participants could be significantly improved if these systems could also predict and recognize pedestrian's actions, or even estimate the time, for each pedestrian, to cross the street. In this paper, we focus not only on pedestrian detection and pedestrian action recognition but also on estimating if the pedestrian's action presents a risky situation according to time to cross the street. We propose 1) a pedestrian detection and action recognition component based, on RetinaNet; 2) an estimation of the time to cross the street for multiple pedestrians using a recurrent neural network. For each pedestrian, the recurrent network estimates the pedestrian's action intention in order to predict the time to cross the street. We based our experiments on the JAAD dataset, and show that integrating multiple pedestrian action tags for the detection part when merge with a recurrent neural network (LSTM) allows a significant performance improvement.
I. INTRODUCTION
Pedestrian detection is one of the highly debated issues in the intelligent systems field due to its large-scale applicability in self-transportation and driver assistance systems. It is one of the main interests of transportation safety as it could lead to a significant reduction in the number of traffic accidents and ensure the safety of pedestrians, who are the most vulnerable road users.
Human errors abound due to fatigue, driving the car while using the telephone, driving under the influence of medicine, or pedestrians' bad and/or risky behavior, any of which may generates traffic collisions. These collisions between cars and pedestrians could be greatly decreased if human error could be eliminated by employing an Advanced Driver Assistance System (ADAS) for pedestrian detection.
Automotive companies like BMW, Mercedes, Nissan, Audi, Toyota, have this ADAS technology in the majority of their high-end automobiles.
The associate editor coordinating the review of this manuscript and approving it for publication was Zhengbing He . This issue has been widely investigated, but it still remains an open challenge because progress in pedestrian detection is hindered by the difficulty of detecting all (partially) occluded pedestrians and the problem of operating efficiently in severe weather conditions. Moreover, current systems cannot yet understand the intention of road users involved to ensure their safety and secure the traffic flow. For this purpose, the system should have i) a detection model for localizing and recognizing the pedestrians among other road users, ii) a classification model to distinguish the pedestrian actions, and iii) a prediction model to estimate the pedestrian actions over the next frames (short, medium and/or long-time prediction). The prediction component should perform efficiently in various environmental circumstances and even offer the possibility of estimating the time to cross the street for each pedestrian.
The difficulty in solving these problem comes from the lack of public annotated data bases. Hence, there are no public databases annotated with pedestrian time to cross, while there are several interesting huge pedestrian detection databases (Kitti, Caltech, among others). Another problem is that those databases do not provide any pedestrian action labels. To the best of our knowledge, the only public data set with pedestrian action tags in urban traffic environmental is JAAD [1] . Because this data set does not provide the annotations directly for pedestrian time to cross, we determine it for each pedestrian trajectory (enable the correspond frames label sequences).
The question is, could we manage the pedestrian action classification and the pedestrian bounding box (BB) detection in one end-to-end detector? or we must use two separate models: first for pedestrian detection and then for pedestrian action recognition, as existing approaches from literature?
The contribution of this paper concerns solving this issue by applying a multi-task deep learning model for detecting, classifying, and estimating the time to cross for multiple pedestrian actors.
To do so, we develop the following methodology relying on a deep learning approach:
• Train all pedestrian Bounding Boxes (BB) samples with the RetinaNet [2] for pedestrian detection purposes;
• Split the pedestrian Joint Attention for Autonomous Driving (JAAD) [1] data set into four classes for pedestrian action functionality: pedestrian is preparing to cross the street, pedestrian is crossing the street, pedestrian is about to cross the street, and pedestrian intention is ambiguous;
• Train a Long Short-Term Memory (LSTM) model using only BB coordinates in order to estimate the time to cross of each pedestrian.
The paper is organized as follows: Section 2 outlines some existing approaches from the literature and gives our main contribution. Section 3 presents an overview of our system. Section 4 describes the experiments setups. Section 5 shows the results on the JAAD dataset. Finally, Section 6 presents our conclusions.
II. RELATED WORK
Several research activities addressing pedestrian detection have produced significant performances for this issue [3] - [7] . The estimation of the pedestrian intention, and especially of the pedestrian risky actions is even more challenging because of the ambiguities in pedestrian motions. Indeed, the pedestrian could decide to change its behavior/movement in less than one second, which increases the difficulty of solving the problem. Nevertheless, the interest in estimating the pedestrian actions for smart cars has significantly increased in the last years [8] - [12] . In order to find a solution to this issue, the research analyzed various features like pedestrian movements and/or pedestrian behaviors [13] , [14] , interactions between pedestrians [15] , [16] and pedestrian tracking paths [9] , [10] .
A comprehensive review of the predicting pedestrian behavior research is presented in [12] , which includes several pedestrian action and movement estimation approaches, and also sets out the advantages and shortcomings of the currently available datasets. The authors assume that the prediction of pedestrian intention requires to use pedestrian specific dynamic information as well as contextual road environment. In [17] , the authors present a pedestrian action recognition approach based on AlexNet handling JAAD dataset, where they investigate whether the full pedestrian body and part of the pedestrian body (consisting either of the head or lower pedestrian body) influence the classification task. They also use a linear SVM to distinguish the situation of a pedestrian crossing or not the street based on pedestrian attention information. The authors also conclude that it is better to use temporal and spatial-temporal contextual information to increase the prediction performance.
A pedestrian position estimation based on the Extended Kalman Filter (EKF) and Interacting Multiple Model (IMM) algorithm using Constant Velocity, Constant Acceleration and Constant Turn is proposed in [9] . The authors also build a dataset, the Daimler data set, with four pedestrian actions called: crossing, bending in, bending out, and stopping. A combination of the Gaussian Process Dynamical Models, Probabilistic Hierarchical Trajectory Machine with Kalman Filter and Interacting Multiple Model-based on the Daimler data set using stereo vision images is presented in [18] . The authors get better performance than the EKF-IMM model for the stopping situations. They also make a comparison between these approaches and conclude that the performances are almost similar for other pedestrian actions.
A short-term prediction of pedestrian behaviors using Daimler datasets was included in [8] . It is based on a Variational Recurrent Neural Network which provides the latent variables suitable for a dynamic state-space model. The authors predict whether a pedestrian is about to stop or to cross, and obtain high performance on the Daimler benchmark. To predict the pedestrian trajectory and its final destination, an approach using CNN base on LSTM and path planning is presented in [10] . This system can predict destinations and pedestrian trajectories. A mixture of CNN-based pedestrian detection, tracking and pose estimation to predict the pedestrian crossing actions based on the JAAD dataset is addressed in [13] . The authors utilize the Faster R-CNN object detector based on VGG16 CNN architecture for the classification task, use a multi-object tracking algorithm based on the Kalman filter, apply the pose estimation pattern on the bounding box predicted by the tracking system, and finally use an SVM or a Random Forest to classify the pedestrian actions (Crossing /Not Crossing).
All these approaches for pedestrian action prediction exploit a standard pedestrian detection component which only discriminates between the pedestrian from non-pedestrian, among other road users, and estimates the pedestrian action or its final destination for the next frames (short, medium and long term) for all detected pedestrians. The time to cross estimation of pedestrians is more challenging than predicting the pedestrian action since it requires contextual spatialtemporary: a fine analysis of the whole scene, as well as a fine analysis of the pedestrian motion. Let us emphasize that this task is challenging even for human beings. To our knowledge, there are no different approaches for pedestrian time to cross (TTC) prediction, other than the method addressed in [13] on JAAD dataset. Nevertheless, the authors in [13] have handled this problem in a step-bystep manner, including the pedestrian tracking component, based on different image processing and machine learning approaches, allowing finally for the pedestrian short-term (1 frame) TTC prediction. We propose an original method for TTC prediction, without an explicit tracking component, based only on deep learning neural networks, allowing a short, medium and long term prediction. Moreover, there is a lack of public annotated data. The JAAD dataset is not annotated for the prediction of pedestrian time to cross issue. The issue of TTC prediction is addressed in [13] where the authors made their own pedestrian TTC annotation on JAAD dataset to solve it, but the authors did not make public these annotations. Further, the authors did not apply their annotation process on all JAAD videos, but only on several sequences. For the TTC prediction problem, we select some cues from the JAAD [1] public data set in order to solve this issue and then we made our pedestrian TTC annotation for all videos.
We also present a multi-task application which can estimate the time to cross the street for each pedestrian using a recurrent neural network (LSTM) in two ways:
• using only BB coordinates in order to estimate the time to cross the street (see Figure 1 );
• using BB coordinates and pedestrian action tags in order to estimate the time to cross the street (see Figure 2 );
We use the classical approach where the detection and prediction part were independently analyzed (we called the two-stage approach). The LSTM estimate the time to cross the street for each video sequence (estimate the time to cross for all pedestrians from the entire visual spectrum).
Since the detection and estimation components are connected, we also investigate the pedestrian detection issue in two ways:
• pedestrian detection using only the pedestrian BB, which we call the classical method (see Figure 3 );
• pedestrian detection and action recognition using the pedestrian BB with the corresponding pedestrian action labels: Pedestrian is Preparing to Cross the street (PPC), Pedestrian is crossing the street (PC), Pedestrian is about to cross the street (PAC), and pedestrian intention is ambiguous (PA) (see Figure 4 ).
III. METHODOLOGY
In this section, we outline the components and methods used to solve these issues.
A. PEDESTRIAN DETECTION
In order to develop a pedestrian detection system, it is mandatory to take into account three main components: the sensors employed to capture the visual road environment, the image processing elements, and the classification parts. In general, all these components are correlated to achieve a high detection performance, but specific items are seldom investigated independently according to the target application. We have concurrently examined the detection part by applying a generic object detector based on the public RetineNet [2] . We have handled the Resnet50 [19] CNN architecture for the classification task with the Keras public open-source implementation described in [2] . All the training process is based on the JAAD [17] dataset, which provides an annotation of pedestrians with behavioral tags and pedestrians without behavior tags. The Jaad data set [17] , [20] descriptions and annotations present various specific events and actions made by pedestrians before crossing the street, that allow us to divide the pedestrian actions into four classes, according to our goal, the TTC estimation: pedestrian is preparing to cross the street (PPC), pedestrian is crossing the street (PC), pedestrian is about to cross the street (PAC), and pedestrian intention is ambiguous (PA). We adopted two approaches in the training stage: 1) using all pedestrian BB samples where we consider all the pedestrian annotation tags as a pedestrian (P); 2) using the four proposed pedestrian action tags mentioned above and taking into account only the pedestrian behaviors (PPC, PC, PAC, PA).
B. ESTIMATION OF PEDESTRIAN TIME TO CROSS
The estimation of time to cross for each pedestrian is essential for the ADAS systems since it could predict if and when there could be a risky situation. From a machine learning point of view, TTC estimation can be considered as a regression problem, where we aim at estimating the remaining time or real value (whether we consider several frames or time in seconds) for each frame of a video. As the dynamic of the signal is essential to estimate TTC efficiently, we have naturally turned toward the use of a recurrent neural network to capture the temporal context of the motion. Among recurrent models, we have chosen to use LSTMs which have shown their efficiency on many sequence analysis problems. For instance, it was shown in [21] that RNNs improve signal estimation compared to the Kalman filter.
The TTC estimation of a video can be achieved regarding two strategies:
• an individual estimate for each pedestrian BB sequence provided by the pedestrian detector (using only PPC samples);
• multiple estimates for all detected pedestrians (using all samples). We emphasis that the detection and prediction components are trained independently.
The detection step is based on RetinaNet [2] , because its performance exceeds the Faster R-CNN [22] , R-FCN [23] , SSD [24] and YOLOv1 [25] . It has as input the entire RGB images and returns for each pedestrian the corresponding bounding box and its action tag.
The prediction model is based on LSTM, and it has the 2D bounding box (BB) coordinates as input data provided by the detection component. The output consists of time to cross for each pedestrian, and it outlines over how many frames the pedestrian crosses the road. We take into account the temporal context information for the previous frames from T-5, T-14, and T-40 in order the estimate the time to cross the street in term of short (5 frames), medium (14 frames) and long (40 frames) term estimation. Our prediction model consists of four blocks of LSTM with 50 nodes each followed by dropout layer with 20% drop off rate for each LSTM layer, and finally, two fully connected layers with 20 neurons. We used this architecture because we observed a better performance on these settings. That have been tuned over a validation dataset.
IV. EXPERIMENTS
In this section, we present our set of experiments, including setups and performance assessment of our approaches.
A. DATA SETUP
The experiments were performed on the JAAD dataset [17] since its data was collected in usual urban road traffic environments for different locations, times of the day, road and weather conditions. This dataset provides pedestrian bounding boxes (BB) for pedestrian detection (including, for several of them, the pedestrian action tags), pedestrian attributes for estimating the pedestrian behavior and traffic scene elements. It has 346 video sequences (between 5 and 15 seconds long) with an image resolution of 1920 × 1080 pixels and respectively 1280 × 720 pixels recorded in different urban environments [1] . Moreover, it contains approximately 337k pedestrian BB samples, of which around 72.000 (18%) samples are tagged as partially occluded BBs and 46000 (11%) samples as heavily occluded BBs. We use all the pedestrian BB samples, including the partially and heavily occluded pedestrians for all training and testing process.
B. TRAINING PROTOCOL
We used the first 250 video sequences of JAAD data set for the training process and the rest for the testing. We used 10% from training set for validation process.
The training and testing samples include even the partially occluded and heavily occluded BBs.
In [17] , [20] , the authors present a variety of pedestrian behaviors done before crossing and after crossing the street and even when the pedestrian does not cross the street. These behaviors were collected and annotated with different action labels according to the pedestrian events for each pedestrian from all video sequences.
The events could be:
• the pedestrian completes to cross the street;
• the pedestrian has no intention to cross the road (e.g. sits on a public bench, waiting for public transportation);
• the pedestrian does not cross the street (e.g the pedestrian has started to cross the street, but suddenly he/she is stopping). For instance, if the pedestrian is going to cross the street, the pedestrian is doing at least one action, like standing, looking, and then crossing the street, or moving, looking, and then crossing the street. The pedestrian actions done before or during one event, could be different for each pedestrian, even if the event is the same. Hence, according to these action annotations, we can observe that there exists a specific pattern for each pedestrian for a given event.
Therefore, according to the specifications and annotations presented above, we separate the pedestrian action labels into four classes: 1) Pedestrian is Preparing to Cross the street (PPC), where the pedestrian is walking/standing, whatever the pedestrian pays attention or not, and changes or does not change behavior before crossing. In this case, the pedestrian is definitively assumed to cross the street after these actions. The problem is to estimate precisely the time to cross for preventing a collision.
2) Pedestrian is Crossing the street (PC), where the pedestrian is observed from the point of crossing until the pedestrian has crossed the road. There are video sequences beginning directly from the point of crossing the street. 3) Pedestrian is About to Cross the street (PAC), where the pedestrian is about to cross and pays attention and acts according to the event. Therefore, the pedestrian will not always cross the street after this action. 4) Pedestrian intention is Ambiguous (PA), where the pedestrian is walking/standing, and his/her intention is ambiguous. In this case, the pedestrian has crossed the road or perform another event which does not present a risk situation.
1) THE DETECTION LEARNING PROTOCOL
We train the Convolution Neural Network (CNN) in a few ways: 1) We train the CNN with all pedestrian samples where we consider all the action tags as a pedestrian (P); 2) We train the CNN with the pedestrian action tags mentioned above (PPC, PC, PAC, PA); The first 250 videos (with the original resolution of 1920 × 1080 pixels) are used for the training process. We have 95170 pedestrian samples with actions tags of which 24324 are preparing to cross the street (PPC), 51012 pedestrian samples are crossing the street (PC), 14267 pedestrian samples are about to cross the street (PAC), and 5567 pedestrian samples whose intentions are ambiguous (PA).
We perform the CNN learning process during 48 hours on 2 GPU, with a batch size of 1, using an initial learning rate value of 0.0005 with ADAM algorithm learning.
2) THE TIME-TO-CROSS ESTIMATION LEARNING PROTOCOL
The pedestrian time to cross was calculated only for pedestrians who are preparing to cross the street (PPC) because only in this case are the pedestrians definitively going to cross the street and only in this particular case can we estimate the time to cross for each pedestrian. Thus after a PA action, the pedestrian will never cross the street, and after a PAC, the crossing is quite unpredictable (even for the pedestrian itself), but they can start directly with PC.
To determine the time to cross, we use an LSTM which is trained independently of the CNN based detector since it is applied after the detection step.
We create a bounding box matrix to predict the time to cross for multiple pedestrians sequences within the same LSTM (see Figure 5 ). The LSTM was trained using the following methodology:
• We created an input bounding box matrix (4 × 20) for each frame T where we set the bounding box coordinates only for PPC pedestrian samples or set for all pedestrian samples. For the PPC element in the input matrix, the corresponding output is the time to cross, which consists in the descending scrambling order of frames to the moment of crossing. While for the other pedestrians (PA, PAC, PC), the corresponding output is (−1). In our approach, we consider there are no more than 20 pedestrians per frame (see Figure 1 ).
• We created an input bounding box matrix (5 × 20) for each frame where we set the bounding box coordinates and pedestrian action tag only for PPC pedestrian samples or set for all pedestrian samples. The input matrix values for the pedestrian action tags are coded with the following: PPC = 0; PA = 1; PC = 2; PAC = 3. The output matrix is the time to cross for the PPC tag, while for the other pedestrians (PA, PAC, PC) the corresponding output is (−1) (see Figure 2 ).
We performed the LSTM training process with the ADAM learning algorithm method, using previous time steps of 5, 14, and respectively 40 frames to estimate time to cross. For each step, the LSTM estimates over how many frames the PPC pedestrian will cross the street.
C. TESTING PROTOCOL
The testing set used to assess the CNN based detector, and the LSTM based predictor performances are independent of the training dataset. It contains 105 video sequences. It has a total of 43420 pedestrian samples of which 12110 samples are pedestrians who are preparing to cross the street (PPC), 19157 samples are pedestrians who are crossing the street (PC), 1296 samples are pedestrians who are about to cross the street (PAC) and 4857 examples where their intention is ambiguous (PA).
We test the prediction component in two different ways:
• first only on the 12110 pedestrian samples to assess only the predictor capabilities independently of the pedestrian detector and classifier, because this is the only case where the pedestrians are clearly going to cross the street;
• second on all 43420 pedestrian samples in order to assess the overall performance of the system.
Our testing methodology generally consists of the upcoming plan:
• testing only the pedestrian detection; • testing the pedestrian detection with action classification capability;
• testing, independently of the detection and classification components, the pedestrian time to cross estimation on the PPC pedestrian samples only;
• testing, independently of the detection and classification components, the pedestrian time to cross estimation on all real pedestrian samples;
• testing the detection component connected with the prediction component (time to cross).
In this paper, we performed all these testing steps.
D. EVALUATION PROTOCOL
The evaluation process for all the CNN based detectorclassifier models was done with the Tensorflow Deep Neural Network Framework. The performances were assessed by the average precision (AP) and mean average precision (mAP) for the detection part. The AP and mAP values were computed using the TensorFlow metrics tool. The AP is calculated for each class, where a detection is considered accurate if the BB detection-result is higher than 50% (Intersection over Union, IoU ≥ 0.50). Moreover, we use the Root Mean Square Error (RMSE) using the Scikit-Learn tool [26] , in order to measure the differences between the predicted time to cross values and the observed ones, which is the common estimator evaluation metric (deviation of the prediction errors).
In this equation (1), P represents the Predicted value (predicted value), R the Actual values (real value), m represents the number of videos n represents the number of frames on the testing set.
We calculate the Confidence Interval (CI) to evaluate whether one model is statistically better than another one.
In this formulation, P represents the performance system (e.g., AP, mAP) and N represents the number of testing pedestrian samples.
V. RESULTS
The experiments were performed on the Jaad data set using the original video size. We independently provide the results for the pedestrian detection component followed by the pedestrian detection with action classification capability, and finally, we present the performances for the estimation of the time to cross methods.
A. EVALUATION OF PEDESTRIAN DETECTION COMPONENT
In order to test the detection performance, we carried out several experiments. In our first detection experiment, we investigated the performances of RetinaNet [2] using the classical approach without action recognition on the JAAD data set. Our detection results are summarized in Table 1 , where we show 56.05% mAP.
The detection performance connected with action recognition (using pedestrian action tags, PPC, PC, PAC, PA) of 26.36% mAP is presented in Tab 1.
This result is less than the previews one since it has to distinguish not only the pedestrian among other road users but also its actions. We deem that the four pedestrian action classes are quite difficult or even impossible to distinguish without environmental traffic context (crosswalk, sidewalk).
We observed the detection performance when pedestrian is crossing the street (PC) is the height one (65.57% AP), followed by the pedestrian is preparing to cross the street (PPC) (17.67% AP), the pedestrian is about to cross the street (PAC) (13.00% AP), and finally pedestrian intention is ambiguous (PA) (9.22% AP) (see Tab 1 and Fig 6 part 6a  and 6b ).
The second approach (using multiple pedestrian tags), although it detects the pedestrians, cannot be associated with the first method because it also instantly classify the action of the pedestrians during the detection step. We consider the second approach as a challenging one for CNN since four labels are used (PC, PCC, PAC, PA). This task, some time is challenging even for the human being (see Fig 6) . The performance estimation is also biased, considering labels are ambiguous because some of them are very close or even belongs to two classes. Therefore its performance is less than the first detection approach.
B. EVALUATION OF PEDESTRIAN TIME-TO-CROSS COMPONENT
In Table 2 , we present a comparison between our time to cross estimation models. We also present their performances on different prior time steps.
According to RMSE, the smallest error is the best one. We achieved 9.36% RMSE tested on real and 10.42% RMNS tested on detected values. This method was learned only on PPC samples with action tags and tested on all samples using 14 and respectively 40 frames as previous time step.
We obtained 4.76% RMSE tested on real values and 4.88% on detected values using only the PPC samples with action tags with 40 as previous time step.
For the method learned on all BB coordinates samples we achieved the best performance with 40 frames at a time step using only BB coordinates for both tested methods, (4.01% RMSE) real values and (4.60% RMSE) detected data methods.
We observed the best for those methods where obtained with different time steps. We think this difference comes from the various length of the pedestrian sequences and complexity of the data. However, the estimation of time to cross using all samples is more challenging for LTMS since it has to take into account even the pedestrian who is not prepared to cross the street, or whose intention is ambiguous.
In Figure 7 , we plot the ground truth TTC versus predicted TTC on different time steps and for different approaches. We can observe that the estimation of TTC is globally satisfying. Indeed, the shape of the plot spread shows a roughly linear correlation between the real and the estimated values of TTC. It confirms that the TCC values can be directly estimated in a regression method using a deep learning approach.
VI. CONCLUSION
In this paper, we evaluated the estimation of the time to cross for pedestrians with deep learning approaches using the JAAD dataset.
We first studied different pedestrian actions to find out if a pedestrian is crossing the street, and based on this information, we estimate the time to cross for each detected pedestrian. We split the pedestrian Joint Attention for Autonomous Driving (JAAD) data set into four classes: pedestrian is preparing to cross the street (PCC), the pedestrian is crossing the street (PC), pedestrian is about to cross the street (PAC), and pedestrian intention is ambiguous (PA).
We evaluated the pedestrian detection approach, where all samples are tagged as pedestrian and not pedestrian and a pedestrian detection approach using multiple tags. The first method achieved better performance since it has only to distinguish the pedestrians from other road users in contrast to the second one which has also to recognize pedestrian actions. The second detection approach returned a weaker performance than the classical one.
The estimation of time to cross was learned using only PPC samples and respectively all samples. Since our global method is created in two stages, the first one could be applied whenever the pedestrian detector returns correctly the PPC event in contrast with the second one, which could be used without any restriction. The first one returns a better performance, but we consider the second one the more promising because it is more realistic, so we will continue to analyze it in our future our and also create an end-to-end detector-estimation time to cross approach.
