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Artificial recurrent neural networks (RNNs) are powerful models for understanding and mod-
eling dynamic computation in neural circuits. As such, RNNs that have been constructed to
perform tasks analogous to typical behaviors studied in systems neuroscience are useful tools for
understanding the biophysical mechanisms that mediate those behaviors. There has been signif-
icant progress in recent years developing gradient-based learning methods to construct RNNs.
However, the majority of this progress has been restricted to network models that transmit infor-
mation through continuous state variables since these methods require the input-output function
of individual neuronal units to be differentiable. Overwhelmingly, biological neurons transmit
information by discrete action potentials. Spiking model neurons are not differentiable and thus
gradient-based methods for training neural networks cannot be applied to them.
This work focuses on the development of supervised learning methods for RNNs that do not
require the computation of derivatives. Because the methods we develop do not rely on the dif-
ferentiability of the neural units, we can use them to construct realistic RNNs of spiking model
neurons that perform a variety of benchmark tasks, and also to build networks trained directly
from experimental data. Surprisingly, spiking networks trained with these non-gradient methods
do not require significantly more neural units to perform tasks than their continuous-variable
model counterparts. The crux of the method draws a direct correspondence between the dy-
namical variables of more abstract continuous-variable RNNs and spiking network models. The
relationship between these two commonly used model classes has historically been unclear and,
by resolving many of these issues, we offer a perspective on the appropriate use and interpre-
tation of continuous-variable models as they relate to understanding network computation in
biological neural circuits.
Although the main advantage of these methods is their ability to construct realistic spiking net-
work models, they can equally well be applied to continuous-variable network models. An exam-
ple is the construction of continuous-variable RNNs that perform tasks for which they provide
performance and computational cost competitive with those of traditional methods that com-
pute derivatives and outperform previous non-gradient-based network training approaches.
Collectively, this thesis presents efficient methods for constructing realistic neural network mod-
els that can be used to understand computation in biological neural networks and provides a
unified perspective on how the dynamic quantities in these models relate to each other and to
quantities that can be observed and extracted from experimental recordings of neurons.
Table of Contents
List of Figures iv
CHAPTER 1—Introduction 1
Levels of abstraction in modeling and analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Overview of dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Neural coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Firing rate codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Static population codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Dynamic representation and heterogeneity of response . . . . . . . . . . . . . . . . . 11
What are the continuous quantities of interest then? . . . . . . . . . . . . . . . . . . . 13
Artificial network models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
f-I curves and mean field theories of spiking neurons . . . . . . . . . . . . . . . . . . . 15
Firing-rate models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Reinterpreting firing-rate models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Building network models that perform tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Our modeling goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Recurrently connected networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Continuous-variable models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Spiking models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Random connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
i
Continuous-variable models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Spiking models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Training recurrent networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Training continuous-variable networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Training spiking networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Connecting continuous-variable and spiking models . . . . . . . . . . . . . . . . . . . . . . . 36
Hybrid firing-rate/spiking network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
The failure of reservoir approaches in LIF networks . . . . . . . . . . . . . . . . . . . 38
CHAPTER 2—Building Functional Networks of Spiking Model Neurons 42
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Defining the input, output and network connections . . . . . . . . . . . . . . . . . . . . . . 46
Driven networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Spike coding to improve accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Autonomous networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
The connection to more general tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
CHAPTER 3—Using Firing-Rate Dynamics to Train Recurrent Networks of Spiking Model
Neurons 62
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Network architecture and network training . . . . . . . . . . . . . . . . . . . . . . . . . 64
Using continuous-variable models to determine auxiliary target functions . . . . . 68
ii
Examples of trained networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Generating EMG activity during reaching . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
CHAPTER 4—Full-FORCE Learning in Continuous-Variable Networks 84
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Network model and learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
FORCE learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Full-FORCE learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Input driven periodic task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Singular values of J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Comparing Full-FORCE networks to gradient-based networks . . . . . . . . . . . . . . . . 97
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
CHAPTER 5—Conclusion 103
Returning to the question of spikes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Revising the interpretation of rate models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Encouraging abstract thinking in data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
The role of randomness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108




1.1 The variable nature of spiking and recovery of the firing rate . . . . . . . . . . . . . 6
1.2 Population decoding in the motor system . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Neural responses in motor cortex are heterogeneous . . . . . . . . . . . . . . . . . . . 12
1.4 Neural tuning in motor cortex changes with time . . . . . . . . . . . . . . . . . . . . . 13
1.5 In vivo-like and LIF f-I curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Input dependent suppression of chaos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.7 Irregular spiking in a balanced network . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.8 FORCE learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.9 Hybrid rate/spiking model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.10 Intuition into reservoir methods, and why they fail in LIF networks . . . . . . . . 39
1.11 Training LIF networks with Fourier bases and chaotic rate networks . . . . . . . . 40
2.1 Autonomous and driven networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2 Driven networks approximating a continuous target output . . . . . . . . . . . . . . 47
2.3 Two autonomous integrator networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.4 Autonomous networks solving a temporal XOR task . . . . . . . . . . . . . . . . . . 57
3.1 Network architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Oscillation task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3 XOR task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4 EMG task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5 EMG population dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.6 Oscillation task with constrained J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
iv
4.1 Network structure and the learning problem . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2 Input, output and firing-rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3 Performance of FORCE and Full-FORCE networks . . . . . . . . . . . . . . . . . . . 92
4.4 Test error as a function of training time . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.5 Singular values of learned connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.6 Training time for Full-FORCE and gradient-based networks . . . . . . . . . . . . . . 97
4.7 Dynamics of a Full-FORCE trained network and a Hessian-Free trained network 98
4.8 Using Full-FORCE to learn a Hessian-Free network . . . . . . . . . . . . . . . . . . . 100
5.1 Training a spiking network with targets from a back-propagation trained network 104
v
Acknowledgments
One of the most satisfying components of being a scientist is that work is inherently collabora-
tive. This thesis would not have been possible without the support of many people over many
years, whom I would like to thank and acknowledge.
First and foremost, I would like to thank my wife and partner, Akemi Martin, for her patience,
support and inspiration. Akemi is an incredibly courageous woman whose fearlessness inspires
me to live life the way I want, no matter how confusing my choices might seem to others. She has
an uncanny ability to see things as they are, not as they seem, which has profoundly influenced
my work and life, both scientifically and outside of science. I would also like to thank our dog,
Caesar, who reminds me that life is a joyful thing and that everyday has something new to offer.
I would like to thank my parents, Michael and Kathleen DePasquale, for their constant love and
support. I can only imagine what it must be like to have me as a son. They have always stood
behind me and tried to understand whatever crazy idea I felt compelled to pursue. Growing up, I
never considered them renegades, or boundary-pushers, two qualities I now view as synonymous
with being a scientist. Age has brought me perspective on this, and it is clear to me now that the
relentless desire I feel for exploring the world around me was quietly imbued in me by them.
I would also like to thank my siblings, Michael and Anthony DePasquale, for politely nodding
along when I tried to explain my research to them.
I would like to thank prior research collaborators from MIT, in particular Joey Feingold, Chris
Moore and Mike Long, for aiding my transition into neuroscience and for guidance while ap-
plying to graduate school. I shared many joyful moments with them recording from monkeys
vi
and playing softball, and miss their cheerful disposition in my everyday life. Additionally, I
would like to thank Vassilios Fessatidis, an undergraduate professor at Fordham University, who
supported me in my choice to leave physics and move into neuroscience. Much of my early
mathematical knowledge is due to his exceptional teaching.
I would like to thank early research supervisors and thesis committee members—Randy Bruno,
Liam Paninski, Stefano Fusi, Misha Tsodyks, Jonathan Pillow, John Cunningham, and (briefly)
Mike Shadlen—for formative and guiding research projects and discussions during my PhD. Each
one contributed, at least in some small way, to the ideas produced in this work, and for that
I am grateful. In particular, I would like to thank Stefano, for being around for advice when
(sometimes) Larry was not.
I would like to thank members of the Theory Center, the Neurobiology program and the
Churchland Lab, in particular Matthew Lovett-Barron, Charlotte Barkan, Christine Constantino-
ple, Saul Kato, Sean Escola, Armen Enikolopov, Xaq Pitkow, Merav Stern, Yashar Ahmadian
and Hagai Lalazar, for years of fun, guidance and riveting scientific interaction. I would like to
thank Omri Barak and Greg Wayne specifically for their tutelage in the early stages of my PhD,
when I could barely write a single line of code.
I would like to thank good friends from Cambridge, MA and from my Fordham days, in partic-
ular David Craft, Alex Ince-Cushman and Nathan Paluck, for pushing me to pursue a PhD and
for keeping me distracted from doing it.
I would like to express my deep gratitude to my research advisors, Larry Abbott and Mark
Churchland. Many of the more philosophical points regarding neural coding contained in this
thesis are directly inspired by the work of and conversations with Mark. My discussions with
him throughout my PhD have always been lively, challenging and ultimately have made me a
vii
more thoughtful scientist. For this, I am greatly indebted to him.
I know that Larry does not possess a deep love for jazz, but I was struck by a Miles Davis quote
while completing my thesis that I think rings true to my student-mentor relationship with him:
“Sometimes you have to play a long time to be able to play like yourself.” To me, the two main
challenges a student must face when completing a PhD is to learn to play, and then to learn to
play like yourself. Larry gave me the attention I needed to learn to play, and the space, time,
inspiration and support I needed to learn to play like myself. He is a truly exceptional scientist,
and more generally, a magnanimous and genial human being. It has been a great pleasure to spend
time working and thinking with him.
Additionally, Larry taught me the deep importance of clarity when sharing scientific ideas. At
this point, to me, the primary function of theoretical neuroscience within the greater neuro-
science community is to provide clarity, not confusion. I hope this thesis does him justice.
viii




Levels of abstraction in modeling and analysis
Every behavior that an organism performs is generated by the coordinated activity of a neu-
ral circuit— an interconnected network of neurons. The primary focus of experimental systems
neuroscience is to understand what aspects of neural circuit activity give rise to a specific behav-
ior. To aide this effort, theoretical neuroscientists construct artificial neural circuit models that
can perform analogous tasks while replicating the structural properties and activity patterns ob-
served in biological neural circuits. Such models can themselves be studied with the hope that
they may shed light on the processes at play in biological neural circuits.
In order for these models to be useful tools for understanding biological neural circuits, it is
imperative that they capture as many salient features of biological neural circuits as possible.
Furthermore—to avoid constructing a model of a system that is as complicated as the system
itself—it is critical that the neuroscience community identify which aspects of biological circuits
are truly critical to their function and therefore need to be modeled explicitly. At this juncture in
our understanding of neural circuits, perhaps the most important question to be addressed when
considering neural coding and models of neural circuits is what level of abstraction is appropri-
ate to capture the operation of a neural circuit, and thus, understand it. Given a particular level
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of abstraction, it is imperative that models of neural data and theoretical neural network models
firmly connect these abstractions to measurable biophysical quantities, so that their interpreta-
tion yields insight into neural circuit operation.
This thesis seeks to offer a unified perspective on the relationship between general principles of
neural coding, variables extracted from biological neural circuits and network models that seek
to replicate these principles. In order to do this, we must achieve two goals: 1) we must over-
come the technical difficulties faced when constructing artificial recurrent neural networks that
can perform tasks akin to behaviors studied within the experimental neuroscience community,
and 2) we must develop an interpretation of what the signals in different classes of network mod-
els represent, how they relate to each other and how they relate to neural activity observed in
biological neural circuits.
Overview of dissertation
In this Introduction, I lay the groundwork for integrating these ideas. First, I introduce the hy-
potheses and assumptions of standard models of neural coding. I provide a general overview of
these concepts and experimental evidence relating these concepts to observable features in neural
data. Then, I introduce existing network models that capture some of these features, and I outline
modifications that need to be made to these models to bring them in line with a more modern
perspective on neural coding. I formally state the problem of constructing artificial recurrent
networks—both spiking and non-spiking networks—and introduce methods to overcome these
difficulties. I introduce and distinguish the two classes of network model that we study, how they
relate to each other, features of biological neural circuits they can replicate and how they can be
used as models of computation in biological neural circuits.
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Chapter Two presents an overview of state-of-the-art methods for training recurrent spiking
neural networks. We review previous methods and relate these to the main work of this thesis,
to be presented in the following chapter.
Chapter Three describes the main body of research that comprises this thesis. I present the full
technical details of our training method for building recurrent spiking networks that was re-
viewed in Chapter Two. I present several examples of functioning spiking networks perform-
ing tasks of relevance to systems neuroscience that adhere to many of the most salient con-
straints of biological neural circuits. Furthermore, I illustrate how this procedure can be used to
model neuroscience data by constructing a spiking network to match electromyograms (EMG)
recorded during a reaching task. I introduce methods for including additional biological realism
in these models, including constructing sparse and Dale’s Law obeying networks. I conclude by
discussing the relationship between the dynamical variables in spiking and continuous-variable
models with the hope of elucidating the connection between the two classes of models as well as
their relationship to dynamical variables extracted from neural data.
Chapter Four re-visits the question of training recurrent continuous-variable networks, aided
by lessons learned during the process of constructing recurrent spiking networks. I show that,
just as in spiking networks, deriving targets for the full recurrent connectivity matrix results in
superior learning compared to previously presented methods. Additionally, I illustrate how this
improved learning comes about from analysis of the learned connectivity matrix and how these
modifications lead to increased noise robustness.
Chapter Five offers some concluding remarks, implications of the presented work and future
directions. I offer additional perspective of the role of continuous-variable and spiking networks
in modeling biological neural circuits with a focus on what can be learned from these networks
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regarding neural function and computation.
Neural coding
While the majority of this thesis is concerned with building functional network models, it is
important to review some history of neural coding, since one of the primary functions of a
network model is to instantiate a hypothesis about how neural circuits operate. The history of
neural coding is rich and its relationship to concepts in theoretical neuroscience can be subtle. I
therefore devote significant attention to making sure these concepts are clear, so that how they
relate to the modeling choices I make later will be clear.
Firing rate codes
Perhaps the most salient feature of neural activity in higher organisms is that neurons predom-
inantly represent information and communicate that information to other neurons by action
potentials: a nearly discontinuous spike in voltage across the membrane of a neuron. This sim-
ple fact has made the process by which neural circuits encode information profoundly elusive.
Adding to our confusion, it has been widely observed across many brain regions that neural spik-
ing activity is surprisingly variable even when an animal performs a nominally identical behavior
or experiences identical stimuli [Churchland et al., 2010b; Goris et al., 2014; Shadlen and New-
some, 1994, 1998; Softky and Koch, 1993]. This poses a vexing question: how can a system of
unreliable elements give rise to reliable output? To overcome the challenges that spiking neurons
present, both theoretical and experimental neuroscientists have done the most sensible thing
possible: simply get rid of them and replace them with more agreeable functions and concepts.
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Of course, this choice is not made flippantly, but based on far-reaching and deep assumptions
about the nature of neural coding.
In many neural systems, numerous studies have found that the frequency of spike discharges
averaged over an appropriately defined temporal window or group of neurons (which will be
defined more precisely momentarily) carries the most useful information for understanding what
relationship individual neurons or groups of neurons might play in generating behavior [Britten
et al., 1992; Churchland et al., 2012; Georgopoulos et al., 1993; Romo and Salinas, 2001]. This
averaged quantity—typically referred to as a “firing rate” when considering a single neuron or
a group of neurons that respond in a similar way—translates cumbersome discontinuous spikes
trains into more tractable continuous quantities or temporal functions while mostly retaining
the original data’s explanatory power. The principle justification for this assumption is that the
variable nature of spiking (either across a given time interval, across repetitions of a task or
across a group of similarly responding neurons) represents a source of noise that should rightly
be suppressed through averaging to undercover the latent signal—the firing rate—present within
the neuron’s or neurons’ activity (Figure 1.1).
Once the relevant signal of interest is uncovered by an averaging process, these signals can be
decoded, which is to say related in some way to a stimulus or performed behavior to elucidate the
response’s relationship to it. Parametrically defining the relationship between a neuron’s firing
rate (either observed across a sufficient time window, across repetitions of a behavior or across
a group of similarly responsive neurons) as a function of the value of a presented stimulus or
performed behavior gives rise to the concept of neural tuning [Hubel and Wiesel, 1959]: that a
neuron’s or group of neurons’ response will exhibit some degree of reproducibility to a presented
stimulus (its firing rate), and that its firing rate varies systematically for different stimuli. Under-
standing the tuning properties of neurons allows their activity to be used to decode stimuli or
5
old, whereas inhibition drives the particle toward a reflecting barrier
(represented by the thick solid line) just below zero. The particle repre-
sents the membrane voltage or the integrated current arriving at the axon
hillock. The height of the absorbing barrier is inversely related to the size
of an excitatory synaptic potential. It is the number of synchronous
excitatory inputs necessary to depolarize the neuron from rest to spike
threshold.
The model makes a number of simplifying assumptions, which are
known to be incorrect. There are no active or passive electrical compo-
nents in the model. We have ignored electrochemical gradients or any
other factor that would influence the impact of a synaptic input on
membrane polarization—with one exception. The barrier to hyperpo-
larization at zero is a crude implementation of the reversal potential for
the ionic species that mediate inhibition. We have intentionally disre-
garded any variation in synaptic efficacy. All excitatory synaptic events
count the same amount, and the same can be said of inhibitory inputs.
Thus we are considering only those synaptic events that influence the
postsynaptic neuron (no failures). We have ignored any variation in
synaptic amplitude that would affect spikes arriving from the same
input—because of adaptation, facilitation, potentiation, or depression—
and we have ignored any differences in synaptic strength that would
distinguish inputs. In this sense we have ignored the geometry of the
neuron. We will justify this simplification in Discussion but state here
that our strategy is conservative with respect to our aims and the
conclusions we draw. Finally, we did not impose a refractory period or
any variation that would occur on reset after a spike (e.g., afterhyperpo-
larization). The model rarely produces a spike within 1 msec of the one
preceding, so we opted for simplicity. Appendix 1 describes a more
realistic model with several of the biophysical properties omitted here.
We have used this model to study the statistics of the output spike
discharge. It is important to note that there is no noise intrinsic to the
neuron itself. Consistent with experimental data (Calvin and Stevens,
1968; Mainen and Sejnowski, 1995; Nowak et al., 1997), all variability is
assumed to reflect the integration of synaptic inputs. Because there are
no stochastic components in the modeled postsynaptic neuron, the vari-
ability of the spike output reflects the statistical properties of the input
spike patterns and the simple integration process described above.
A key advantage to the model is its computational simplicity. It enables
large-scale simulations of synaptic integration under the assumption of
dense connectivity. Thus a unique feature of the present exercise is to
study the numerical properties of synaptic integration in a high-input
reg ime, in which one to several hundred excitatory inputs arrive at the
dendrite for every action potential the neuron produces.
RESULTS
1.1: Problem posed by high-input regime
Figure 2 illustrates three possible strategies for synaptic integra-
tion in the high-input regime. Figure 2A depicts the spike dis-
charge from 300 excitatory input neurons over a 100 msec epoch.
Each input is modeled as a random (Poisson) spike train with an
average discharge rate of 50 impulses/sec (five spikes in the 100
msec epoch shown). The problem we wish to consider is how the
postsynaptic neuron can integrate this input and yet achieve a
reasonable spike rate. To be concrete, we seek conditions that
allow the postsynaptic neuron to discharge at 50 impulses/sec.
There is nothing special about the number 50, but we would like
to conceive of a mechanism that produces a graded response to
input over a range of 0–200 spikes/sec. One way to impose this
constraint is to identify conditions that would allow the neuron to
respond at the average rate of any one of its inputs (that is, output
spike rate should approximate the number of spikes per active
input neuron per time).
A counting mechanism can achieve this goal through three
types of parameter manipulations: a high absorption barrier
(spike threshold), a short integration time (membrane time con-
stant), or a balancing force on the count (inhibition). Figure 2
shows how each of these manipulations can lead to an output
spike rate that is approximately the same as the average input.
The simplest way to get five spikes out of the postsynaptic neuron
is to impose a high spike threshold. Figure 2B depicts the output
from a simple integrate-and-fire mechanism when the threshold is
set to 150 steps. Each synaptic input increments the count toward
the absorption barrier, but the count decays with an integration
time constant of 20 msec. The counts might be interpreted as
voltage steps of 50–100 !V, pushing the membrane voltage from
Figure 1. Response variability of a neuron re-
corded from area MT of an alert monkey. A,
Raster and peristimulus time histogram (PSTH)
depicting response for 210 presentations of an
identical random dot motion stimulus. The mo-
tion stimulus was shown for 2 sec. Raster points
represent the occurrence of action potentials.
The PSTH plots the spike rate, averaged in 2
msec bins, as a function of time from the onset
of the visual stimulus. The response modulates
between 15 and 220 impulses/sec. Vertical lines
delineate a period in which spike rate was fairly
constant. The gray region shows 50 trials from
this epoch, which were used to construct B and
C. B, Magnified view of the shaded region of the
raster in A. The spike rate, computed in 5 msec
bins, is fairly constant. Notice that the magnified
raster reveals substantial variability in the timing
of individual spikes. C, Frequency histogram
depicting the spike intervals in B. The solid line
is the best fitting exponential probability density
function. D, Variance of the spike count is plot-
ted against the mean number of spikes obtained
from randomly chosen rectangular regions of the
raster in A. Each point represents the mean and
variance of the spikes counted from 50 to 200
adjacent trials in an epoch from 100 to 500 msec
long. The shaded region of A would be one such
example. The best fitting power law is shown by
the solid curve. The dashed line is the expected
relationship for a Poisson point process.
Shadlen and Newsome • Variable Discharge of Cortical Neurons J. Neurosci., May 15, 1998, 18(10):3870–3896 3873
Figure 1.1: The variable nature of spiking and recovery of the firing rate.
(a) (top) R sponse of an area MT neuro acro s 210 pres ntations of an identical visual stimulus. (bottom) The peri-
stimulus time histogram (PSTH) of this neuron, computed by averaging the spiking response across trials, binning
the spikes in 2 ms intervals. The vertical lines delineate a time window over which the firing rate was relatively
constant, nd the gray box identifies a subset of 50 trials pl tted in (b). (b) Response across 50 trials, illustrating the
trial-to-trial variability in spiking. (c) The distribution of time between successive spikes for this neuron (inter-spike
interval, ISI) is closely approximated by an exponential distribution, characteristic of a Poisson point process. (d)
The spike count mean plotted against the spike count varian e from 50 to 200 djacent trials in an epoch from 100 to
500 ms long. The dotted-line indicates what data generated from a Poisson point process would look like. (adapted
from Shadlen and Newsome [1998])
intended b h viors.
The primary consideration with regard to a firing-rate code is precisely what to average over.
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For many simple behaviors—for example classifying a stimulus as being greater in magnitude
or lesser in magnitude than a prior, remembered stimulus [Romo and Salinas, 2001]—simply
counting the number of spikes an individual neuron generates while the stimulus is presented
(and thus averaging over time) may be sufficient to correctly decode the decision the animal
ultimately made.
When considering more complex behaviors, it’s worth asking who is doing the averaging and
across what collection of neural activity. Two perspectives are worth considering here: the view
of an experimental neuroscientist and the view of a neuron in the brain. In many ways, neurons
in the brain are faced with the identical problem that we are, namely trying to estimate a signal
from noisy spiking activity. When trying to understand how a neuron’s response relates to a
behavior, an experimental neuroscientist will have access to a perspective that a neuron in the
brain will not. A typical experiment will observe the activity of a neuron over multiple repe-
titions of a behavior. The inquisitive neuroscientist can average across these repetitions (as was
done in Figure 1.1) thereby suppressing the variable component of the response and uncovering
the neuron’s reproducible firing rate. Clearly, neurons in the brain do not have this luxury.
Assuming that a neuron in the brain observes as much noise (in the form of spiking irregularity)
as we do, then it too must identify a collection of spikes (as we did, using the collection of spikes
over repeated trials of one neuron) over which to average so that it may extract the meaningful
signal it requires to participate in computation. For example, if a neuron was presented with
only a single-trial’s worth of activity from an experimentalist’s recording, this signal would be
far too noisy for the neuron to respond appropriately. This realization led to the hypothesis that
groups of similarly tuned neurons form functional units and that these groups of neurons can
collectively estimate (from each others’ activity) and propagate the signal that they are tasked
with encoding [Shadlen and Newsome, 1994]. This hypothesis was bolstered by the observation
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that anatomically clustered neurons tended to have similar tuning properties and that identical
tuning properties seemed to be represented by groups of neurons [Georgopoulos et al., 1993;
Shadlen and Newsome, 1994].
This yields a picture as to how a rate code can be instantiated in a functional group of spiking
neurons and how the continuous firing-rate variables of interest to us can be extracted from
recordings of one member of this group or many members of the group. If we consider a group
of similarly tuned neurons encoding a stimulus and the perspective of one neuron in that group,
then, provided that this group is connected in such a way that the input into our chosen neuron
is an average of the output of other neurons in the group, its output will reflect the encoded
variable (albeit in its own, noisy manner). In this way, a correspondence between the perspective
that a neuroscientist has and the perspective that a neuron has can be drawn: assuming that
spiking noise is isotropic with respect to space (across neurons in the group) and time (across
repetitions), then the collection generated from one neuron viewed across multiple repetitions
of a behavior should constitute a surrogate data set to the collection of spikes one neuron will
view on a single trial. In order for an experimenter—or a neuron—to estimate the firing rate of
the group, they need only average over a collection of identical repeats of a behavior (if they have
access to that data) or across the group itself.
Static population codes
As tasks become more complicated, the activity of a single neuron or a group of similarly tuned
neurons may not be sufficient to decode a stimulus or behavioral response. Additionally, neural
tuning itself (i.e. the reproducible way in which a neuron responds) becomes more complicated
and thus more complex averaging is needed to decode relevant signals [Georgopoulos et al.,
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1993]. This led to the development of population codes [Averbeck et al., 2006; Salinas and Abbott,
1994] based on a weighted average across an appropriately defined ensemble of neural activity
(and possibly across time). From a population coding perspective, behavior can be decoded from
an ensemble of spiking neurons, where each neuron exhibits a particular form of tuning and
reports that information in a noisy way. With increased task complexity, it is only possible to
decode behavior with the information represented in the neural ensemble collectively.
We take a moment here to distinguish our definitions of ensemble and group, as they are quite
close to each other, but diverge in a very important way. Previously, we defined a group as a
collection of identically tuned spiking neurons that collectively encode a firing-rate. Each neuron
reports this firing-rate in a noisy way, and thus an average must be taken to accurately estimate it.
Here, ensemble also refers to a collection of spiking neurons that collectively encode a signal or
signals in a noisy way, except that we do not require these neurons to be similarly tuned. We draw
this distinction here because the ambiguity with which these concepts have been treated in the
past has led to additional ambiguity with regard to theoretical models based on these concepts
(as we will discuss later).
One of the most successful applications of population codes to understanding behavior is the
population vector approach for decoding, used to decode the direction of movement from record-
ings in the motor system [Georgopoulos et al., 1993]. In this approach, an ensemble of firing
rates (where spiking activity is averaged across time to compute a firing rate) is collected from an
animal performing a three-dimensional reaching task, and the goal is to decode the movement
direction from the activity of the ensemble. We represent the population firing rate of the en-
semble by the N -dimensional vector r , and the direction of the movement as the 3-dimensional
vector V . Each neuron is assumed to have a preferred direction, which is to say that it is tuned to
a certain direction and will respond most rigorously when the animal makes a movement in that
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direction. We denote each neuron’s preferred direction by the 3-dimensional vector Ci , where
Ci = V for the V that causes the i
t h neuron to respond maximally. From this, an estimate of
the value of a movement direction can be constructed as a rate-weighted sum of the preferred
direction vectors: Ve s t =
∑N
i=1 ri Ci . An example of this decoding is shown in Figure 1.2.
Figure 1.2: Population decoding in the motor system.
(left) Preferred direction vectors Ci from 634 motor cortical cells (right) Rate-weighted preferred direction vectors
(purple) and the sum of these vectors Ve s t (green). The actual direction of movement V is shown in yellow. (adapted
from Georgopoulos et al. [1993])
The population vector approach performs decoding across an ensemble of neurons, and thus
doesn’t explicitly confine them to functional groups (as we defined group earlier). Thus, this form
of analysis can successfully decode a relatively complex behavior from an ensemble of neurons
that exhibit a diverse set of tuning properties. While this perspective is certainly in line with
our view on the best way to describe the coordinated activity of a population of neurons in
the context of a network model and with more modern perspectives that will be discussed, it is
worth noting that the more restrictive concept of a neural group can still be seen in this work.
For example, the authors note the presence of similarly tuned neurons in their dataset, a concept
that is more in line with the idea of functional groups than with ideas we introduce in future
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sections.
Dynamic representation and heterogeneity of response
While population coding advanced our understanding of how complex neural responses relate
to behavior, new experimental evidence requires this perspective to be updated further. With the
ability to record from more neurons over longer time windows, and while animals are perform-
ing more complex tasks, the definitions of the continuous variables that should be defined to
link to behavior (such as firing rates, and population firing rates) has become murkier; although,
many of the concepts previously introduced can still be used to identify them. Specifically, while
it remains true that the majority of spiking activity reflects a form of network noise that should
be suppressed through averaging, the way this average is computed requires even further relaxing
of restrictions, making it an even more abstract concept. Analysis methods in line with this view
have been developed and used effectively to uncover low-dimensional, dynamical [Churchland
et al., 2012] or static [Machens, 2010] continuous quantities with strong predictive power over
behavior.
Two important findings have emerged from recent experimental studies, specifically in the motor
cortex, that have highlighted a need for this refinement [Churchland and Shenoy, 2007; Church-
land et al., 2010a]. First, as more and more neuron response profiles have been collected in behav-
ing animals, the heterogeneity of tuned responses exhibited in these recordings has grown (Fig-
ure 1.3) in contradiction to the findings of Georgopoulos et al. [1993]. This heterogeneity has
grown so large that very few recorded neurons appear to have similar response profiles. These
findings demand an update to the perspective on what constitutes a neural group, as I have de-
fined it, since, evidence is emerging that each neuron would constitute the only member of a
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group. In other words, no two neurons fire in the same way. These findings have a profound
impact on the interpretation of continuous-variable models used in theoretical neuroscience (as
will be discussed) and important implications for theories of neural coding [Rigotti et al., 2013].
Figure 1.3: Neural responses in motor cortex are heterogeneous.
Example firing rates from two motor cortical neurons recorded during a reaching behavior. Each subplot shows the
average firing rate for a neuron for one reach direction, two instructed reach speeds (red and green) and two reach
distances (near and far). (left) A “classical” motor cortical neuron, displaying standard cosine tuning with respect to
reach direction and scaling in magnitude with velocity. (right) A less classical neuron showing temporal complexity
in its response and insensitivity to reach speed. (adapted from Churchland and Shenoy [2007])
Additionally, as our ability to collect data over extended time periods during complex tasks has
increased, evidence has emerged that our traditional definition of static neural tuning is not ade-
quate. For example, recordings from motor cortex during a reaching task have shown that, on av-
erage, a neuron’s tuning to a reach direction during a preparatory time epoch preceding the reach
is not significantly correlated with that neuron’s tuning during the reach (Figure 1.4) [Church-
land et al., 2010a]. This indicates that the concept of neural tuning needs to be updated to reflect
these dynamic properties and that these modifications need to be fully appreciated in artificial
network models.
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perimovement activity. Second, perhaps preparatory and peri-
movement activity code the same thing (e.g., reach direction)
with unrelated preferences (e.g., different preferred directions).
Third, preparatory and perimovement activity may code funda-
mentally different things and do so with unrelated preferences.
The motor system might decode reach endpoint from prepara-
tory activity and then produce perimovement activity represent-
ing the velocity trajectory necessary to reach that endpoint.
Finally, under the dynamical systems view, preparatory activity
may be directly and mechanistically linked with perimovement
activity, but in a manner not obvious at the single-neuron level
(Churchland et al., 2006b; Cisek, 2006b). These possibilities
are addressed below.
Testing Preparatory Tuning in Different
Spaces/Reference Frames
Of the above hypotheses, the first supposes that preparatory
activity is tuned for nothing reliable. The next two suppose that
preparatory activity is tuned for task or movement parameters
(e.g., reach endpoint, trajectory, or speed). The last supposes
that preparatory activity should somehow relate to the popula-
tion-level pattern of perimovement activity. What is preparatory
activity in fact tuned for?
It is worth expanding upon the usual caveat that most exper-
imentally quantifiable variables (reach endpoint, reach velocity,
muscle activity) correlate with one another (Mussa-Ivaldi, 1988;
Sanger, 1994; Scott, 2000; Scott, 2008). This has important
consequences. Suppose preparatory activity truly represents
reach endpoint (i.e., is some straightforward function of reach
endpoint and can be readily decoded to infer endpoint).
Suppose perimovement activity represents reach velocity.
Preparatory activity will then appear tuned not only for reach
endpoint but also for reach velocity and perimovement activity
(all these factors are correlated). Yet reach endpoint does not
correlate perfectly with reach velocity, particularly for the tasks
used here. Preparatory activity (which, in this example, is tuned
for endpoint) would therefore have its strongest relationship with
endpoint and would have somewhat weaker relationships with
the other variables. The central question is thus: what is prepara-
tory activity best tuned for?
To investigate this question, wemeasured howwell a preferred
direction (PD) accounts for preparatory tuning. We asked in what
space that PD best captures tuning. If preparatory activity is
tuned for endpoint, then the PD will capture tuning most effec-
tively when expressed in a ‘‘reach-endpoint space,’’ where the
axes capture horizontal and vertical endpoint. If preparatory
activity is tuned for initial reach velocity, the PD will be most
effective in an ‘‘initial-velocity space.’’ A wide variety of such
spaces is possible. Indeed, a central goal of this field has been
to determine in which space, or reference frame, the PD best
captures tuning.
Figure 5 illustrates, for one example neuron, how the PD can
capture tuning in different spaces. Preparatory activity showed
a clear preference for some conditions (shaded red) over others
(shaded green). Figure 5B illustrates a traditional method for
accounting for such preferences. The 28 conditions (each corre-
sponding to a target location and instructed speed) are located in
a space defined by the horizontal and vertical reach endpoints.
Preparatory firing rate is indicated by symbol size/color. The
PD points toward the most active responses and attempts to
provide a fit according to:
xnzbo +g3S3PD; Equation 1
where xn is a c 3 1 vector containing the neuron’s preparatory
response for the c conditions, bo and g are the firing rate offset
and gain, S is a c 3 k matrix containing the location of each
condition in a k-dimensional space, and the PD is a k 3 1 direc-
tion in that space. The performance of the PD can be gauged by
plotting the true responses (xn) versus the fit provided by the PD
(right-hand side of Equation 1). Doing so (Figure 5D) shows that
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Figure 4. Correlation between Preparatory and Perimovement
Tuning
(A–D) Distribution of correlations (measured once per neuron) for the four data
sets. Analysis was restricted to neurons robustly tuned during both epochs
(Experimental Procedures). Red dot indicates the distribution mean.
(E) Average correlation as a function of when perimovement activity was as-
sessed. Perimovement activity was measured at a single time point, after
smoothing with a 20 ms Gaussian kernel. Correlations are initially high,
because preparatory tuning is being correlated with itself.
Neuron
Cortical Preparatory Activity
Neuron 68, 387–400, November 4, 2010 ª2010 Elsevier Inc. 391
Figure 1.4: Neural tuning i motor cortex changes with time.
Average correlation (across the population of recorded neurons) between pre-movement firing rate and peri-
movement firing rates across 4 datasets. At the time of movement, the average correlation of pre-movement firing
rate with peri-movement firing rate is close to zero, indicating that the tuning has changed. (adapted from Church-
land et al. [2010a])
What are the continuous quantiti s of interest then?
I take the position here—and go on to build models to support this position—that the relevant
quantities of interest when considering the relationship between neural activity and behavior
still share many of the features of the continuous variables—such as firing rate and population
firing rate—that have already been defined. However, two important changes must be made.
First, each individual continuous variable can no longer be considered an average across a ho-
mogeneous group of identically tuned neurons, since support for this view is weakening based
on current evidence, and (as we will discuss) constructing artificial networks based on this prin-
ciple leads us down an unrealistic and unhelpful path. Second, these variables must represent
dynamic continuous quantities—such as the variables of a low-dimensional, continuous dynami-
cal system—not conventionally defined firing-rates. These changes need to be made in light of the
fact that these continuous variables continue to be instantiated by a higher-dimensional, noisy
spiking ensemble, consistent with the basic tenets of rate-coding.
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The goal of my network modeling efforts in this thesis is to update these concepts correspond-
ingly and to fully investigate their implications in an artificial network model. By doing so, I
hope to bolster support for the adoption of these analysis approaches and the assumptions they
embody about neural coding by the experimental neuroscience community at large.
Artificial network models
Thus far, I have discussed hypotheses about how neural circuits encode information and ex-
perimental evidence supporting these hypotheses. I now turn to the larger focus of this thesis:
constructing artificial network models that embody these assumptions, with the hope that these
models can shed some light on various points of these hypotheses.
The narrative presented in the preceding section highlights the contentious question of the im-
portance of spikes in neural coding. This question has dominated work on network models and
coding theory in the field of theoretical neuroscience as well [Brette, 2015]. While there have
been successes constructing networks of spiking model elements and non-spiking elements, the
underlying subtext to these studies has been an uncertainty as to how important explicitly ac-
counting for spiking activity is. This uncertainty has led to the development of two classes of
neural network models: networks that include spiking neurons and networks that do not.
The justification for including spiking neurons in a model is rather obvious (since neurons spike);
but the history of models that have not included spikes, and the justification for not doing so, is
worth discussing here.
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f-I curves and mean field theories of spiking neurons
At its basic core, a neuron is a nonlinear input-output device. The way that a neuron’s input
is mapped to its output can be characterized by its response function, commonly referred to as
its frequency-current (f-I) curve. In vitro experiments have established that, to a first approxima-
tion, this function is saturating-threshold-linear, which is to say the neuron does not respond to
inputs weaker than a certain value, will respond with a linearly increasing number of spikes for
inputs stronger than this threshold, and eventually saturate at very high levels of input [La Cam-
era et al., 2004; McCormick et al., 1985]. In vitro experiments are commonly performed under
conditions that do not accurately reflect a neuron’s input in vivo; neurons in vivo experience con-
stant and substantial synaptic input that causes their output to become more irregular [Softky
and Koch, 1993]. Under more realistic input conditions, experiments have shown that a neuron’s
f-I curve will become smoother around the threshold and can more accurately be described by a
smooth, sigmoidal function [Rauch et al., 2003]. Individual spiking neuron models that receive
external stochastic input accurately reflect these findings [Rauch et al., 2003]. Examples of these
results are shown in Figure 1.5.
However, in real neural circuits, neurons do not receive truly stochastic input, but rather the col-
lective output of other connected neurons. Recurrent models of spiking neurons—commonly
referred to as “balanced networks”—have been developed that address these issues [Amit and
Brunel, 1997; Brunel, 2000; van Vreeswijk and Sompolinsky, 1996]. Studied analytically using
mean-field approaches [Renart et al., 2004] the activity of these networks can self-consistently
replicate the variable nature of neural spiking. In simplified terms, mean-field approaches con-
sider a recurrent network of spiking neurons and assess what firing states of the network are sta-
ble given the recurrent dynamics, under specific assumptions about the nature of the recurrent
15
Figure 1.5: In vivo-like and LIF f-I curves.
(a) f-I curve for a rat cortical S1 neuron, recorded in vitro. Currents with varying levels of noise generated from an
Ornstein-Uhlenbeck process were applied to the cell, thus approximating synaptic input in vivo. As the standard
deviation of the noise was increased, the f-I curve became smoother near the threshold. (b) f-I curve for a simulated
LIF neuron, driven with noise of various amplitudes. (adapted from Rauch et al. [2003])
connectivity and the statistics of firing that arise due to this connectivity. Since, in a recurrent
circuit, the input to each neuron is defined by the output of other neurons in the network, pro-
vided that the mean and variance of the total recurrent input into each network neuron gives
rise to output activity that is consistent with the statistics of its input, a stable network state will
exist. Mathematically, this self-consistency equation can be summarized in the following way:
ν = φ(µ(ν),σ2(ν)), where φ is the f-I curve of a neuron, µ is the firing-rate dependent mean in-
put into each neuron and σ2 is the variance of rate-dependent fluctuations of the input into each
neuron. In sparsely connected networks, when the recurrent connections are strong (scale like
1/
p
C , where C is the number of inputs a neuron receives) [van Vreeswijk and Sompolinsky,
1996] and when the mean excitatory and inhibitory input balance or for finite and more densely
connected networks where the coupling strength between neurons is small [Amit and Brunel,
1997; Brunel, 2000], these networks exhibit stable, asynchronous dynamics that replicate the
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irregular spiking observed in vivo.
The development of balanced networks was a major step forward in our ability to describe and
model the irregular spiking observed in neural activity. We will return to the issue of generating
irregular spiking and models of this general type in later sections.
Firing-rate models
A separate, contemporaneous line of research that considered the input-output function of an
individual neuron more heuristically led to the development of a class of non-spiking neuron
models commonly referred to as firing-rate models [Wilson and Cowan, 1972]. In this neuron
model, the input-output function is heuristically taken to be a smooth sigmoidal function since
this function captures the basic features of an individual neuron’s or group of irregularly spiking
neurons’ f-I curve, as discussed above. These model neurons do not produce action potentials,
but rather signal their output with a continuous function, commonly called “the firing rate”,
which reflects the approximate or averaged spiking activity a biological neuron would generate
given a particular input. These models were developed with the perspective that the reduced
set of continuous variables that were used represented an approximation to the firing rate of
a noisy spiking neuron [Abbott and Kepler, 1990; Amit and Tsodyks, 1991a,b; Ermentrout,
1994; Gerstner, 1995; Ostojic and Brunel, 2011; Shriki et al., 2003] or the collective activity of a
homogeneous group of spiking neurons [Knight, 1972; Wilson and Cowan, 1972]. This heuris-
tic assumption was generally consistent with more principled, mean-field approaches where the
noisy firing rate of an individual neuron or the collective firing rate of a group of irregularly spik-
ing neurons was reduced to a smaller number of continuous, nonlinear equations whose transfer
function takes the form of a smooth sigmoidal function.
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Reducing the complex dynamics of spiking networks down to a small number of more mathe-
matically manageable equations greatly simplified the task of building and studying neural net-
work models and has been a boon to theoretical neuroscience. Network models of this form
have been developed to account for many response properties in sensory systems [Dayan and
Abbott, 2001], as memory systems based on attractor dynamics [Hopfield, 1982] and to gener-
ate more complex dynamic properties necessary for performing various neural functions [Vogels
et al., 2005]. More recent work using these models has aided in understanding complex neural
response properties related to decision-making and generating motor commands [Barak et al.,
2013; Druckmann and Chklovskii, 2012; Hennequin et al., 2014; Mante et al., 2013; Sussillo
et al., 2015]. These recent network models embraced a more abstract definition of the individ-
ual units in these networks, and, as I will now discuss, it was because of this re-interpretation
that these models were able to fully tackle the challenge of accounting for the complex neural
responses they sought to capture.
Reinterpreting firing-rate models
At this point, it is appropriate to readdress the distinction between groups of neurons and an
ensemble of neurons. Within the context of rate-coding, we defined a group of neurons as a
collection of noisy, similarly tuned neurons and an ensemble as a collection of noisy neurons
with varied tuning. These concepts have re-emerged within our discussion of the development
of firing-rate models and it is here that a main motivation for this work can be stated.
The early development and use of rate models has had a lasting impact on their interpretation
which is out-of-step with their modern use. Originally conceived of as approximations to sin-
gle spiking neurons or groups of similarly-tuned neurons, they became synonymous with the
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concept of a neural group as defined from an experimental perspective. The scale of these early
models was modest, owing to the comparatively modest neural phenomena they sought to de-
scribe. Furthermore, the interpretation of models developed at this scale remained consistent
with the features of the neural data they sought to describe. As neural data sets have become
more complex—owing to the study of more complex behavior—these models and the methods
used to fit them to data have likewise become more complex. But the interpretation of the ele-
ments of the model—namely that each continuous,“firing-rate” variable corresponded to a group
of similarly tuned neurons, or approximated a single neuron—has remained the same. The failure
to re-interpret these models in light of this increasing complexity has exposed the shortcoming
of this interpretation that we seek to highlight and address.
Modern approaches to modeling complex neural phenomena with firing-rate models can more
accurately be considered an exercise in function approximation than an extension of neural net-
work modeling as practiced in the early days of neural networks. Ultimately, when constructing
a network model that seeks to explain a behavior, what one is trying to approximate is an ab-
stract, complex, nonlinear function that describes the many aspects of that behavior. When a
complex behavior is considered, this function is likely too complex to guess. Instead, we ap-
proximate its form using a generic function approximation device—a neural network—that can
capture this functional form. We choose to approximate the functional form of behavior in this
way because we have developed methods to do so. When firing-rate models are used in this way,
the interpretation of each model unit—and thus the relationship of that unit to more primitive,
biophysical quantities—will require a careful re-examination.
Exactly how the scale of the network model used to account for the behavior will grow as the
complexity of the behavior being modeled grows is not clear. Modern approaches to modeling
complex neural phenomena with firing-rate models typically require hundreds to thousands of
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firing-rate neurons to be successful. While it is not believed that the underlying structure present
in a complex data set requires hundreds to thousands of variables to be described, we simply do
not have a method for best guessing what functional form the behavior takes, and therefore fit it
instead with an over-parameterized form.
Our work illustrates that this shortcoming of interpreting firing-rate models as groups of spiking
neurons becomes fully exposed when one attempts to construct a spiking model consistent with
a modern firing-rate model. Attempting to construct a spiking network model equivalent to a
modern day rate model based on the traditional interpretation of these models very quickly
becomes intractable [Hennequin et al., 2014]. Constructing a spiking model and relating it to
the activity of a firing-rate model requires an interpretation of the quantities of a more abstract
model to a more primitive, biophysical model. If the interpretation is not sound, complications
or inconsistencies should arise, and a revision of the interpretation is required.
The revision of rate-models that I support shares many of the features of their original inter-
pretation but has profound implications on it as well. The variables in a firing-rate network
can more accurately be considered abstract approximations to ensembles of spiking neurons,
instead of approximations to individual spiking neurons or groups of similarly-tuned spiking
neurons. Interpreted in this way, these models are more sensibly related to low-dimensional
continuous signals that are decoded from ensembles of spiking neurons with modern analysis
approaches [Churchland et al., 2012; Machens, 2010]. Each variable is not strictly related to a
specific group of spiking neurons, but rather to an ensemble of spiking neurons that collectively
generate a particular continuous signal. It was by re-interpreting firing-rate models in this way
that I was able to construct reasonable-sized networks of spiking neurons that were consistent
with firing-rate network models and more recent experimental results, as will be discussed in
future chapters.
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Building network models that perform tasks
With a thorough review of the features of neural activity we’d like to capture in a network model
and the shortcomings of existing theoretical frameworks behind us, I now move on to the main
focus of this dissertation.
Our modeling goals
In this work, I am interested in building functional networks of neurons (in the case of spik-
ing networks) or neural “units” (in the case of continuous-variable networks) that perform tasks
while embodying salient features of biological neural circuits and assumptions about how neu-
rons encode information. Task, in this context, means a computation that a biological neural
circuit might perform. Examples include producing complex dynamical outputs (as would need
to be generated during movement), classifying inputs into proper classes (such as classifying vi-
sual objects into abstract categories) or remembering input over behaviorally relevant timescales
(a common computation in working memory tasks).
Here we outline exactly what properties we’d like the elements of these networks to have.
1. Network units should communicate with spikes. As I outlined above, general meth-
ods for building spiking networks has been a lingering problem that we seek to address
here. Without methods for building functional spiking models, more abstract models and
analysis methods remain on shaky conceptual ground.
2. Network units should exhibit realistic levels of spiking irregularity across time and
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variability across trials. As I will discuss, continuous-variable models can be constructed
to perform impressive tasks, are useful tools for understanding computation in biological
neural circuits, and are conceptually grounded based on experimental observations. How-
ever, they fail to capture and model the spiking noise which biological networks exhibit.
Showing that realistic model networks of spiking networks can be constructed to perform
similar tasks ensures their (continuous-variable models’) relevance as models of neural cir-
cuits.
3. Network units should exhibit fairly general, dynamic tuning. As I have discussed,
experimental evidence is emerging that old frameworks for considering neural tuning have
become too constrictive. While network models built with continuous-variable models
have addressed these issues, much remains to be addressed in spiking networks.
4. Network units should exhibit extreme heterogeneity of response profiles. Experimen-
tal evidence is growing thin for the existence of homogeneous groups of neurons, and
spiking network models built on this assumption require an impractical and unrealistic
number of neurons.
5. Network units should be amenable to some form of learning, so that they can per-
form functions. Interesting spiking models that perform tasks have been built in the past,
but advanced forms of supervised learning have permitted the construction of even more
impressive continuous-variable models while progress training spiking networks has lagged
far behind. Without a practical and general procedure for constructing networks that can
perform tasks, these models cannot help shed light on the problems of neural coding.
6. Network units should generate ongoing, spontaneous activity that is spatiotempo-
rally rich. Giving rise to behavior is just one aspect of neural network dynamics; neurons
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exhibit rich, ongoing activity in the absence of stimuli [Arieli et al., 1996; Tsodyks et al.,
1999] and understanding these network dynamics will shed light on their operation when
they are performing tasks.
7. Network units should exhibit systematic fluctuations in their firing rate as a basis
for task performance. As I outlined above, our position is that coordinated fluctuations
in neural firing are the dominant substrate of behavior. This property should be captured
in any network model.
8. Behavioral output should be able to be decoded in a simple way. Ultimately, signals
must be decoded by other neurons, or by neuroscientists. I presume this form of decoding
is not overly complicated and require our models to exhibit this property.
Many of these conditions are already satisfied by existing models, as I will discuss, but no model
yet addresses all of them. This is my goal in this work.
Recurrently connected networks
I focus my attention exclusively on recurrently connected networks (opposed to multi-layer feed-
foward networks) for two reasons: 1) biological neural circuits are highly recurrent, with feed-
back loops at multiple spatial scales; and 2) recurrent networks generally excel at tasks for which
temporal structure or dynamics are relevant (which are the types of tasks that interest us).
The artificial neural circuits we study can be described by the following equation:
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τ ẋ =−x + J h. (1.1)
Here x is an N -dimensional vector describing the state of the system, J is an N ×N matrix de-
scribing the connections between units and h is a N -dimensional vector describing the output
of each network unit. τ for all of these models sets the time scale of the dynamics. The relation-
ship between x and h will be specific to the neuron model we are studying, as will be described
below, but generally we can describe this function as a nonlinear mapping H : x → h. (Note on
mathematical notation: the notation I introduce here is meant to be general to encompass a fairly
general class of neural circuits. Notation will be specific to each chapter given the details of the
models being discussed and will not generally be identical to the notation introduced here). The
specific interpretation of each mathematical variable will depend on the details of each model.
Continuous-variable models
The first network model we introduce—traditionally called “firing-rate” networks—are com-
posed of neural “units”. These models were introduced previously, from a more historical per-
spective. In the past, models of this form were generally low-dimensional (they had small num-
bers of neurons) or were not constructed to generate overly complicated dynamics. Here we
introduce a more modern perspective on their mathematical form and function.
The dynamics of these models can be described by Equation 1.1 where x is typically referred
to as an activation variable, coarsely analogous to the subthreshold activation of neuron. The
input-output function H (·) nonlinearly maps the N -dimensional continuous state variable x(t )
to a N -dimensional continuous output variable h(t )which is commonly referred to as the firing-
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rate:
h(t ) =H (x(t )). (1.2)
Throughout this work H (·) for this class of network model is a hyperbolic tangent function
(although this is not a necessary condition of these models). Models of this form, although ex-
tremely complex, are convenient from the viewpoint of mathematical analysis and supervised
learning due to the differentiable nature of H (·). Modern models of this form will generally have
upwards of hundreds to thousands of network units and given enough neurons, can approximate
arbitrary dynamical systems [Sussillo, 2014].
At this point, we will refrain from referring to these models by their more traditional name of
firing-rate models, instead adopting the term continuous-variable networks. The reasons behind
this choice will become clear as we proceed.
Spiking models
Spiking networks are comprised of spiking model neurons that communicate solely by discon-
tinuous events called action potentials. The model of an individual neuron can incorporate great
biophysical detail including a diverse array of voltage activated conductances, sodium and potas-
sium channels for biophysically realistic spike generation and intrinsic currents that give rise to
spike frequency adaptation and facilitation effects [La Camera et al., 2004]. Since our primary
interest in this work is to understand specifically how modifications in network connectivity can
give rise to networks that can perform computations, we restrict our attention to the simplest
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model neuron that generates spikes—the current-based leaky integrate-and-fire (LIF) neuron [Ab-
bott, 1999; Brunel and van Rossum, 2007].
Like continuous-variable networks, the dynamics of a generic LIF network can be described
by Equation 1.1 where x represents the subthreshold voltage of a neuron. However, unlike
continuous-variable neuron models, the input-output function H (·) of LIF model neurons can-
not be described by an analytic function; instead it is replaced by a spiking rule:
if xi ≥ xthreshold
xi → xreset




For spiking networks, h corresponds to a synaptic current and the time-scale of its dynamics is
determined by τh
Random connections
For both of the models we study, we initially choose the entries of the recurrent connectivity, J ,
randomly. There are two reasons that this choice is commonly made.
First, practically speaking, we do not presently have access to sufficient connectivity data to
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merit precise choices about connections. Therefore we need to make a modeling choice with
regard to how they are selected. Although we generally assume that biological neural circuits
are not truly randomly connected, it is safe to assume that they exhibit a fair amount of degener-
acy [Marder and Taylor, 2011] which is to say that the specific wiring of a neural circuit could
be changed drastically (for example, imagine multiplying J by an orthogonal matrix) without a
drastic change to its function.
Also, it turns out that randomly connected networks give rise to many convenient dynamical
properties for performing supervised learning as well as producing many of the most salient and
desirable features of biological neural circuit dynamics. I discuss these properties below for the
different network models we study. I will also return to the idea of random connectivity and its
role in network modeling in Chapter Five.
Continuous-variable models
The seminal work of Sompolinsky et al. [1988] was perhaps the first significant study to address
the role of random connectivity in continuous-variable networks. It was found that when the
entries of J were distributed according to a Gaussian distribution with zero mean and variance
g 2/N , the term g had a profound impact on the network dynamics. For g > 1, the dynamics
of these networks are chaotic. The rich spatiotemporal dynamics exhibited by these networks is
illustrated in Figure 1.6 (as well as Figure 1.8, before learning commences). This finding posed
an opportunity and a complication with respect to performing supervised learning with these
models; the chaotic dynamics implies that these networks are extremely rich and can potentially
be used to generate complex output functions but their chaotic quality causes initially nearby
state variables to diverge, meaning that generating reproducible outputs from these networks is
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not possible.
The work of Rajan et al. [2010] addressed these shortcomings by noting the appearance of a
phase transition from chaotic to stable dynamics when a strong external input was applied to
these networks. We can augment our network model from Equation 1.1 to include this input:
τ ẋ =−x + J h+ uout fout. (1.4)
This discovery opened the door for using these networks as rich temporal basis sets for construct-
ing complex outputs. These ideas will be addressed more fully in Training recurrent networks.
Before moving on, some points are worth making here with regard to our list of desirable net-
work properties. Models of the form described above meet conditions 3-8 from our list above:
they exhibit rich, complex spontaneous activity (6); heterogenous, dynamic responses when
driven with an external input (3&4); and as will be discussed exhibit fluctuations in their firing-
rates (7) that can be linearly decoded to solve tasks (8), making them amenable to supervised
learning (5). Additionally, these networks exhibit a decrease in firing-rate fluctuations when a
stimulus is applied, consistent with experimental observations [Churchland et al., 2010b].
Based on these findings, models of this form will be quite useful as we proceed in our efforts to
include spiking neurons into a general model framework.
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Previous work !2" has shown that, in the limit N→! with
no input #I=0$, this model displays only two types of activ-
ity: a trivial fixed point with all x=0 when g"1 and chaos
when g#1. The spontaneously chaotic state is characterized
by highly irregular firing rates !Fig. 1#a$", a decaying average
autocorrelation function !Fig. 1#d$", and a continuous power
spectrum !Fig. 1#g$". Note that the fluctuations in Fig. 1#a$
are considerably slower than the 10 ms time constant of the
model. The associated average autocorrelation function de-
cays to zero as $ increases !Fig. 1#d$", implying that the
temporal fluctuations of the spontaneous activity are uncor-
related over large time intervals, a characteristic of the cha-
otic state. The power spectrum decays from a peak at zero
!Fig. 1#g$" and, although it is broad, the power at high fre-
quency is exponentially suppressed. Strong suppression of
high-frequency fluctuations is another characteristic of the
chaotic state in these networks. By comparison, the power
spectrum of a nonchaotic network responding to a white-
noise input falls off only as a power law at high frequencies.
When this network is driven with a relatively weak sinu-
soidal input !Figs. 1#b$, 1#e$, and 1#h$", the single-neuron
response consists of periodic activity induced by the input
superposed on a chaotic background !Fig. 1#b$". The average
autocorrelation function for the network driven by weak pe-
riodic input consequently reveals a mixture of periodic and
chaotic activities !Fig. 1#e$". Periodic oscillations at the input
frequency appear at large values of $, but the variance given
by C#0$ is larger than the height of the peaks in these oscil-
lations. This indicates that the total firing-rate variance is not
completely accounted for by the oscillatory response of the
network to the external drive, with the additional variance
arising from residual chaotic fluctuations. Similarly, the
power spectrum shows a continuous component generated by
the residual chaos, a prominent peak at the frequency of the
input, and peaks at harmonics of the input frequency arising
from network nonlinearities !Fig. 1#h$".
When the amplitude of the input is increased sufficiently,
the single-neuron firing rates oscillate at the input frequency
in a perfectly periodic manner !Fig. 1#c$", yielding a periodic
autocorrelation function !Fig. 1#f$". C#0$ now matches the
height of the peaks in each of its subsequent oscillations,
meaning that the periodic component in C accounts for the
entire response variance quantified by C#0$. All of the net-
work power is focused at the frequency of the input and its
harmonics, also indicating a periodic response free of chaotic
interference !Fig. 1#i$".
To explore these results analytically and more systemati-
cally, we developed dynamic mean-field equations appro-
priate for large N. The mean-field theory is based on the
observation that the total recurrent synaptic input onto each
network neuron can be approximated as Gaussian noise !2".
The temporal correlation of this noise is calculated self-
consistently from the average autocorrelation function of
the network. We begin by writing xi=xi
0+xi
1, where x0 is










0#t$=h cos#%t+ &̃i$, where h= I /&1+%2 and
we have incorporated a frequency-dependent phase shift into
the factor &̃i. Mean-field theory replaces the network interac-
tion term in the equation for xi
1 with a Gaussian random
variable (, so that dxi
1 /dt=−xi
1+(i. Averages over time and
network units as in Eq. #3$, are implemented by averaging
over J, &, and ( #denoted by square brackets$, an approxi-
mation valid for large N.
Self-consistence is obtained in the mean-field theory by
requiring that the first two moments of ( match the moments
of the network interaction that it represents. Thus, we set
!(i#t$"= !% jJij'(xj#t$)"=0, because !Jij"=0. Similarly, using
the identity !JilJjk"=g2)ij)kl /N, we find that














Next, defining *#$$= !xi
1#t$xi
1#t+$$" and recalling that
dxi
1 /dt=−xi
1+(i, it follows that
d2*#$$
d$2
= *#$$ − g2C#$$ . #5$
The final step in the derivation of the mean-field equations is
to note that because x1#t$ and x1#t+$$ are driven by Gaussian
noise, they are Gaussian random variables with moments
!x1#t$"= !x1#t+$$"=0, !x1#t$x1#t$"= !x1#t+$$x1#t+$$"=*#0$,
and !x1#t+$$x1#t$"=*#$$. To realize these constraints, we in-
troduce three Gaussian random variables with zero mean and
unit variance, zi for i=1,2 ,3, and write
x1#t$ = &*#0$ − )*#$$)z1 + sgn„*#$$…&)*#$$)z3,
x1#t + $$ = &*#0$ − )*#$$)z2 + *#$$&)*#$$)z3.
C can then be computed by writing x=x0+x1 and integrating




















FIG. 1. Activity of typical network units #left column$, average
autocorrelation function #middle column$, and logarithmic-power
spectrum #right column$ for a network with N=1000 and g=1.5.
#a$ With no input #I=0$, network activity is chaotic. #b$ In the
presence of a weak input #I=0.04, f =% /2+=4 Hz$, an oscillatory
response is superposed on chaotic fluctuations. #c$ For a stronger
input #I=0.2, f =4 Hz$, the network response is periodic. #d$–#f$
Average autocorrelation function and #g$–#i$ logarithm of the power
versus frequency for the network states corresponding to #a$–#c$.
RAJAN, ABBOTT, AND SOMPOLINSKY PHYSICAL REVIEW E 82, 011903 #2010$
011903-2
autocorrelation log(power spectrum)
Figure 1.6: Input dependent suppression of chaos.
(top row) Firing-rate activity (left) of one unit in a chaotic neural network. (middle) The average autocorrelation
function, computed across all units of the network, shows a typical slow decay, giving these models long memory.
(right) Average power spectrum across the network shows fluctuations at a continuum of timescales. (middle row)
Same as above, bu for a network with a weak external stimulus applied. Signs of the external input can b observed
in the average autocorrelation function, but some residual chaotic fluctuations remain. (bottom row) Same as above,
but for a network with a strongly applied external stimulus. The chaotic fluctuations have been suppressed and the
network is fully entrained to the stimulus. (adapted from Rajan et al. [2010])
Spiking models
As previously discussed, several studies have examined the properties of randomly connected
spiking networks loosely collected into a framework called balanced networks [Brunel, 2000;
Litwin-Kumar and Doiron, 2012; Renart et al., 2010; van Vreeswijk nd Sompolinsky, 1996].
The principal motivation of these studies was to replicate the high degree of spiking irregularity
seen from in vivo cortical recording [Shadlen and Newsome, 1994; Softky and Koch, 1993],
and these networks achieved that goal with considerable success. The activity from a chaotic,
balanced network is illustrated in Figure 1.7.
29
1 sec












Figure 1.7: Irregular spiking in a balanced network.
(a) Irregular voltage fluctuations are generated, self-consistently, from the recurrent network dynamics. The Fano
factor of this network is approximately one, consistent with data generated from a Poisson point-process and in
agreement with experimental observations. (b) A raster of 250 LIF neurons (of 1,000) from a balanced LIF network
exhibiting irregular spiking.
These networks, although impressive in their ability to capture the irregularity of spiking ob-
served in vivo, fall short in many ways. While they do function as useful models of spontaneous
activity (goal 6), and communicate with irregular spikes (1 & 2), they are unable to perform tasks
(5 & 8) and their network dynamics more accurately reflect fixed point dynamics of a single con-
tinuous variable (thereby falling short of goals 3, 4 & 7). Although the work of Litwin-Kumar
and Doiron [2012] addressed goals 3, 4 & 7 by introducing clustered connections into these net-
works, effectively creating groups of competing attractors, additional steps are needed to bring
them in line with our goals.
As in randomly connected continuous models, some aspect of randomly connected spiking net-
works are desirable for the networks we seek to construct. Moving forward, we will exploit
these properties to generate realistic-looking spiking variability, while seeking to augment these
networks to address their shortcomings.
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Training recurrent networks
I have thus far introduced models that exhibit interesting dynamics that relate to observations in
biological neural circuits but that do not have any functionality. I now augment these models to
incorporate learning on their connectivity so that they can perform tasks.
To do so, we introduce a target output function fout(t ) which is a way of defining what we
would like this neural circuit to “do”. In order to define the output of our system, we introduce
N -dimensional vector of output connections w and define the total output of the system as a
linear sum of the output of each network unit, weighted by w: wh(t ). The goal of learning is to
modify w (and J , if we can) so that the collective output of the network is as close as possible
(in a least-squares sense) to the target output function fout(t ). This statement can be described
mathematically by the following equation:
wh(t )≈ fout(t ) (1.5)
Given an appropriate set of functions h(t ) this task is trivial. However, arriving at a functioning
network model through learned modifications of the recurrent connections J that gives rise to a
self-consistent set of functions h(t ) is not trivial and presents the main challenge when attempting
to construct recurrent neural networks.
The principal method for addressing the issue of training recurrent networks has historically
been use the of the back-propagation algorithm, or, in the case of recurrent neural networks,
back-propagation through time. Since our primary interest is constructing functional spiking
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networks, as will become apparent, the use of back-propagation can pose problems. Specifi-
cally, in cases where the input-output function H (·) is not differentiable, as is the case in spiking
neurons, this algorithm will fail. These methods have been summarized more completely else-
where [Rumelhart and McClelland, 1986; Sutskever, 2013; Werbos, 1990] and constitute the
bulk of a thesis in their own right, so we only refer to them in passing.
Target-based methods
The problem of constructing a recurrent system with gradient-based methods can be circum-
vented by the methods we introduce here. Generally, we refer to these methods as target-based
methods.
The principle difficulty of performing supervised learning in recurrent networks is ensuring that
h(t ) meet two conditions: they must be 1) sufficient for generating the desired output function
via the output connections w; and 2) sufficient for supporting the activity of other neurons in
the network and future activity states h(t + d t ) through the recurrent connections J . Gradient-
based methods propagate errors backwards in time to identify an appropriate set of output func-
tions for the recurrent units. In target-based learning the approach of propagating error gradients
backwards in time is replaced by deriving a set of self-consistent target functions, which we call
auxiliary target functions fJ(t ) for performing learning on J . These targets can rightly be called
a good “guess” at a set of dynamical activity patterns that a recurrent system could self generate
through learned modifications to J . It is interesting to note that a mixture of these two ideas,
called target-propagation, has recently been developed [Bengio, 2014; Lee et al., 2015].
The principal question one needs to address for the success of target-based learning is to identify
an appropriate set of targets that allows the network to collectively solve the task. Methods for
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identifying these targets is the primary result of this work with regard to learning.
Training continuous-variable networks
For continuous-variable networks, Echo State Learning [Jaeger and Haas, 2004] and FORCE
learning [Sussillo and Abbott, 2009] were introduced as alternative methods for training recur-
rent networks, and fall under the category of target-based learning. In these methods, learning
was restricted only to w but these modifications ultimately led to a modification of J due to a
feedback loop of the learned signal. These methods exploit the interaction of an initially chaotic
system with a strong input (as found in Rajan et al. [2010]). The interaction of this input with the
initial recurrent connectivity J gives rise to network output sufficient for target based learning.
Given a sufficient initial guess for J , Equation 1.5 can be solved to a sufficient degree of accuracy,
and we can replace the last term in Equation 1.4 with the solution from Equation 1.5. Doing so,
(and then applying a bit of algebra) yields:
τ ẋ =−x +(J + uoutw)h. (1.6)
While at first sight, it may appear that FORCE learning is not altering the recurrent connectivity,
we can re-define the recurrent connectivity as:
Ĵ = J +δ J = J + uoutw. (1.7)
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Figure 1.8: FORCE learning
(a) The rich, chaotic dynamics of h (blue) gives rise to a non-repeating network output wh (red). b) Learning is ini-
tiated and applied recursively. Modifications to w occurring rapidly (orange) and drive the network via the feedback
projections uout. This feedback suppresses the chaotic dynamics within the network giving rise to a network output
suitable for solving Equation 1.5. (c) Learning is halted, and the effective modifications to J , δ J , have altered the
recurrent connectivity so that fout is produced stably without need for further modification. (adapted from Sussillo
and Abbott [2009])
Defined in this way, it is apparent that FORCE learning has identified a recurrently connected
network with connectivity Ĵ that is a rank-1 perturbation to the initial connectivity J . An ex-
ample of FORCE learning is illustrated in Figure 1.8.
Chapter Four addresses additional steps that can be taken to improve learning in continuous-
variable models using target-based learning and a random initialization for J .
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Training spiking networks
It is precisely because of the non-differential nature of the process H for spiking networks that
constructing functional networks through supervised learning has been so challenging. With the
aid of target-based learning, as we show in later chapters, the full power of supervised learning
can be brought to the problem of building functional spiking networks.
Despite the complexity of training recurrent spiking networks, there have been notable successes
in the past which we now discuss. These methods can coarsely be considered target-based meth-
ods since they often rely on approximating another system with a group of spiking neurons, and
occasionally achieve this approximation through a least-square fitting procedure. Since we devote
substantial attention to the technical details of training spiking networks in Chapter Two, here
we only review the studies themselves, their achievements and the progress those achievements
brought to the field.
Historically, the problem of constructing recurrent spiking neural networks that perform tasks
was solved by first identifying a closely related (often reduced form) continuous model that
embodied the structure of the task and then approximating that system with a spiking sys-
tem. Early examples include memory systems that rely on attractor states [Amit and Brunel,
1997] or decision-making networks that rely on inhibition-mediated competition between at-
tractors [Wang, 2002]. Since these systems performed tasks using fixed-point dynamics, static
mean-field theory could be applied to transform the problem from the domain of spiking neu-
rons to, essentially, a one-dimensional continuous equation. Later, these ideas were extended to
continuous sets of fixed points, called line attractors, to model temporal integration and memory
of continuous external variables like the position of a motor effector [Seung et al., 2000] or the
value of a sensory stimulus [Machens et al., 2005]. Here again, a continuous dynamical model
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was first invoked and then approximated by a group of spiking neurons. Ultimately, these ap-
proaches were further extended to arbitrary linear continuous dynamical systems, encompassing
dampened and persistent oscillator and integrators, [Boerlin et al., 2013] or nonlinear dynamical
systems with closed form continuous dynamics [Eliasmith, 2005] such as the Lorenz attractor.
As I will discuss in Chapter Three, our approach to building spiking networks follows this same
line of research, where a continuous system is first identified that can be used as a helpful tool
for building a more complex, spiking system.
Connecting continuous-variable and spiking models
Here I summarize two approaches we adopted in the early days of attempting to understand
the relationship between continuous-variable networks and spiking networks. While these two
approaches did not yield inspiring or terribly useful results, they were instructive about the
operation of these models, the difficultly of performing supervised learning in spiking networks,
and ultimately guided us to more useful approaches that we discuss later.
Hybrid firing-rate/spiking network
The first approach we adopted to connect firing rate networks to spiking networks took the
form of a “hybrid” approach, where we considered the variables h of a rate network as the rate
parameter of a Poisson process that gave rise to spike counts. This is a primitive way of including
spiking noise into these models to examine what effect spikes might have on their dynamical
properties and to see if learning could be achieved in the face of this noise. Methods similar
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to this have more recently been studied by other research groups [Harish and Hansel, 2015;
Kadmon and Sompolinsky, 2015].
To define the firing rate, we introduced a parameter Rmax which determined exactly what the
relative firing rate of h meant, since normally these quantities are scaled between -1 and 1. To
generate Poisson distributed random variables from elements of h that took negative values, we
would compute the absolute value of these quantities first, and then adjust for their sign after, in
a sense computing “negative spike counts”. The dynamics for the systems we studied took the
following form:





sg n(h j )
Rmax∆t
Poi s s(|h j |Rmax∆t ) (1.8)
We found that the introduction of Poisson spiking noise into these models was destructive to the
slow chaotic fluctuations that can be observed in normal firing rate networks and that make them
useful for supervised learning. This destructive quality can most clearly be seen by computing
the average autocorrelation function of h, which was plotted for a standard firing-rate network
in Figure 1.6. For a network of 1,000 firing-rate units, with g = 3, Rmax had to take on a value of
10,000 Hz (meaning that each firing rate unit is comprised of 100 spiking neurons, each firing at a
maximum rate of 100 Hz, implying the entire network is comprised of 100,000 spiking neurons)
before the decay of the average autocorrelation function resembled results seen in standard firing-
rate networks. Furthermore, if we attempted standard FORCE learning in a network of this
type, even for a trivial task, learning failed for smaller values of Rmax (Figure 1.9).
These results indicated that the inclusion of spiking noise in continuous-variable networks is
detrimental to the slow chaotic fluctuations that allow them to be useful for supervised learning.
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Figure 1.9: Hybrid rate/spiking model.
(a) The mean autocorrelation function for a variety of Rmax values. (b) Attempting to learn a 1 Hz sine wave with
networks of different Rmax values. Black is the target and the output of a trained rate network.
Furthermore, these results raised several red flags about the connection of these models to spiking
networks, which directly inspired my future work. As a note on this approach, the learning
we attempted on these models was standard FORCE learning; new approaches to performing
FORCE-like learning, to be introduced in Chapter Four could be more successful in these types
of models.
The failure of reservoir approaches in LIF networks
Our second approach was to attempt to exploit randomly connected spiking networks as a reser-
voir of rich activity in the same way as had been done in continuous-variable networks. Naïvely,
one might assume that the same tricks of reservoir computing can be exploited in spiking net-
works (in fact, we followed this path, fruitlessly, for some time). Unfortunately (or perhaps
rather, fortunately, since it led us to better methods) this approach failed. Here we provide some
intuition as to why reservoir computing methods work for continuous-variable models, and why
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this is not a sensible thing to do in spiking networks (Figure 1.10).










































Figure 1.10: Intuition into reservoir methods, and why they fail in LIF networks.
A simplified diagram of a recurrent network acting as a reservoir and an external feedback neuron on which super-
vised learning is being performed. (a) When the output is a single cosine function, the reservoir must generate the
phase-shifted signal. (b) Introducing a phase-shifted signal as a target provides the phase-shifted signal automatically.
This signal is usually available for free in continuous-variable networks (for example, it can be read out explicitly
from a network driven by the target function, without learning). (c) Test error after training a spiking network
with a pair of periodic target functions with phases 0 to π/4. Each color shows a network with different parameter
settings for the synaptic time constant. The inset shows the generated and desired output at various phase shifts. By
a phase shift of π/8, the network can perform the task.
Consider a case in which the output is a single sine function. For this to happen, the interaction
of the external feedback and the recurrent dynamics must be sufficient to create a phase-shifted
version of the target function. If this phase shift is too small, the learned solution for w will grow
large and lead to unstable dynamics. Firing-rate reservoirs can generate appropriate phase shifts,
while randomly connected spiking networks do not. If we introduce a phase-shifted version of
the target as a second target of learning, then, by definition, the phase-shifted signal is present
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in the network activity and learning will succeed. This approach can be adopted in both spiking
models and rate models, although it is not necessary in the latter.
From this initial intuition, we were able to construct various oscillating networks (including
high-dimensional oscillators) (Figure 1.11a). From there, we went on to study the possibility of
using firing-rate networks as sources of targets (which we discuss later). One tangent of research
in this area that is left unresolved is to what degree the chaotic state of firing rate networks can
be replicated in spiking networks by training them with chaotic rate trajectories. We found that
doing so creates a spiking network that replicates some of the slow dynamics of the rate network,
but includes additional high-frequency content, due to the spiking noise (Figure 1.11b).
Figure 1.11: Training LIF networks with Fourier bases and chaotic rate networks.
(a) 10 sine-cosine pairs are used to train a spiking network. The signals during testing are shown, as well as the power
spectrum of each signal, indicating that the correct target frequency is being generated. (b) The log of the average
power spectrum of h for a chaotic rate network and a spiking network trained from signals from the rate network.
The spiking network generates some of the slow fluctuations of the rate network, but has increased power in high
frequencies from the spikes.
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Since the days of studying these methods, other developments within the research community
may warrant re-investigating them. Specifically, work has been done examining how the choice
of model neuron (using a quadratic integrate-and-fire neuron for example [Brunel and Latham,
2003; Huh, 2015]) may effect a randomly connected spiking network’s capacity to function as
a reservoir. Another, contemporary approach, for training recurrent spiking networks is sim-
ilar to the early approach we tried here, except that a nonlinearity is included in the synaptic
dynamics, which may make it possible to use randomly connected spiking networks as reser-
voirs [Thalmeier et al., 2015]. Additionally, research into understanding the effects of synaptic
timescales and connectivity strength on the dynamical properties of randomly connected LIF
networks is an on-going field of study [Harish and Hansel, 2015; Kadmon and Sompolinsky,
2015; Ostojic, 2014]. New insights here could shed light on permitting the use of reservoir tech-
niques in spiking networks.
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Chapter 2
Building Functional Networks of Spiking Model
Neurons 1
Abstract
Most of the networks used by computer scientists and many of those studied by modelers in
neuroscience represent unit activities as continuous variables. Neurons, however, communicate
primarily through discontinuous spiking. We review methods for transferring our ability to
construct interesting networks that perform relevant tasks from the artificial continuous domain
to more realistic spiking network models. These methods raise a number of issues that warrant
further theoretical and experimental study.
1This chapter was published as Building functional networks of spiking model neurons, Nature Neuroscience
(2016). co-authored by L.F. Abbott†,‡, Brian DePasquale† and Raoul-Martin Memmesheimer†,§. Copyright is held
by Nature Publishing Group.
† Department of Neuroscience, Columbia University College of Physicians and Surgeons, New York, NY USA. ‡
Department of Physiology and Cellular Biophysics, Columbia University College of Physicians and Surgeons New




The world around us is described by continuous variables—distances, angles, wavelengths, frequencies—
and we respond to it with continuous motions of our bodies. Yet the neurons that represent and
process sensory information and generate motor acts communicate with each other almost ex-
clusively through discrete action potentials. The use of spikes to represent, process and interpret
continuous quantities and to generate smooth and precise motor acts is a challenge both for
the nervous system and for those who study it. A related issue is the wide divergence between
the timescales of action potentials and of perceptions and actions. How do millisecond spikes
support the integration of information and production of responses over much longer times?
Theoretical neuroscientists address these issues by studying networks of spiking model neurons.
Before this can be done, however, network models with functionality over behaviorally relevant
timescales must be constructed. Here, we review a number of methods that have been developed
for building recurrent network models of spiking neurons.
Constructing a network requires choosing the models used to describe its individual neurons
and synapses, defining its pattern of connectivity, and setting its many parameters (Figure 2.1a).
The networks we discuss are based on model neurons and synapses that are, essentially, as sim-
ple as possible. The complexity of these networks resides in the patterns and strengths of the
connections between neurons (although we consider dendritic processing toward the end of this
Perspective article). This should not be interpreted as a denial of the importance or the complex-
ity of the dynamics of membrane and synaptic conductances, or of phenomena such as bursting,
spike-rate adaptation, neuromodulation and synaptic plasticity. These are undoubtedly impor-
tant, but the simplified models we discuss allow us to assess how much of the dynamics needed to
support temporally extended behaviors can be explained by network connectivity. Furthermore,
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such models provide a foundation upon which more complex descriptions can be developed.
The problem we are addressing is this: a network receives an input fin(t ), and its task is to gener-
ate a specified output fout(t ) (Figure 2.1a; we discuss below how this output is computed). Our
job is to configure the network so that it does this task, where by ‘configure’ we mean set the
weights (that is, strengths) of the network synapses to appropriate values. For a network of N
neurons, these weights are given by the elements of an N×N matrix, denoted by J , that de-
scribes the modifiable connections between network neurons (although some of these elements
may be constrained to 0, corresponding to non-existent connections). We note here that we
are constructing recurrently connected networks which pose unique challenges not faced when
constructing feedforward networks. Given our interest in spanning the temporal gap between
spikes and behavior, tasks of interest often involve integrating an input over time [Boerlin and
Denève, 2011; Boerlin et al., 2013; Burak and Fiete, 2009; Eliasmith, 2005; Hansel and Sompolin-
sky, 1998; Lim and Goldman, 2013; Maass et al., 2007; Renart et al., 2003; Schwemmer et al.,
2015; Seung et al., 2000; Song and Wang, 2005; Wang, 2002], responding to particular tempo-
ral input sequences [Buonomano and Merzenich, 1995; Gütig and Sompolinsky, 2006; Pfister
et al., 2006], responding after a delay or with an activity sequence [Buonomano and Merzenich,
1995; DePasquale et al., 2016; Diesmann et al., 1999; Jahnke et al., 2012; Liu and Buonomano,
2009; Maass et al., 2002; Memmesheimer et al., 2014; Reutimann et al., 2004; Thalmeier et al.,
2015; Vogels and Abbott, 2005], responding with a temporally complex output [Brea et al.,
2013; DePasquale et al., 2016; Eliasmith et al., 2012; Florian, 2012; Hennequin et al., 2014; Maass
et al., 2007; Memmesheimer et al., 2014; Ponulak and Kasiński, 2010; Thalmeier et al., 2015], or
autonomously generating complex dynamics [Boerlin et al., 2013; DePasquale et al., 2016; Elia-
smith, 2005; Memmesheimer et al., 2014; Thalmeier et al., 2015]. In this Perspective, we focus on
general approaches that extend our ability to construct spiking networks capable of performing


















Figure 2.1: Structure of autonomous and driven networks.
(a) The autonomous network. In this diagram, black lines and dots denote fixed connections and red lines and dots
are connections that are adjusted to make the network function properly. A defined input fin is provided to the
network through connections characterized by weights u. Neurons in the network are connected by two types of
synapses, parameterized by Jfast (in black) and J (in red). The problem is to choose the strengths of the synapses
defined by J , and the weights w, so that the output of the network, ws , approximates a given target output fout. (b)
The driven network. In this case, the network is driven by input fD, through weights uD, that forces it to produce
the desired output. Only the fixed synapses denoted by Jfast are included. Output weights are adjusted as in the
autonomous network.
Determining the connection matrix required to make a network perform a particular task is
difficult because it is not obvious what the individual neurons of the network should do to
generate the desired output while supporting each others’ activities. This is the classic credit
assignment problem of network learning: what should each individual neuron do to contribute
to the collective cause of performing the task? The field of machine learning has addressed credit
assignment by developing error gradient-based methods, such as back-propagation, that have
been applied with considerable success [LeCun et al., 2015]. This approach has also been used to
construct abstract network models known as rate models in which neurons communicate with
each other through continuous variables [Mante et al., 2013; Sussillo et al., 2015]. Unfortunately,
the application of gradient-based methods to spiking networks [Bohte et al., 2002; Florian, 2012;
Sporea and Grüning, 2013; Tino and Mills, 2006] is problematic because it has not been clear
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how to define an appropriate differentiable error measure for spike trains. The methods that we
review can all be thought of as ways to solve the credit assignment problem without resorting to
gradient-based procedures.
Defining the input, output and network connections
Before beginning the general discussion, we need to explain how neurons in the network interact,
how they receive an input, and how they produce an output. This, in turn, requires us to define
what we call the normalized synaptic current, s(t ), that arises from a spike train (Figure 2.2a, top
and middle traces). In the synapse model we use, each presynaptic spike causes the normalized
synaptic current to increase instantaneously by 1, s → s + 1. Between spikes, s decays exponen-
tially toward 0 with a time constant τ, which is set to 100 ms in the examples we show. There
is one normalized synaptic current for each network neuron, so s is an N -component vector.
The normalized synaptic current is used to construct both the output of the network and the in-
puts that each neuron receives through the synapses described by the matrix J (Figure 2.1a). The
synaptic current generated in a postsynaptic neuron by a particular presynaptic neuron is given
by the appropriate synaptic weight times the normalized synaptic current for that presynaptic
neuron. The synaptic currents for all the network neurons are given collectively by J s .
All of the models we present have, in addition to the connections described by J , a second set
of synapses with time constants considerably faster than τ, described by Jfast. We consider two
arrangements for these fast synapses: random or set to specific values (see below). In either case,
the fast synapses are not modified as part of the adjustments made to J to get the network to
perform a particular task. It is tempting to equate the fast (Jfast) and slower (J ) synapses in these
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Figure 2.2: Driven networks approximating a continuous target output.
(a) Spike train from a single model neuron (top), the normalized synaptic current s(t ) that it generates (middle), and
the output ws computed from a weighted sum of the normalized synaptic currents from this neuron and 99 others
(bottom). (b-d) Results from driven networks with optimally tuned readout weights. In each, the upper plot shows
the actual output ws in red and the target output fout in black, and the lower plot shows representative membrane
potential traces for 8 of the 1000 integrate-and-fire model neurons in each network. Neurons in the driven network
are connected by fast synapses with random weights for b and c and with weights adjusted according to the spike-
coding scheme for d. The three panels show the outputs in response to a driving input fD= fout (b), a driving input
fD = fout + τd fout/d t in a rate-coding network (c), and a driving input fD = fout + τd fout/d t in a spike-coding
network (d).
GABAB inhibitory synapses. Although this is correct as far as timescales are concerned, there are
issues with this interpretation due to the different way these two classes of synapses are treated
and modified in the models. These remain to be resolved.
The input to the network, fin, takes the form of a current injected into each neuron. This current
is fin(t ) times a neuron-dependent weight. The vector formed by all N of these weights is denoted
by u (Figure 2.1a; we could also extend these networks to include multiple inputs fin but, for
conciseness, we restrict our examples to single-input cases.)
The network output is a weighted sum of the normalized synaptic currents generated by all the
neurons in the network (Figure 2.2a, bottom trace; we consider a single output here, but extend
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this to multiple outputs later). Each network neuron has its own output weight in this sum and,
collectively, these weights form an N -component row vector w (Figure 2.1a). Output weights
are adjusted to minimize the average squared difference between the actual output, ws , and the
desired output fout.
In all of the examples we show, the firing rates of all the network neurons are constrained to
realistic values. Another important element in producing realistic-looking spike trains is trial-to-
trial variability. Irregular spiking can be generated internally through the random fast synapses
we include [Brunel, 2000; van Vreeswijk and Sompolinsky, 1996], or by injecting a noise current
into each network neuron. We do both here.
The spiking networks we discuss come in two varieties that we call rate-coding and spike-coding.
At various points we also discuss what are called rate networks, more abstract models in which
network units communicate through continuous variables, not spikes. It is important to keep in
mind that the rate-coding case we discuss refers to spiking, not rate, networks.
Driven networks
In any construction project, it is useful to have a working example. As circular as it sounds, one
way to construct a network that performs a particular task is by copying another network that
does the task. This approach avoids circularity because the example network involves a cheat;
it is driven by an input fD(t ) that forces it to produce the desired output (Figure 2.1b). We
call the original network—the one we are constructing (Figure 2.1a)—the autonomous network
(even though it receives the external input fin) and call the example network the driven network
(Figure 2.1b). If there is a single driving input, it is injected into the network neurons through
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weights described by a vector uD. Later we will discuss situations in which P>1 driving inputs
are used. In this case, uD is an N×P matrix. Although the driven network does not receive
the original input fin directly, the driving input fD typically depends on fin, as discussed below.
The autonomous and the driven networks contain the same set of fast synapses, but the slower
synapses described by the matrix J are absent in the driven network.
The role of the driven network is to provide targets for the autonomous network. In other words,
we will construct the autonomous network so that the synaptic inputs to its neurons match those
in the driven network. In machine-learning a related scheme is known as target propagation
[Bengio, 2014; LeCun, 1986], and interesting neural models have been built by extracting targets
from random networks [Laje and Buonomano, 2013] or from experimental data [Fisher et al.,
2013; Rajan et al., 2016].
Obviously, a critical issue here is how to determine the driving input that forces the driven
network to perform a task properly. We address this below but, for now, just assume that we
know what the driving input should be. Then, the driven network solves the credit assignment
problem for us; we just need to examine what the neurons in the driven network are doing
to determine what the neurons in the autonomous network should do. Even better, the driven
network tells us how to accomplish this: we just need to arrange the additional connections
described by J so that, along with the term u fin, they produce an input in each neuron of the
autonomous network equal to what it receives from the external drive in the driven network.
However, there are significant challenges in seeing this program through to completion: 1) We
have to figure out what fD is—in other words, determine how to drive the driven network so that
it performs the task. 2) We must assure that this input can be self-generated by the autonomous
network with a reasonable degree of accuracy. 3) We must determine the recurrent connection
weights J that accomplish this task, and 4) We must assure that the solution we obtain is stable
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with respect to the dynamics of the autonomous network. This Perspective covers significant
progress that has been made in all four of these areas.
The driven network consists of nonlinear, spiking model neurons connected by either randomly
chosen or specifically set (as discussed below) fast synapses (Figure 2.1b), and the spikes produced
by these units are filtered (Figure 2.2a) and summed (Figure 2.1) to provide the output. The
transformation from the input fD to the output fout might seem to be quite complex, but it turns
out that the effects of nonlinearities and fast network connections can largely be compensated
by appropriate choice of the output weights w. In light of this, a first guess for the driving input
might be to set fD= fout—that is, to treat the network as if it simply passes a signal from the input
to a properly extracted output. This approach can generate good results in rate-based networks
[Jaeger and Haas, 2004; Lukosevicius et al., 2012; Sussillo, 2014; Sussillo and Abbott, 2009, 2012],
and it has been tried in spiking networks [Maass et al., 2007], but in these it only works in limited
cases and, in general, poorly (Figure 2.2b).
A significant advance [Eliasmith, 2005; Eliasmith and Anderson, 2003] was the realization that
the element of the network input-output transformation that cannot be compensated by the
choice of output weights is the synaptic filtering at the output, characterized by the time-constant
τ. Correcting for this synaptic low-pass filtering and its phase delay is easy: we simply define the





Using this driving input to produce fout works quite well (Figure 2.2c). Equation 2.1, which pro-
vides an answer to challenge 1, forms the basis for the work we discuss. Of course, this only gives
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us a driven version of the network we actually want. In the following sections, we show how
to make the transition from the driven network (Figure 2.1b) to the autonomous network (Fig-
ure 2.1a). Before doing this, however, we introduce an approach that allows the desired output
to be produced with greatly enhanced accuracy.
Spike coding to improve accuracy
The network output shown in (Figure 2.2c, red line, top panel) matches the target output (Fig-
ure 2.2c, fout, black line, top panel) quite well, but deviations can be detected, for example, at the
time of the second peak of fout. Some deviations are inevitable because we are trying to reproduce
a smooth function with signals s(t ) that jump discontinuously every time there is a spike (Fig-
ure 2.2a). In addition, deviations may arise from irregularities in the patterns of spikes produced
by the network. The driven network in Figure 2.2c approximates the desired output function
because its neurons fire at rates that rise and fall in relation to changes in the function fout. For
this reason, we refer to networks of this form as rate coding. Deviations between the actual and
desired outputs occur in these networks when a few more or a few less spikes are generated than
the precise number needed to match the target output. The spike-coding networks that we now
introduce [Boerlin and Denève, 2011; Boerlin et al., 2013; Schwemmer et al., 2015] work on
the same basic principle of raising and lowering the firing rate, but they avoid generating ex-
cessive or insufficient numbers of spikes by including strong fast interactions between neurons.
These interactions replace the random fast connections used in the network of Figure 2.2b,c
with specifically designed and considerably stronger connections [Denève and Machens, 2016].
In general, both excitatory and inhibitory strong fast synapses are required. These synapses cause
the neurons to spike in a collectively coherent manner and assure near-optimal performance. For
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a rate-coding network of N neurons, the deviations between the actual and desired output are
of order 1/
p
N . In spike-coding networks, these deviations are of order 1/N , a very significant
improvement (as can be seen by comparing the outputs in Figure 2.2c,d). The values of the fast
strong connections needed for spike coding were derived as part of a general analysis of how to
generate a desired output from a spiking network optimally [Boerlin and Denève, 2011; Boerlin
et al., 2013]. The use of integrate-and-fire neurons, equation 2.1 for the optimal input, a deter-
mination of the optimal output weights w, and the idea and form of the fast connections are all
results of this interesting analysis.
The strength of the fast synapses used in the spike-coding scheme is reflected in the way they
scale as a function of the number of synapses that the network neurons receive. Denoting this
number by K , one way of assuring a fixed level of input onto a neuron as K increases is to make
synaptic strengths proportional to 1/K . The inability of this scheme to account for neuronal
response variability [Softky and Koch, 1993] led to the study of networks [Brunel, 2000; van
Vreeswijk and Sompolinsky, 1996] in which the synaptic strengths scale as 1/
p
K . Maintaining
reasonable firing rates in such networks requires a balance between excitation and inhibition.
The fast synapses in spiking-coding networks have strengths that are independent of K , imposing
an even tighter spike-by-spike balance between excitation and inhibition to keep firing levels
under control.
Spike-coding networks implement the concept of encoding information through precise spiking
in a far more interesting way than previous proposals. The spike trains of individual neurons in
spike-coding networks can be highly variable (through the injection of noise into the neurons, for
example) without destroying the remarkable precision of their collective output. This is because,
if a spike is missed or a superfluous one is generated by one neuron, other neurons rapidly adjust
their spiking to correct the error.
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In the following sections, we discuss both spike-coding and rate-coding variants of networks
solving various tasks. All of the networks contain fast synapses, but for the rate-coding networks
these are random and relatively weak, and their role is to introduce irregular spiking, whereas for
the spike-coding networks they take specifically assigned values, are strong and produce precise
spiking at the population level. Another important difference is that the elements of the input
vector u and recurrent synaptic weights given by J are considerably larger in magnitude for
spike-coding networks than in the rate-coding case.
Autonomous networks
It is now time to build the autonomous network and, to do this, we must face challenges 2-
4: how can we arrange the network connections so that the external signal fD that allows the
driven network (Figure 2.1b) to function properly can be produced internally and stably by
the autonomous network (Figure 2.1a)? One way to assure that the autonomous network can
generate the driving input needed to produce fout is to place restrictions on fD. Because fD= fout+
τd fout/d t , this also restricts fout and thus limits the complexity of the tasks that the network can
perform. We discuss these restrictions and ways to get around them in the following sections.
Because the autonomous network receives the input fin and, if it works properly, produces a
good approximation of the desired output fout, one sensible restriction on fD is to require it to




= B fout+ uR fin , (2.2)
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where B and uR are constants. Because ws ≈ fout, we can write the current that each neuron in
the driven network receives from the driving input, using Equation 2.2, as uD fD ≈ uDBws +
uDuR fin. For the autonomous network to work properly, these currents must be reproduced in
the absence of the driving input by the combination of recurrent and input currents J s + u fin.
Equating the driving and autonomous currents, we see that the autonomous network can be
constructed by setting u = uDuR and J = uDBw. This solves challenge 3 [Boerlin and Denève,
2011; Boerlin et al., 2013; Eliasmith, 2005; Eliasmith and Anderson, 2003].
If B = 1, the two terms involving fout in Equation 2.2 cancel, and fout is then proportional to
the time integral of fin. The construction we have outlined thus produces, in this case, a spiking
network that integrates its input, fairly accurately in the rate-coding case (Figure 2.3a) and very
accurately for the spike-coding version (Figure 2.3b). Integrating networks have been constructed
prior to the development of the approaches we are presenting [Burak and Fiete, 2009; Hansel and
Sompolinsky, 1998; Maass et al., 2007; Renart et al., 2003; Seung et al., 2000; Song and Wang,
2005; Wang, 2002]; the key advances are that the same methods can be used for more complex
tasks and that, in the case of spike-coding, accuracy is greatly improved.
For a single function fout, Equation 2.2 can only describe a low-pass filter or an integrator, but
a somewhat broader class of functions can be included by extending fout from a single function
to a vector of P different functions, while maintaining the restriction that fD depends linearly
on fout. In this extension, B in Equation 2.2 is a P×P matrix, uR is a P -component vector, uD is
an N×P matrix, and w is a P×N matrix. The same approach discussed above, but extended to
P >1, allows us to build networks that generate a set of P free-running, damped and/or driven
oscillations [Boerlin et al., 2013; Eliasmith, 2005; Eliasmith and Anderson, 2003].
Even with the extension to oscillations, the networks we have discussed thus far are highly lim-
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Figure 2.3: Two autonomous networks of spiking neurons constructed to integrate the input fin (top, black traces).
(a) A rate-coding network. (b) A spike-coding network. For each network, the results from two trials are shown.
The upper red and blue traces marked ws show the output of the networks on these two trials (they overlap almost
perfectly in panel b and are therefore difficult to distinguish) and the bottom blue and red traces show the membrane
potentials of 3 neurons in the networks on the two trials. Note the trial-to-trial variability in the spiking patterns.
Each network consists of 1000 model neurons.
ited. This is due to the restriction we placed on fD by requiring it to be linear in fout. To expand
functionality, we must loosen this restriction while continuing to ensure that the autonomous
network can generate the signals comprising fD. Suppose we allow fD, instead, to be a nonlinear




= BH ( fout)+ uR fin , (2.3)
where H is a nonlinear function (tanh for example). As in the linear case, we know that fout≈ws ,
so the driving current into each neuron of the driven network in the nonlinear case is uD fD≈
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uDBH (ws)+ uDuR fin. Equating this to the analogous current in the autonomous network, J s +
u fin, we find that the input weights of the autonomous network are again given by u = uDuR,
but the recurrent circuitry of the network must reproduce the currents given by uDBH (ws),
which, unlike the expression J s , are not linear in s . There are two approaches for dealing with
this problem.
The first approach is to modify the spiking neuron model used in the network to include den-
dritic nonlinearities, meaning that the recurrent input to the neurons of the autonomous net-
work is given by a more complex expression than J s . We implement this by considering the dif-
ferent pieces from which the current uDBH (ws) is constructed. The term ws can be interpreted
as N inputs weighted by the components of w summed on P nonlinear dendritic processes. The
function H is then interpreted as a dendritic nonlinearity associated with these processes, and
the remaining factor, uDB , describes how the P dendrites are summed to generate the total re-
current synaptic input into the soma of each network neuron. Modifying the neuron model in
this way and using a spike-coding scheme, this approach has been developed as a general way
to build spiking network models that can be modified easily to perform a wide variety of tasks
[Thalmeier et al., 2015].
The second approach sticks with the original neuron model, uses a rate-coding approach, and
solves the condition J s≈uDBH ( fout) by a least-squares procedure [DePasquale et al., 2016; Elia-
smith, 2005; Seung et al., 2000]. This can work in the nonlinear case because, although the ex-
pression J s is linear in s , the normalized synaptic current is generated by a nonlinear spike-
generation process. In particular, this process involves a threshold, which supports piecewise
approximations to nonlinear functions [Seung et al., 2000]. To avoid stability problems that
may prevent such a solution from producing a properly functioning network, the least-squares












Figure 2.4: Autonomous networks solving a temporal XOR task.
(a) A rate coding network with linear neuronal input integration. (b) A spike coding network with nonlinear
neuronal input integration. In both cases, the network output (red traces) is a delayed positive deflection if two
successive input pulses have different signs and is a negative deflection if the signs are the same. Blue traces show the
membrane potentials of 4 neurons in the networks.
task, using an RLS or FORCE algorithm [DePasquale et al., 2016; Sussillo and Abbott, 2009,
2012]. Although stability is not guaranteed [Rivkind and Barak, 2015], this approach works
well in practice, effectively resolving challenge 4.
Figure 2.4 shows examples of a rate-coding network with linear integrate-and-fire neurons (Fig-
ure 2.4a) and a spike-coding network that includes dendritic nonlinearities (Figure 2.4b) built
according to the procedures discussed in this section and performing a temporal XOR task.
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The connection to more general tasks
At this point, the reader may well be wondering what Equation 2.3 has to do with the tasks
normally studied in neuroscience experiments. Tasks are typically defined by relationships be-
tween inputs and outputs (given this input, produce that output) not by differential equations.
How can we use this formalism to construct spiking networks that perform tasks described in a
more conventional way? The answer lies in noting that Equation 2.3 defines a P -unit rate model,
that is, a model in which P nonlinear units interact by transmitting continuous signals (not
spikes) through a connection matrix B . Continuous-variable (rate) networks can perform a va-
riety of tasks defined conventionally in terms of input-output maps if P is large enough [Jaeger
and Haas, 2004; Lukosevicius et al., 2012; Sussillo, 2014; Sussillo and Abbott, 2009, 2012]. This
observation provides a general method for constructing spiking networks that perform a wide
range of tasks of interest to neuroscientist [DePasquale et al., 2016; Thalmeier et al., 2015]. In
this construction, the continuous-variable (rate) network plays the role of a translator, translat-
ing the conventional description of a task in terms of an input-output map into the differential
equation description (Equation 2.3) needed to construct a spiking network [DePasquale et al.,
2016]. For the spike-coding network with nonlinear dendrites [Thalmeier et al., 2015], the con-
tinuous variable (rate) model is built into the spiking network, and this allows the network to be
quickly and easily re-adjusted to perform a variety of tasks. The rate-coding networks with linear
integrate-and-fire neurons do not require precise dendritic targeting or dendritic nonlinearities,
but their recurrent connectivity requires more radical readjustment to allow the networks to
perform a new task [DePasquale et al., 2016]. In both cases, the power of recurrent continuous
variable (rate) networks is used to enhance the functionality of a spiking network.
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Discussion
We have reviewed powerful methods for constructing network models of spiking neurons that
perform interesting tasks [Boerlin et al., 2013; DePasquale et al., 2016; Eliasmith, 2005; Thalmeier
et al., 2015]. These models allow us to study how spiking networks operate despite high degrees
of spike-train variability and, in conjunction with experimental data, they should help us iden-
tify the underlying signals that make networks function.
We have outlined several steps that may be used in the construction of functioning spiking net-
works, and it is interesting to speculate whether these have analogs in the development of real
neural circuits for performing skilled tasks. One step was to express the rules and goals of the
task in terms of the dynamics of a set of interacting units described by continuous variables.
In other words, the rules of the task are re-expressed in terms of a system of first-order dif-
ferential equations (Equation 2.3). It is interesting to ask whether task rules are represented in
real neural circuits in the language of dynamics; finding such a representation in experimental
data would provide a striking confirmation of the principles of network construction we have
discussed. Continuous-variable (rate) networks not only play a key role in the construction of
these spiking networks, they also describe the fundamental dynamic signals by which the spik-
ing networks operate. This makes them well-suited for describing how neural circuits operate,
not mechanistically (spiking networks are closer to this), but at a basic functional level.
Our discussion also introduced a driven network that could be used to guide the construction of
an autonomous network, and it is interesting to ask whether this step has any biological counter-
part. A possible parallel between the driven and autonomous networks we have discussed is the
transition from labored and methodical initial performance of a task to automatic and virtually
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effortless mastery. In the spiking network models, this transformation occurs when an external
driving input is reproduced by an internally generated signal. After this transformation takes
place, the external signal can be either removed or ignored. Plasticity mechanisms acting within
neural circuits may, in general, act to assure that irrelevant signals are ignored and predictable sig-
nals are reproduced internally [Bourdoukan and Denève, 2015; Bourdoukan et al., 2012; Hosoya
et al., 2005; Kennedy et al., 2014; Vogels et al., 2011]. The nature and mode of action of such
mechanisms should help us replace the least-squares adjustment of synaptic weights we have dis-
cussed with more biophysically realistic forms of plasticity. An alternative might be provided by
reward-based learning rules such as reward modulated synaptic plasticity [Friedrich and Senn,
2012; Hoerzer et al., 2014; Potjans et al., 2009; Vasilaki et al., 2009].
The spike-coding variants that we have discussed [Boerlin et al., 2013; Thalmeier et al., 2015]
are unlikely to operate over a brain-wide scale. Instead, such networks may exist as smaller spe-
cial purpose circuits operating with high accuracy. Their experimental signatures are strong and
dense inter-connectivity. The challenge will be to identify the set of neurons that are part of such
a circuit. Finally, the nonlinear version of spike-coding networks that we discussed [Thalmeier
et al., 2015] involves both functional clustering of synapses and dendritic nonlinearities. Synap-
tic clustering has been reported [Branco and Häusser, 2011; Druckmann et al., 2014; Kleindienst
et al., 2011], but it remains to be seen if this has the precision needed to support the required
dendritic computations. Dendritic nonlinearities of various sorts abound [London and Häusser,
2005; Major et al., 2013] and, in this regard, it is important to note that a wide variety of nonlin-
ear functions H can support the computations we have discussed.
The ability to construct spiking networks that perform interesting tasks opens up many avenues
for further study. These range from developing better methods for analyzing spiking data to
studying how large neuronal circuits operate and how different brain regions communicate and
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cooperate. We hope that future reviewers will be able to cover exciting developments in these
areas.
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Chapter 3
Using Firing-Rate Dynamics to Train Recurrent
Networks of Spiking Model Neurons 1
Abstract
Recurrent neural networks are powerful tools for understanding and modeling computation and
representation by populations of neurons. Continuous-variable or “rate" model networks have
been analyzed and applied extensively for these purposes. However, neurons fire action poten-
tials, and the discrete nature of spiking is an important feature of neural circuit dynamics. We
show how continuous-variable models can be used as a basis for training spiking network models
to perform relevant tasks. We present a procedure for training such networks to generate com-
plex dynamical patterns, to produce complex temporal outputs based on integrating network
input, and to model physiological data. Our procedure makes use of a continuous-variable net-
work to identify targets for training the inputs to the spiking model neurons. Surprisingly, we
1Portions of this chapter were published as Using Firing-Rate Dynamics to Train Recurrent Networks of Spik-
ing Model Neurons, arXiv pre-print (2016). co-authored by Brian DePasquale†, Mark M. Churchland†,‡ and L.F.
Abbott†,§
† Department of Neuroscience, Columbia University College of Physicians and Surgeons, New York, NY USA. ‡
Grossman Center for the Statistics of Mind, Columbia University College of Physicians and Surgeons, New York
NY USA. § Department of Physiology and Cellular Biophysics, Columbia University College of Physicians and
Surgeons, New York NY USA.
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are able to construct spiking networks that duplicate tasks performed by continuous-variable
networks with only a relatively minor expansion in the number of neurons. Our approach pro-
vides a novel view of the significance and appropriate use of “firing-rate" models, and it is a useful
approach for building model spiking networks that can be used to address important questions
about representation and computation in neural systems.
Introduction
A fundamental riddle of nervous system function is the disparity between our continuous and
comparatively slow sensory percepts and motor actions and the neural representation of those
percepts and actions by brief, discrete and spatially distributed action potentials. A related puzzle
is the reliability with which these signals are represented despite the variability of neural spiking
across nominally identical performances of a behavior. A useful approach to addressing these is-
sues is to build spiking model networks that perform relevant tasks, but this has proven difficult
to do. Here we develop a method for constructing functioning networks of spiking model neu-
rons that perform a variety of tasks while embodying the variable character of neuronal activity.
In this context, “task" refers to a computation performed by a biological neural circuit.
There have been previous successes constructing spiking networks that perform specific tasks
[Hennequin et al., 2014; Machens et al., 2005; Seung et al., 2000; Wang, 2002]. In addition, more
general procedures have been developed [Abbott et al., 2016] that construct spiking networks
that duplicate systems of linear [Boerlin and Denève, 2011; Boerlin et al., 2013; Eliasmith, 2005]
and nonlinear [Eliasmith, 2005; Thalmeier et al., 2015] equations. However, most tasks of in-
terest to neuroscientists, such as action choices based on presented stimuli, are not expressed in
terms of systems of differential equations. Our work uses continuous-variable network models
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[Sompolinsky et al., 1988], typically called “rate" networks, as an intermediary between con-
ventional task descriptions in terms of stimuli and responses and spiking network construction.
This results in a general procedure for constructing spiking networks that perform a wide variety
of tasks of interest to neuroscience [Abbott et al., 2016; Thalmeier et al., 2015]. We apply this
procedure to example tasks and show how constraints on the sparseness and sign (Dale’s law)
of network connectivity can be imposed. We also build a spiking network model that matches
multiple features of data recorded from neurons in motor cortex and from arm muscles during a
reaching task.
Results
The focus of our work is the development of a procedure for constructing recurrently connected
networks of spiking model neurons. We begin by describing the model-building procedure and
then present examples of its use.
Network architecture and network training
The general architecture we consider is a recurrently connected network of N leaky integrate-
and-fire (LIF) model neurons that receives task-specific input fin(t ) and, following training, pro-
duces an approximation of a specified “target" output signal fout(t ) (Figure 3.1a). fin can be
thought of as external sensory input or as input from another neural network, and fout as the
input current into a downstream neuron or as a more abstractly defined network output (for




Figure 3.1: Network architectures.
a) Spiking network. A network of N recurrently connected leaky integrate-and-fire neurons (orange circles) receives
an input fin (grey circle) through synapses uin, and generates an output fout (red circle) through synapses w. Con-
nections marked in red (recurrent connections Jl and output connections w) are modified by training, and black
connections are random and remain fixed. b) Continuous-variable network. A network of Ñ recurrently connected
“rate" units (blue circles) receive inputs fin and fout through synapses ũin and ũout, respectively. All connections are
random and held fixed. The sum of ũout fout and the recurrent input determined by J̃ defines the auxiliary targets
fJ(t ) for the spiking network.
When a neuron in the network fires an action potential, it contributes both fast and slow synaptic
currents to other network neurons. These currents are described by the two N -dimensional vec-
tors, f and s, respectively. When neuron i in the network fires an action potential, component i








The two time constants determine the decay times of these slow and fast synaptic currents, and
we set τs = 100 ms and τf = 5 ms.
The neurons in the network are connected to each other by synapses with strengths denoted
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by the N ×N matrix J f for the fast synapses and the N ×N matrix J s for the slow synapses.
The elements of these matrices are chosen randomly from a Gaussian distribution with mean
µf/Nτfν and variance g
2
f
/Nτfν and mean µs/Nτsν and variance g
2
s /Nτsν respectively. This ran-
dom connectivity produces chaotic spiking in the network [Brunel, 2000; vanVreeswijk and
Sompolinsky, 1998], which we use as a source of spiking irregularity and trial-to-trial variability.
We use the parameters gf and gs to control the level of this variability and the parameters µf and
µs to control the firing rate of the network. These parameters take the following values in all of
the examples we show (unless stated otherwise): µf =−4.5 mV, gf = 5.5 mV, µs = 0 mV, gs = 1.0
mV, ν = 15H z.
During network training a subset n of the connections of J f and a subset n of the connections of
J s are modified. To keep our notation simple, we collect all the synapses that undergo learning,
from both fast (J f) and slow (J s) synapses, into a N × 2n dimensional matrix Jl . Likewise, both
the slow (s) and fast (f ) synaptic currents that project to other neurons via these synapses are
collected into a 2n-dimensional vector sl . The remaining random synapses and synaptic currents
(both slow and fast) that will not undergo learning are also collected, denoted by the N×(N−2n)
matrix Jr and a (N − 2n)-dimensional vector sr .
The network output is constructed only from the synaptic currents that undergo learning. Con-
nections between the network and the output have strengths given by an Nout × 2n matrix w,
where Nout is the number of outputs (either 1 or 2 in the examples we provide).
The membrane potentials of the model neurons, collected together into a N -component vector




=Vrest−V + g Jl sl + Jr sr + uin fin+ I , (3.2)
66
with τm = 10 ms. For a case with Nin inputs, uin is an N ×Nin matrix (we consider Nin = 1
and 2) with elements drawn independently from a uniform distribution between -1 and 1. The
parameter g controls the strength of the learned input into each neuron, and g = 6 for the
examples we show. I is a time-independent bias current that is set for each neuron to keep its
mean firing rate within a biological realistic level by controlling the overall mean input into each
neuron. It is increased by an amplitude of 0.25 for all neurons between trials in the examples of
Figure 3.3 and Figure 3.4, representing a “holding" input between trials. Each neuron fires an
action potential when its membrane potential reaches a threshold Vth = −55 mV and is then
reset to Vreset =Vrest =−65 mV.
We can now specify the goal and associated challenges of network training. The goal is to modify
the entries of Jl and w so that the network performs the task specified by fin and fout, meaning
that
wsl ≈ fout (3.3)
when the network responds to fin (with the approximation being as accurate as possible). Equa-
tion 3.3 stipulates that sl must provide a basis for the function fout. If it does, it is straightforward
to compute the optimal w by minimizing the squared difference between the two sides of Equa-
tion 3.3, averaged over time. This can be done either recursively [Haykin, 2002] or using a
standard batch least-squares approach.
Determining the optimal Jl is significantly more challenging because of the recurrent nature
of the network. Jl must be chosen so that the learned component of the input to the network
neurons, Jl sl , generates a pattern of spiking that produces sl . The circularity of this constraint
is what makes recurrent network learning difficult. The difference between the easy problem of
computing w and the difficult problem of computing Jl is that, in the case of w, we have the
target fout in Equation 3.3 that specifies what signal w should produce. For Jl , it is not obvious
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what the input it generates should be.
Suppose that we did have targets analogous to fout, but for computing Jl (we call them auxiliary
target functions and denote them by the N -component vector fJ(t )). Then, Jl , like w, could
be determined by a least-squares procedure, that is, by minimizing the time-averaged squared
differences between the two sides of
Jl sl ≈ fJ(t ) . (3.4)
There are stability issues associated with this procedure, that we discuss below, however the
main challenge in this approach is to determine the appropriate auxiliary target functions. Our
solution to this problem is to obtain them from a continuous-variable model. More generally, if
we can train or otherwise identify another model that implements a solution to a task, we can
use signals generated from that model to train our spiking network.
Using continuous-variable models to determine auxiliary target functions
Equation 3.4 and Equation 3.3, respectively, summarize two key features of the vector of func-
tions fJ(t ): 1) They should correspond to the inputs of a recurrently connected dynamic system,
and 2) they should provide a basis for the network output fout. To satisfy the first of these re-
quirements, we identify fJ(t ) with the inputs of a recurrently connected continuous-variable
“rate" network. These networks have been studied intensely [Rajan et al., 2010; Sompolinsky
et al., 1988] and have been trained to perform a variety of tasks [Jaeger and Haas, 2004; Laje and
Buonomano, 2013; Sussillo, 2014; Sussillo and Abbott, 2009]. To satisfy the second condition,
we use the desired spiking network output, fout, as an input to the rate network. This allows us to
obtain the auxiliary target functions without having to train the continuous variable network.
Although this is not guaranteed to work, as we will discuss, it generally works in practice for
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most fout of interest to us.
The continuous-variable model we use is a randomly connected network of Ñ firing-rate units
(throughout we use tildes to denote quantities associated with the continuous-variable network).
Like the spiking networks, these units receive the input fin and, as mentioned above, they also
receive fout as an input. The continuous-variable model is described by an Ñ -component vector




=−x(t )+ J̃ H (x(t ))+ ũout fout+ ũin fin+ Ĩ , (3.5)
where τx = 10 ms, H is a nonlinear function (we use H (·) = tanh(·)), and J̃ , ũin, and ũout are
matrices of dimension Ñ×Ñ , Ñ×Nout and Ñ×Nin, respectively. The elements of these matrices
are chosen independently from a Gaussian distribution of zero mean and variance g̃ 2/Ñ for J̃ ,
and a uniform distribution between -1 and 1 for ũin and ũout. We set g̃ = 1.4. Ĩ is a bias term,
defined analogously to the bias term into the spiking network. Ñ = 1000 for the examples we
show.
To be sure that signals from this driven network are appropriate for training the spiking model,
the continuous-variable network, driven by the target output, should be capable of producing a
good approximation of fout. To check this, we can test whether an Nout× Ñ matrix can be found
(by least squares) that satisfies w̃H (x(t )) ≈ fout to a sufficient degree of accuracy. Provided J̃
and ũout are appropriately scaled, this can be done for a wide range of tasks [Sussillo, 2014].
The auxiliary target functions fJ(t ) that we seek are generated from the inputs to the neurons in
the continuous-variable network. There is often, however, a mismatch between the dimensions
of fJ(t ), which is N , and of the inputs to the continuous-variable model, which is Ñ . Additionally,
by examining the Ñ×Ñ covariance matrix of the continuous-variable network input, it becomes
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apparent that its inputs are highly correlated and can therefore be described by a smaller set of
functions of dimension ñ by performing Principal Components Analysis (PCA) on these signals.
To deal with these issues, we introduce an N × Ñ matrix uJ, with elements drawn independently
from a uniform distribution between -1 and 1, and a ñ× Ñ matrix ũPC composed of the first ñ
eigenvectors of the covariance matrix of the input into each continuous variable unit as its rows.
With these definitions we can write:




J̃ H (x(t ))+ ũout fout

. (3.6)
From this expression, we can note that fJ(t ) is an N -dimensional vector of temporal functions,
where each function is a random combination of the first ñ PCs of the input into every unit of
the firing-rate network. Each temporal function in fJ(t ) is used as a training signal for the input
into each spiking neuron.
We leave out the input term proportion to fin in this expression because the spiking network
receives the input fin directly. This set of target functions satisfies both of the requirements listed
at the beginning of this section and, as we show in the following examples, allows functional
spiking networks to be constructed by finding connections Jl that satisfy Equation 3.4. We do
this initially by a recursive least-squares algorithm [Haykin, 2002], but later we discuss solving
this problem by batch least-squares instead.
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Figure 3.2: Results for a network trained on the oscillation task.
(a) Raster plot of 100 neurons before (top) and after (bottom) training. (b) Input fin, target output fout (black) and
network output wsl for two trials (red and blue) (top). Example voltage traces for three neurons for two trials (red
and blue). (c) Random recurrent input Jr sr (top) and learned recurrent input Jl sl into one neuron for two trials
(red and blue). (d) Fano factor distribution computed across the population. Parameter for this example: N = 2000
n = 400.
Examples of trained networks
The procedure described above can be used to construct networks that perform a variety of
tasks. We present three examples that range from tasks inspired by problems of relevance to
neuroscience to modeling experimental data.
Our first example is an oscillation task that requires the network to generate a self-sustained,
temporally complex output (Figure 3.2).
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fout for this task is a periodic function created by summing sine functions with frequencies of 1,
2, 3, and 5 Hz and with an amplitude of 1.5. fin is a 50 ms brief pulse of amplitude 0.5 at the
beginning of each period to compensate for phase drift than can accumulate when learning pe-
riodic tasks. Complex, oscillatory dynamics are a feature of neural circuits involved in repetitive
motor acts such locomotion [Marder, 2000].
Initially the activity of the network is determined by the random synaptic input provided by Jr ,
and the neurons exhibit irregular spiking (Figure 3.2a). Following the training procedure, the
learned postsynaptic currents Jl sl closely match their respective auxiliary target functions (Fig-
ure 3.2c) and the network output similarly matches the target fout (Figure 3.2b). Residual chaotic
spiking due to Jr (Figure 3.2c) and the fact that we are approximating a continuous function by a
sum of discontinuous functions cause unavoidable deviations. Nevertheless, a network of 2,000
LIF neurons firing at an average rate of 15 Hz with an average Fano factor of 0.43 (computed
using 100 ms bins) performs this task with normalized post-training error of 5% (this error is
the variance of the difference between wsl and fout divided by the variance of fout). This can be
achieved when only modifying 20% of the recurrent synapses (n = 400).
Because the output for this first task can be produced by a linear dynamical system, previous
methods could also have been used to construct a functioning spiking network [Boerlin et al.,
2013; Eliasmith, 2005]. However, this is no longer true for the following examples. In addition, it
is worth noting that the network we have constructed generates its output as an isolated periodic
attractor of a nonlinear dynamical system. The other procedures, in particular that of Boerlin
et al. [2013], create networks that reproduce the linear dynamics that generates fout. This results
in a system that can produce not only wsl ≈ fout, but also wsl ≈ α fout over a continuous range
of α values. This often results in a slow drift in the amplitude of wsl over time. The point
here is that our procedure solves a different problem than previous procedures, despite the fact
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that it generates the same output. The previous procedures were designed to duplicate the linear
dynamics that produce fout, whereas our procedure duplicates fout uniquely.
The second task we present is a temporal XOR task that requires the network to categorize the
input it receives on a given trial and report this decision through its output. Each trial for this
task consists of a sequence of two pulses appearing as the network input fin (Figure 3.3). Pulses
have amplitudes of 0.5 and 0.35, respectively, and their duration can be either short (100 ms) or
long (300 ms). The two pulses are separated by 300 ms, and after an additional 300 ms delay the
network must respond with either a positive or a negative pulse (with a shape given by 1/2 cycle
of a 1 Hz sine function of amplitude 1.5). The rule for choosing a positive or negative output is
an exclusive OR function of the input sequence (short-short→ −, short-long→ +, long-short
→ +, long-long→−). The time between trials and the input sequence on each trial are chosen
randomly.
A network of 2,000 LIF neurons with an average firing rate of 15 Hz can perform this task
correctly on 95% of trials by only changing 30% of the synapses (n = 600). As in the oscillation
task, individual neuron spiking activity varies from trial-to-trial due to the effect of Jr . The Fano
factor computed across all neurons, all analysis times, and all task conditions is 0.61. This task
requires integration of each input pulse, storage of a memory of the first pulse at least until the
time of the second pulse, memory of the decision during the delay period before the output is
produced, and classification according to the XOR rule.
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Figure 3.3: Temporal XOR task.
The input fin (black) consists of two pulses that are either short or long in duration. The output wsl (red) should
report an XOR function of the combination of pulses. Membrane potentials of 4 example neurons (blue) are shown
for the 4 different task conditions. Parameters for this example: N = 2000, n = 600.
Generating EMG activity during reaching
We now turn to an example based on data from an experimental study, with the spiking net-
work generating outputs that match electromyograms (EMGs) recorded in 2 arm muscles of a
non-human primate performing a reaching task [Churchland et al., 2016]. In this task, a trial
begins with the appearance of a target cue at one of eight possible reach directions (task condi-
tions). After a short delay, during which the arm position must be held fixed, a “go” cue appears,
instructing a reach to the target. The time between trials and the sequence of reach directions are
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varied randomly.
To convey information about target location to the model, we use two network inputs denoted




2sin(θ) where the angle
θ specifies the reach direction (Figure 3.4a, left). The input is applied for 500 ms and, when it
terminates, the network is required to generate two outputs (thus fout is also two-dimensional)
that match trial-averaged and smoothed EMG recordings from the anterior and posterior deltoid
muscles during reaches to the specified target (Figure 3.4a, right & e). EMGs were filtered with a
4 ms Gaussian window.
A network of 2,000 neurons with an average firing rate of 15 Hz performs this task with a nor-
malized post-training error of 7% (Figure 3.4e), consistent with another modeling study that used
a firing-rate network [Sussillo et al., 2015]. This level of performance was achieved when only
modifying 40% of the connections (n = 800). The activity of the trained network exhibits sev-
eral features consistent with recordings from neurons in motor cortex. Individual neurons show
a large amount of spiking irregularity that is variable across trials and conditions (Figure 3.4b).
The Fano factor computed across all neurons and all task conditions drops during task execu-
tion (Figure 3.4d), consistent with observations across a wide range of cortical areas [Church-
land et al., 2010b]. The Fano factor computed across all time, conditions and neurons was 0.63.
This network shows that EMGs can be generated by a network with a realistic degree of spiking
variability.
Another interesting feature of the network activity is the variety of different neural responses.
Individual neurons display tuning during the input period, the output period, or across multiple
epochs with different tunings (Figure 3.4f). As in recordings from motor cortex, consistently
tuned neurons represent a minority of the network; most neurons change their tuning during
75
time (ms)

























































































Figure 3.4: Producing EMG during reaching.
(a) Task design. A two-dimensional input (left) is applied to the network for 500 ms to specify a reach direction
after which the network must produce output matching the corresponding EMG activity patterns recorded from
two arm muscles (right). Each color represents the activity for a specific direction. The time bar represents 200 ms,
and the dot denotes movement onset. (b) Raster plot of neuron 774 showing the activity of a single neuron across
15 trials (each row) for all conditions (different colors). The Fano factor for this neuron is 1.3. (c) Firing rate of
neuron 774. Each color represents the trial-averaged firing rate for a single condition. Firing rate was computed by
averaging spikes across trials and filtering the average with a 8 ms Gaussian. (d) The Fano factor as a function of
time computed across all neurons and conditions. (e) wsl for both outputs and all conditions (different colors) on
a single trial. (f) Firing rates for four network neurons (1,6,11,1629) displaying a variety of response profiles. ‘Inp.’







































Figure 3.5: Population level analyses of EMG task activity.
(a) Canonical temporal PCs 1-5 for the firing-rate model (left) and the spiking model (right). (b) Fraction of the total
variance captured in successive temporal PCs of s and f of the spiking network (orange), H (x) of the rate network
(blue) and fraction of the EMG variance accounted for when regressing against increasing numbers of temporal PCs
of the spiking network (black).
the task.
To examine the population dynamics of this model and to determine how these dynamics related
to the population dynamics of the continuous variable model used to train it, we performed PCA
on the output of both networks (the synaptic currents s and f of the spiking network and H (x)
from the continuous variable network). We constructed a T × 2NC data matrix for the spiking
network and a T ×ÑC data matrix for the continuous-variable network, where T is the number
of times sampled during a trial (2200), N and Ñ are the number of neurons in each network
(2000 and 1000 respectively), and C is the number of reach conditions (8). We computed the
eigenvectors of the T × T covariance matrix obtained from these “data", generating temporal
PCs. Each temporal PC represents a function of time that is strongly represented across each
population and across all reach conditions, albeit, in different ways across each population. We
then performed Canonical Correlation Analysis on the first 10 temporal PCs of both models, to
find the temporal signals that were common to both models. We refer to these temporal functions
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as canonical temporal PCs (Figure 3.5a). Two important features emerge from this analysis.
PCA applied to s and f of the spiking network and to H (x) of the continuous-variable network
yield very similar results, at least for the dominant PCs. For example, the leading 10 temporal
PCs account for approximately 90% of the total variance for both networks, and the median of
the principle angles between the subspaces defined by these two sets of 10 vectors is 5 degrees.
Furthermore, this small number of functions are sufficient to construct the network output.
This can be verified by reconstructing the network output using increasing numbers of tempo-
ral PCs and calculating the fraction of the output variance captured (Figure 3.5b, black). This
indicates that the temporal signals that dominate the dynamics and output of these two different
types of networks are extremely similar and are the signals necessary for generating the network
output.
Learning constrained connectivities
The examples we have presented up to now involve a fully connected J f and J s matrix with no
sign constraints. In other words, no elements were constrained to be zero, and the training pro-
cedure could make the sign of any element either positive or negative. Biological networks tend
to be sparse (many elements of J f and J s are fixed at zero) and obey Dale’s law, corresponding
to excitatory and inhibitory cell types. This implies that the columns of J f and J s should be
labelled either excitatory or inhibitory and constrained to have the appropriate sign (+ for exci-
tatory and − for inhibitory). Here we outline a procedure for training a network to solve a task
while abiding by these constraints.
In the previous examples, we used a recursive least squares (RLS) procedure to compute Jl be-
cause of stability issues that we now explain. Satisfying Equation 3.4 accurately assures that sl
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can be generated self-consistently, but it does not guarantee that the resulting network state will
be stable, and if it is unstable the least-squares solution is useless. We find that the use of RLS re-
solves this problem. As explained previously [Sussillo and Abbott, 2009], RLS provides stability
because the fluctuations produced by the network when it is doing the task are sampled during
the recursive procedure, allowing adjustments to be made that quench instabilities. However,
when sparseness and especially sign constraints are imposed, use of RLS becomes impractical.
Instead we must resort to a batch least-squares (BLS) algorithm.
The BLS algorithm computes Jl on the basis of samples of sl that must be provided. To assure
a stable solution, these samples should not only characterize the activity of a network doing the
task, they should include the typical fluctuations that arise during network operation. To obtain
such samples, we perform the network training in two steps. First, we train a fully connected
and sign-unconstrained spiking network using the RLS procedure, just as in the previous exam-
ples. We sample sl from this network during the training process, and use these samples as new
auxiliary target functions, and solve the BLS problem while enforcing the desired constraints.
Applying this two-step procedure, we can construct networks that perform the oscillation task of
Figure 3.2 with 50% sparseness, either without (Figure 3.6a-c) or with (Figure 3.6g-i) a Dale’s law
constraint. The normalized post-training error for both networks on this task is 5%, although
to obtain this level we had to allow an average firing rate of 22 Hz. In addition, n = N in
this case (all synapses were trained) and network learning was performed on all slow synapses
(n = 1000), because for the number of neurons we used (1000), these networks are somewhat
fragile to chaotic fluctuations. This fragility could be reduced by using more neurons, but even
with BLS the computations, especially for the sign-constrained case, are quite lengthy.














































Figure 3.6: Performing the oscillation task with a constrained J
(a) fout (dashed black) and wsl (magenta) from a network with 50% sparse connectivity. (b) fJ(t ) (dashed black) and
Jl sl (magenta) for one neuron during training. Residual fluctuations can be seen, critical for stability after learning.
(c) Entries of J s for 100 neurons. (d) Same as (a) except residuals from RLS solutions were shuffled before BLS
was performed. (e) Same as (b), except showing shuffled residuals. (f) Cumulative variance of successive PCs of the
spatial covariance matrix of the RLS residuals (magenta) and the shuffled residuals (cyan). (g) fout (dashed black)
and wsl (red) from a network with 50% sparseness satisfying Dale’s Law (with 50% excitatory and 50% inhibitory
neurons). (h) Entries of J s for (g) for 100 neurons. (i) Histogram of the entries of J s for (g). Network parameters:
N = 1000, µf = gf = gs = 0 mV, g = 15 mV, n =N .
have simply added white noise to samples of sl that did not contain the actual fluctuations pro-
duced by an operating network [Eliasmith, 2005; Jaeger and Haas, 2004]? PCA on the covariance
matrix of the network fluctuations obtained during RLS training shows that most of their vari-
ance is captured by a small number of PCs (Figure 3.6f, magenta), indicating significant spatial
correlations. The temporal autocorrelation function for residual errors also showed significant
correlation (not shown). To understand the role of these correlations, we created a dataset of
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sl with the actual network fluctuations replaced by shuffled fluctuations. Although the shuf-
fled synaptic input (Figure 3.6e) is very similar to the un-shuffled input (Figure 3.6b), use of
the shuffled data set resulted in poor performance of the trained network (Figure 3.6d). This is
because the shuffled data fail to capture the correlations present in the actual network fluctua-
tions (Figure 3.6f, cyan). These results affirm the conclusion that the RLS algorithm is effective
for sampling network instabilities, and that the fluctuations obtained in this way can be used
effectively to obtain constrained BLS values for J f and J s.
Discussion
We have developed a framework for constructing recurrent spiking neural networks that per-
form the types of tasks solved by biological neural circuits and that can be made compatible
with biophysical constraints on connectivity. In this approach, the first step in producing a spik-
ing system that implements a task is to identify a continuous-variable dynamical system that
can, at least in principle, perform the task. Previous approaches to building models that perform
tasks also resorted to identifying continuous analog systems. A key distinction, however, is that
by exploiting the rich dynamics of externally driven, randomly connected, continuous-variable
models, we can apply our approach to cases where a dynamic description of the task is not readily
apparent. In general, any continuous-variable network that can implement a task should generate
useful auxiliary targets for training a spiking model. An intriguing future direction would be to
use continuous-variable networks trained with back-propagation [Martens and Sutskever, 2011;
Sussillo, 2014; Sussillo et al., 2015] for this purpose. Another recent proposal for training spik-
ing networks also makes use of continuous-variable network dynamics, but in this interesting
approach, a spiking network is constructed to duplicate the dynamics of a continuous-variable
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model, and then it is trained essentially as if it were the continuous model [Thalmeier et al.,
2015].
Our work involves a more complex map from the continuous variables of a “rate" model to
the action potentials of a spiking model. The simplest map of this type assigns a population of
spiking neurons to each unit of the continuous-variable model such that their collective activity
represents a continuous “firing-rate". If we had followed this path, our spiking networks would
have likely involved hundreds of thousands to millions of model neurons. In our approach, only
a few times as many spiking neurons as continuous-variable units are needed. Performing PCA
on the activity of a continuous-variable network reveals that relatively small number of PCs
capture a large fraction of the variance [Rajan et al., 2010; Sussillo and Abbott, 2009]. Thus, the
unit activity in these networks is redundant, and matching every unit with a different popula-
tion of spiking neurons is wasteful because this amounts to representing the same PCs over and
over again. Our approach avoids this problem by distributing continuous signals from the entire
“rate” network to overlapping pools of spiking neurons.
Our work involves a novel interpretation of continuous variable models and the outputs of their
units. These models are typically considered to be approximations of spiking models [Ermen-
trout, 1994; Gerstner, 1995; Ostojic and Brunel, 2011; Shriki et al., 2003]. We do not interpret
the “firing rates" of units in continuous-variable networks as measures of the spiking rates of
any neuron or collection of neurons in our spiking networks (in fact, these “firing rates" can be
negative, which is why we avoid the term firing-rate network). Instead, the continuous-variable
networks are generators of the principle components upon which the dynamics of both net-
works are based. The key information being passed from the continuous-variable network to the
spiking network is carried by the leading PCs. The continuous-variable network is used in our
procedure as a way of computing the PCs relevant to a task. If these can be obtained in another
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way, the spiking network could be trained directly from the PCs. One way of doing this is to
extract the PCs directly from data, as has been done in other studies [Fisher et al., 2013; Rajan
et al., 2016].
Finally, our approach strongly supports the use of continuous-variable models to analyze and
understand neural circuits. However, it is important to appreciate that the connection between
spiking and continuous-variable networks is subtle. In our procedure, the connectivity and non-
linearity in the continuous network bear no relation to the corresponding features of the spiking
model, and the continuous network is not unique. Furthermore, the signals that allow a task to
be performed are only apparent at the population level. Finally, because our spiking networks
are not constructed by a rational design process, it may not be immediately apparent how they
work. However, the underlying continuous-variable model, and especially its leading PCs, cap-
ture the essence of how the spiking network operates, and tools exist for understanding this
operation in detail [Sussillo and Barak, 2013]. These models and methods should do the same
for experimental data.
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Full-FORCE Learning in Continuous-Variable
Networks 1
Abstract
Trained recurrent neural networks (RNNs) are powerful tools for modeling dynamic neural
computation [Sussillo, 2014]. We present a least-squares based method for training the full con-
nectivity matrix of RNNs that allows small networks of continuous-variable “firing-rate” units
to reliably perform tasks that evolve over behaviorally relevant timescales (on the order of sec-
onds), making them relevant to the study of neural dynamics related to behavior. Since our
method does not require the computation of gradients, it converges faster than gradient-based
methods while performing tasks with similar numbers of units at similar performance levels.
Additionally, since our method adjusts the full recurrent connectivity, it can perform tasks with
fewer neurons when compared to traditional least-squares approaches to training RNNs.
1Portions of this chapter were presented as Full-rank regularized learning in recurrently connected fir-
ing rate networks, COSYNE (2016), co-authored by Brian DePasquale†, Christopher J. Cueva†, Raoul-Martin
Memmesheimer†,‡, L.F. Abbott† and G. Sean Escola†,§
† Department of Neuroscience, Columbia University College of Physicians and Surgeons, New York, NY USA. ‡
Department of Neuroinformatics, Donders Institute for Brain Cognition and Behavior, Radboud University, the




Normally, the problem of training recurrent neural networks is solved by back-propagating gra-
dients in time, and methods of this type have been quite successful [Martens and Sutskever,
2011; Pascanu et al., 2013]. We seek to develop an alternative training method that does not re-
quire computing gradients since these methods, although effective, are computationally costly
and converge slowly. Alternative approaches exist (typically referred to as “reservoir computing”
or FORCE learning methods [Jaeger and Haas, 2004; Sussillo and Abbott, 2009]). While these
methods are computationally efficient and converge quickly (since they only rely on solving a
least-squares problem), they do not take advantage of the full connectivity of the network be-
cause they only make a low-rank modification to it. As a result, they have been shown to require
orders of magnitude more neurons to perform tasks at the performance level of networks trained
with gradient-based methods [Triefenbach et al., 2010].
Our method offers a compromise between speed and network size. It is an extension of the same
basic principles present in FORCE learning, and thus it converges quickly and training is com-
putationally cheap. Additionally, because of key modifications to the assumptions of FORCE
learning, it can learn complex tasks with fewer neurons than traditional methods, and it ap-
proaches the performance level of gradient-based methods.
Traditional FORCE learning solves for a recurrent connectivity matrix that is a low-rank per-
turbation to an initially random recurrent connectivity. Our method solves a similar learning
problem while learning the full, recurrent connectivity without a rank restriction. It is for this
reason that we call our method Full-FORCE learning. We compare the results of Full-FORCE
learning to both gradient-based methods and traditional FORCE learning, highlighting its in-
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creased performance when compared to FORCE learning and comparable performance when
compared to gradient learning.
Network model and learning
The focus of this work is a gradient-free method—called Full-FORCE learning—for constructing
a recurrently connected network that can generate a specified output. The network model we
study is a recurrently connected network of N continuous-variable model neurons. These neu-
rons receive an input fin(t ) and, following learning, should produce a desired output function
fout(t ). The specifics of fin(t ) and fout(t ) define the nature of the task we would like the network
to perform.
The activity state of our model is described by a N -component vector x that satisfies the equation
τ ẋ =−x + J H (x)+ uin fin (4.1)
where τ sets the time-scale of the network dynamics, H is a nonlinear function (we use H (·) =
tanh(·)), J is a N ×N matrix that will be learned, and uin is a matrix of dimension N ×Nin. The
elements of uin are chosen independently from a uniform distribution between -1 and 1. The
network output is a linear projection of the network activity via a Nout×N matrix w that is also
learned. For the examples we show τ = 10 ms and Nin =Nout = 1.
The goal of network training is to modify the entries of J and w so that the network output
matches the desired target function:
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wH (x)≈ fout (4.2)
Given an appropriate set of functions H (x) this task is trivial, but identifying a matrix J that
generates these functions is far trickier and is the primary challenge when constructing recurrent
network models.
FORCE learning
Since our method is an extension of the FORCE learning method, it is worthwhile to explain
how FORCE learning operates. There are three key components to the success of FORCE learn-
ing and reservoir methods: 1) a proper initialization of J ; 2) the inclusion of a feedback loop with
weights uout; and 3) the use of the recursive least-squares (RLS) algorithm to solve Equation 4.2.
It is the interaction of the feedback signal with the dynamics generated from the initial choice
of J that makes this approach viable for learning. The use of RLS to solve Equation 4.2 leads to
stable dynamics after learning [Sussillo and Abbott, 2009]. A FORCE learning network in this
standard “feedback” form is depicted in (Figure 4.1(a)).
FORCE learning initializes J as a Gaussian random matrix of zero mean and variance g 2/N .
The proper choice of g is important for successful learning. We refer to the initial value of J
as J D. The feedback loop, uout, is a matrix of dimension N ×Nout whose elements are drawn
independently from a uniform distribution between -1 and 1. Provided that J D and uout are
scaled appropriately and given a sufficient number of neurons, FORCE learning can be used to

















Figure 4.1: Network structure and the learning problem.
A recurrently connected network of N continuous-variable units receives an external input fin(t ). (a) FORCE learn-
ing with standard “feedback loop” presentation. Training will modify the output connections w so that the output
of the network wH (x) matches a desired target function fout(t ). This output is then fed back into the network
via the feedback loop uout. (b) The recurrent connections δ J are trained so the feedback input into each neuron
matches a random projection of the output target function. The total recurrent connectivity J is the sum of its
initial value J D and δ J . (c) The driven network used in Full-FORCE learning. The desired output function fout(t )
is applied as input to the initially randomly connected network. (d) The recurrent connections J are trained so the
input into each neuron matches the input into each neuron of the driven network.
Solving Equation 4.2 and feeding this solution back into the network, yields the following aug-
mented dynamical equations:
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τ ẋ =−x + J DH (x)+ uoutwH (x)+ uin fin (4.3)
Performing a bit of algebra on Equation 4.3, we can see that following learning, the full recurrent
connectivity has been modified from its initial value by a low-rank (in this case, rank-1) matrix,
J = J D+δ J . (4.4)
where δ J = uoutw. In general, for a K -dimensional output, the modification will be of rank K .
Viewed in this way, FORCE learning actually solves a second, equivalent least squares problem
that determines how the feedback loop will change the recurrent connectivity:
δ J H (x)≈ uout fout (4.5)
This alternate “internal” form of FORCE learning is illustrated in (Figure 4.1(b)). To generate
the network output, Equation 4.2 can be solved with batch least-squares (BLS) after Equation 4.5
has been solved (or with RLS while it is being solved) since they are identical problems.
Full-FORCE learning
Full-FORCE learning approaches the problem in a similar way as FORCE learning, but with
a modification to the learned form of J . If we examine Equation 4.3 carefully, we notice that
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if Equation 4.2 is successfully solved, then the recurrent and feedback input into each network
unit (excluding the input due to fin) is approximately J
DH (x) + uout fout. Stated another way:
if FORCE learning is successful, the dynamics of the recurrent units will be identical to the
dynamics if the network was simply driven by the desired target function.
Since the goal of learning is to modify the recurrent connectivity such that the network dy-
namics after learning are as close as possible to what they would be if the system was driven
with the target itself, Full-FORCE learning obtains the recurrent dynamics of a network driven
by the target function (Figure 4.1(c)) and trains a second, recurrent network to generate those
trajectories autonomously (Figure 4.1(d)).
The target function fout is applied as input to a network initially connected with connectivity
matrix J D. The recurrent connections of the autonomous network J are trained so the input
into each neuron matches the input into each neuron of the driven network, which takes the
form of the following least-squares problem:
J H (x)≈ J DH (xD)+ uout fout (4.6)
where xD is the network dynamics for a network externally driven by the output function fout.
For Full-FORCE learning, J = 0 before learning.
In choosing to solve Equation 4.6 for the recurrent connectivity instead of solving Equation 4.5
we are removing the restriction of FORCE learning that J take the form of a rank-1 perturbation
to J D; instead the full recurrent connectivity is learned. Once Equation 4.6 has been solved using
RLS, then Equation 4.2 can be solved as in standard FORCE learning to generate the network
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output.
Input driven periodic task
We now show that the modified least-squares problem of Full-FORCE leads to improved per-
formance over traditional FORCE learning. We illustrate this with a simple periodic task where
fout takes the form of a frequency modulated oscillator of period 2 seconds. In this task, fout =
sin(ω(t )t ) where ω increases linearly from 1/2π to 3/2π for the first half of the oscillator’s
period, and then linearly decreases in absolute value from −3/2π to −1/2π during the second
half. fin is a 50 ms pulse of amplitude 1.0 at the beginning of each period of the oscillation; this
was done to address phase drift that tends to accumulate in these models when learning periodic
tasks. For this task we set g = 1.5 and all other parameters were set as stated above. Results from
these simulations are shown in Figure 4.2.
A Full-FORCE network of 300 units was able to perform this task perfectly whereas a network
trained with traditional FORCE learning could not. We therefore systematically examined how
learning was effected by the number of units in each model. Results from these simulations are
shown in Figure 4.3(a). Full-FORCE learning could solve the task reliably using 150 units where
FORCE learning required more than twice that to perform the task reliably. These simulations
suggested that learning is achieved more gracefully as a function of N in Full-FORCE networks
than in FORCE networks. Using FORCE learning, networks appeared to fail at learning up
until a certain value of N , after which they appeared to reliably learn.
We also examined the robustness of Full-FORCE networks and FORCE networks to external
noise. Gaussian white-noise of variance η2 was applied to each network unit during learning and
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Figure 4.2: Input, output and firing-rates.
(a) fin(t ) (grey), fout(t ) (red) and wH (x) for both networks (FORCE is in blue, Full-FORCE is orange) after train-
ing, for a network of 300 neurons. The desired target function is shown in red and is completely overlapping with
output of the Full-FORCE network. (b) H (x) for both networks (FORCE in blue, Full-FORCE in orange). The
green trace shows the activity of the driven network, H (xD).




















Figure 4.3: Performance of FORCE and Full-FORCE networks.
(a) Test error for FORCE (blue) and Full-FORCE (orange) for networks of increasing size. Each dot represents the
test error for one random initialization of J D, the ‘x’ is the median value across all simulation for a given value of N
and the size of each dot is proportional to the distance of that point from the median. (b) Median test error for both
training procedures averaged across 100 random initializations of J D for various noise levels. The red color class
(ranging from red to yellow) show results for Full-FORCE networks and the blue color class (ranging from blue to
cyan) show results for FORCE networks. Noise levels for Full-FORCE networks are η = 0, 0.0125, 0.025, 0.05 and
0.1. Noise levels for FORCE networks are η = 0, 0.00625 and 0.0125.
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during testing. We systematically varied the noise and examined the performance of the two
methods as a function of the noise level and number of units. Performance for both networks
for various levels of noise is shown in Figure 4.3(b). Here again, the Full-FORCE network out-
performed the FORCE network. FORCE learning required 3 times as many neurons to perform
this task when compared to Full-FORCE learning for the weakest noise level. Again, the Full-
FORCE network appeared to learn the task more gracefully as a function of N , whereas FORCE
networks abruptly jump from failing to solving the task at a specific value of N . This robustness
to noise is qualitatively similar to the results observed by other research groups using related
methods to train the recurrent connectivity [Laje and Buonomano, 2013].




















Figure 4.4: Test error as a function of training time.
(a) Median and quartile test error for a Full-FORCE network across 100 random initializations of J D for various
training intervals and network sizes when trained on the oscillation task of Figure 4.2. (b) Same as (a) for a FORCE
network.
Perhaps FORCE networks would eventually perform the task at a similar performance level if
they were trained for longer? To check this we examined the relationship between number of
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training examples and test error, which is plotted for both networks in Figure 4.4. In both cases,
training beyond a certain number of training examples did not appear to significantly improve
test performance. Stated another way—for either FORCE or Full-FORCE learning—a network
of a given size is either sufficient or insufficient to solve the task. These results are interesting
when compared to gradient-based approaches that tend to systematically improve with training
time. These results suggest that for performing least-squares learning in recurrent networks, the
form of targets used for learning are more important than the length of training. We will address
these ideas further below.
Singular values of J
To understand the source of Full-FORCE learning’s improved performance compared to FORCE
learning, we examined the singular value distribution of J after learning (Figure 4.5).
As expected, the singular value distribution for a FORCE network contained one large singular
value while the remaining singular values were distributed according to J D. The singular value
distribution of a Full-FORCE network shows an augmentation of approximately 20 of the largest
singular values and a suppression of the remaining modes. Thus, learning the full connectivity
matrix with Full-FORCE learning removes superfluous and potentially harmful modes of the
initial connectivity. This likely explains its increased noise-robustness and ability to learn with
fewer neurons.
To understand how this shrinking of unused modes of J D arises, it is instructive to write the
closed form solution to the least squares problem (even though we in fact solve this problem
recursively). To solve the standard FORCE learning problem of Equation 4.5 we must find δ J
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Figure 4.5: Singular values of learned connectivity.
Singular values of the learned connectivity for FORCE method (blue) and Full-FORCE method (orange). The Full-
FORCE method augments additional singular values and suppress unwanted singular values, while the FORCE
method only significantly modifies one singular value.











λ||δ J ||2 (4.7)
We include a regularization term weighted by λ that appears in the RLS algorithm as an initial-
ization on the inverse covariance matrix and 〈·〉 is an average over time. The closed form solution
to this least-squares problem takes the following form:
δ J =





H is shorthand for H (x). From Equation 4.8, we can see that δ J when learned with FORCE is
a rank-1 matrix.
95












The closed form solution to this least-squares problem takes the following form:
J =






〈H H T 〉+λI
−1
〈H (J DH D)T 〉 (4.10)
where the first term on the right-hand side is δ J from standard FORCE learning. We call the
second term on the right-hand-side δ J FR, since this matrix will, in general, be full-rank. δ J FR
likely accounts for the singular value results observed for Full-FORCE networks: large modes
of H (H D)T , corresponding to correlated network dynamics, amplify useful modes of J D and
suppresses superfluous modes.
Finally, we note that the paradoxical decrease in performance for increasing N when noise was
applied to FORCE networks (see Figure 4.3(b), around N = 800 for η= 0.0125) can be explained
in light of these results. The only tool FORCE has at its disposal for solving the task is to increase
the magnitude of the one singular value it has control over. For N too small, it seems, FORCE
can never increase the size of that singular value enough to solve the task, and the test error
reflects a random output. As N increases, approaching a value where FORCE can solve the task,
the value of its one controllably singular value has grown large but not large enough to solve
the task. For these values of N , that large singular value is likely to contribute detrimentally to
testing error by generating large fluctuations in, an effectively, random output.
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Figure 4.6: Training time for Full-FORCE and gradient-based networks.
Test error as a function of training time for Full-FORCE networks and Hessian-Free networks of different sizes.
A Full-FORCE network of 300 neurons can perform this task in 6 minutes (orange cross), where a Hessian-Free
network of 100 units (green line) can take over 3 hours to achieve this level of performance. A Full-FORCE network
of 100 units (orange dot) cannot achieve the same performance as a Hessian-Free network of the same size, even with
extensive training time (orange line). However, if a Hessian-Free network is initialized with the solution from a Full-
FORCE network (magenta line) training time is dramatically reduced.
Comparing Full-FORCE networks to gradient-based networks
Since the Full-FORCE method was successful when using relatively few units, we sought to
compare our results with gradient-based methods which normally do not require large networks
to solve tasks. We trained recurrent networks using Hessian-Free optimization [Martens and
Sutskever, 2011; Pascanu et al., 2013]. This is a second-order gradient-method that has been effec-
tively used to solve tasks that suffer from the standard pathological learning problems associated
gradient-methods.
Using these methods, networks of 100 units could be built to solve the task, a small but sig-
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nificant improvement over the approximately 150-200 neurons that were required with Full-
FORCE learning. However, as stated earlier, the main benefit of using least-squares approaches
over gradient-based methods can be seen in Figure 4.6. Here we plot test error after training as
a function of training time. While gradient-based methods can solve this task with 100 neurons,
requiring over three hours of training time, Full-FORCE learning could solve this task reliably
with 300 neurons in only 6 minutes. Although smaller networks of 100 units could not be suc-
cessfully trained on this task using Full-FORCE, these solutions could be used as initializations
for Hessian-Free learning, leading to a dramatic decrease in training time. Going forward, it will
be important to compare and relate least-squares and gradient-based methods since each method
has a specific speed/size trade-off.














































Figure 4.7: Dynamics of a Full-FORCE trained network and a Hessian-Free trained network.
(a) H (x) for 3 neurons from a Hessian-Free network of 100 units. (b) H (x) for 3 neurons from a Full-FORCE
network of 300 units. (c) H (x) for the Hessian-Free network projected onto the 1s t 3 principal components of its
activity. (d) H (x) for the Full-FORCE network projected onto the 1s t 3 principal components of its activity.
98
To better understand the types of dynamic solutions that each method constructed, we com-
pared H (x) for each network, as shown in Figure 4.7(a & c). We additionally projected these
trajectories onto their principal components (PCs) to see what collective dynamics they each
exhibit, as shown in Figure 4.7(b & d). The most striking difference in the activity patterns of
the two networks is the overall magnitude of the fluctuations produced, as can be seen in both
the PCs and the individual units. The large fluctuations in the Full-FORCE network are a result
of the high g value used, a necessary evil for performing learning in these networks. We did not
systematically study the success of Full-FORCE learning as a function of g . If these networks
can still learn without requiring g too large, presumably the number of neurons required for
learning would decrease. Additionally, the question of choosing J D differently, perhaps by in-
cluding simple statistical features, is relevant here; if choosing J D in a different way leads to less
complex dynamics, then Full-FORCE networks might be able to learn tasks with fewer units.
It is interesting to note that 10 PCs accounted for over 98% of the variance in both networks.
The mean subspace angle between these two spaces was π/3.43 indicating that they shared some
structure but were not strongly aligned.
Finally, we sought to understand the source of Full-FORCE’s failure to learn for small N . Learn-
ing could have failed for two reasons: 1) because of the learning algorithm; or, 2) because the
supervising signals were insufficient. To address this question we used the inputs into each unit
of the trained Hessian-Free network as the supervising signal of Equation 4.6. Results from these
simulations are shown in Figure 4.8. This procedure was successful, indicating that the learn-
ing algorithm itself is able to construct very small networks, comparable to the networks built
with gradient methods. The key question then for Full-FORCE learning is to identify useful,
parsimonious and easy-acquired training signals. As discussed above, the solution found with
gradient-based methods had significantly less erratic dynamics; understanding how to select J D
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Figure 4.8: Using Full-FORCE to learn a Hessian-Free network.
(a) H (x) for a Full-FORCE network (orange) of 100 neurons trained using the trajectories of a Hessian-Free trained
network (cyan). (b) Eigenvalue spectrum of J for both networks after training. The Hessian-Free network was
initialized with an orthogonal matrix, which was mostly left undisturbed by learning.
in Full-FORCE learning to make the dynamics more amenable to learning is a key question
going forward.
Discussion
We have presented a simple, least-squares method for training recurrently connected neural net-
works. Our method, called Full-FORCE learning (due to its relatedness to FORCE) solves the
standard least-squares problem of FORCE learning while also learning the full recurrent connec-
tivity. Networks using this form of learning can perform better than traditional FORCE learn-
ing and almost as well as gradient-based methods. Since the learning problem is solved using
least-squares, these methods are attractive for their speed and computational simplicity. We have
highlighted our approach’s balance between performance and training time. Future research un-
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derstanding the role that fast, least-squares solutions could play in improving gradient methods
by offering useful initializations is of extreme interest.
The question of regularization when using least squares methods to construct recurrent neural
networks is interesting and has been pursued by other groups as well [Jaeger, 2014; Reinhart
and Steil, 2011]. Future work will have to address what other forms of regularization can be
included to make learning even more robust. Additionally, Full-FORCE continues to rely on
RLS, as FORCE learning did, to solve for a stable recurrent system. It is important to understand
exactly what noise model is being generated during RLS learning that leads to stability, and if
its effect can be incorporated as a regularization term in a standard batch least-squares (BLS)
framework. Moving towards a BLS framework would make learning these models even faster
and permit the use of standard optimization packages.
These results support the notion that extensive training time when using least-squares methods
for solving recurrent systems does not significantly impact test success, indicating that the main
concern when applying these methods is the identification of excellent, self-consistent and par-
simonious supervising signals for the input into each recurrent neuron. Future work will have
to address what other forms of J D can be useful for learning; an orthogonal initialization seems
fruitful based on its success with Hessian-Free methods. The appeal of using simple, random
matrices for J D is appealing when considering biological computation but small deviations from
random, based on coarse statistical properties or simple learning rules, might retain this simplic-
ity while increasing performance.
We also highlighted the relatively simple trajectories that gradient-based methods generate and
how solutions of this form seem to require fewer units. Understanding the relationship between
the learned connectivity of these solutions and the dynamics they generate would be of great
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use for finding generic connectivity matrices to use as initializations for least-squares learning of
recurrent networks.
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Returning to the question of spikes
The results of this thesis have three important implications with regard to the future of network
modeling and what it can do for neuroscience. First, if one wishes to build a spiking network,
our results show that the full power of machine-learning can be brought to bear on the problem
by first solving the continuous model problem with tools built for continuous variables, and
then “transferring” this solution to a spiking model. Looking forward to the future, it will be
interesting to see what insights can be gained when solutions found with more powerful gradient-
based methods are transferred to spiking networks (Figure 5.1). Based on our findings, there is
no fundamental reason to believe that a task that can be performed by a network trained with
gradient-based methods (which is to say a great many tasks) cannot be performed by a spiking
network.
Second, these results imply that continuous-variable models should be given the full respect
they deserve within the neuroscience community. Any lingering doubt about the relevance of
these models to real brains should be collectively cast away. As the full complexity of the brain
descends upon us, progress depends on carefully chosen abstractions that make this problem
tractable. It is the job of theoretical neuroscientists to show the rest of the community why
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Figure 5.1: Training a spiking network with targets from a back-propagation trained network.
(top) A network with identical parameters to the tasks of Chapter Two is trained to solve the oscillation task
of Chapter Four. Two example trials are shown (red & blue, respectively). (bottom) fJ(t ) are derived from the
Hessian-Free trained network of Chapter Four. Performance was almost identical to the networks trained in Chap-
ter Two.
continuous-variable networks are helpful and why they are relevant. More generally, encourag-
ing a movement towards various levels of abstraction in our models (which has never been a
problem for other fields of science, and a curious sticking point for traditional neuroscientists),
should be a high priority for the theoretical neuroscience community.
Third, these results question the effort to extend gradient-based learning to non-differentiable
systems. This again comes down to a situation where, although it might be possible to eventually
do this, we should probably first ask if it makes sense to do it. A great deal of reverence is
paid to back-propagation—mostly because it works so well—but it is not a panacea for building
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networks. The success of back-propagation, I believe, is mostly because the right tool (computing
differential errors) was developed for the right problem (networks that are differentiable). While
a hammer can be used to screw in a screw, it probably shouldn’t. Developing different learning
methods that solve tasks given the constraints of the particular system to which it is being applied
is an important step in expanding the toolbox of theoretical neuroscience and machine learning.
I began this thesis by stating that at this juncture in our understanding of neural circuits, a major
question is how to build network models from spiking neurons. Ironically, one of the messages
arising from my work is that a model need not include spikes simply because it should or could,
but rather only when it must. My work has justified the procedure of abstracting away spik-
ing neurons in favor of simpler continuous variables, and this should continue to yield new
insights into the relationship between neural activity and behavior. Nevertheless, with the tools
for training spiking networks identified, it will be interesting to see what new questions can be
answered about how these networks solve tasks, if these solutions are fundamentally different
from the way continuous-variable models solve them and what new questions arise about the
role of spikes in neural coding.
Revising the interpretation of rate models
We have offered compelling evidence supporting a reinterpretation of firing-rate models. In fact,
if we attempted to draw a connection between spiking networks and firing rate networks in this
work using a traditional definition, our approach would have failed without resorting to building
unrealistically large spiking networks.
We believe that allowing the interpretation of rate-models to become more abstract is, in general,
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a good thing. Doing so will free these models from some of the more cumbersome constraints a
traditional view imposes. For example, even though traditional rate models use nonlinear func-
tions that give rise to a negative output, doing so has always seemed questionable, since techni-
cally, a firing-rate should not be negative. If we instead allow the nonlinear function of a rate
model to take whatever functional form is required to give rise to the continuous dynamics a
neural circuit exhibits, we can exploit the full expressive power of these models in an unen-
cumbered way without compromising anything. Since the output of these models can be firmly
connected to the collective, dynamical patterns exhibited by ensembles of spiking neurons, the
use of these models to understand network dynamics in biological neural systems can be done
without ambiguity.
This view does, however, make relating some aspects of spiking models, rate models and neural
data less straightforward. For example, the connectivity of a rate model only shares a passing re-
lationship to the connectivity of the spiking model it approximates, and the specific connectivity
of either model when trained to perform a task is not likely to relate in any useful way to the
connectivity of a biological neural circuit performing the same task. While connectivity is un-
doubtedly an important aspect of how neural circuits operate, the non-uniqueness of a learned
solution should encourage the neuroscience community to focus on the functional aspects of
how neural circuits compute instead of the anatomical ones.
There has been an explosion in the complexity of tasks being performed during experiments.
In order for neural network modeling to be of any aid in understanding how neural circuits
perform these tasks, these models too will have to become more complex and therefore more
abstract. The most important piece of the puzzle for using abstract neural networks as tools for
understanding neural circuits is to understand how they themselves work [Sussillo and Barak,
2013].
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Encouraging abstract thinking in data analysis
The modeling work presented in this thesis was developed in part to bolster support for a neural
coding hypothesis, and in that way, we were quite successful. Our work places modern methods
for decoding behavior using more abstract definitions of population dynamics—which are in-
exorably linked to assumptions about how neurons encode information—on firmer theoretical
ground. Our spiking model was able to perform tasks without constraints on individual neu-
ral tuning and without requiring that groups of similarly tuned neurons exist, consistent with
modern datasets that exhibit equally heterogeneous responses across neurons and in time. These
results support the view that biological neural circuits are likewise not bound by these con-
straints and that analysis methods that unburden themselves from these constraints are sound
approaches to understanding the relationship of neural activity to behavior [Churchland et al.,
2007, 2012; Machens, 2010]. In light of our results, these abstract analysis methods should not be
viewed with skepticism, but rather as tools of the appropriate complexity and abstraction given
the complexity of the data they seek to describe. I hope that by illustrating how these encoding
assumptions and decoding methods can be instantiated in an artificial neural circuit, all members
of the neuroscience community will come around to their utility and soundness.
When considering how neural activity relates to behavior, there is no reason to first abstract
away spikes to firing-rates and then abstract away firing-rates to lower-dimensional population
dynamics; moving directly from spiking activity to population dynamics is a sound and parsi-
monious thing to do, and, as we have shown, constructing spiking networks that move directly
between the concept of low-dimensional population dynamics and spiking activity is achievable.
We believe that our modeling efforts will support the continued development of abstract anal-
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ysis methods. A problem faced by researchers developing tools for analyzing neural data is that
they often do not have “ground-truth” models against which to test their methods. This prob-
lem is especially true for biologically realistic spiking networks, since, until now, methods for
constructing such models were not available. We believe that the models developed here can be
used in the future in this way, and therefore, continue to bolster support for these developing
analysis tools.
The role of randomness
The concept of using random connectivity has come up several times in this thesis. It is interest-
ing to point out a growing focus on understanding which aspects of neural circuit function can
be achieved through random connectivity alone [Aljadeff et al., 2014; Caron et al., 2013; Ganguli
and Sompolinsky, 2012; Rigotti et al., 2013; Stern et al., 2014]. In this nascent line of research, it
has been found that much of the heavy lifting for which synaptic learning has been ascribed can
be achieved with random connectivity or connectivity that only varies from random based on
coarse statistical aspects. While some amount of learning in these networks helps [Babadi and
Sompolinsky, 2014] seeking out network models with fairly random connectivity, augmented
by simple learning rules, appears to be a rich research path moving forward.
Concerning the technical aspects of constructing network models, random connectivity can
be harnessed as a tool for constructing network models suitable for learning, and that exhibit
the types of complex activity patterns observed in neural data. Traditional network modeling
approaches that “design” solutions to tasks by exploiting known dynamical phenomena (for
example, by using line attractors) often fail to capture these more esoteric features of neural
data [Barak et al., 2013]. Using networks that exhibit some degree of unstructured connectivity
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is a fruitful path forward in our effort to construct networks that exhibit the level of complexity
that biological networks exhibit.
Including additional biological realism in spiking networks
While this work represents a significant advance in terms of bringing a dose of biological realism
to the field of recurrent neural network training, there is a lot more work to be done. The models
we developed were stripped of most of their biologically realistic properties so the problem of
training spiking neurons could be addressed and the power of synaptic modifications in these
models could be understood. Moving forward, it will be interesting to see what spiking model
networks can do when additional biological complexity like short-term plasticity [Buonomano,
2000; Maass et al., 2002; Mongillo et al., 2008] or complex synaptic dynamics [Benna and Fusi,
2015] is included in a model that can be trained with the tools of supervised learning. It seems
logical that these additional processes will endow these networks with even more computational
power.
A major shortcoming of this work is that the learning rule is not biologically plausible. I view
this work as a useful stepping stone towards performing more biologically realistic learning in
spiking networks. To me, the first steps forward in this effort should be to understand how the
concept of a mutually dependent set of supervising functions can be connected to other learning
mechanisms such as spike-timing dependent plasticity [Song et al., 2000].
Finally, training these models directly to neural data could be a fruitful path forward in under-
standing neural circuit dynamics [Fisher et al., 2013; Rajan et al., 2016]. To date, few neural
network modeling studies have attempted to do this, and even fewer have attempted it with spik-
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ing models, mostly because the data and the tools for learning did not exist. Developments in
this line of research will surely lead to exciting new results.
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