Abstract-In this paper, we propose an analytic-to-holistic approach which can identify faces at different perspective variations. The database for the test consists of 40 frontal-view faces. The first step is to locate 15 feature points on a face. A head model is proposed, and the rotation of the face can be estimated using geometrical measurements. The positions of the feature points are adjusted so that their corresponding positions for the frontal view are approximated. These feature points are then compared with the feature points of the faces in a database using a similarity transform. In the second step, we set up windows for the eyes, nose, and mouth. These feature windows are compared with those in the database by correlation. Results show that this approach can achieve a similar level of performance from different viewing directions of a face. Under different perspective variations, the overall recognition rates are over 84 percent and 96 percent for the first and the first three likely matched faces, respectively.
INTRODUCTION
ACE recognition is an important capability of human beings in their social life. We can remember hundreds or even thousands of faces in our whole life and identify a face in different perspective variations, illuminations, ages, etc. Under very poor illumination conditions, a face can still be recognized, as the position of the different facial features and the face contours are usually sufficient for recognition. This suggests an approach to face recognition, whereby the geometrical positions of the different facial features are measured first, and then the details of each feature are used for further matching. This is also a common where-to-what approach for object recognition.
The problem of human face recognition [1] has been studied for more than 20 years. The existing approaches for face recognition may be classified into two categories, holistic and analytic. The holistic approaches consider the global properties of the pattern. Turk et al. [2] , [3] proposed an eigenface system, which projects face images onto a feature space that spans the significant variations among known face images. Isodensity lines [4] , which are the boundaries of constant gray level areas after quantizing an image, were also investigated for face recognition. Dynamic Link Architecture [5] , [6] is an object-recognition system in which learned objects are represented by sparse graphs. Object recognition can be formulated as elastic graph matching. Another method for human face recognition is by means of a similarity discriminant function (SDF) [7] of images. For each class of training image samples, an optimal projection axis maximizing the similarity among these training image samples is calculated. Then a hierarchical classifier in the optimal discriminant space is designed in order to recognize images. The singular values (SV) [8] feature vector is also used; it has some important properties of algebraic and geometric invariance, as well as an insensitivity to noise. All these methods require a long computing time since a face image is considered as a vector in a multidimensional space.
For the analytic approaches, a set of geometrical features from a face is computed. There are two main divisions of these approaches, based on feature vectors extracted from profile silhouettes [9] , [10] , [11] , and from a frontal view of the face. In the profile analysis, a face profile is first reduced to outline curves, and then a number of fiducial marks are taken. These fiducial features are used to search for a candidate from a face database. In the frontal-view approaches, the positions of the different facial features and the face outline form a feature vector that represents a face. Chen et al. [12] used this approach for face recognition with a database of 12 faces. Brunelli et al. [13] achieved a 90 percent correct recognition rate by using geometric features. Kamel et al. [14] considered the perspective variations, and made use of the invariant properties of a number of interfeature point distances. With a set of 84 images, a recognition rate of 95 percent was obtained when the top four most likely matched faces were considered.
In our approach, we first use a new analytic method to select similar faces from a database. The positions of the different facial features and their outlines are located. A total of 15 feature points are chosen according to their significance, and the reliability of the detection. A head model is built in such a way that the rotation of the face can be estimated by geometrical measurements. The feature points are adjusted to compensate for the effect of perspective variations. Only the similar faces in the database will be considered in the next step of face recognition. Correlations of the eyes, nose, and mouth are computed in the second step. These two parts are combined to form a complete face recognition system, which can achieve a high recognition rate under different perspective variations.
In Section 2 of this paper, we present the procedure for extracting different feature points in a face image. In Section 3, a head model is proposed, and the method of measuring its rotation is described. Based on the feature points, we propose the use of a similarity transform and pointmatching for face recognition in Section 3. Only those faces in the database similar to the input face are considered for the next step, which is computationally more time consuming. In this section, we describe the use of correlation for face recognition, which considers the geometrical distortion caused by head rotation. We present our experimental results on 160 test faces. Both the individual performance of the two steps and the combined performance are investigated. The recognition rates under different angles of observation are also provided.
LOCATING THE FACIAL FEATURE POINTS
Locating facial features is an important step in human face recognition. In this paper, we locate 15 points on a human face and then use them for face recognition. These points are chosen based on their significance in representing a face, and the reliability of extracting them automatically. In the detection procedure, we first locate the face boundary using snakes. The approximate regions of the different facial features can be located using anthropometric standards. Among the feature points, six of them are located on the face boundary, four points for the eye corners, two for the mouth corners, two for the eyebrows, and one for the nose. The procedures for extracting all these feature points are described below.
Locating the Face Boundary
The extraction of the face boundary is performed as the first step in our feature extraction system. In order to extract and represent the face boundary efficiently and reliably, we make use of snakes, an active contour model [15] . The basic snake model is an energy-minimizing spline, which can be operated under the influence of internal contour forces, image forces and external constraint forces. A snake is represented as a parametric curve v(s) = (x(s), y(s)), where the arc length, s, is a parameter. An energy functional of the snake is defined as (1) where E internal represents the internal energy of the contour due to bending or discontinuities, E image is the energy of the image forces, and E constraint is the energy of the external constraint forces. The configuration of the snakes corresponds to the local minima of the energy functional.
We implement the snakes by means of a fast iterative method, namely, the fast greedy algorithm [16] , [17] 
gives a reasonable and quick estimate of curvature. For a point with magnitude (mag), the image force, E image , is defined as (min − mag)/(max − min), where (max) and (min) are the maximum and minimum gradient in each neighborhood. In this scheme, only a subset of the neighbors of a point is considered when computing the energy function in each iteration.
After the face boundary is located and measured, the approximate position of the mouth can be estimated. A searching window is then established for it. The reason for locating the mouth first among all the other facial features is that it can be detected and located reliably under wide perspective variations. Based on the face boundary and mouth position, other feature points can also be located reliably. The face boundary and the searching windows for the different facial features are illustrated in Fig. 1 . 
Detection of the Mouth and Eyes
These two facial features are located by their respective two corners, as shown in Fig. 2 . Corners are important feature points in shape description. Their positions are less susceptible to the changes of facial expressions. The corner detection scheme is based on that proposed by Xie et al. [18] , which can provide information on corner orientations and angles in addition to corner locations. The procedures for identifying the different corner positions are described in [19] , [20] , which locate the different corner positions by using cost functions.
A corner is formed by the intersection of two lines. To classify a corner, the following properties are defined (with reference to Fig. 3 ):
1) The curvature β is defined as the acute angle between the two lines. 2) The orientation α represents the orientation of the line which bisects the acute angle between the two lines.
3) The region dissimilarity, ', is a measurement of the difference between the gray level averages in the two regions R 1 and R 2 bounded by the edges. D is defined as
= -Â Â
where I(x, y) is the gray level intensity of a pixel, and n 1 , n 2 are the number of pixels in R 1 and R 2 , respectively.
The properties of each of the corners of the two facial features are shown in Table 1 and Table 2 , respectively. A detected corner is classified as corner type C i if its properties satisfy those specified for C i . Fig. 4a shows examples of the corners for the mouth and eyes. Detection is based on the local information about a particular point. In order to obtain the accurate position of a corner, a global approach such as deformable template [21] , [22] may be necessary. We use a new approach [23] based on deformable template and snakes, which can quickly extract the shapes of the eyes and mouth. An algorithm to detect whether a mouth is open or closed is described in [24] , which is useful for face recognition, as explained in Section 4. Fig. 4b illustrates the shapes of the mouth and eyes based on our fast method.
Locating the Eyebrows and Nose
The locations of the eyebrows and nose are determined by means of integral projections. For the eyebrow, the position is along the line perpendicular to the line passing through the two eye corners at the irrespective midpoints. The nose is assumed to be on the symmetrical line of the face. How to set the symmetrical line accurately will be explained in Section 3.
Let I(x, y) be our image. 
This technique was successfully used by T. Kanade [25] and R. Brunelli et al. [13] in their work on recognition of human faces. By measuring a local minimum from the projection, the vertical position of these two facial features can be located. p 0 , p 1 , p 2 , p 3 the four eye corners from left to right, p 4 , p 5 the left and right mouth corners, p 6 , p 7 the positions of the left and right eyebrows, p 8 the position of the nose, p 9 , p 10 the left and right interceptions of the face boundary and the least squared line passing through the four eye corners, p 11 , p 12 the left and right interceptions of the face boundary and the line passing through the center of the mouth parallel to the line for the eyes, p 13 , p 14 the top and bottom interceptions of the face boundary and the symmetrical line of the face.
HEAD MODELS
In most problems of face recognition, the face is considered as a flat, two-dimensional plane, and the effect of rotations are ignored. In this section, we propose a head model for the face. Our objectives here are to determine the rotation of the head, and then compensate for the effect of perspective variations on face recognition, using this model. The head is basically considered as a cylindrical volume. The face, specifically, is less convex and close to a flat plane. To investigate the effect of the convexity of the face area on recognition, we have performed experiments of face recognition with different convexity levels of the face. The head model is depicted in Fig. 6 , with ε defined as the convexity of the face. When ε = 0, the face area becomes a flat plane, while the head is a cylinder if ε = 1.
In this paper, we consider only the rotations on the yand z-axes. The rotation on the x-axis is usually slight, so we assume that this rotation does not exist, or that it is too small to have any effect. In order to determine the rotation on the y-axis, we consider the cross-section of the head model passing through the four eye corners, as illustrated in Fig. 7 . The angle of rotation on the y-axis is θ, as shown. Based on the positions of the eye corners and the head 
where d ij represents the distance from point i to point j, r e is the radius of the head at the eye section, and α is the angle at the head center between the center of the face and the leftmost or the rightmost eye corner, respectively. By solving the above two equations, we have
The angle θ can also be calculated by measuring the distance, D, between the symmetrical line of the face and the center line of the face on the section. The symmetrical line of the face is a line which divides the face vertically into two equal sides. The position of the point of the symmetrical line depends on the convexity, ε, of the face. The protrusion of the face, d cd , is
where point c is the midpoint of the eye corners p 0 and p 3 , while d is a point on the symmetrical line of the face. The horizontal distance between these two points is given by
The coordinates of the point d is therefore given by
Similarly, the point on the symmetrical line passing through the mid-section of the mouth can be located. By joining these two points, as shown by the thin line in Fig. 8 , the symmetrical line of the face is located. The center line of the face is defined as the line parallel to the symmetrical line of the face, and its position exhibits the least squared error in relation to the points of the face boundary. The equation of the center line is represented as follows:
where m is equal to the gradient of the symmetrical line of the face. If we denote (x i , y i ) as the points of the snakes, we have
where n is the number of points on the snakes. The center line is shown as the thick line in Fig. 8 . By measuring the distance, D, between these two lines, the angle θ can be estimated as follows:
Therefore, the angle θ is given by
In Fig. 8 , the angles of rotation on the y-axis are also illustrated. The angle of rotation, β, on the z-axis can be estimated by the gradient of the best-fitting line passing through the four eye corners. By knowing these two angles, transformation can take place, which compensates for the effect of rotations.
FACE RECOGNITION
In this section, we present two methods of face recognition and investigate their individual and combined performances. The first method is based on the information concerning where the facial features are. The 15 feature points described in Section 2 are used to represent a face. The positions of these points are adjusted according to the angles of rotation, as described in Section 3. The point set for an input face is then compared with the point sets of the faces in a database by point-matching. Faces similar to the input are chosen from the database and passed on for the second 
recognition process which measures the difference in context for the different facial features between the input and the database. Three windows, namely, the eyes and eyebrows window, the nose window, and the mouth window, are established for each face. Before giving the details of these two methods of face recognition, we will first describe the database used in the experiment and also discuss the evaluation of a recognition system.
Database
The database used in this paper was created by the Olivetti Research Laboratory in Cambridge, UK. There are 10 different images of 40 distinct faces. In our experiment, we chose a face with an upright frontal view for each of the 40 faces as our database. In other words, each person has a single frontal view in our database. Among the rest of the faces, we selected 160 images as a testing set. About half of the faces are upright and have a small rotation on the y-axis. The other half of the faces show different amounts of perspective variations. In the following sections, we will measure the performance of the two recognition methods with different amounts of perspective variations.
Evaluation of Performance for Recognition
The recognition rate is always the index used to evaluate the performance of a recognition system. For face recognition and some other applications, a list of the objects in the database is sequenced according to their similarity to the input image. The object that best matches the input is placed on top of the list, while the least matched one is at the bottom. It is useful to measure the probability of the input at different positions on the list. For a database of N objects, we define the cumulative recognition rate, P(n), as follows:
P n n ( ) = the probability of the input being chosen within the first top objects on the list
where n = 0, L, N − 1, and p(i) is the probability of the correct object being placed at the ith position on the list. The top of the list is at position 0, while the last item is said to be at position N − 1. This parameter not only gives the recognition rate by P(0), but also provides the recognition rates if more objects on the list are considered. A list of similar faces, rather than the most matched one only, is usually displayed in face recognition. The other parameter R, called the overall recognition index, is defined as follows to describe the overall performance of recognition:
where N t is the number of test images and r(i) = 0, L, N − 1 is the position of the correct object on the list. This parameter is equal to one if all the testing images are identified correctly and is zero if they are all recognized as the least matched.
We believe that these two parameters can provide more information about recognition performance and offer an effective means to compare the overall performance of different recognition systems.
Face Recognition by Point-Matching
In this section, we present a point-matching scheme for face recognition which is independent of the rotations of the head. In Section 2, we have described the procedures for extracting the 15 feature points, p 0 , L, p 14 , automatically. In Section 3, we have presented the determination of the angles of rotation, θ and β. The point set of an input image is adjusted by a transformation matrix to compensate for the rotation and then compared to the faces in a database by means of a similarity transform.
Transformation Matrix
The following rotation matrix can be used to compensate for the effect of rotation.
The origin of the coordinate system is translated to the point O (with reference to Fig. 7 ). The angle β is given by
This transformation will only apply to the points p 0 to p 7 .
Points p 9 to p 12 are on the face boundary. The distances d p p 9 10 and d p p 11 12 are assumed to remain unchanged, but their positions are adjusted in such a way that the respective centers of the two pairs lie on the symmetrical line. The lines passing through these two point pairs are parallel to the line passing through the four eye corners after transformation. The new symmetrical line is obtained by joining the midpoints of the eye corners and mouth corners. p 8 , p 13 , and p 14 are placed on the symmetrical line of the face, and their respective distances from the line of eye corners remain unchanged. For the transformation, the z-coordinates of the points are also required in the computation. These values can be approximated according to the head model. The z-coordinates of the leftmost and rightmost eye corners, p 0 and p 3 , and the two mouth corners, p 6 and p 7 , are given as follows: (18) where r e and r m are the radii of the head at the eye and mouth section, respectively. To calculate z p 1 , z p 2 , z p 6 , and z p 7 , we consider the arc formed by the points p 0 , d, and p 3 , which is also a part of a circle. From these three points, the center, (x f , z f ), and radius, r f , of this circle can be computed.
The z-coordinates of these points are then 
When the convexity ε of the face is set to zero, the front of the face becomes a flat plane and the above equation is no longer valid. In this case, the z-coordinates are given by 
The transformed point set is denoted as P i , i = 0, L, 14, which is then used for recognizing faces by 2D pointmatching.
Recognition by Matching 2D Point Sets
In the previous section, a set of 15 compensated feature
were located for the input image.
Similarly, a set of 15 feature points, denoted as
14
, were also located for each face in the database. These point sets are represented by a 2 × 15 matrix, which are denoted as P and Q, respectively. The ith column of the matrix represents the xy-coordinates of the point P i of the corresponding image. To compare the two point sets is equivalent to measuring the matrices P and Q. The metric usually used is the Frobenius norm of the difference matrix, which is the same as the Euclidean distance between points in the images. In our case, because the 15 feature points have different degrees of significance and reliability for representing a face, the weighted Euclidean distance, D w , is used to compare two point sets. 
where κ i is the weighting factor for P i and Q i . To measure the difference between two point sets, two operations, namely normalization and point alignment, are necessary to remove differences due to irrelevant effects between the two faces. We use the similarity measure proposed by Werman et al. [26] to normalize and align the two point sets before performing the comparison. First of all, each point set is translated to its centroid, so that its first moment is zero. As the input face has to align with each face in the database, we select a subset of the point sets for alignment in order to reduce the required computation. Three points, the centers of the two eyes and the center of the mouth, are chosen from each point set for alignment. These two point sets are denoted as 3 and 4, respectively, such that 
Scale normalization is then applied to the point sets as follows:
The point set 3 ′ is aligned with 4′ using a scaled rotation
where s is a scalar and R is a 2 × 2 rotation matrix
where µ is the angle of rotation for alignment. The respective values of s and µ are chosen to minimize sR P ◊ ¢ -¢ 4 . These two values are shown in [24] and are given as follows: 
Based on the above procedures, the point set of the input face is normalized, aligned and compared with the normalized point sets of faces in the database. Fig. 9 shows an input face matching its point set to five faces in the database. The corresponding D w s are also illustrated. 
Experiments
In this section, the performance of the point-matching scheme regarding the head model is evaluated. In our system, the feature points are detected automatically. However, due to the poor illumination conditions and the existence of glasses and a moustache in some of the images, some feature points may sometimes not be located accurately. Therefore, the performance of the point-matching scheme with automatic feature point selection procedure is compared with using manual selection procedure, which locates the feature points by a human. We first investigate the effect of the convexity, ε, of the face on the recognition rates. Fig. 10 shows the overall recognition indices, R, for different values of ε. It can be seen that the best performance is achieved when ε Ϸ 0.20 for the automatic selection procedure, while ε Ϸ 0.10 for the manual selection procedure. In the rest of this paper, we adopt ε = 0.15 for the head model in the experiments. The corresponding cumulative recognition rates for ε = 0.15 are depicted in Fig. 11 . It can be seen that the overall recognition rate is over 50 percent, and is increased to over 80 percent by considering the first four best matched faces.
We compare the performance of the scheme regarding automatic and manual selection procedures of the feature points. In order to investigate the effect of the rotation, θ, as well, we illustrate the overall recognition indices for different values of θ with both selection procedures of the feature points, as shown in Fig. 12 . The corresponding cumulative recognition rates, P(n), at different angles of rotation are illustrated in Fig. 13 . Furthermore, we also compare the results with and without compensating for the effect of the rotation, θ. The performance with compensation is insensitive to rotation, while the value, R, decreases with an increased rotation angle, θ, if compensation is not considered, as illustrated in Fig. 12 . The results are obtained by just setting θ = 0 in (16) . This recognition step can be used to select from the database the faces similar to the input. In our system, the second step will perform recognition by correlation, which is computationally intensive. By cutting the number of candidates to be passed to this second stage, the overall computation is greatly reduced. A threshold, ', is chosen. A candidate in the database will not be considered for further processing if its value, D w , is larger than '. If ' is set too high, all the candidates will be passed. However, if it is too low, then the correct candidate may be rejected at this stage. Fig. 14 shows the effect of ' on the average number of candidates passed to the next stage, and the corresponding number of correct candidates being rejected.
Recognition by Correlation
In the previous sections, we located the facial features and identified a face based on these feature locations. Only those faces in the database which are similar to or have a similar configuration to the input are considered for further processing. Correlation [25] has been proved to be an effective method for recognition, but this operation is computationally intensive. Correlation is applied to compare the faces passed from the point-matching step, as well as the contents of the regions of the facial features. Three windows-the eyes and eyebrows window, the nose window, and the mouth window-are set up for each face. Those windows of the input are compared to the corresponding windows of each face in the database. The sizes of the eyes and eyebrows window, the nose window and the mouth window are 60 × 22, 28 × 22, and 40 × 17, respectively. Correlation is affected by the angle of rotation, θ, so transformation and alignment are performed on the images inside the windows.
Correlation
Correlation is a measure of the similarity of two images. A common method of estimating the similarity of two images is by means of the Euclidean distance. However, this approach is affected by large errors. To cope with the high sensitivity to noise exhibited by the Euclidean distance approach, Brunelli et al. [27] proposed other similarity measures based on the L 1 norm, which exhibits a lower sensitivity to noise. We chose the following similarity measure: 
where x and y are the input image and the image in the database, respectively. For this similarity measure, Â i i y can be precomputed and is stored with the image in the database, while the term Â i i x is computed only once for the input. The computation for g(x, y), therefore comes mainly from the term Â -
x y , which is much lower than the other similarity measures.
The Eyes and Eyebrows Window
The size of the eyes and eyebrows window is 60 × 22. Each image is transformed and aligned in such a way that the two eye corners, p 0 and p 3 , in the image domain are placed at (5, 15) and (55, 15), respectively, in the window domain. These two points are denoted as ¢ p 0 and ¢ p 3 , respectively. The center of the image, d (with reference to Fig. 7) , is transformed and aligned to (30, 15) in the window and is denoted as d′. We translate the coordinate systems to (30, 15) so that the coordinates of the two eye corners become (-25, 0) and (25, 0) , respectively. In the transformation, the points are considered to be 3D, and so their z-coordinates have to be determined. The radius of the head at the transformed eye section is The coordinates of the points in the image domain are obtained by transforming the points in the window domain using the following transformation matrix. The z′ is determined according to whether the point is in the face region or not. In the face region, this cross section is a part of a circle and its z-coordinate is (36) Fig. 15 illustrates the eyes and eyebrows window both with and without using the transformation. The corresponding correlations are also shown at the bottom of each window. It is obvious that the correlation value is increased by the transformation. This operation can give an approximate upright frontal view of this part of the face.
The Nose Window and the Mouth Window
The nose and mouth images are transformed and aligned in the same way as the eyes and eyebrows image. The size of the nose window is 28 × 22. The coordinates (14, 15) are selected as the center, which is aligned to the point p 8 . The scale used for the nose image is the same as the eyes and eyebrows image. The size of the mouth window is 40 × 17, with the center at (20, 7) . The two mouth corners, p 4 and p 5 , are used to align the mouth image. Fig. 15 also illustrates the transformed nose and mouth windows, and their corresponding values of correlation are shown.
Experiments
The performance of correlation for image matching is investigated for the three windows. The overall recognition Table 3 . From the results, the eyes and eyebrows window achieves the best performance which is less sensitive to the angle of rotation. The nose window shows a performance slightly inferior to that of the eyes and eyebrows window. This performance becomes worse when the angle of rotation increases. The mouth window exhibits the worst recognition performance. By separating the open-and closed-mouth, the closed-mouth images show a much better performance than the open-mouth images for recognition by correlation, as shown in Fig. 18. 
Overall Performance
The overall performance, by combining the point-matching method and correlation, is investigated. At the point- 
where k 1 , k 2 , k 3 , and k 4 are weighting factors, and i = 1,L, N f . Each of the terms is normalized to one so that the weighting factors can be set easily. In our experiments, k 1 = 0.275 and k 2 = 0.30, as these two terms exhibit a higher recognition rate than that of the nose and mouth parts. k 3 is set according to the angle of rotation. Because of the protrusion of the nose, geometric distortion results when it is rotated. Therefore, k 3 Based on the value of the cost function, the one with minimum value is chosen as the best matched. Fig. 19 shows the overall recognition indices, and the cumulative recognition rate at different angles of rotation, and the total cumulative recognition rate. As before, the performance of the overall system is insensitive to the angle of rotation, but outperforms the individual parts of the system. The variation in performance of the system using automatic and manual feature point selection procedures is slight.
The respective runtimes for these two recognition methods are also measured. The experiments were conducted on a Sun Sparcserver 1000. The point-matching stage exhibits a fairly constant speed, which is about 0.1 second on average.
For the correlation stage, the runtime depends on the number of faces passed to this stage. Fig. 20 shows the runtime of this stage in relation to the number of faces selected from the point-matching stage.
CONCLUSIONS
In this paper, we have adopted an analytic-to-holistic approach to face recognition. The positions of different facial feature points are located automatically or manually. This gives the information on where the facial features are and describes the overall configuration of a face. The feature point set of a test image is then compared to that in a database by a 2D point-matching scheme. Faces similar to the database are passed to the second stage, which matches faces by correlation. At this stage, the eyes and eyebrows window, nose window and mouth window are set up and compared to other faces by correlation. The correlation operation measures the similarity between the contents of the different windows. Experiments show that the overall performance by combining the two approaches is much better than either of them individually.
In order to cope with the effect of rotation of the face, a head model is introduced to reduce this effect on face recognition. By geometric measurements, we can estimate the angle of rotation of a face. Proper transformations and alignment can then be performed to obtain the approximate upright and frontal view of the faces. Experiments illustrate that this model can make both point-matching and correlation insensitive to the angle θ.
For the 2D point-matching scheme, we have chosen 15 feature points, which can be detected automatically and reliably, and are significant for recognition. There are many other feature points which are also important for recognition. Some of them are: the two extreme points of each eyebrow, the two extreme points at the baseline of the nose, the position of the two ears, etc. However, these points are difficult to detect automatically and reliably. We believe that if these additional feature points can be included, the pointmatching scheme will perform much better.
In the database, each face is represented by 15 feature points, three facial feature windows, and the corresponding summation of gray-level intensity, Â i i y , of each window for computing correlations. In conclusion, by combining the two different approaches, a much better recognition rate can be achieved. Using the automatic selection procedure, recognition rates of over 84 percent and 96 percent are obtained for considering the first and the first three likely matched faces, respectively. The corresponding recognition rates achieved using the manual selection procedure are over 89 percent and 97 percent, respectively. Thus, the difference in the performance of the system using automatic and manual feature point selection procedures is slight. The overall performance of the system also suggests that the different feature-based approaches and the holistic approaches may be combined, which will provide a much higher performance level than that of any individual approach. Furthermore, the total runtime for recognizing an input face is around 4-6 seconds on average; this includes the timings for facial feature extraction, face recognition by point-matching, and face recognition by correlation. 
