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Abstract 
This work considers the calibration of stochastic microscopic traffic simulators. It formulates the calibration problem as a 
simulation-based optimization (SO) problem, and uses metamodel SO ideas. The main idea is to embed within the calibration 
algorithm an analytical problem-specific description of how the calibration parameters are related to the simulation-based 
objective function. Preliminary results on a toy network are presented. Ongoing work applies these ideas to the calibration of a 
Berlin metropolitan area network. 
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1. Introduction 
There is extensive research in the field of transportation engineering that studies the problem of calibration of 
simulation-based traffic models. Traditional approaches based on well-established statistical frameworks and 
standard numerical procedures (e.g., Buisson et al. 2012) typically involve strong model assumptions (e.g., 
continuity, differentiability, normality or ergodicity of model outputs), which are typically violated by detailed 
traffic simulators. Hence, the calibration community has mostly focused on the use of black-box (i.e., general 
purpose) optimization algorithms. For a survey, see Balakrishna (2006). Such algorithms impose little to no 
requirements on the underlying problem, and hence have often been used by the broader optimization community to 
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address highly complex and intractable optimization problems. Nonetheless, the generality of these algorithms is 
also their main drawback: they do not exploit the structure of the underlying problem. Optimization algorithms that 
exploit the rich structure of transportation problems have great potential to have good short-term numerical 
performance. Existing black-box algorithms used for calibration problems lack good numerical performance and 
require large computational efforts (e.g., numerous simulation runs) in order to identify points with good 
performance.  
Cascetta and Nguyen (1988) provide a classical overview of calibration literature for origin-destination (OD) 
matrices. Cascetta et al. (1993) extended the static calibration problem to a dynamic setting, leading to abundant 
literature in the field of calibration. Unlike OD matrix estimators, which calibrate aggregate demand flows, path flow 
estimators (PFEs) attempt to calibrate the underling route choice, cf. the seminal PFE work of Bell et al. (1997). See 
Flötteröd (2008) or Buisson et al. (2012) for a comprehensive survey in this field. 
The increased availability of detailed surveillance data triggered recent efforts to calibrate demand and supply 
parameters jointly (e.g., Balakrishna 2006, Antoniou et al. 2007, Vaze et al. 2009). Nonetheless, the most common 
approach is to resort to general-purpose black-box optimization algorithms that exploit problem structure at most in 
terms of a numerical linearization: e.g., simulated annealing (Kirkpatrick et al. 1983), simultaneous perturbation 
stochastic approximation (SPSA) (Spall 1992), genetic algorithms (Holland 1975), unscented Kalman filters (Julier 
and Uhlmann 1997), and particle filters (Arulampalam et al. 2002). See Antoniou (2004), Balakrishna (2006) for two 
representative monographs and Ben-Akiva et al. (2012) for a comprehensive literature review. 
Typical traffic micro-simulations capture travel demand in terms of time-dependent origin/destination (OD) 
matrices, from which they sample individual trip makers. Usually, a probabilistic route choice model is then applied 
to select a route for each trip maker, and a mesoscopic or microscopic traffic flow model is used to propagate the trip 
makers' vehicles through the network. If the route choice model is congestion-dependent, then route choice and 
traffic flow simulation are iterated until a stochastic fixed point of mutual consistency is attained (Barcelo 2010). 
Microscopic simulations enable detailed representations of reality, and as such they are built around data-
intensive model systems. This renders the automatic calibration of micro-simulations a difficult and practically 
relevant problem. A largely unresolved methodological challenge in this context is the formulation of tractable 
measurement equations that link available surveillance data from the real transport system to the model parameters 
one wishes to calibrate. 
In this paper, we propose a general methodology for the calibration of stochastic traffic simulation models. As 
explained in the following, the approach sets itself apart from the existing literature in that it combines response 
information from a complex traffic micro-simulation with information from a tractable analytical traffic model. 
More specifically, this work formulates the calibration problem as a simulation-based optimization (SO) problem. 
Metamodel ideas are used to embed information about the underlying problem structure within the calibration 
algorithm. The metamodel is then embedded within the computationally efficient SO algorithm proposed by Osorio 
(2010). 
2. Methodology 
2.1. Formal problem statement 
To make the proposal concrete, we focus in the following on the calibration of travel demand parameters from 
network flows. Each OD pair 1...n N  is connected by one or more routes. The set routes in OD pair n  is denoted 
by nC . The total travel demand within OD pair i  is written as nd . The probability that a traveler in OD pair n  
selects a route ni C  is written as  | ,nP i x θ  where x  represents the network attributes (in particular, travel times) 
that characterize the alternative routes and θ  is a vector of coefficients (to be estimated) that guide the choice 
process. 
Let  ,,a ki tG x  be one if a traveler having departed on route i  in time interval t  enters link a  in time interval k , 
and zero otherwise. This parameter depends in the presence of congestion on the travel times contained in x . The 
flow (in vehicles) across link a  in time step k  can then be written as 
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Since the network travel times contained in x  depend in turn on the network flows defined here, this equation is 
circular and can in general only be solved iteratively. In a traffic microsimulation, these iterations can be interpreted 
as a learning process over subsequent days, where in each day all trip makers select a route according to the most 
recent network conditions x , followed by a simulation of the corresponding vehicle flows through the network, 
which in turn yields updated network conditions. 
Let ,a ky  be the number of vehicles counted in reality on link a  in time step k . A natural non-linear least squares 
formulation of the calibration problem is then to minimize the following objective function: 
   2, ,
,
,a k a k
a k
Q y q ¦θ           (2) 
where  , ,a k a kq q θ  due to (1). The difficulty of this problem is owed to the complexity of constraint (1), which is 
not available in closed form but is represented only procedurally through the traffic microsimulation. 
This project proposes to solve Problem (2) by embedding structural information that analytically approximates 
the main components of (1). Developing an analytical approximation of the main components of (1) is a challenging 
problem because the approximated mapping involves the highly nonlinear and stochastic network loading map of 
path flows on network conditions, comprising in the micro-simulation context all difficulties that come along with 
real traffic flow dynamics in urban networks (including, e.g., multi-lane flows, spill-back, flow interactions in 
complex intersections). The recent doctoral dissertation of Frederix (2012) makes clear that this is anything but a 
solved problem.   
The goal of this paper is to derive an analytical and computationally efficient approximation of (1). We then 
embed this information within a simulation-based calibration algorithm. We expect this analytical information to 
significantly enhance the computational efficiency of the calibration algorithm, and ultimately to allow us to 
efficiently solve high-dimensional calibration problems. 
2.2. Metamodel formulation 
To start off, we focus on the calibration of a single route choice parameter. We assume an analytical closed-form 
expression for the corresponding route choice model is given,  | ,nP i x θ . We propose to derive an analytical 
approximation of the System of Equations (1).  
The main idea is to derive an analytical approximation that combines information from the simulator (i.e., this is 
the traditional approach) with information from an analytical macroscopic and computationally efficient traffic 
model. Ideas along these lines have been used to efficiently address large-scale urban traffic management problems 
while using inefficient yet detailed microsimulators (Osorio and Chong 2014, Osorio and Nanduri 2014, Chen et al. 
2012). This combination will be formulated based on metamodel (also called surrogate model) ideas from the field 
of simulation-based optimization (SO), as in Osorio and Bierlaire (2013).  
A metamodel is an analytical approximation of the simulation-based objective function (2). Metamodel SO 
techniques iterate over two main steps. Firstly, the metamodel is constructed based on a sample of simulated 
observations. Secondly, it is used to perform optimization and derive a trial point (i.e., a route choice parameter 
value). The performance of the trial point can be evaluated by the simulator, which leads to new observations. As 
new observations become available the accuracy of the metamodel can be improved (Step 1), leading ultimately to 
better trial points (Step 2). In this paper, we use the general metamodel SO framework of Osorio and Bierlaire 
(2013), which uses the derivative-free trust region algorithm of Conn et al. (2009). 
We propose an analytical approximation of the expected link flow for link a , denoted ,a kq  in Equation (2). We 
first consider a time-independent approximation, and hence have for a given link a  the same approximation for all 
time-steps k . We denote this approximation  aq , and refer to it as the (link-specific) metamodel. It is given by: 
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where T  is the route choice model parameter,  iO T  is the expected flow of link i  as approximated by the 
analytical traffic model, and β  is a vector of metamodel parameters. These parameters are fit by solving a least 
squares problem that minimizes the distance between simulated link flows and metamodel predictions. For 
parameter estimation details, see Osorio and Bierlaire (2013). The metamodel formulation (Equation (3)) can be 
interpreted as a scaled approximation provided by the analytical traffic model and an additive correction term that is 
linear in T . 
2.3. Analytical traffic model 
We now describe how the analytical approximation of the expected link flow (denoted  aO T  in Equation (3)) is 
obtained. We build upon the analytical traffic model used in Osorio and Bierlaire (2013), which is based on a finite 
(space) capacity representation of an urban road network. The formulation is based on the general queueing-theoretic 
ideas in Osorio and Bierlaire (2009) and urban traffic ideas in Osorio (2010, Chap. 4). 
There has been a recently renewed interest in the use of queueing network ideas to describe vehicular traffic. The 
work of Osorio and Flötteröd (2014) and Osorio et al. (2011) has proposed a stochastic formulation of Newell's 
simplified kinematic wave model (Newell 1993, Yperman et al. 2007). Here, the goal is to derive an analytical, 
differentiable, and computationally tractable urban traffic model such that calibration problems for large-scale 
networks can be addressed.  
The analytical traffic model used in Osorio and Bierlaire (2013) is indeed analytical, differentiable and 
computationally tractable. Nonetheless, for the purpose of calibration, its main limitation is that it assumes 
exogenous assignment. In this work, we use a formulation that allows for endogenous assignment. 
Note that the use of a finite (space) capacity queueing network representation of a road network allows for the 
finite length of roads to be accounted for. Hence, the spatial propagation of congestion is accounted for (e.g., 
vehicular spillbacks). This is done through the queueing notion of blocking. Describing the spatial propagation of 
congestion is particularly important when calibrating models of congested urban networks. 
We first briefly present the formulation of the model of Osorio (2010, Chap. 4). We then present its extension to 
account for endogenous assignment. The model of Osorio (2010) considers a general road network. In this paper, we 
limit the formulation to single-lane roads. This formulation can be readily extended to multi-lane roads. Each road is 
modeled as a finite (space) capacity / / 1 /M M  queue. 
The finite space capacity  captures the finite length of each road. It is given by: 
   2 1 2/ ,i il d d d  « »¬ ¼           (4) 
where il  is the length of lane i  in meters, 1d  is the average vehicle length (set to 4 meters), and 2d  is the minimal 
inter-vehicle distance (set to 1 meter). The fraction is rounded down to the nearest integer.  
For a given queue i , the following notation is used. 
 
iJ                                 external arrival rate; 
iO                                 total arrival rate; 
iP                                 service rate; 
iP                                 unblocking rate; 
ˆiP                                 effective service rate; 
iU                                 traffic intensity; 
f
iP                                probability of being blocked after service at queue i ; 
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i                                  space capacity; 
iN                                 number of vehicles in queue i ; 
 i iP N                  probability of queue i  being full; 
ijp                                 transition probability from queue i  to queue j ; 
iD                                 set of downstream queues from queue i  
 
For a given road network represented as a queueing network, the  marginal queue-length distributions of each 
queue are obtained by simultaneously solving for all queues the following system of equations. 
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For details regarding this formulation, we refer the reader to Osorio (2010, Chap. 4). 
In order to account for endogenous assignment, the model is complemented by the following assignment 
equations. 
 
sd                                demand for OD pair s ; 
tc                                 travel cost of path t ; 
ty                 flow on path t ; 
tir                                 proportion of flow on path t  that goes through queue i ; 
tia                  indicates whether path t  contains queue i ; 
*
tia                  indicates whether the first link of path t  is link i ; 
stl                 probability that a vehicle travelling the OD pair  s  takes path t ; 
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> @iE T                travel cost of queue i ; 
> @iE N                number of vehicles in queue i ; 
 l i                length of road i ; 
( )v i                maximum speed of road i ; 
T                 route choice model parameter; 
sP                 set of paths of OD pair s ; 
S                 set of OD pairs; 
Q                 set of queue indices; 
T                  set of paths indices; 
ijG                  set of paths that consecutively go through queues i  and j ; 
iH                               set of paths that go through queue i ; 
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The indicator variables are defined as follows. 
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1           if queue i.e., link   is part of path ,
0                    otherwise.ti
i t
a
­ ®¯  (19) 
 * 1           if queue i.e., link   is the first link of path ,
0                    otherwise.ti
i t
a
­ ®¯          (20) 
The goal of these equations is to provide an analytical description of how the turning probabilities ijp  are related 
to the calibration parameter T . This allows for endogenous turning probabilities, i.e., endogenous assignment. The 
above system of equations is based on the use of a multinomial logit route choice model (Equation (13)), with link 
costs defined by expected link travel time (Equation (16)). The expected travel time is expressed as the sum of delay 
(first term on the right-hand side) and free-flow travel time (second term on the right-hand side). The delay term is 
based on the use of Little's law (Little 2011, 1961) for a finite (space) capacity queue. The expression for the 
expected number of vehicles in a queue (Equation (17)) is derived in detail in Appendix A of Osorio and Chong 
(2014). Since the assignment is now considered endogenous, the external arrivals to a queue, iJ , are also 
endogenous. Equation (18) gives their expression as a function of expected path flows.  
In summary, the analytical traffic model used to approximate the expected link flows  iO T  of Equation (3) are 
obtained by evaluating the system of nonlinear differentiable equations (5)-(18). 
3. Case study 
To illustrate the performance of this approach, we consider a small toy network displayed in Fig. 1. Each link in 
the network consists of a single lane and is modeled by a single queue. The network has one origin-destination pair, 
nodes 1 and 5 respectively. There are two routes that connect the pair, a route to the north (through nodes 1, 2, 3, 5) 
and a route to the south (through nodes 1, 2, 4, 5). The northern route has a shorter free flow travel time, yet faces 
delay at a signalized intersection at node 3, whereas the southern route is entirely unsignalized and free of 
bottlenecks. The “true” link counts are simulation-based. 
 
Fig. 1. Network topology. 
We compare the performance of the proposed approach with the metamodel formulation as given in Equation (3) 
to that of a metamodel that does not resort to the use of the analytical traffic model. In other words, following the 
notation of Equation (3), the benchmark metamodel is formulated as: 
  ,1 ,2; .a i i iq T E E E T            (21) 
1 2 3 5 
4 
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This benchmark metamodel approximates the expected flow of a given link as a polynomial that is linear in the 
calibration parameter T . 
We run the simulation-based optimization (SO) algorithm allowing for a maximum of 50 different T  values to be 
evaluated. Note that all algorithmic details are identical for the proposed approach and the benchmark approach, the 
only difference is the metamodel formulation. 
In the figures of this section the proposed metamodel is denoted m  while the benchmark metamodel is denoted 
I . Fig. 2 considers a scenario where the true value of the calibration demand parameter value is: * 42T   . The SO 
algorithm is initialized with 0 57T   . For each metamodel, the SO algorithm is run 5 times, allowing each time for 
a maximum of 50 values of T  to be simulated. The x-axis displays the algorithm's iteration, while the y-axis 
displays the current iterate (i.e., current T  value proposed as a solution by the algorithm). A method with good 
performance is one where the current iterate is near the true value (-42) within very few iterations. The results that 
correspond to the proposed approach are depicted by solid lines; those of the benchmark approach are depicted by 
dashed lines.    
 
 
Fig. 2. Initial point 
0
57T   , optimal point * 42T   . Simulated calibration parameter values across algorithmic iterations. 
Note that for each metamodel, we run the algorithm 5 times. The figure displays 5 lines for each method. 
Consider iteration 25, the line with a y-value of 45.8 consists of 2 overlapping solid lines. The dashed line with y-
value -47 consists of 2 overlapping dashed lines.   The dashed line with y-value -60 consists of 2 overlapping dashed 
lines.   
Fig. 2 shows that after iteration 25 all solutions derived by the proposed approach are within the range > @43, 47 
. Only 2 of the 5 solutions proposed by the benchmark approach are within this range.  
Similar results are obtained when initializing the SO algorithm with a 0 10T   . These are displayed in Fig.3.  
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Fig. 3. Initial point 
0
10T   , optimal point * 42T   . Simulated calibration parameter values across algorithmic iterations.. 
 Again, as of iteration 25, all 5 solutions derived by the proposed approach are within 10% of the true T  value, 
whereas only 3 out of the 5 solutions proposed by the benchmark approach are within this range.  
4. Conclusion 
In this paper, we propose to embed analytical problem-specific information within calibration algorithms such as 
to enhance their computational efficiency. We propose a metamodel approach, and use a metamodel that embeds 
information from an analytical differentiable traffic model. The latter provides an analytical description of how the 
calibration parameter (a route choice parameter) is related to the calibration objective function (expected link flows). 
The performance of the approach is compared to that of a similar metamodel approach that does not embed 
analytical traffic model information. Preliminary results on a toy network are presented. Ongoing work applies these 
ideas to the calibration of a Berlin metropolitan area network.  
Acknowledgements 
This material is based upon work supported by the National Science Foundation under Grant No. 1334304. Any 
opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do 
not necessarily reflect the views of the National Science Foundation. 
222   Carolina Osorio et al. /  Transportation Research Procedia  6 ( 2015 )  213 – 223 
References 
Alexandrov, N. M., Lewis, R. M., Gumbert, C. R., Green, L. L., and Newman, P. A., 1999. Optimization with variable-fidelity models applied to 
wing design. Technical Report CR-1999-209826, NASA Langley Research Center, Hampoton, VA, USA. 
Autoniou, C., 2004. On-line Calibration for Dynamic Traffic Assignment. Ph.D. thesis, Massachusetts Institute of Technology. 
Antiniou, C., Koutsopoulos, H., and Yannis, G., 2007. An efficient non-linear Kalman filtering algorithm using simultaneous perturbation and 
applications in traffic estimation and prediction. In proceedings of the 10th IEEE Intelligent Transportation Systems Conference, pages 217-
222, Seattle, USA. 
Arulampalam, S., Maskell, S., Gordon, N., and Clapp, T., 2002. A tutorial on particle filters for on-line non-linear/non-Gaussian Bayesian 
tracking. IEEE Transactions on Signal Processing, 50(2), 174-188. 
Balakrishna, R., 2006. Off-line calibration of dynamic traffic assignment models. Ph.D. thesis, Massachusetts Institute of Technology. 
Barcelo, J., 2010. Fundamentals of Traffic Simulation. Springer. 
Bell, M., Shield, C., Busch, F., and Kruse, G., 1997. A stochastic user equilibrium path flow estimator. Transportation Research Part C, 5(3/4), 
197-210. 
Ben-Akiva, M., Gao, S., Lu, L., and Wen, Y., 2012. Combining disaggregate route choice estimation with aggregate calibration of a dynamic 
traffic assignment model. In proceedings of the Fourth International Symposium on Dynamic Traffic Assignment, Marthas Vineyard, 
Massachusetts, USA. 
Buisson, C., Daamen, W., Hoogendoorn, S., et al., 2012. MULTITUDE review of traffic data collection and estimation techniques and review of 
methodologies for traffic estimation, calibration and validation. State-of-the-art report 0.97, COST Action TU0903. 
Cascetta, E. and Nguyen, S., 1988. A unified framework for estimating or updating origin/destination matrices from traffic counts. Transportation 
Research Part B, 22(6), 437-455. 
Cascetta, E., Inaudi, D., and Marguis, G., 1993. Dynamic estimators of origin-destination matrices using traffic counts. Transportation Science, 
27(4), 363-373. 
Chen, X., Osorio, C., and Santos, B. F., 2012. A simulation-based approach to reliable signal control. In proceedings of the International 
Symposium on Transportation Network Reliability (INSTR). 
Conn, A. R., Scheinberg, K., and Vicente, L. N., 2009. Global convergence of general derivative-free trust-region algorithms to first- and second-
order critical points. SIAM Journal on Optimization, 20(1), 387-415. 
Flötteröd, G., 2008. Traffic State Estimation with Multi-Agent Simulations. Ph.D. thesis, Berlin Institute of Technology, Berlin, Germany. 
Flötteröd, G., Bierlaire, M., and Nagel, K., 2011. Bayesian demand calibration for dynamic traffic simulations. Transportation Science, 45(4), 
541-561. 
Flötteröd, G., Chen, Y., and Nagel, K., 2012a. Behavioral calibration and analysis of a large-scale travel microsimulation. Networks and Spatial 
Ecnomics, 12(4), 481-502. 
Flötteröd, G., Chen, Y., and Nagel, K., 2012b. Choice model refinement from network data. In proceedings of IATBR 2012, The 13th 
International Conference on Travel Behavior Research, Toronto, Canada. 
Frederix, R., 2012. Dynamic OD estimation in large-scale congested networks. Ph.D. thesis, KU Leuven. 
Holland, J., 1975. Adaption in Natural and Artificial Systems. University of Michigan Press. 
Julier, S. and Uhlmann, J., 1997. A new extension of the Kalman filter to nonlinear systems. In proceedings of the 11th Annual International 
Symposium on Aerospace/Defense Sensing, Simulation, and Controls, pages 182-193, Orlando, Florida, USA. 
Kirkpatrick, S., Gelatt, C., and Vecchi, M., 1983. Optimization by simulated annealing. Science, 220(4598), 671-680. 
Little, J. D. C., 1961. A proof for the queueing formula: L WO . Operations Research, 9(3), 383-387. 
Little, J. D. C., 2011. Little’s law as viewed on its 50th anniversary. Operations Research, 59(3), 536-549. 
Newell, G., 1993. A simplified theory of kinematic waves in highway traffic, part I: general theory. Transportation Research Part B, 27(4), 281-
287. 
Osorio, C., 2010. Mitigating network congestion: analytical models, optimization methods and their applications. Ph.D. thesis, École 
Polytechnique Fédérale de Lausanne. 
Osorio, C. and Bierlaire, M., 2009. An analytic finite capacity queueing network model capturing the propagation of congestion and blocking. 
European Journal of Operational Research, 196(3), 996-1007. 
Osorio, C. and Bierlaire, M., 2013. A simulation-based optimization framework for urban transportation problems. Operations Research, 61(6), 
1333-1345. 
Osorio, C. and Chong, L., 2014. A computationally efficient simulation-based optimization algorithm for large-scale urban transportation. 
Transportation Science. Forthcoming. 
Osorio, C. and Flötteröd, G., 2014. Capturing dependency among link boundaries in a stochastic network loading model. Transportation Science. 
Forthcoming. 
Osorio, C. and Nanduri, K., 2014. Energy-efficient urban traffic management: a microscopic simulation-based approach. Transportation Science. 
Forthcoming. 
Osorio, C., Flötteröd, G., and Bierlaire, M., 2011. Dynamic network loading: a stochastic differentiable model that derives link state distributions. 
Transportation Research Part B, 45(9), 1410-1423. 
Spall, J., 1992. Multivariate stochastic approximation using a simultaneous perturbation gradient approximation. IEEE Transactions on 
Automatic Control, 37(3), 332-341. 
223 Carolina Osorio et al. /  Transportation Research Procedia  6 ( 2015 )  213 – 223 
Vaze, V., Antoniou, C., Wen, Y., and Ben-Akiva, M., 2009. Calibration of dynamic traffic assignment models with point-to-point traffic 
surveillance. Transportation Research Record, 2090, 1-9. 
Yperman, I., Tampere, C., and Immers, B., 2007. A kinematic wave dynamic network loading model including intersection delays. In 
proceedings of the 86 Annual Meeting of the Transportation Research Board, Washington, DC, USA. 
