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Abstract
The only well-defined mathematical model of the real number system based on the field axioms is the system of terminating
decimals. This is reconstructed as the new real number system and built on the basic integers 0 and 1, the additive and multiplicative
identities, respectively, and the addition and multiplication tables of elementary arithmetic. Then standard Cauchy sequences are
introduced whose Cauchy limits well-define the nonterminating decimals. Cauchy convergence induces the Cauchy norm and
the closure of the terminating decimals in the Cauchy norm is the space of nonterminating decimals and the continuum d∗ that
glues together the decimals into the continuum R∗ which is non-Archimedean and non-Hausdorff. The decimals form a countably
infinite, hence, discrete subspace of R∗ that is both Archimedean and Hausdorff.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
We summarize the essential features of our base space for the new nonstandard analysis, the new real number
system (new reals) R*, +, ×, under the following axioms:
Axiom 1. R * contains the basic integers, 0, 1, . . . , 9;
Axiom 2. The addition and
Axiom 3.Multiplication tables of elementary arithmetic.
The axioms well-define the integers as base 10 place value numerals as follows:
anan−1 . . . a1 = an10n + an−110n−1 + · · · + a1, (1)
where the subscripts are the basic integers, 0, 1, . . . , 9. Their structure and other properties and relationship amongst
them are well-defined by the addition and multiplication tables.
A terminating decimal is the decimal numeral,
anan−1 . . . a1 · bnbn−1 . . . b1 = an10n + an−110n−1 + · · · + a1 + bk/10+ bk−1/102 · · · + b1/10k, (2)
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where anan−1 . . . a1 is integer, i.e., the integral part and bkbk−1 . . . b1 is the decimal part. The terminating decimals
are the only well-defined elements of the real number system (reals) denoted by R (the terminating decimals are the
only known mathematical model of the real number system). For now we are interested here only in the computational
aspect of R*.
2. Cauchy extension of the reals
We extend the reals beyond the terminating decimals by well-defining a nonterminating decimal,
N · a1a2 . . . an, . . . , (3)
as Cauchy limit (Clim) of its standard Cauchy sequence,
N · a1, N · a1a2, . . . , N · a1a2 . . . an, . . . , (4)
where the ai s are basic integers obtained by adjoining the digit an to the previous digit an−1 and letting n increase
indefinitely to obtain its Clim, N · a1a2 . . . an . . .; N · a1a2 . . . an is called its Cauchy nth term. Note that the Cauchy
nth term repeats every previous digit so that if finite terms are deleted or altered the Cauchy nth term and the decimal
N · a1a2 . . . an . . . are retained. Since the standard Cauchy sequences of N · a1a2 . . . an . . . may differ by finite terms
and still yield the same decimal we take N ·a1a2 . . . an . . . as the Clim of the equivalence class of its Cauchy sequences.
For example, the Clim of the standard Cauchy sequence,
0.9, 0.99, . . . , 0.99 · · · 9, . . . , (5)
where the nth term on the right has its decimal part consisting of a string of n 9s, is the nonterminating decimal
0.99 · · ·, different from its limit point which is 1.
We denote the reals by R consisting of the integers and terminating decimals. The integers are isomorphic to the
integral parts of the decimals. We call a nonterminating decimal rational if it is ultimately periodic, i.e., periodic after
a certain digit; otherwise, it is irrational (the concept irrational is ambiguous because it is impossible to verify if its
decimal digits are nonperiodic). Thus, the decimal, 2.751212. . . , where 12 recurs periodically onwards, is rational;
so is any terminating decimal. For our purposes we consider a terminating decimal the Clim of a degenerate Cauchy
sequence, i.e., the nth terms are 0 after the last digit.
We recall from [7,8] that infinite and large set and small and large numbers (depending on context) as well as
nonterminating decimals are ambiguous because of our inability to identify all the elements of an infinite set and
identify or compute the digits of small and large numbers due to limitation of computation. However, the ambiguity
of a decimal is contained since it is approximable by its Cauchy nth term at a margin of error 10−n .
We call a decimal almost certain if every digit is known or computable, i.e. there is an algorithm (digit algorithm)
for computing or determining its digits uniquely. Note that only terminating decimals with limited number of digits are
certain because of our inability to compute large number (of digits). Below are examples of almost certain numbers.
(1) Let an be the last digit of the sum of the preceding decimal digits of a number whose integral part is, say, 32. If
the first decimal digit is 0 then we have an integer. Suppose the first decimal digit is not 0, say, 7. Then the nth decimal
digit can be computed. Suppose we want to find its digit up to the 5th or its fifth Cauchy term then we have,
a1 = 7, a2 = 7, a3 = 4, a4 = 8, a5 = 6, (6)
and its fifth Cauchy term is 32.77486. Whether this number is rational is not known. This can be a special problem
for undergraduate math major to find out.
(2) Suppose, we change the digit algorithm to: “the last digit of the sum of the squares of the preceding decimal
digits” then,
a1 = 7, a2 = 9, a3 = 0, a4 = 0, a5 = 0, (7)
and the number is terminating, rational.
(3) A category of almost certain decimal is a normal number (nonterminating) where each decimal digit is chosen at
random from the basic digits. Finding the properties of or characterizing normal numbers can be given as a mini-thesis
for an undergraduate math major. It is conjectured than pi is a normal number, i.e., each digit is likely to appear as any
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other digit. How can it be when its digits are specified by its series expansion? In other words, known nonterminating
decimal, e.g., pi and the logarithmic base e, cannot be normal since its digits are given by its series expansion.
(4) A different category is random number chosen from the reals. In statistics there is a table of random numbers
generated by the computer. Whether random numbers exist is unresolved considering that all physical processes are
subject to the laws of nature.
(5) One category of decimals consists of recurring 9 decimals (recurring 9s for short), each digit consisting of 9s
after a certain digit, such as 4.3799. . . ; the new integers,
N · 99 . . . , N = 0, 1, . . . , (8)
are recurring 9s.
3. New reals beyond the decimals
We identify two new reals beyond the decimals; they are not decimals but are defined by decimals. The first is the
dark number,
d∗ = 1− 0.99 · · · = N − (N − 1).99 . . . , N = 0, 1, . . . (9)
that we include among the new integers because it behaves like 0 even if it is not an integer. Its nonstandard Cauchy
sequence is the equivalence class of nonstandard Cauchy sequences with principal sequence,
0.1, 0.01, . . . . (10)
Note that the digit 1 goes to the right indefinitely and can be replaced by a set of varying digits that recedes to the
right indefinitely such as,
(0.1)−na1a2 . . . an or (δ/10)−na1a2 . . . an, (11)
where the a j s are varying basic digits and δ is one of the digits, 0.1, 0.2, . . . , 0.9, which belongs to the same
equivalence class of the sequence (10). For instance, consider the nonstandard sequence,
0.123, 0.0312, 0.00231, . . . , (12)
where the decimal digits go through their cyclic permutations as the nth term moves to the right indefinitely. It has
three distinct subsequences all belonging to the same equivalence class of nonstandard Cauchy sequences of d∗. Thus,
d∗ is at least 3-valued each having the same properties as d∗, the Clim of its principal nonstandard Cauchy sequence
(10). If we take the set of all possible combinations of finite digits receding to the right indefinitely we obtain a
countable set each of which is a Cauchy sequence of d∗. Note that
d∗ + N .99 · · · = N + 1, (13)
i.e. d∗ is the link between the integers and the new integers.
The principal nonstandard Cauchy sequence of d∗ is obtained as follows:
1− 0.999 · · · = 0 with excess remainder of 0.1;
0.1− 0.09 = 0 with excess remainder of 0.01;
0.01− 0.009 = 0 with excess remainder of 0.001;
0.001− 0.0009 = 0 with excess remainder of 0.0001;
. . . . (14)
The dark number d∗ is the counterpart of the infinitesimal of calculus. Its nonstandard Cauchy nth term approximates
it from the above at a margin of error 10−n . The other nonstandard new real is the unbounded number u∗, the upper
bound of the equivalence class of divergent sequences of decimals. It is the well-defined counterpart of∞ (infinity)
of calculus.
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We denote the new reals, i.e., decimals together with the nonstandard numbers, by R*. R* is linearly ordered by
its lexicographic ordering “<” defined as follows: two elements of R* are equal if the corresponding digits are equal.
Let
N .a1a2 . . . ,M.b1b2 . . . ∈ R∗. (15)
Then,
N .a1a2 · · · < M.b1b2 if N < M or if N = M, a1 < b1; if a1 = b1, a < b2; . . . (16)
and since 1 > 0.99 · · ·, if x is any decimal we have,
0 < d∗ < x < u∗, (17)
and d∗ is smaller than any given decimal. Note that the trichotomy axiom of the reals follows from the lexicographic
ordering of R* as a corollary. Moreover, if λ satisfies 0 < λ < 1, λn , n = 1, 2, . . ., is also a nonstandard Cauchy
representation of d∗, by the lexicographic ordering; it is called dark number of order λ. In fact, any Cauchy sequence
whose limit point is 0 is a Cauchy sequence of d∗.
Note that 1 + 0.99 · · · is not well-defined. However, we can write 0.99 · · · = 1 − d∗ so that 1 + 0.99 · · · =
1+ 1− d∗ = 2− d∗ = 1.99 · · · and we now define 1+ 0.99 · · · = 1.99 · · ·. Note also that addition, subtraction and
multiplication of nonterminating decimals are ill-defined since each operation starts with the last digits; however, the
quotient of terminating decimals is well-defined since it starts with the right digits.
4. The recurring 9s
The pairs (N , (N−1).99 . . .), N = 1, 2, . . . are called twin integers because they are isomorphic under the mapping
f : N → (N − 1).99 . . .. To prove this we first observe that f is a bijection. We show that f is an isomorphism.
(a) f (N + M) = (N + M − 1).99 · · · = N + M − 1+ 0.99 · · ·
= N − 1+ M − 1+ 1.99 . . .
= N − 1+ 0.99 · · · + M − 1+ 0.99 · · ·
= (N − 1).99 · · · + (M − 1).99 · · · = f (N )+ f (M). (18)
(b) f (NM) = (NM − 1).999 · · · = NM − 1+ 0.99 · · ·
= NM − NM + 1+ N +−1+ M +−1+ 0.99 · · ·
= NM − N − M + 1+ (N − 1).99 · · · + (M − 1).99 · · · + (−1)(0.99 · · ·)
= NM − N − M + 1+ N (0.99 · · ·)+ (−1)(0.99 · · ·)
+M(0.99 · · ·)+ (−1)(0.99 · · ·)+ 0.99 · · ·
= (N − 1)(M − 1)+ (N − 1)(0.99 · · ·)+ (M − 1)(0.99 · · ·)+ (0.99 · · ·)2
= ((N − 1)+ 0.99 · · ·M − 1)+ 0.99 · · ·
= ((N − 1).99 . . .)((M − 1).99 . . .) = ( f (N ))( f (M)). (19)
This completes the proof. We take note of other properties.
Let K be an integer, M.99 . . . and N .99 . . . new integers. Then
(a) K + M.99 · · · = (K + M).99 . . .
= KM + K (0.99 · · ·) = KM + (K − 1).99 . . .
(c) M.99 . . .+ N .99 . . . = M + N + 0.99 · · · + (0.99 · · ·); (20)
to verify that 2(0.999...) = 1.99 . . . note that (1.99 . . .)2 = 0.99 · · ·
(d) (M.99 . . .)(N .99 . . .) = (M + 0.99 · · ·)(N + 0.99 · · ·)
= MN + M(0.99 · · ·)+ N (0.99 · · ·)+ (0.99 · · ·)2
= MN + (M − 1).999 · · · + (N − 1).99 · · · + 0.99 · · ·
= MN + (M + N − 2).99 · · · + 0.99 · · ·
= MN + (M + N − .1).99 · · · = (MN + M + N − 1).99 . . .
(e) 0.99 · · · + 0.99 · · · = 2(0.99 · · ·) = 1.99 . . . . (21)
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Note that in the lexicographic ordering the predecessor of a recurring 9 is a terminating decimal and it differs from it
by d∗. For example, 4.3700 · · · − 4, 3699 · · · = d∗ since the Cauchy expansion of the left-hand side of this inequality
is the principal nonstandard Cauchy sequence of d∗; numbers that differ by d∗ are called adjacent decimals. With
slight modification of the above proof of isomorphism it can be shown that the recurring 9s and their predecessors are
isomorphic and each recurring 9 is adjacent to its predecessor (hint: expand their difference into a tail subsequence
of the principal nonstandard Cauchy sequence of d∗ in (14)). Moreover, since there is no decimal between adjacent
decimals d∗ is not the union of two nonempty disjoint sets, i.e., a continuum (this is an algebraic notion because it
does not bring in the concept open set). It is shown in [8] that the decimals are pair-wise adjacent; therefore,R∗ ∪ {d∗}
is a continuum. Since d∗ does not exist apart from decimals we denote R∗ ∪ {d∗} by R∗. We state this as a theorem.
Theorem. R∗ consists of pair-wise adjacent decimals. Therefore, it is a continuum; it is also non-Archimedean and
non-Hausdorrf but the decimals form a countably infinite, discrete, Archimedean and Hausdorff subspace of R∗.
Proof. We show that for any integer N the decimals with N as integral part are pair-wise adjacent and form a
continuum. This means that under the lexicographic ordering R∗ consists of adjacent pairs (successor–predecessor
pairs each joined by d∗) of decimals each forming a continuum.
To show this we take any decimal in the set, say, N .a1a2 . . ., and any other decimal in it. Without loss of generality,
let N .a1a2 . . . be the larger one. We take the average of the Cauchy nth terms of N .a1a2 . . . and the second decimal;
then take the average of the Cauchy nth terms of this average and N .a1a2 . . .; continue. Then we obtain the Cauchy
sequence with Cauchy nth term (0.5)−na1a2 . . . an+k which is a nonstandard Cauchy sequence of d∗. We have just
obtained the Cauchy sequence of the predecessor of N .a1a2 . . ., i.e., the Clim of the successive averages, which is
adjacent to it. 
Corollary. The decimals form a nested fractal sequence of decimals whose set limit is a continuum.
As far as human intuition can perceive the decimals form a countable set of trees each tree starting with an integer
as its trunk, then the trunk grows 10 branches, each branch splits into 10 branches, etc. Then these branches and their
nodes recede to the right indefinitely, merge and are glued together by d∗ into a continuum. The dark number d∗ itself
is not fixed and keeps receding to the right indefinitely but never reaching 0. Thus, R∗ is a continuum but its subspace
of decimals is countably infinite and discrete and a nested generalized fractal whose limit set is the set of indefinitely
receding tail digits of the decimals that join the decimals the continuum R∗.
In the reals we add, subtract, multiply and divide nonterminating decimals by approximating each of the numbers
by decimal segment at, say, the nth term (margin of error: 10−n) and do appropriate operations on the segments to
approximate the result. The same is true in R* where, except for u∗, the segments are the Cauchy nth terms of their
respective Cauchy sequences.
There is a methodological difference, however. Recall that in mathematics existence is equivalent to being well-
defined and computing something that does not exist is a contradiction called Perron paradox [9].Therefore, we have
avoided this contradiction by well-defining the nonterminating decimal as Clim of the equivalence class of its Cauchy
sequences and approximating it by its Cauchy nth term for purposes of computation.
Note further that a nonterminating decimal can be written as Cauchy series,
N + 0.a1 + 0.0a2 + · · · + 0.00 . . . 0an, . . . . (22)
The isomorphism of the integers with the integral parts of the decimals and the well-defined reals (terminating
decimals) is quite clear; so is the isomorphism between the terminating decimals and their successors in the
lexicographic ordering. Thus, the well-defined reals, namely, the terminating decimals, are embedded isomorphically
in R* and its algebraic structure is retained.
Note that a nonterminating decimal is ambiguous since all its digits cannot be computed but it is tamed in the sense
that it is approximable by certainty, namely, its Cauchy nth term called n-truncation. The n-truncation of d∗ is (0.1)n
and the margin of error is also 10−n . In computing the numbers each is truncated at a consistent margin of error and
their truncations are computed to obtain the result at the same margin of error. It follows that successive n-truncations
of the numbers being computed and doing the appropriate computations yield the Cauchy sequence, hence, the Clim
of the result.
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Computable numbers in the sense of Turing are terminating decimals which are truncations of nonterminating
decimals. They form a proper subspace of computable new reals in our sense.
5. The new arithmetic
The new real line is R* with the Cauchy norm induced by Cauchy convergence. It is the Cauchy completion of the
terminating decimals, hence R. Note that the limit point of a nonterminating decimal is adjacent to its Clim; e.g., limit
point and Clim of Cauchy sequence 0.9, 0.99, . . ., are 1 and 0.99 · · ·, respectively.
We highlight some important results in [6–8].
1. If x is neither an integer nor a recurring 9 then,
x ± d∗ = x; if x 6= 0, xd∗ = d∗; (d∗)n = d∗, n = 1, 2, . . . , and, for all x, x + u∗ = u∗;
for all x, x ± 0 = x, xu∗ = u∗. (23)
They follow from the definition of d∗ and u∗ and, except for u∗, approximation of the result by Cauchy terms to
generate its Cauchy sequences. From the isomorphism between the recurring 9s and their predecessors, it follows that
recurring 9s behave like terminating decimals and the new integers like integers. In particular, 0 behaves like d∗ and
0.99 · · · like 1. Thus, if x is neither 0 nor new integer,
0+ x = x + 0 = x, 0x = 0, 0N = 0; d∗ + x = x + d∗ = x,
d∗x = d∗, (d∗)N = d∗, 1N = 1, 1x = x;
(0.99 · · ·)N = 0.99 · · · , x(0.99 · · ·) = x(1− d∗)
= x − xd∗ = x − d∗ = x; (0.99 · · ·)(0.99 · · ·) = (1− d∗)(1− d∗)
= 1− 2d∗ + (d∗)2 = 1− d∗ = 0.99 · · · ; (0.99 · · ·)n = 0.99 · · · , n = 1, 2, . . . ; (24)
if x is nonterminating,
x(0.99 · · ·) = x(1− d∗) = x − xd∗ = x − d∗ = x . (25)
2. Consider this:
(0.99 · · · + d∗)+ 1 = 2; 0.99 · · · + (d∗ + 1) = 1− 0.99 · · · + 1 = 1.99 . . . . (26)
Thus, d∗ is not associative with respect to addition but the decimals and their Cauchy approximations are; it is also
not distributive with respect to addition. Consider the following:
0.99 · · · = 0.99 · · · + 0.99 · · · − 0.99 · · · = 1.99 · · · − 0.99 · · · = 1. (27)
Is 0.99 · · · = 1? No, because 1.99 · · · = 2(0.99 · · ·) so that the last equation of (27) should read 2(0.99 · · ·) −
0.99 · · · = 0.99 · · ·; hence, the last equation in (27) is incorrect. That 2(0.99 · · ·) = 1.99 . . . follows from continued
division, (1.99 . . .)/2 = 0.99 · · ·. More generally, N (0.99 · · ·) = (N − 1).99 . . ..
3. In general,
N + 0.99 · · · = (N + 1)− d∗ = N .99 . . . , for N = 0, 1, . . . (28)
4. A theorem in elementary arithmetic says: if a, b are real numbers such that a < b, then a < (a + b)/2 < b. This
is false in the new arithmetic being contradicted by taking a = 0.99 · · · and b = 1 in which case a = (a + b)/2 =
0.99 · · ·; it is ill-defined in the reals.
5. We have the following reciprocal relationship:
0d∗ = 0, 0/d∗ = 0, 0u∗ = 0, 0/u∗ = 0, 1/d∗ = u∗, 1/u∗ = d∗. (29)
5. In the new arithmetic, for any x 6= 0,
x/d∗ = u∗, x/u∗ = d∗, 0/d∗ = 0. (30)
Although x/0 is ill-defined and 0/0, d∗/d∗, u∗/u∗, u∗ − u∗, d∗ − d∗, 0u∗ are indeterminate, they do not arise in the
computation by truncation or Cauchy terms. This is an advantage of the Cauchy norm.
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6. Highlights of R*
(1) Being isomorphic to R* the unit interval [0, 1] is a continuum.
(2) Each decimal in a pair of adjacent decimals is periodic, hence, rational, e.g., if
x = N .a1 . . . an00 . . .
y = N .a1 . . . bn99 . . . , (31)
and an = bn+1 or an−1an = (bn+1)00 . . ., then x− y = d∗ . . .. For example if x = 7.312500 . . ., y = 7.312499 . . .
then x − y is the principal nonstandard Cauchy sequence,
0.00001, 0.000001, . . . , (32)
whose Clim is d∗. Such a pair of decimals separated by dark number is, therefore, adjacent, i.e., there is no decimal
between them. If x and y are not adjacent we can always insert some decimal between them, say, their average.
(3) The limit point of a nonterminating decimal (standard norm) is adjacent to its Clim; this is a boost for
computation since calculation of Clim is much simpler and has advantages over calculation of limit point:
(a) It avoids indeterminate forms,
(b) Yields the result of computation directly as terminating or nonterminating decimal digit-by-digit,
(c) Calculates the limit point also since it is adjacent to the Clim; in particular, the standard norm of a decimal is
adjacent to its Cnorm and the latter is itself.
(d) Tames the chaos in the real line, by Cauchy nth term approximation.
(4) Being digital, the decimals are discrete and appropriate for physics and computer science, particularly for
simulation.
(5) Scientific notation allows approximation of large and small decimals without bounds; however, neither the mind
nor the machine can distinguish large number from u∗ nor small number from d∗ which are both ambiguous but the
latter is contained.
(6) The decimal system is the universal language of science and yet it is specific in the sense that it is distinct from
the triadics or binaries or any other numeral systems.
(7) R* has countably infinite counterexamples to FLT [1]:
x = (0.99 · · ·)10T , y = d∗, z = 10T , (33)
where T > 1, an integer. The triples (kx, ky, kz), k = 1, 2, . . ., also satisfy Fermat’s equation (1). Altogether, they
are the countably infinite nonzero integral solutions of Fermat’s equation (1) that prove the conjecture false.
One implication of the theorem of Section 4 is that the tail digits of the decimals ultimately merge into a continuum
so that the distinction between periodic and nonperiodic decimals and, consequently, between rationals and irrationals
are blurred [6].
We summarize some results in [2–6].
(8) Theorem. The largest and smallest new reals in open interval (0, 1) of the topological new real line R* in the
standard norm are 0.99 · · · and 1− 0.99 · · ·, respectively [3,6,7].
Proof. Let Cn be the nth term of the Cauchy sequence of 0.99 · · ·. For each n, let In be an open ball of radius 10−2n
centered at Cn (note: an interval is 1-ball). Each In lies in (0, 1). Since Cn lies in In for each n, then limCn = 0.99 · · ·,
as n → ∞, lies in (0, 1). Moreover, the union of the In lies in (0, 1) and, by the second topological axiom of this
metric space, this union is an open set containing 0.99 · · ·. To prove that 0.99 · · · is the largest new real in (0, 1), let x
be any point in (0, 1). Then x < 1. Since Cn is monotone increasing n can be chosen large enough so that x < Cn ; let
n →∞, then x < limCn . . . therefore, 0.99 · · · is the largest new real in the interval (0, 1).
To prove that 1 − 0.99 · · · is the smallest new real in (0, 1), we note first that 1 − 0.99 · · · is the limit point of
the nonstandard Cauchy sequence; note that 0.1, 0.01, . . . is monotone decreasing. Let Kn be the nth term of this
sequence. For each n, let Bn be an open ball with radius 10−2n centered at kn . Then each Bn lies in (0, 1) and the
union of Bn is an open set in (0, 1). Since, for each n, Kn lies in Bn , the limit of this sequence lies in the union of
the Bn . If y is any point of (0, 1), then y > 0 and since this sequence is monotone decreasing n can be chosen large
enough such that y > Kn ; let n → ∞, then y > lim Kn = 1 − 0.99 · · ·. Therefore, 1 − 0.99 · · · is the smallest real
number in the open interval (0, 1). 
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Note that the theorem holds in the standard norm and the proof has no reference to the dark number d∗ but this was
not known previously because neither 0.99 · · · nor 1− 0.99 · · · is well-defined in the standard real line.
(9) Theorem. The rationals and irrationals are separated, i.e., they are not dense in their union (this is the first
indication of discreteness of the reals even if the ill-defined irrationals are included) [4].
Proof. Let p ∈ R (the reals including the ill-defined irrationals with the standard norm) be an irrational and let
qn, n = 1, 2, . . ., be a sequence of rationals towards and left of p in the natural ordering of the reals, i.e., n > m
implies qn > qm ; let dn be the distance from qn to p and take an open ball of radius dn/10n , center at qn . Note that
qn tends to p but distinct from it for any n. Let U = ∪Un , as n → ∞, then U is open and if q is any real number,
rational or irrational to the left of p then q is separated from p by disjoint open balls, one in U and, center at q and
the other in the complement of U , center at p. Since the rationals are countable we can take the countable such open
set U for all the rationals and the irrational p is separated from all the rationals. We use the same argument if p were
rational and since the reals has a countable basis we can take qn an irrational number, for each n, at center of open
ball of radius dn/10n . Take U to be the union of such open balls then, using the same argument, a real number in U ,
rational or irrational, is separated by disjoint open balls from p. 
Again, note that the proof uses standard norm and has no reference to dark number but the proposition is
undecidable (having no proof) there because the irrationals are ill-defined in the standard topological real line.
(10) Theorem (Known Previously as Goldbach’s Conjecture). An even number greater than 2 is the sum of two
prime numbers.
This is unsolved in the real number system because, like Fermat’s last theorem (FLT) [1], it undecidable
because it involves indeterminate equation. Before proving the theorem, we first note that an integer is a prime if
it leaves a positive remainder when divided by another integer other than 1. We retain this definition in R*.
Proof. The conjecture is obvious for small numbers. Let n be an even number greater than 10. Then there is some
prime number p greater than 3 and another number q such that p + q = n. If q is prime then the theorem is proved;
otherwise, it must be divisible by some integer (0 remainder) other than 1 and q. Then we add to q the dark number
d∗ > 0; and we have q + d∗ = q and division of q by any nonzero integer yields nonzero remainder, i.e., q is prime.

This is a familiar situation in mathematics: one has to generalize a problem to resolve it. Finally, we note that just
like the real numbers the decimals form a semi-field because not all of them have multiplicative inverses.
Turbulence is coherent flux of identifiable direction at each point, chaos is mixture of order none of which is
identifiable, fractal is sequence of self-similar configuration at decreasing scale.
Theorem. The real line is chaos [2].
Open problems:
(1) Does nondenumerable set exist? Prove if it does. A continuum is not the union of nonempty disjoint open sets.
What is the continuum’s cardinality if any?
(2) Characterize digit algorithms that yield rational numbers given their integral parts.
(3) Characterize normal numbers. Do random numbers exist?
Conjecture. (1) Only discrete set has cardinality; the continuum has none.
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