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The rapid increase of the computing power and the development of the efficient
machine learning techniques in recent days allow us to apply the machine learning
to various field of researches. The machine learning techniques become effective
solutions to the fields which are not well described by one integrated theory. The
physics for the super cooled glassy liquid system is one such field. The prediction
of local dynamics based on the local structural information is longstanding problem
in glass physics. The latest researches reveal that the local dynamics is actually
predictable by utilizing the support vector machine (SVM) and the local structural
information. In this thesis, I reproduce the result of the former researches which
utilize the SVM and compare it with the result of the neural network. In addition, I
suggest the origin of the dynamic heterogeneity in glassy liquid system. Furthermore,
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Identifying Soft Particles by Using
Machine Learning Method in Glassy
Liquid System
1.1 Introduction
When the temperature of liquid material is lowered with a sufficiently fast cooling rate, the
crystallization via the nucleation process can be avoided, and the material remains in a super-
cooled liquid state below the freezing point of the liquid system. If we decrease the temperature
of the supercooled material further, the rate of dynamic evolution towards equilibrium becomes
extremely slow so that the system is unable to reach the equilibrium within the laboratory time
scale. What remains is an amorphous solid called glass, and such an abrupt increase of viscosity
occurs at the glass transition temperature Tg which depends on the cooling rate.
Since the glass transition is not a thermodynamic phase transition, Tg can only be defined in
an empirical manner. Even though physical properties of the system change abruptly near Tg,
there is no discontinuously changing physical parameter. We can categorize the glass forming
liquid systems into two types, strong and fragile, depending on how their viscosities change as
functions of the temperature. For the strong glass, the viscosity is well-fitted by the following
exponential function,
η = A exp (ε/kBT ) (1.1)
where A is a temperature independent constant and ε is an effective activation energy which
is interpreted as the energy barrier of local configuration rearrangement. Such a temperature
dependence is often called Arrhenius behavior.
On the other hand, the viscosity of the fragile glass increases much faster than simple
exponential functionality as the temperature is lowered. This type of temperature dependence
is called non-Arrhenius behavior or super-Arrhenius behavior, and one typical empirical theory
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is the Vogel-Tammann-Fulcher (VFT) law,
η = η0 exp(B/(T − T0)) (1.2)
where η0 and B are constants independent of the temperature [1, 2].
The non-Arrhenius behavior of fragile glasses has been an attractive research subject since
it implies that the fragile glass transition may involve more than one relaxation energy scale.
According to Ediger [3], the introduction of spatial heterogeneity is crucial for the description
of the relaxation mechanism.
Because of the spatially heterogeneous nature of the glass system, connecting structure and
dynamics is a longstanding challenge in glass physics. Up to recent years, even the existence
of structural order parameters which can predict the dynamics of particles in glass system was
uncertain [4, 5]. A series of studies suggested that the structural low frequency vibration, can
be an indicator of the soft region in glass system [6, 7, 8, 9, 10, 11].
The recent researches suggested that, by utilizing the machine learning technique, one ca
n predict the local dynamics with local structural information even though there exist various
relaxation time and energy scale in glass system, due to dynamics heteogeneity [12, 13, 14, 15,
16].
Recently, distinguishing local phases in phase coexistence region was successfully done by
utilizing machine learning technique [17, 18, 19]. These researches demonstrated that even when
the phases are continuously mixed at near the phase boundary, the well-trained machine learning
system can sort out the local phases. I suppose that this is the reason why the machine learning
can predict the local dynamics of the glass system even though there exist continuous relaxation
time and energy scale.
The significance of the former researches which apply the machine learning technique to the
glass system is as follows. First, they demonstrated that the structural informations are indeed
connected to the local dynamics. Second, they revealed a possibility that the dynamics in the
glass system, with the existence of the dynamic heterogeneity, can be explained with single uni-
fied theory. Finally, they suggested that the internal parameters of the trained machine learning
system involve the physical features. It is now widely accepted that the internal parameters of
the trained machine learning system indeed reflect the physical features [12, 13, 20, 21].
In this chapter, I explain the procedures to reproduce the SVM result of Schoenholz et
al. [12, 13] and check whether the result is correctly reproduced. The result of this chapter will
become a basis of the next chapter, which requires the connection between soft domain and
local structure of the glassy liquid system. In the next chapter, I will suggest that the origin
of the dynamic heterogeneity is caused by diversity of the elementary processes of particle
rearrangements. Furthermore, I will demonstrate that the local soft domains are just the result
of the responses to the rearrangements.
2
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1.1.1 Support Vector Machine
The Support Vector Machine (SVM) is one branch of tha supervised learning algorithm. It
is widely used for solving classification and regression problems. The SVM separates the data
points by finding specific data points which located on the decision boundaries of each classes.
These data points are called support vectors. The SVM maximizes the margin of each deci-
sion boundaries and finds a high-dimensional plane or hyperplane which separates each class
with maximum margin. In this section, I will briefly introduce the SVM and its mathematical
foundation.
The general equation for a hyperplane is given as below.
w · x + b = 0 (1.3)
Where the vector w is the normal vector for the decision boundary. The decision rule for each
class can be described by inequality.
~w · ~x+ + b ≥ 1 (1.4)
~w · ~x− + b ≤ −1 (1.5)
The two inequality can be reduced into one equation, by introducing class label variable yi.
yi =
{
+1, for class “+”
−1, for class “−”
(1.6)
by using yi, the decision rules can be reformulated as follows.
yi (~w · ~xi + b)− 1 ≥ 0 (1.7)
Where, ~xi corresponds to each data point of both classes. To define the margin between two
decision boundaries, let’s define ~x+,max, ~x−,max as the data points which belong to the decision
boundaries of each class. Furthermore, let’s assume that for the support vectors, ~x+,max and
~x−,max, the inequality constraints become a equation.
yi (~w · ~xi,max + b)− 1 = 0 (1.8)
Now, One can calculate the distance between two support vectors, ~x+,max, ~x−,max, according
to the direction of the normal vector ~w. (Fig. 1-13)
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Figure 1-1: The description of the support vectors and the decision boundaries are shown. The
optimal solution of the SVM has the largest margin between the decision boundaries. The black
solid line corresponds to the hyperplane.
yi (~w · ~x+,max + b)− 1 = 0
~w · ~x+,max = 1− b (1.9)
yi (~w · ~x−,max + b)− 1 = 0
~w · ~x−,max = b− 1 (1.10)







Thus, to obtain a maximum margin, the objective function max 2‖~w‖ should maximized.
For the mathematical simplicity, One can convert the objective function into min 12‖~w‖
2. Such
conversion is required to transform a primal problem into a dual problem.
We can combine the inequality constraints and the objective function into one optimization
equation by using the method of Largrange multipliers.
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αi (yi (~w · ~xi + b)− 1) (1.12)
αi ≥ 0
Where, the αi correspond to the Lagrange multiplier. The optimization problem with respect to
the variables, such as ~w, b, αi, is called as the primal problem. The multivariate primal problems
are usually hard to get the direct solution. To obtain the solution of the optimization problem,
we convert the primal problem into the dual problem which optimize the Lagrange multipliers
instead of the variables of the primal problem.
If the constrains of the Lagrange multiplier are given as inequalities, then the optimal solu-
tion should satisfy Karush-Khun-Tucker (KKT) condition. When the KKT condition is satisfied,
we can convert the primal problem into the dual form. The KKT condition for the Eqs. 1.13











αi ≥ 0 (1.16)
If we substitute LPrimal(~w, b, αi) into the above equations, we can obtain new relations between












































αiyi = 0 (1.18)
If we substitute above results into the LPrimal, the result gives us the dual problem.









































































Since the sign of the leading term with respect to the α becomes minus, the minimization of
the LPrimal is converted into the maximization of the LDual. It is important to note that LDual
only requires the Lagrange multipliers to solve the optimization problem. It is well known that
The dual problem of the SVM has the form of the standard quadratic programming problem.
Thus, we can apply the off-the-shelf algorithms which can solve the quadratic programming
to the LDual. Once we find the solution of the dual problem, we can easily convert it into the
solution of the primal problem by using KKT condition.
The standard SVM only works well with the linearly separable problems. To apply the
SVM to the linearly non-separable cases, two major solutions are suggested. One is allowing
the existence of the incorrectly classified data points which located at the outside of the correct




Figure 1-2: The slack variable ξ is described in the figure. In the C-SVM, data points can exist on
the outside of the correct decision boundary. The slack variable ξ penalize the margin between the
decision boundaries.
1.1.1.1 C-SVM
The C-SVM allows an error of classification to maximize the margin between the decision
boundaries. It uses the slack variable, ξ, to penalize the errors. Qualitatively, the slack variable
ξ is a measure of the distance between correct decision boundary and the incorrectly classified
data points. The optimal hyperplane should maximize the margin and minimize the sum of the
slack variables simultaneously. The decision rule of the C-SVM is given as follows.(Fig. [?])
yi (~w · ~xi + b)− 1 + ξi ≥ 0 (1.20)









ξi ≥ 0 (1.21)
From the above inequations, we can confirm that the hyperparameter C and the margin is
inversely proportional to each other. The primal problem is given as below.
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We can convert the primal form into the dual form by using the KKT conditions of the
C-SVM. the KKT conditions of the C-SVM is shown as below.
∂LPrimal(~w, b, αi, µi, ξi)
∂ ~w
= 0
∂LPrimal(~w, b, αi, µi, ξi)
∂b
= 0








∂LPrimal(~w, b, αi, µi, ξi)
∂µi
= 0 (1.24)
αi ≥ 0, µi ≥ 0, ξi ≥ 0 (1.25)
From above equations, we can get the relation between the variables of the primal problem
and the Largrange multipliers.



















αiyi = 0 (1.27)
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∂LPrimal(~w, b, αi, µi, ξi)
∂ξi
= C − αi − µi = 0
∴ C = αi + µi (1.28)
Now we can obtain the dual problem LDual.










































































C ≥ αi ≥ 0 (1.30)
From the Eqs. 1.24, we can obtain following results.
αi ·
∂LPrimal(~w, b, αi, µi, ξi)
∂αi
= −αi (yi (~w · ~xi + b)− 1 + ξi) = 0
µi ·
∂LPrimal(~w, b, αi, µi, ξi)
∂µi
= −µiξi = 0 (1.31)
This implies that when the LDual(α) has optimal value, either αi or (yi (~w · ~xi + b)− 1 + ξi)
must be 0. In addition, either µi or ξi must be 0. If ξi = 0 is satisfied, then αi (yi (~w · ~xi + b)− 1)
must be 0. This implies that the data points which have ξi = 0 are located on the decision
boundaries of the C-SVM. Otherwise, the data points are located on the outside of the correct
9
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Figure 1-3: The idea of the mapping function of the kernel SVM is shown in the figure. The figure
describes the classic XOR problem. It is well known that the XOR problem is not linearly separable.
The mapping function Φ transforms a input space into a feature space. In the feature space, the
data points can be linearly separated with appropriate mapping function.
decision bounaries.
1.1.1.2 Kerenl SVM
The kernel SVM allows us to have the non-linear decision boundaries. To obtain the non-linear
decision boundaries, the input space of the kernel SVM should be mapped into a feature space
which has higher dimension compared to the original input space. In the feature space, we may
find the hyperplane which can correctly separate the data points. This linear decision boundaries
in feature space can be projected into the non-linear decision boundaries in the input space.
(Fig. 1-3)












It is important to note that we can avoid the calculation of the mapping function. We only
requires the result of the inner product (Φ(~xi) · Φ( ~xj)), to calculate LDual(α). Thus we can
define appropriate kernel function, K(~xi, ~xj), which directly gives us the inner product values.
K(~xi, ~xj) = Φ(~xi) · Φ( ~xj) = Φ(~xi)TΦ( ~xj) (1.33)
If we assume that the mapping function Φ has the form of linear mapping, the following
relation holds.
Φ(~xi) = Axi
K(~xi, ~xj) = Φ(~xi)




According to the Mercer’s theorem, the existence of the mapping function is guaranteed with
the kernel functions which defined as above.
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1.2 Simulation method for glassy liquid system
I perform extensive simulations of glassy liquids by using the LAMMPS [22] molecular dynamics
simulator. The Kob-Andersen model is used with a total of 10000 particles under a periodic
boundary condition, where the mixing ratio of particles A and B in the Kob-Andersen model
is set to 8 : 2. The particles in the simulation system interact with each other through the
Lennard-Jones (LJ) potential. The interaction parameters are given as σAA = 1.0, σAB = 0.8,
and σBB = 0.88. The LJ potential is truncated at 2.5σAA, where the unit length scale of the
simulation is σAA. The interaction energies are set to εAA = 1.0, εAB = 1.5, εBB = 1.0 and the
unit of energy scale is given as εAA = 1.0. These two types of particles, A and B, have the same
unit mass as mA = mB = 1. Simulations are carried out in the NVT ensemble with the Nosé–
Hoover thermostat; the initial density and temperature are ρ = 1.2 and T = 0.47, respectively.
The unit of time for the simulation is given as τ =
√
mAσAA/εAA, and the time step is 0.0025τ .
I store the simulation state at every τ . To make a glassy liquid system, I quench each particle
into its nearest inherent structure by using the FIRE algorithm which was introduced by Bitzek
et al. [23].
12
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1.3 Identifying particle rearrangements through Phop
I adopt a quantity called Phop, to identify the rearrangements in glassy liquid simulation result.
Phop is defined as below,
Phop =
√
〈(ri − 〈ri〉B)2〉A 〈(ri − 〈ri〉A)2〉B , (1.35)
where the intervals A and B correspond to A = [t− 5τ, t] and B = [t, t+ 5τ ], respectively.
〈ri〉A (or 〈ri〉B) is defined as an average position ri over interval A (or B). Phop is known







remains small and is comparable to the standard de-
viation of its inherent structure if the local basin of the ith particle does not change during 10τ .
It would have a large value similar to inter-basin distance if the ith particle hops to a different
basin through cage escape [24, 25, 26].
I define the rearrange duration as the time between when Phop first exceeds 0.05 and decrease
back to 0.05, to obtain the statistical data of event duration of the rearrangement . Fig. 1-
4 shows dependence of the average duration of rearrangements on maximum Phop. It shows
that the size of displacements during rearrangements linearly increases as the maximum Phop
increases. Similarly, Fig. 1-5 shows how the average displacement size of rearrangements depends
on maximum Phop. The average displacement size of rearrangements gradually increases as the
maximum Phop increases. From these two result, I can confirm that the rearrangement is indeed
a directional movement of particles. In Fig. 1-6 and Fig. 1-7 I obtain probability distributions
of the average displacement size and the duration of rearrangement with different Phop range.
The results once again confirm that the tendency of Fig. 1-4 and Fig. 1-5. The result of this
section agrees with the description of Schoenholz et al. [12, 13]. Therefore, I conclude that I
correctly reproduced the Kob-Andersen glassy liquid system which used in former researches.
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Figure 1-4: The dependence of the average duration of rearrangement on maximum Phop. The
average duration of rearrangement gradually increases as the maximum Phop increases.
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Figure 1-5: The dependence of the average displacement size of rearrangement on maximum Phop.
The average displacement size of rearrangement linearly increases as the maximum Phop increases.
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Figure 1-6: The distribution of the displacement size, according to the different maximum Phop
ranges. The large displacements are more probable with large maximum Phop range.
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Figure 1-7: The distribution of the duration of rearrangement, according to the different maximum
Phop ranges. As the maximum Phop range increases, the most probable duration of the rearrangement
are also increases.
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1.4 Training method and result of the support vector machine
I classify the glassy particles into soft and hard ones by using the machine learning classification,
specifically the support vector machine (SVM). The training data set is prepared following the
recipe (guidance) in Ref. [12].
For efficient training, I prepare two extreme sets of soft and hard particles. Particles with
Phop value larger than 0.6 are labeled as “soft”, and particles whose Phop values have never
exceeded 0.05 for the last 3000τ are labeled as “hard”. For the soft labeled training data case, I
only used the spatio-temporally isolated rearrangement case. To do this, I check whether there
exist other rearrangement in former 5τ frames within sphere of radius 3.0, where the center of
the sphere is located at the position of target particle. I sample 6000 particles from each group
for the training set, and I use 100 the radial symmetry functions, GX , as feature functions for
training of the SVM. When the training and the test are successfully carried out, I obtain a
cross-validation accuracy of 83% ∼ 85%.







where X indicates a particle species and Rij is the distance between i
th and jth particle. In
this radial symmetry function calculations, I fixed δ as 0.1σaa. I set the range of r to between
0.1σaa to 5.0σaa. The total number of the resulting radial symmetry function is 100, 50 radial
symmetry functions per species. By varying r, one can probe the particle density at specific
distance r near target particles. The training and test are successfully carried out and I obtain
83% ∼ 85% of cross-validation accuracy.
I prepare another soft particle training set which has lower Phop threshold, to investigate how
the Phop threshold value affects the training result of SVM. In this training set, I intentionally
lower the Phop threshold of the soft particles to 0.2. Criterion for the hard particle training set
remains same. The trained SVM achieves 78% ∼ 81% of cross-validation accuracy.
To analyze the differences between these two SVMs, I compare the distribution of hyper-
plane distance for each SVM. In former research, Schoenholz et al. [12, 13] called the hyperplane
distances which obtained by the method that I explained earlier, as “Softness”. I obtain softness
distribution from 10 MD simulation snapshots which contain at least one potential rearrange-
ment. The resulting softness distribution is shown in Fig. 1-8. The shape of softness distribution
is approximately normal distribution. The effect of changing Phop threshold for the soft label is
obvious in Fig. 1-8. As the higher threshold Phop values for soft label is used, The SVM classifies
soft and hard particles more aggressively. Fig. 1-9 to Fig. 1-12 are the classification result of the
SVM. The classification of the SVM is conducted on MD simulation snapshot which is about
to occur the rearrangement event. We can check that excess soft/hard particles are also located
near the soft/hard regions.
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Figure 1-8: The distribution of softness with different Phop threshold for the soft label. The shape
of the softness distributions are approximately normal distribution. It is clear that increasing the
Phop threshold for the soft label increases the variance of the softness distribution.
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Figure 1-9: The configuration of high softness with Phop,training = 0.2.
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Figure 1-10: The configuration of high softness with Phop,training = 0.6.
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Figure 1-11: The configuration of low softness with Phop,training = 0.2.
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Figure 1-12: The configuration of low softness with Phop,training = 0.6.
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Figure 1-13: The dimesionality of each layers in the neural network is described in the figure.
1.5 Comparing SVM with Neural Network
I also compare the result of neural network and the SVM. During the training process of the
neural network, I use the same training data set and radial symmetry functions as input data of
neural network. The neural network consists of three layers: input layer, hidden layer and fully
connected layer. The dimension of the input layer is 1 × 100, which is identical as the case of
the SVM. The hidden layer multiplies the maxtrix with the dimension of 100×400 to the input
layer. Finally, the fully connected layer reduces the result of the hidden layers by multiplying
the maxtrix with the dimension of 400× 2. Since I used the one-hot encoding, only one output
column has value 1 and the other has 0. The neural network is implemented with TensorFlow
1.1 API. I obtain 73% ∼ 78% of cross-validation accuracy of the neural network, which is lower
than the cross-validation accuracy of the SVM. The reason why the SVM performs better than
neural net is that the soft/hard particle representation in high-dimensional space is already
well separated. According to Bapst et al. [27], the SVM is indeed very cost-effective method,
although it does not give us the best performance compared to Graph Neural Network (GNN)
or Convolutional Neural Network (CNN). Therefore, I decide to follow the work of Schoenholz




In this chapter, I check the result of MD simulation shows desired properties of Kob-Andersen
binary glass model. By utilizing Phop as the measure of the rearrangement of particles, I suc-
cessfully train the SVM which can classify the soft and hard particles from local structural
information. Although, I prepare the soft and hard training data set with much more strict
condition compared to the work done by Schoenholz et al. [12, 13], the overall performance and
result agrees with the former researches.
In the next chapter, I will utilize the SVM to locate the soft domain in glassy liquid system.
Once the soft domains are identified, I will trace the type of elementary rearrangement of soft
particles which can induce local soft domains. I will demonstrate that these local soft domains
are the response to displacements of the rearranging particles.
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2
Local Structural Signature of
Cooperative Dynamics in Glassy
Liquid System
2.1 Introduction
A glass transition is different from a conventional phase transition. The dynamics of the tran-
sition is generally regarded to be the key to a characterization of the nature of the transition
[1, 2]. The signature behavior describing this irreversible transition is a slowing down of the
structural relaxation as the temperature decreases. Adam and Gibbs proposed the existence
of cooperatively rearranging regions (CRRs) to explain the observed super-Arrhenius relax-
ation [28]. These regions randomly emerge and are supposed to be independent of one another;
thus, they might serve as the smallest units undergoing a transition in the local structure. The
relaxation time grows exponentially with the relative configuration entropy which is propor-
tional to the number of CRRs and their sizes, which explains the Vogel–Fulcher–Tammann
(VFT) formula [29].
The Fredrickson and Andersen (FA) model and the EAST model were developed in order
to decipher the microscopic mechanism of this empirical collective behavior [30, 31]. These
lattice models do not consider the positional fluctuation of particles, but still have the ability to
account properly for configurational changes. Because the vibrational entropy is more or less the
same at low temperature, the configurational entropy is responsible for most of the difference.
Thus, the models should be very relevant to the glass system. The authors of Refs. [30] and [31]
found the existence of independent domains facilitated by randomly positioned excited spins.
Similarly, Keys et al. revised the concept of CRRs by introducing “excitation” [32]. Its size is only
comparable to or smaller than particle diameter and its energy grows with size exponentially.
They asserted that an excitation is the elementary unit that facilitates the dynamics and the
hierarchical dynamic relaxation of glass.
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Computer simulation is usually a good complementary approach to obtain direct ensemble
measurements, but the non-equilibrium, non-ergodic nature of glass systems makes that rather
difficult due to the lack of statistical rigor. Although the ensemble of global states may not be
reliably obtained, we still can extract some useful information from local domains. The isoconfig-
uration average inside the isolated domain, leaving the outside region frozen in its inherent state,
referred to as Debye-Waller (DW) factor, enables us to identify dynamic heterogeneities [25].
This asserts the utility of short-time computer simulations to diagnose the long-time behaviors
of glass. From the computer simulations, Widmer-Cooper et al. showed the existence of soft
spots, which may correspond to the center of the local rearrangement, and that the DW factor
is more consistent with the local structural reorganization than any other local scalar structural
properties, such as the local free volume, local potential energy, and composition [6, 7, 8].
Subsequently, the soft spots (low-lying modes) have been found to be essentially composed
of correlated movements of particles that temporarily have high mobility [9, 10, 33, 34]. In
fact, these highly mobile particles exhibit stringlike cooperative motions, which is claimed to
be a more fundamental microscopic mechanism [35, 36]. Keys et al. [32] demonstrated that the
stringlike bahavior is just an outcome of the highly correlated motions of a small number of
particles, which facilitates a local structural rearrangement of their neighbors. According to this
finding, the super-Arrhenius relaxation does not come from an increase in the CRR size at lower
temperature, but from a decrease in the local excitation density.
Although these pioneering works have inspired a deep understanding of this extra-ordinarily
complex system, some concepts, such as locality, mobility, and softness, are not well quantified,
and thus, are still ambiguous. Recently, notable advances in this field have been made by
adopting the idea of machine learning classification [12, 13, 37, 38, 27]. Schoenholz et al. [12, 13]
successfully identified mobile particles out of the frozen ones. Unlike the claim of Widmer-
Cooper, the classification was possible using a combination of a large number of scalar inputs
such as relative configurations and local structural orders [39]. This may be an answer to why
the iso-configuration average over short time embodies long-time dynamical properties.
Despite the success of these works in proving the overall features of the glassy behaviors,
the local facilitation dynamics is still puzzling. In this work, we characterize the properties of
excitations and their local facilitations through extensive computer simulations and machine
learning classification. The microscopic understanding of the local dynamics will shed light on




I use the MD simulation result of glassy liquid system which introduced in previous chapter. In
addition, the classification of soft and hard particles is done by the SVM, which also formerly
introduced.
I note that the resultant classified soft and hard particles form local domains, even though
the “online learning” is employed for the training (Fig. 2-1). Because the online learning does
not explicitly consider the spatial correlation of particles, one can regard the domain formation
as an intrinsic property of a glassy liquid.




Figure 2-2: The distribution of particles with high softness.
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Figure 2-3: The distribution of particles with low softness.
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Excitation is also well identified through machine learning classification andPhop analysis.
Fig. 2-4 shows the actual change of the position of a test particle and corresponding Phop
value. Phop has a large value when the displacement of particle is large due to exchange of its
neighbouring particles. I find that Phop is large when the hyperplane distance of the particle is
large in SVM. Thus, Phop can serve as an indicator of the degree of excitation and it is plausible
that particles with large Phop initiate the local soft domain formation. From now on, I use Phop
to trace the softness of particles, because it is easier and clearer for the quantitative analysis.
As noted in ref. [32], the size of the excitation is on the order of the particle diameter. One
can extract information on the excitation dynamics by spatially and temporally monitoring
Phop. Adopting the idea of a DW factor, I focus on the local facilitation process occurring at
a finite distance from the softest particles. For this, I construct the soft domain as a sphere of
radius 3 centered at the softest particle while leaving the outside region in its inherent structure.
I only track particles inside this soft domain, which is isolated in both space and time.
Figure 2-4: When a particle escapes from its local cage, Phop is large and |ri(t)− ri(0)| changes
abruptly. Here, t0 is a reference time that is set to frame 17139.
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2.2.1 Origin of the heterogeneity
I find that the rearrangement of soft domains is initiated by a small number of “primary parti-
cles” that correspond to the softest particles in the machine learning classification. The Phop’s
of these few particles peak together (Fig. 2-5(a)), and these particles are correlated not only
temporally but also spatially. They are separated only by one particle diameter or less, which
implies they are directly correlated to one another. These primary particles sometimes exhibit
a few lower follow-up peaks that are more or less synchronized. These peaks reflect that the
primary particles stir local domains by hopping between local basins several times during the
rearrangement time. That these primary peaks result from the collective movements of their
neighbors is plausible, but they seemingly pop up on random occasions. The time interval of
subsequent small follow-up peaks inside the soft domain is much shorter than the time interval
between primary peaks. This justifies my assumption that excitations are local and isolated.
I then search for subsequent peaks from mobile particles near the primary particles. After
the peaks of the primary particles, 10 ∼ 20 follow-up particles exhibit smaller peaks within
small distances from the softest primary particle. The spatial and temporal proximity makes us
postulate that these follow-up mobile particles are induced as responses to the motion of the
primary particles. I will later show the details of the locally facilitated dynamics to verify this
postulation.
The overall consecutive rearrangement lasts several times longer than the lifetime of the local
inherent structure. In addition, the peak heights of the follow-up particles decay very fast, and
their locations are limited to a few radial distances from the primary particles. As Keys et al. [32]
insisted, the energy of the excitations grows as their size grows, and the energy conveyed from
the primary mobile particles eventually becomes less than the threshold energy to overcome the
local energy basin. In this way, the soft domain is confined locally both in time and space. The
next primary peak turns out to occur later at a much longer time, and no correlation between
these peaks is observed. In the long run, the soft particles may facilitate a local structural
rearrangement of their neighbors, but due to the large difference in the timescale, the locality





Figure 2-5: (a) Four particles exhibit high mobility at the same time. (b) Their displacements are
directly correlated with each other.
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2.2.2 Decomposition of instanton time
In this subsection, I find the elementary units of the local excitation by analyzing the configu-
rational dynamics. In Fig. 2-5(b), I trace the total displacements of the primary particles “a”
during the rearrangement time, which is known as instanton time [32]. I use cones to express
the direction and the magnitude of the total displacements of particles. The initial position is
located on the center of mass of the cone, and the vector from this point to the apex of the cone
points in the direction of the total displacement. The cone height represents the magnitude of
the total displacement.
I find that about 80% of soft domains are triggered by less than 3 primary particles. The
initial motions of primary particles are large enough to enhance the consecutive rearrangement
of particles in the domain. I categorize the set of primary particles into a few elementary units
according to their number and net displacement as displayed in Fig. 2-6 to Fig. 2-11.
When a single primary particle induces local rearrangement, the large displacement of the
primary particle should be compensated for by a non-local rearrangement of nearby particles
because the overall flow of mass is supposed to be negligible due to the frozen particles beyond
the domain boundary. When two primary particles initiate local movement, I can categorize
the situation into two cases by considering their net displacements. In the first case, the vector
sum of the two displacements is much smaller than each displacement, which means that the
directions of the two primary particles are approximately opposite and their magnitudes are
almost the same, so that they cancel each other. In this case, I may treat them as a dipole
source. In the other case, the vector sum of the two displacements is still comparable with each
displacement. In this case, I may approximate them as a single particle which has a dumbbell-like
shape.
For the case with three or more primary particles, I can classify them as i) a stringlike
configuration or ii) a cyclic one. For the stringlike case, the net displacement is non-vanishing.
In contrast, the net displacement is negligible in the cyclic case, but this dipole-like motion will
induce highly localized responses to their neighbors.
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Figure 2-6: Examples of elemental processes of primary particles: a single primary particle.
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Figure 2-8: Examples of elemental processes of primary particles: two primary particles moving
oppositely to form a dipole.
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2.2.3 Rationalize the local excitations: Change in structure as response to
the local motion
In this subsection, I interpret the heterogeneous dynamics of local motions as a set of consecutive
movements in response to the displacements of primary particles. For this purpose, I calculate
the displacements of particles before and after the domain rearrangement. The positions of the
particles in the inherent structure are calculated by performing energy minimization inside the
soft domain while freezing the outside region. During an excitation, a series of hopping events
between local energy basins takes place, and finally the local domain settles to a different
inherent structure. Then, the displacement is expressed as δrrefi = 〈r1i 〉− 〈r0i 〉, where 〈〉 denotes
energy-minimized coordinates. r0i and r
1
i represent the initial and the final coordinates of the
ith particle, respectively.
In order to show that the structural changes originate from the response to the large local
motions of primary particles, I introduce a displacement during the following fictitious process.
I place the positions of the primary particles at the final positions of the rearrangement and
locate all the other particles inside the soft domain at their initial positions. I then perform
energy minimization to find the corresponding inherent structure. I set the coordinates of the
inherent structure from the fictitious process as 〈r∗i 〉. I find that this fictitious displacement(
δr∗i = 〈r∗i 〉 − 〈r0i 〉
)
and δrrefi are consistent, as shown in Fig. 2-12, which confirms that the
rearrangement of the domain is induced by the primary particles.
Then, I analyze the relation between the average fictitious displacement of the particles and
their distance from the center of mass of the primary particles. Figure 2-13 shows that a plateau
exists at r > 1.5, which indicates a rapid decay of the fictitious force away from the primary
particles.
Figure 2-14 shows a comparison between the number of particles and the corresponding
fictitious displacement. It shows a power law decay with exponent −4 when a is larger than 0.25,
regardless of the maximum Phop value. We can interpret this exponent as being characteristic
of a linear elastic response. The elastic response of particles under an external force f(r) can
be expressed as the Navier-Cauchy equilibrium equation [40, 41]:
f(r) + µ∇2u + (µ+ λ)∇ (∇ · u) = 0 , (2.1)
where u is a displacement vector, and λ and µ are Lamé parameters that represent viscoelastic
properties. Because the monopole case is dominant in our simulation, I can approximate the
fictitious force from the primary particles as f(r) ∼ 1/r. If I define the fictitious displacement
with respect to the size of the excitation ‘a’ as P (a), then






From the solution of the Navier-Cauchy equilibrium equation, a(r) ∼ 1/r and dr/da ∼ −a−2.
Thus, from Eqs. (2.1) and (2.2), I can verify the power law behavior with exponent −4 as
follows:
P (a)da = P (r)da
dr
da
∝ 4πr2a−2da ∼ a−4da ,
P (a) ∼ a−4 . (2.3)
I can also estimate the size of the non-linear response region. If I define the size of the
non-linear region as cσAA for constant c, the radius of the non-linear region ‘r’ becomes
∆u ∼ |a(r)− a(0)| ∼
σ3AA
r2





If I set the boundary of the non-linear region as c = 0.25 from the observations in Fig 2-14,
r ∼ 2σAA. Indeed, non-linear rearrangement only occurs due to direct contact with primary
particles, while the other particles respond linearly to them.
Because the response of the particle displacement is linear, I presume that the total dis-
placement is a superposition of linear responses to the primary particles beyond the non-linear
region. To show this, I apply a fictitious process for each primary particle while fixing all other
particles, after which I calculate a superposition of the displacements. This superposition is
compared with the displacement from the fictitious process, with the positions of all primary
particles fixed. In this procedure, I exclude the particles in the non-linear region. I sample 180
cases, and the maximum Phop values range from 0.5 to 0.6. The average displacements of the
two processes differ only by 12%.
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Figure 2-12: Inherent structures of final state of MD simulation and fictitious process are plotted
together. Particles at MD final state are plotted as large spheres and particles at the fictitious state
are marked as points. The primary particles are indicated as green spheres.
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Figure 2-14: The number of particles as a function of average displacement is displayed as solid
lines. The dashed lines are fitting curves of the power law distribution with exponent −4. At short
displacement region (a < 0.25), non-linear response is observed, while the linear elastic-response is
observed at the region with longer displacement.
45
2.2 Results
2.2.4 Relation between softness and inherent structure of particles
In this section, I suggest the new measure which can predict the local dynamics of the glass
system by using the inherent structure. I compare r0, r1 and 〈r0〉, where 〈〉 denotes energy-
minimized coordinates and r0, r1 represent initial and final coordinates of the particles as
introduced in previous chapter. During the energy minimization process, I consider the particles
which located within r < 3.0 of the primary particles, otherwise frozen during the energy
minimization.
I quantify the differences between the actual MD trajectory during the rearrangement and
the inherent structure position of each primary particles. I define a mean inherent structure
distance, ∆rIS , as follows.
∆rIS =
∣∣r1 − 〈r0〉∣∣+ ∣∣〈r0〉 − r0∣∣
2
(2.6)
We can qualitatively interpret above quantity. The value of
∣∣r1 − 〈r0〉∣∣ represents the kinetic
energy level compared to the energy level of the local energy basin. Meanwhile, the value of∣∣〈r0〉 − r0∣∣ indicates the distance between local energy basin and the initial position of the
rearrangements.
I find the tendency that the primary particles which identified by using Phop has large ∆rIS
value, compared to the other particles which located within soft domain. I confirm that they also
have relatively large softness compared to the other particles. I also check that this tendency
does not affected by the number of primary particles.
Fig. 2-15 demonstrate the trajectory of the rearrangements with small number of primary
particles. Red one represents the trajectory of the primary particle with the largest Phop. Fig. 2-
16 shows the r0, r1 and 〈r0〉 for each primary particles. The green spheres correspond to r0, the
cyan-colored spheres correspond to 〈r0〉 and the yellow spheres correspond to r1 respectively.
Fig. 2-17 describes the softness distribution around the primary particles and ∆rIS of the
primary particles. The figure shows that primary particles have high softness and high ∆rIS
simultaneously.
Fig. 2-18 to Fig. 2-20 are the same figures as above with a larger number of the primary
particles. It also confirms that primary particles have high softness and high ∆rIS values at the
same time, regardless of the total number of the primary particles.
46
2.2 Results
Figure 2-15: The trajectories of rearrangements with a small number of primary particles are
shown. The rearrangement with the largest Phop value expressed by the red trajectory.
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Figure 2-16: The comparison with inherent structure, initial and final position of rearrangements
with a small number of primary particles are displayed. Green correspond to represent r0, cyan
colored spheres correspond to 〈r0〉, yellow spheres correspond to r1 respectively.
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Figure 2-17: The configuration of the softness around primary particles and corresponding inherent
structures are shown together. The primary particles have fairly large ∆rIS value. They coincide
with relatively high softness.
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Figure 2-18: The trajectories of rearrangements with a large number of primary particles are
shown. The rearrangement with the largest Phop value expressed by the red trajectory.
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Figure 2-19: The comparison with inherent structure, initial and final position of rearrangements
with a large number of primary particles are displayed. Green spheres correspond to r0, cyan colored
spheres correspond to 〈r0〉 and yellow spheres correspond to r1 respectively.
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Figure 2-20: The configuration of the softness around primary particles and corresponding inherent
structures are shown together. The primary particles have fairly large ∆rIS value. They coincide




In this study, I identify local soft domains in a glassy liquid by using a machine learning
classification and a time series analysis. The occurrence of soft domains seems to be random.
They are local and isolated within the timescale of the local rearrangement of the structure.
Inside the soft domains, the particle displacements are heterogeneous. The dynamics of the soft
domain is induced by only a few very soft particles with high mobility, i.e. primary particles.
Their movements are strongly correlated to each other so that they are usually parallel or cyclic;
these movements can be regarded as the basic dynamic units in the glassy liquid. The stringlike
motion or large cyclic motion reported in the literature is likely the result of this mechanism.
These primary particles facilitate the rearrangement of other particles within a very short
distance, which is comparable to the size of the particle, by direct encounters of which responses
are non-linear. Beyond the distance of a few radii, the displacement of particles can be estimated
by using a superposition of linear responses to the primary particles as is the case for elastic
materials. This is consistent with the exponential growth of the energy of excitations with
increasing size which can explain the fast decay of the local dynamics.
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3
Image Charge Induced Morphology
of Water Droplet
3.1 Introduction
The deformation of the liquid surface under the external electric field reported over a century
ago [42, 43]. Wilson and Taylor [44] described the stability limit of the soap-bubble under the
uniform external electric field. In the 1960s, quantitative experiment and mathematical modeling
for the surface stability limit under the external electric field developed [45, 46].
In the 90s, The stability limit of the liquid surface with external electric field estimated by
the means of numerical method. Basaran and Scriven [47, 48] evaluated the stability limit of
the liquid droplet under the external electric field and confirmed that the numerical estimation
agrees with the former experimental results which conducted by Wilson and Taylor [44]. They
estimated the equilibrium cone shape of droplet with fixed contact angle and fixed contact line
case respectively, under the different intensity of the external electric field with fixed volume of
droplet.
Collins et al. [49] conducted Electrohydrodynamic (EHD) simulation to reproduce the ob-
served experimental results such as cone shape formation, jet emission and tip streaming of the
liquid droplet. The simulation results confirmed that if the liquid droplet is a perfect conductor
or insulator, then the tip streaming will not occur.
Beroz et al. [50] experimentally measured the stability limit of the liquid droplet with uniform
external electric field. While the contact line is pinned, they slowly increased the volume of liquid
droplet to measure the critically stable shape of the droplet. By utilizing simple dimensional
analysis on the free energy, they also verified that the critically stable shape of droplet is given
by the power law according to the bottom radius R.
The former researches that I mentioned focused on the shape of the stability limit itself.
In this chapter, I focus on obtaining the time evolution equation for the droplet shape while
it evolve towards to the stability limit. According to Tian and Shen [51], if the water droplet
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contact with substrate, the water droplet is charged by the excess ions which condensed on
the surface. If the water droplet is placed on parallel conducting plate, the water droplet will
charge and interact with the image charge which induced on the upper plate. In addition, if the
bottom substrate is elevated with constant speed then the image charge interaction will become
stronger as the time pass. In this case, obtaining the time evolution equations for the droplet
shape is not trivial. In the later section of this chapter, I will utilize the Onsager’s principle to




In this section, I briefly introduce the Onsager’s principle in a formalism restructured by Doi,
and the equations governing the shape of water droplet will be derived from this in the next
section. For the complete mathematical derivation and examples of the Onsager’s principle, see
the following three references: refs. [52],[53], and [54].
Onsager’s variational principle is an extension of Rayleigh’s principle of the least energy
dissipation, which is applicable to the flow in Newtonian fluid. Due to the contribution of many
later researchers, the current version of Onsager’s principle can be used to describe nonlinear,
irreversible and non-equilibrium behavior of fluid which is a characteristic of many soft materials.
In this work, instead of applying variational principle for the entropy change which was the
original suggestion of Onsager, I will utilize the method minimizing free energy change as a
function of time as was suggested by Doi.
Let me first introduce Xi, the generalized coordinate of ith particle moving in a viscous fluid.
Because both position and velocity coordinates are included, Xi is a six-dimensional variable.






The particles in the fluid will move under this generalized force with a generalized velocity
Vi = Ẋi. When the Reynolds number (Re) is small enough, the Navier-Stokes equation can
be simply viewed as an equation balancing the momentum change and force, the friction force





where ζij is the friction coefficient which is known to be a symmetric and positive definite tensor,
ζij = ζji∑
i,j
ζijViVj ≥ 0 for any Vi (3.3)
Because I am considering a fluid with low enough Re, the friction force is always balanced






If the friction coefficient matrix has an inverse, ζ−1ij , the time evolution of the generalized
















The next task is to compare this time evolution equation with ∂R/∂Vi = 0, after defining













































(ζij + ζji)Vj = 0 (3.9)
For the last equation, I applied the reciprocal relation, ζij = ζji and the time evolution equation
(Eq. 3.5). Because the friction coefficient tensor is positive definite, the Rayleighian has a unique
global minimum when ∂R/∂Vi = 0. This method, minimizing the Rayleighian with respect to
Vi to obtain the time evolution equation of the neralized coordinates Xi, is called the Rayleigh’s
principle of the least energy dissipation.
Onsager later extended this Rayleigh’s principle of the least energy dissipation to the irre-
versible system. In this method, the variational principle now maximizes the following entity,
Ṡ (Xi, Vi)−W (Xi, Vi) (3.10)
where S is the entropy of the irreversible system, and the resultant time evolution equations are
shown to be valid for the non-equilibrium state [55],[56]. In Doi’s adaptation, after assuming an












where Xi are the generalized coordinates describing non-equilibrium states, and A is the free
energy of the non-equilibrium state. This is my starting point of the application of the Onsager’s















Assuming that the friction coefficient satisfies the reciprocal relation, the minimization of
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With this new formalism, it is possible to show that the instantaneous force acting on a









During the evolution that the system spontaneously approaches to an equilibrium, one can
assume Fi = 0, and it means that the time evolution equation of slow variables can be ap-
proximated by
∑
j ζijVj = −∂U/∂Xi which is a modification of Eq. 3.4. To put it in another
way, the proper Rayleighian always exists for slow variables at least approximately, and the
corresponding time evolution equation can be found by applying the variational principle.
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3.3 Profile evolution of the droplet
I assume two physical features to simplify the charge interaction of the water droplet. One is that
the chemical potentials are in equilibrium throughout surface and bulk. The other assumption
is that counterions at the surface are strongly bound within Gouy-Chapman length, which I
will approximate as 1 nm in this calculation.
While the droplet is approaching to the top electrode, charge excess at water interface
changes. I assume that the relaxation time of the charge redistribution is fast enough (of order
of sub-micro seconds) so that we can consider the interfacial charge density is adjusted instan-
taneously in hydrodynamic time scale (of order of tens of micro seconds) which determines the
time evolution of the water droplet.
For the simplicity, I assume that the profile of a water droplet follows a parabolic function
when the distance between the top electrode and the water interface is less than a certain
distance D0. It is also assumed as a flat if the distance between them exceeds D0 (Fig. 3-1).
Approaching the droplet to the top electrode, the droplet within D may be attracted to
the top electrode due to the attraction between spontaneously separated charges on the droplet
interface and its induced charge on the electrode.
For simplicity, I assume the profile of the droplet follows parabolic function,






























It is assumed that the droplet is moving up with constant speed. In this analogy, I consider
the raise of the droplet as the supply of the water at the bottom which makes,









vs + ḣ(r, t)
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. (3.17)









































Figure 3-1: (a) The description of the droplet system, when the distance between upper plate and
top side of the water droplet does not exceed D0. The upper surface of the droplet is assumed to be
flat. (b) When the distance between upper plate and top side of the water droplet exceeds D0. The
top side of the droplet is deformed due to the charge interaction. (c) The coordinate system for the
deformed droplet.
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3.3.1 Dissipation function
From the solvent mass conservation,
ḣ = −∇ · [v(r, t)h(r, t)]]− J (3.18)




Ḣ + 2HR Ṙ
)











∇h = −2H r
R2
(3.20)
















































































To calculate the energy dissipation, I assume the lubrication approximation which is similar
to the work done by Man and Doi [57]. This may hold because the radial length scale is about
































3.3 Profile evolution of the droplet
3.3.2 Free energy variation
The free energy part consists of interfacial tension term and electrostatic interaction term. The
interfacial charge density is determined by the balance of the image charge attraction and the


























Here, r is the distance from the center of the droplet in lateral direction. h(r, t) is the height
of the water droplet at distance r and time t. Where, d(r, t) is a distance of water interface from









The chemical potential at the surface is dominated by the surface potential while it is mainly
entropic at the bulk. The surface potential is basically due to the charges at the droplet outmost
layer and their image charges at the conducting plate.






























































where, ∂h∂r = −2H(t)
r
R2(t)






3.3 Profile evolution of the droplet



































































αR2 + d′2 − d′
)]
Note that the liquid-solid boundary is not considered, hence the interfacial tension at bottom
does not change during evolution.
By minimizing the Rayleighian with respect to Ḣ, i.e.
∂(Φ+Ḟ)
∂Ḣ









































αR2 + d′2 − d′
)]
After replacement of R to H and V using the relation of R =
√
2V
πH , I obtain the following
equation for the evolution of droplet interface,
Ḣ = f(V ) + g(H). (3.29)










3.3 Profile evolution of the droplet
































































I perform numerical integration for Eq. 3.31. The initial condition and constants are given as
below.
• T = 298 K
• γLV = 17.5 kBT/nm2
• R0 = 2500 nm
• vs = 5000 nm/s
• η = 2.163× 10−8 kBT · s/nm3
• σ = −6.022× 10−8 nm−2
• lB = 60 nm
Fig. 3-2 describes the height evolution curve of the water droplet. The time evolution of
the water droplet height follows the power law with exponent 1.5. Surprisingly, the numerical
integration result shows that the image charge interaction induces macroscopic deformation
of droplet at relatively long distance. This implies that even with the absence of the external
electric field, the macroscopic deformation of droplet may occur due to induced charges.
Fig. 3-3 shows the overall shape evolution of the top side of the water droplet. We can
confirm that the vertical deformation length scale becomes comparable to horizontal length
scale, as the time pass.
Figure 3-2: The evolution of height profile is shown. The unit of time is given as second. The length
scale is given as nanometer unit. The droplet height grows faster than the exponential growth rate.
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3.4 Results
Figure 3-3: The shape evolution of the top side of the droplet. The unit of time is given in second.




In this chapter, I verify that the macroscopic shape change can be induced by image charge
interaction which induced by excess ion condensation at the surface of the water droplet. I obtain
empirical evolution equation of height of the water droplet. The numerical integration result
shows that the height of the water droplet grows faster than exponential functionality. The
image charge interaction is stronger than I expected, it can induce the macroscopic deformation
of water without the presence of the external electric field
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