Let F be an analytic transformation of C n , with the origin O as a quasi-parabolic fixed point. We will associate an invariant, order ν(F ), to F and study the local dynamics of F when it has a non-degenerate characteristic direction [v] and is dynamically separating in the direction [v]. We show that for such F there exist at least ν(F ) − 1 parabolic curves tangent to [v] at the origin. We also study a non-dynamically-separating example in details.
Introduction
Let F be a germ of analytic transformation of (C n , O). We are interested in understanding the dynamics near O of F for which the spectrum of the differential dF O contains 1. The most studied case is when F is tangent to the identity, that is dF O = id. (See [7, 8, 17] and [2] for precise results and [1] and [3] for more information.) When dF O is not the identity, but it still has 1 as eigenvalue, two cases have received some attention. The first is the semiattractive case, where the spectrum of dF O contains 1 and λ j 's with |λ j | < 1. (See [5, 6, 10, 12, 15, 16] .) In this paper, we study the case when O is a quasi-parabolic fixed point for F , that is the spectrum of dF O contains 1 and λ j 's with |λ j | = 1 and λ j = 1. This case has been studied by several authors [4, 11, 13] . In [11] , Pöschel proved the existence of an F -invariant complex manifold through O tangent to the eigenspace of λ j 's on which F is holomorphically linearizable when λ j 's satisfy some Brjuno condition. Using similar ideas, the author [13] showed the existence of "Siegel cylinders" for certain quasi-parabolic germs when λ j 's satisfy some Brjuno condition. In [4] , Bracci and Molino studied quasi-parabolic germs in C 2 and showed the existence of "parabolic curves" at O tangent to the eigenspace of 1 for germs they called "dynamically separating." We are going to study quasi-parabolic germs in C n (n > 1), using ideas of Hakim [7] and Bracci and Molino [4] . Before we state our results, let us recall some definitions and known results. Furthermore, if [ϕ(ζ )] → [v] ∈ P n−1 as ζ → 0 (where [·] denotes the canonical projection of C n \{O} onto P n−1 ), we say that ϕ is tangent to [v] at the origin. Definition 1.2. Let F be a germ of analytic transformation of (C n , O) tangent to the identity. Let F = id + F 2 + F 3 + · · · be the homogeneous expansion of F in series of homogeneous polynomials. Then the order of F is ν(F ) = min{j | F j ≡ 0} and a characteristic direction for F is a vector [v] ∈ P n−1 such that there is λ ∈ C so that F ν(F ) (v) = λv. If λ = 0 we say that [v] is non-degenerate, otherwise it is degenerate.
In [7] , Hakim proved the following theorem. In this paper, we will generalize the notion of order, characteristic direction and dynamically separating to the quasi-parabolic case in any dimension, and extend the results of Hakim [7] and Bracci and Molino [4] .
Our main result is the following In Section 2, we make several definitions necessary for our study and choose suitable coordinates to get a simpler expression for F . We prove Theorem 1.5 in Section 3. Finally, we give a detailed analysis of an interesting example in Section 4.
Fundamental invariants
Let F be a germ of analytic transformation of (C n , O), with the origin as a quasi-parabolic fixed point. Assume that dF O is diagonalizable and Spec(dF O ) = {1, . . . , 1, λ 1 , . . . , λ m }, with |λ j | = 1 and λ j = 1. Let Λ = diag(λ 1 , . . . , λ m ). Then in some system of local coordinates, we can write F as ⎧ ⎨ 
Proof.
Denote by Z i,j the first non-zero vector of coefficients of terms x i y j with i + |j | μ in the expression of z 1 . To get rid of such terms, consider the transformation
2) We explicitly remark that if F is not the identity when restricted to {z = 0} then (using Lemma 2.1) we can find a local holomorphic change of coordinates putting F in ultra-resonant form.
The following lemma shows that the order ν(F ) is well defined. The proof is essentially the same as for [4, Lemma 2.5], which we include for completeness.
Lemma 2.3. Let F and G be two analytic transformations in ultra-
Proof. Writing w = (x, y) and using multi-index notation, we can express F as Similarly, we can express G as
If Ψ is the transformation which conjugates F to G, then it is easy to see that Ψ must be of the following form
where C is an invertible (n − m, n − m) matrix and D is an invertible (m, m) matrix.
and
contains terms w j with |j | = ν h and it is easy to check that terms w j in other terms in (2.7) have order |j | min{ν(F ), ν(G), ν 2 + 1}, we get from (2.7) that
Combining this with (2.6), we get
Note that the above argument is still valid if
Following Hakim [7] , we make the following definition.
Definition 2.4. Let F be as in (2.1) and assume that F is ultra-resonant with ν(
Using this definition, we have the following proposition, whose proof is similar to that of [4, Proposition 1.3].
Proposition 2.5. Let F be as in (2.1). Then there exists an invariant nonsingular complex manifold M of dimension n − m for F passing through O and tangent to the eigenspace of 1 if and only if F is analytically conjugated to an asymptotic ultra-resonant form. Moreover in this case, if ν(F ) = ∞ then F pointwise fixes M, while if ν(F ) < ∞ and [v] is a non-degenerate characteristic direction for F then there exist at least ν(F ) − 1 parabolic curves for F at O contained in M and tangent to [v].
Proof. If F is analytically conjugated to an asymptotic ultra-resonant form
i.e. {z = 0} is invariant by G. For the converse, if there exists an invariant nonsingular complex manifold M of dimension n − m for F passing through O and tangent to the eigenspace of 1, then we can choose local coordinates such that M = {z = 0}. In this system of coordinates F is of the form (F x , F y , F z ) such that F z (x, y, 0) = 0 as M is invariant by F , which implies that F is asymptotically ultra-resonant. Now assume that F is asymptotically ultra-resonant, and thus M = {z = 0} is invariant by F . Then F restricted to M, denoted by F M , is an analytic transformation of C n−m tangent to the identity. By the definition of ν(F ) and Lemma 2.3, we have ν( Remark 2.6. In this paper, we are only interested in the case ν(F ) < ∞. When ν(F ) = ∞, the dynamics of F may be very different (see [13] ).
Before we go further, we need the following lemma. 
Note that such a transformation only acts on that term and on terms of higher order. Proceeding this way, we are done. 2 ⎪ ⎩ Similarly, we can express G as Λz +Ã 3 (x, z) +B 3 (x, y, z) +H 3 (x, y, z) .
We need to show thatÃ 3 (x, z) does not contain terms x i z k with i < ν − 1 and |k| = 1. More precisely, if we writẽ 
If Ψ is the transformation which conjugates F to G and preserves the direction [v], then it is easy to see that Ψ must be of the following form 
Therefore, R(x, y, z) . Let us make the blow-up y = xu, with u ∈ C l and z = xv, with v ∈ C m . Then F lifts to a map of the form ⎧ ⎪ ⎨ ⎪ ⎩ 
where L is an invertible (l, l) matrix and M is an invertible (m, m) matrix. It is easy to check that such a transformation will transform Eq. (2.19) to the form 
Note that such a transformation only acts on that term and on terms of higher order. Proceeding this way, we are done. 2
We can now make the last simplification in the next proposition. Proof. First, we need to get rid of all the terms inP ,Q andR. To do so, we apply Lemmas 2.7 and 2.13 first. Then, if necessary, we make enough number of blow-ups. Note that the order i + |j | + |k| of a term x i u j v k inP ,Q andR will increase at least by one after each blow-up, since F is dynamically separating in the characteristic direction [1 : 0 : 0]. Second, we need to push pure x terms to higher order. For this, we apply Lemma 2.1 and [7, Proposition 3.5].
Proposition 2.14. Let F be as in (2.19). For any μ ν + 2, one can perform a finite number of blow-ups and changes of coordinates such that the resulting map is given by
Let d be the least number of blow-ups needed, which is determined by the least of |j | + |k| of terms x i u j v k inP and |j | + |k| − 1 of terms x i u j v k inQ andR (after applying Lemmas 2.7 and 2.13). Then in the new system of coordinates, the transformation F takes the form (2.23), with A =Ã − dI l and B =B − dΛ. By Remark 2.12, we can assume without loss of generality that both A and Λ −1 B are in Jordan canonical forms. 2 Remark 2.15. When applying [7, Proposition 3.5] , there may be functions of log x involved. While this seems formal at this point, it will not cause any problem in the future as we will work in a region where log x is well defined. 
Parabolic curves
We prove Theorem 1.5 in this section. By the discussion in the previous section, we will work with analytic transformations of the form (2.23).
Set
be the eigenvalues of L and let β = max i {Re β i }. Choose μ in (2.23) such that μ > ν + β. Let us rewrite (2.23) in the following form 
Therefore,
We need the following lemma.
holds for all i 1. 
and the functional equation (3.2) is equivalent to
Let T be the operator on B ρ defined by
One can show exactly as in [7] that the series converges normally, if ϕ is chosen so that x ν−1 ϕ 2 and x ν log x ϕ are o(x μ (log x) q μ ), and that T ϕ ∈ B ρ . Moreover, the argument of Hakim carries over to our case, as the spectrum of dF O lies in the unit circle, and shows that T restricted to a certain closed subset of B ρ is continuous and contracting. Hence T has a fixed point. It is clear that such a fixed point is a solution to (3.5), thus to (3.2).
A non-dynamically-separating example
As suggested in [4] , we study the analytic transformation of C 2 of the form 
We blow-up the origin O. In the new coordinates (z = z, w = zu), the map takes the form
It is easy to check that
By the classical theory of Fatou, we have z 2 n = O(1/n) for n large. Therefore z 2 n = b n · 1/n · e iψ n where b n > 0 goes to 1 and ψ n goes to 0 as n goes to infinity. 4) and similarly for z ∈ D 2 we have z j ∈ D 2 for all j 1 and
There are two different cases.
In the first case, we have Re(λ ·ā) > 0, i.e. cos(θ − φ) > 0. Then for small > 0 we can choose j large enough such that cos(θ − φ − ψ j /2) > . For z ∈ D 1 , we get from (4.4) that
We can assume that α > 1 since d 3 and is small. Since
we get from ( In the second case, we have Re(λ ·ā) < 0. Then arguing as above, we conclude that there is a parabolic curve defined by (4.6) over D 1 and a two-dimensional parabolic domain over D 2 , both tangent to the direction [1 : 0]. Remark 4.2. As already noted, when λ = 1, the map (4.1) is quasi-parabolic and non-dynamically-separating along [1 : 0]. The above discussion shows that it is still possible for the existence of parabolic curves in this case. On the other hand, if λ = 1, then the map (4.1) is tangent to the identity with [1 : 0] being a degenerate characteristic direction. In [2] , Abate introduced an invariant, called residual index, and showed the existence of parabolic curves when the index associated to a characteristic direction does not belong to Q + . Later in [9] , Molino generalized this result to the case when the index associated to a characteristic direction is non-zero, using ideas from both [2] and [7] . However, the index associated to the characteristic direction [1 : 0] for our example is zero. Therefore, the parabolic curves we found above are "new" even in the tangent to the identity case. Remark 4.3. While in the non-degenerate case for a map tangent to the identity or the dynamically separating case for a quasi-parabolic map, the parabolic manifolds are of the same dimension, the above example shows that this might not be true in the degenerate case for a map tangent to the identity or the non-dynamically-separating case for a quasi-parabolic map. We suspect that this phenomenon of symmetry break-down is universal in such cases.
Remark 4.4.
In a forthcoming paper [14] , we are going to extend the results of Hakim in [8] to the quasi-parabolic case.
