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一一一論文
プログラム依存グラフの効率的な更新手法
高田智規↑ 佐藤慎一竹 井上克郎↑
Incremental Update Method of Program Dependence Graph 
Tomonori TAKADA↑， Shinichi SATO什， and Katsuro INOUE↑ 
あらまし プログラム依存グラブ (ProgramDependence Graph， PDG)は，プログラム中の文聞の依存関係
を表す有向グラフである.PDGの辺をたどることにより，ある文に関連する文の集合(プログラムスライス，ス
ライス)を抽出することができる.PDGやスライスはデバッグ・保守などさまざまな用途に用いられる.一般
に， PDGの計算には時聞がかかる.しかし，頻繁にプログラムを変更しそのスライスを求めるような場合でも，
これまではプログラムが変更されるたびに PDG全体を再計算していた.そこで本論文では，プログラムが変更
されたときに， PDGのプログラムの変更箇所に対応する部分だけを更新するアルゴリズムを提案する.これによ
り，再計算の時聞が軽減され，デバッグ等を効率的に行うことが期待される.また，既存のデバッグ支援システ
ムに本手法の実装を行い，実際に本手法の有効性を確認する.
キーワード プログラム依存グラフ，更新，プログラムスライス，デバッグ支援
1.まえがき
プログラム依存グラフ (ProgramDependence 
Graph， PDG) は，プログラムの各文における変数聞
の依存関係を表す有向グラフである [lJ，[6J， [7J. PDG 
の各節点はプログラム中の各文・条件式を表し，有向辺
は依存関係(データ依存・制御依存)を表す.PDGの
有効辺をたどることにより，プログラムスライス [2J~
[7J ， [9J ， [13J~[16J と呼ばれる，プログラム中のある文
に影響を受ける，または影響を与える文の集合を抽出
することができる.プログラムスライスはデバッグや
テスト，保守，プログラム合成などに利用されている.
これまでに，プログラムスライスを抽出しデバッグ
を効率良く進めるためのシステム [12Jを開発した.こ
のシステムは抽出したプログラムスライスを対象とし
てデバッグを行う機能をもっている.このシステムで
はプログラムに変更を加えるたびに PDG全体を変更
されたソースプログラムの全体から再計算していたが
(これをここでは PDG再計算と呼ぶ)， PDG再計算は
複雑であり，それに多くの時聞を費やしていた.これ
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はインタラクティブにプログラムの修正や実行を行い，
デバッグを効率良く行う際の大きな障害となっていた.
PDGのうちプログラムの変更箇所に関する部分だ
けを更新することができれば， PDG再計算に要して
いた時聞が短縮され，作業効率の大幅な向上が期待で
きる.
プログラム内の部分的な変更が，その他の文に与
える影響を調べるアルゴリズムは既に提案されてい
る[8J，[10J， [11 J.文献[8Jのアルゴリズムでは， PDG 
の修正を容易にするためだけに，各頂点で多くの情報
を保持しておく必要があった(例えば，到達定義集合
など).また，関数間解析を行っていない文献[10J，[l1J 
は，データフローグラフの効率的な更新法を提案して
いるが，いずれも関数聞にまたがる解析に必須な引数
や戻り値，大域変数による依存関係解析の伝搬方法
が明示されておらず，実際のシステムで実現が困難で、
ある.
そこで，プログラムの部分的変更が行われたときに
関数境界を越える依存関係を正しく計算し，効率良く
PDGを再計算する手法を提案する.また，前述のデ
ノてッグ支援システムに提案する手法を実装し， PDGの
再計算と本手法との実行時間を比較し，その有効性を
確認する.
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2.諸定義
2.1 入力言語
本論文では以下のような言語を入力言語として考
える.この言語には文として条件文(if文)，代入文，
繰返し文 (while文)，入力文 (readln文)，出力文
(writeln文)，手続き呼出し文，複合文 (begin-end)
がある.変数の型としてはスカラ型のみを考える.プ
ログラムは，大域変数宣言，手続き(関数)定義，メ
インプログラムからなり，ブロック構造はない.手続
き内では内部で宣言された局所変数と仮引数変数およ
び大域変数のみが参照可能で、，他の手続き内の局所変
数は参照できない.手続きは，自己再帰的および相互
再帰的に定義可能であり，その引数は，値渡しで扱わ
れる.
2.2 到達定義
文 sにおける変数 x(の値)の定義が文 tに到達す
るとは，文 sが変数 zを定義し，かつ， 3から tに
至る実行パス S，Ul，U2，.・，Uk，t中に変数 Z を再定義
しないような実行パス Ul，U2ぅ・パιkが存在する場合
を言う.
文 nにおける変数 U の定義が文 sに到達する場合，
文 S には到達定義 (n，v)が存在すると言う.到達定
義集合とは，文 sに到達するすべての到達定義からな
る集合である.
2.3 依存関係
プログラム中の文聞の依存関係として以下の2種類、
を考える.
(1) データ依存関係 (DataDepend巴nce)
変数 U を参照している文 tにおいて到達定義集合
中に到達定義 (3，v)が存在するとき，文 Sから文 tに
対して変数りに関するデータ依存関係があると言う.
( 2) 制御依存関係 (ControlDependence) 
文 Sが条件文または繰返し文の条件式であり，文 s
の条件判定の結果によって文 tを実行するか否かが直
接決まるとき，文 Sから文 tへの制御依存関係がある
と言う.
2.4 プログラム依存グラフ
プログラム依存グラフ (ProgramDependence 
Graph， PDG)は，プログラム内の各文聞に存在す
る依存関係を有向グラフで表したものである.本論文
では，文献[16Jのアルゴリズムを用いて求めた PDG
を対象とする.
節点として，プログラム内の文または条件式(条件
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文・繰返し文の条件判定部分)に対応した節点(文節
点)および，手続き境界を越える依存関係の解析など
に用いる特殊節点がある.
辺として，データ依存関係を表すものをデータ依存
辺と言い，制御依存関係を表すものを制御依存辺と言
う.以下，節点(文)3から節点 tへの変数 U に関す
るデータ依存辺をs-1+t，節点 sから節点 tへ
の制御依存辺をs一一 --tと表す.
これらの依存関係を表す辺のほかに，フロー辺と呼
ばれる実行順序を表す辺がある(注j)文 sから文 tに
(他の文の実行なしに)直接制御が移る可能性があると
き，節点 sから節点 tへのフロー辺が存在し， 3 → 
tと表す.
パス 3，.• • ，tが存在するとは，節点 sからフロー辺
を順方向にたどり節点 tへ到達するような経路が存在
することを言う.
図 1にPDGの例を示す，図中の DDはデータ依存
辺， CDは制御依存辺， fiowはフロー辺をそれぞれ表
す.また， PDGに対して，表 1で示す集合を定義する.
2.5 前定義節点
節点、 T における変数 U の定義が節点 sの入口に到
達している場合，節点 T を，節点 sの変数 U に関す
る前定義節点と呼ぶ.また，前定義節点の集合を前定
一一一一一三匹
flow 
s 
E・E . 
DD 
図1 PDGの伊j
Fig目1Exampl巴ofPDG 
-Cn-I 
(注1):フロー 辺を PDGに含めない場合が多いが，ここではこのグラ
ブを PDGと呼ぶ.
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表1PDGに対する集合
τ'able 1 Set for PDG. 
source(c， v) 節点 Cから変数 U に関するデー タ依存辺を
さかのぼって到達できる(有向辺を逆方向に
たどった)節点の集合を表す (c自身を含め
ない.以下同様l.
tαrget(c， v) 節点 Cから変数 uに関するデー タ依存辺をた
どって到達できる(有向辺を順方向にたどっ
た)節点の集合を表す.
prev(c) 節点 Cからフロー 辺をさかのぽって到達でき
る節点の集合を表す.
next(c) 節点 Cからフロー 辺をたどって到達できる節
点の集合を表す.
DD デー タ依存辺の集合.
CD 制御依存辺の集合.
FLOW フロー 辺の集合.
義節点集合と呼ぶ.例えば，図 1において節点、 s5の
変数 bに関する前定義節点集合は {s3，s4}となる.
2.6 プログラムの変更
プログラムの変更として PDGの文節点一つに対し，
以下の 3種類の操作を考える.
・文の削除
PDG上に存在する節点を削除する
・文の挿入
新たに節点を作り PDGに指入する
・文の修正
節点はそのまま保存するが，その内容を修正する
3. アルゴリズムの概要
ここでは，ユーザーがプログラムの部分的変更を行
う際，その作業の種類(文の削除/挿入/修正)を陽に
指定し，それに従って制御依存辺を修正するものとす
る.例えば，条件文の節中に文を挿入した場合，条件
文から掃入文に対して制御依存辺を追加する.逆に，
条件文の節中の文を削除した場合，制御依存辺を削除
する.このように制御依存辺の変化は，変更前の制御
依存辺から容易に求めることができる.以降はデータ
依存辺，フロー辺の変化についてのみ述べる.
文献[8Jでは，プログラムの変更に伴う到達定義集
合の変化をフロー辺をたどり，後の節点に伝えていく
ことにより，変更によって変化した依存関係を再計算
していた.しかし，この方法では各節点ごとに計算し
た到達定義集合を保存しておかなければならず，実装
する際に非常に多くのメモリを必要としていた(注2)
そこで，ここでは次のような工夫をした.PDGの
データ依存辺は解析時に到達定義集合をもとにして引
かれている.よって，変更前の PDG中のデータ依存
辺から，到達定義集合の一部を知ることができる.例
えば，ある節点 sにおいてT とー... sがあったときfト
変更前の Sにおける到達定義集合の中に (r，v)が存在
していたことになる.本手法ではプログラムが変更さ
れたときに，到達定義集合を保存しておかなくても，
このようなデータ依存辺の情報を利用し，依存関係の
変化を求め， PDGの更新を行うことができる.
しかし，これだげでは関数境界を越える依存関係を
正しく解析することはできない.そこで，関数内解析
と関数間解析の 2種類のアルゴリズムを考える.関数
内解析アルゴリズムでは上記の手法により変更された
文が含まれる関数内部のデータ依存辺を引き直す.関
数間解析アルゴリズムでは変更による他の関数への影
響を調べ，関数境界を越える依存関係を解析する.
4. 単一関数内解析アルゴリズム
まず，文の削除・挿入・修正それぞれに共通な前定義
節点の発見のためのアルゴリズムを示し，次に削除・
挿入・修正のアルゴリズムを示す.
4.1 前定義節点、の発見
このアルゴリズムではフロー辺をさかのぼり，節点
での定義・参照変数を調べることにより前定義節点
を求める.このアルゴリズムは 4.2~4.4 において用
しミる.
アルゴリズム FINDPREDEF
input: 節点 s，変数 u
output: 前定義節点集合PreDef(s，v)
(1) PreDef(s，り)←ゆ
(2) c εprev(s)なる各 C に対して以下を順に
実行.
(a) cにおいて U が定義されていれば，
PreDef(s，v)← PreDef(s，v) u {c} 
(b) cにおいて U が参照されていれば，
PreDef(s，v)← Pr・eDef(s，v)U source(cヲv)
(c) cにおいて U が定義も参照もされていなけれ
ば， c ← prev(c)として 2a.以下を実行.
4.2削除
節点を削除することにより，その文における変数の
定義が無効となる.そのような変数に関するデータ依
存辺を引き直し，その後節点を削除する.
(注 2):通常，到達定義集合はデー タ依存辺を引いた後は必要なし保
存する必要はない.
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アルゴリズム DELETEVERTEX
input: 削除する節点 s
output: 更新された PDG
(1) sで定義されている各変数 U すべてについて，
DD ← DD U {rーと....t I rξ PreDef(s，v)， t モ
tαrget(s，り)}
(2) DD ← DD {T-E+S |Tε source(s， v)} 
{sーと....t I tεtarget( s， v)} 
(3) FLOW ← FLOW U {p→ η| 
p εprev(s) ，n ξ next(s)} -{r → slrε 
prev(s)} -{s→ tlt εnext(s)} 
( 4) 節点 s自身を削除
4.3 挿 入
このアルゴリズムではまず，フロー辺を付けかえる.
次に，挿入する節点で定義する変数を参照する節点へ
データ依存辺を引く.また，挿入によって依存関係の
なくなるデータ依存辺を削除する.最後に，挿入する
節点で参照する変数のデータ依存辺をヲ|く.
アルゴリズム INSERTV ERTEX 
input: 挿入する節点 s，prev(s)， next(s) 
output: 更新された PDG
但し，手続き・関数・プログラムの入口においてす
べての変数を定義しているものとみなす.
(1) FLOW ← FLOW U {p → s Ip ε 
prev(s)} U {s→ nln εnext(s)}一{p→ nlpε
prev(s) ， n εnext(s)} 
(2) sで定義している各変数りすべてについて，
以下を実行.
( a) 各 Tε PreDef(s，り)， t εtαrget(r百世)に対
して，vを定義しないようなパスム・・・パが存在すれ
ば，以下を実行.
i. DD ← DD U {s-1+t} 
11. 任意の Tε PreDef(s，v)に対して U を定義し
ないようなパス r，..，tが存在しなければ，
DD ← DD一{T-1+tl TG 
PreDef(s，v)} 
(3) sで参照している各変数 uについて，
DD ← DDU{r一旦....s I rε
PreD巴f(s，u)}
4.4修正
このアルゴリズムは，削除アルゴリズムと挿入アル
ゴリズムを組み合わせることによって実現している.
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変数集合 Vを定義し変数集合 Uを参照する節点 s
を，変数集合 v';を定義し変数集合 u'を参照するよ
うに修正したとする.
アルゴリズム MODIFYVERTEX
input: 節点 s，変更後の定義変数集合 V1変更
後の参照変数集合 u'
output: 更新された PDG
(1) FLOW ← FLOW 
(2) vιv-v'に対して，
DD ← DD U {r-1+t|Tε PreDef(s，v)， 
t E tαrget(s， v)} -{sーと....t I t εtarget(sぅv)}
(3) v' E V' -Vに対して，
(a) 各 Tε PreDef(s，v')ヲtεtαrget(rうが)に対
して，vを定義しないようなパス s，• •. ，tが存在すれ
ば以下を実行
i. DD ← DDU{sーと....t} 
i 任意の rE PreDef(s， v')に対して，v'を定
義しないようなパス r，..，tが存在しなければ，
DD ← DD 一 {r~tlt ε 
PreDef(s，v)} 
(4) u E u -u'に対して，
DD ← DD-{r一旦....s I r E 
PreDef(s， u)} 
(5) u' εu'-uに対して，
DD ← DD U{T」Ls|同
PreDef(s，イ)}
5. 複数関数間解析アルゴリズム
5.1 PDG 
図 2のプログラム procは手続き加cの中で大域変
数 αを参照・定義している.このプログラムの PDG
は図 3のようになる.関数(手続き)内部で関数外
での大域変数を参照している場合は global.inと呼ば
れる特殊節点を関数の入口に作り，関数内部で大域変
数を定義している場合はglobal.outと呼ばれる特殊節
点を関数の出口に作る.関数境界を越える依存関係が
ある場合はこれらの特殊節点を介してデータ依存辺を
引く.
このような特殊節点を表 2に示す.
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program proc(input，output); 
var a: integer; 
procedure inc; 
begin 
a:=a+1 
end; 
begin 
readln(a); 
incj 
wri七eln(a)
end. 
図2 プログラム proc
Fig.2 Sample program proc. 
一一一一一一一三呈ー
flow 
znc 
『ーーーー・-
DD 
図3 プログラム procのPDG
Fig.3 PDG for sample program proc. 
関数(手続き)中の文に対して変更を行った場合，
その関数内で参照・定義している変数が変更前と異な
る場合がある.このような場合は既存の特殊節点の削
除や新たな特殊節点の挿入が必要になる.
このような変更に対応するため，文献[16JでPDG
を計算する際に用いている確実定義集合，潜在定義集
合，暗使用される変数集合を考える.
プログラムのある領域 Sについて，Sを実行した
ときに必ずその値が定義される変数とその定義節点と
の組の集合を確実定義集合と呼び，SuDEF(S)と表
す.また，定義される可能性のある変数とその定義節
点との組の集合を潜在定義集合と呼び，PoDEF(S) 
と表す.
また，次に示す条件をすべて満たす変数 U を「手
表2 特殊節点
Table 2 Special vertex. 
特殊節点 表記例
entry節点 プログラムおよび手続き(関 f-Entry
数)にひとつずつあり，その
プログラム(関数・手続き)
の中のすべての文は entry節
点からのCD関係がある
exit節点 関数の戻り値を通して伝わる f-exit 
影響を検出するための節点で，
各関数にひとつずつある
global-in節点 手続き外からの大域変数の影 fg-in 
響を内部へ伝えるための節点
で，手続きに，個々の大域変
数に対して，ひとつずつある
global同out節点 手続き内で定義された大域変 fg-out 
数の影響をその外へ伝えるた
めの節点で，手続きに，個々
の大域変数に対して，ひとつ
ずつある
paramter-in節点 手続きの引数を還して伝わる fp-p町
影響を検出するための節点で，
その引数それぞれにひとつず
つある
parameter-out節点手続きの変数引数を通して伝 fp-pαTout
わる影響を検出するための節
点で，変数引数それぞれにひ
とつずつある
続き p で暗使用される変数」と呼び，その集合を
ImUSE(p)と表す.
• Vは大域変数である
• p内での U の参照地点に p外の U の定義が到
達する
5.2 関数間解析
関数(手続き)f中の文 Sに対して変更を行うこと
を考える.
(1) sに関数内変更アルゴリズムを行う.
(2) fを直接，または間接に呼び出す関数および
f自身の集合を F とする.
(3) 'VgεFに対して，
SuDEF(g)←ゆ
PoDEF(g)←ゆ
ImUSE(g)←ゆ
(4) F中各関数の SuDEF，PoDEF， ImUSE 
を求める.
(5) ( 4) を F 中のすべての関数の SuDEF，
PoDEF， ImUSEが変化しなくなるまで繰り返す.
(6 ) 関数ごとに変更前後の SuDEF，PoDEF， 
ImUSEを比較し，異なっていれば以下を実行する.
(a) 新たに定義・参照するようになった変数に関す
るglobal-out，global-in節点を作り，関数内部のデー
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タ依存辺を引く.
(b) 関数呼出し文に対してアルゴリズム MOD-
IFyVERTEXを用いてデータ依存辺を引き直すその
際，関数内で参照・定義グる変数を呼出し文で参照・
定義する変数として用いる.
，( c) 呼出し文におけるデータ依存辺を global.in，
global.outでのデータ依存辺とする.
6. 実行効率
6.1実装
本アルゴリズムのうち，削除アルゴリズムおよび挿
入アルゴlリズムを文献[12Jのシステムに組み込んだ.
ソースコードは Cで記述し，ユーザインタフェース
には Tcl/Tkを用いた.本アルゴリズムを組み込むに
あたり，フロー辺の追加や仕様変更，機能拡張などを
行った.削除アルゴリズムは約 1060行，挿入アルゴ
リズムは約570行である.また，システム全体では約
135001Tで、ある.
削除，挿:入・変更アルゴリズムの実行時間を表 3に
示す (SPARCstation20， Memory 64 MB上での実行
時間).但し，表 3中の左側二つ (50行・ 100行)は
単一関数，右側二つは複数関数のプログラムである.
ぶれにより，本アルゴリズムによる PDGのA変更が
プログラムを変更した後に全体を再計算するこMこ比
べ，解析時聞が大幅に削減されることがわかる.
6.2計算量
PDGの再計算・更新にかかわる要素を表 4に示す.
集合演算にその要素数に比例する計算量が必要だとし
たときの， ，P.DG再計算・本アルゴリズムの計算量は
表 5のようになる.
6.3考察
PDGの再計算および更新アルゴリズムの時間計算
量を示した.
本アルゴリズムの時間計算量が最悪となるのは'PDG
が定企グラフであり，かづ特殊節点に関する操作をす
べでの関数で行うときである.しかし，通常のプログ
ラムでこのようになることはない.
また，一つの関数の大きさはプログラム全体の大き
258 
表3 実行時間(単位は秒)
Table 3 Execution time (s) 
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さとは独立で，ある定数以下であると仮定すると前定
義節点の発見手続きは 0(1)で計算できる.
以上の仮定のもとでは，本アルゴリズムでは関数聞
の削除・挿入・修正は O(V+E+St. (G+L))で計算で
きる.一方， PDG全体を再計算すると O(St・(G+L))
になる.
PDG再計算と本アルゴリ/ズムでは解析の対象がそ
れぞれソースプログラム， PDGと異なるため，計算量
の表現に用いられる変数が異なっている.本アルゴリ
ズムでは関数境界を越える依存関係を PDG再計算と
1同様に解析しており，表記上の計算量が大きくなる.
本アルゴリズムでは関数聞の依存関係の変化を解析
するために，関数で定義・参照する変数を収束するま
で調べる.この部分の計算量は PDG再計算と同じだ
け必要である.しかし， PDG再計算ではこの繰返し
においてすべての節点でデータ依存辺の挿入を行って
いるが，本アルゴリズムでは節点の内容を調べるだけ
で，辺の挿入は行わない.
'PDG再計算のためにはプログラム全体の構文解析
などが必要であるが，本アルゴリズムでは部分的な構
文解析(必要ない場合もある)だけですみ，大部分の
節点や辺の作成も必要ないため，現実的には PDG再
計算に比べて短い時間で解析できる.
また，本アルゴリズムのために PDG中に保持して
おく必要のある情報は関数ごとの定義・参照変数情報
だけである.しかlし，変更前に PDGを調べることに
よりこの情報も復元できるため， PDGのみあれば変
更を行うことができる.これは，すべての節点で到達
表4PDG再計算・更新にかかわる要素
Table 4 Component for recompute and incremental 
1lpdate of PDG. 
P 手続きの総数
G 大域変数の総数
L 手続きの局所変数の最大値
S包 手続き呼出しの総数
s， 文の総数
V RDGの節点の総数
E PDGの有向辺の総数
表5計算量
Table 5 Computational complexity. 
PDG再計算
単一関数内削除
単一関数内挿入
単一関数内修正
関数開削除・挿入・修正
。(p.s，・(G+L))
O((V + E) . (G + L)) 
O((V十 E).(G+.L))
O((V+E). (G+L)) 
O(p. s， • (G + L)+ 
8.i・G.(V+E)(G+L))
論文/プログラム依存グラフの効率的な更新手法
定義集合を保存しておくという文献[8Jのアルゴリズ
ムに比べ使用する作業領域面で効率が良い.
7. むすび
プログラムの部分的変更が行われた際に， PDGを
部分的に変更する手法を提案した.また，既存のシス
テムに組み込みその高速実行性を確認した.我々のデ
バッグ支援システムはこの機能を組み込んだため，頻
繁にソースプログラムの変更をしてもスライスを効率
良く抽出できるようになり，より千ンタラクティプに
デバッグ作業を行えるようになった.
本手法は，今回実際に組み入れたシステムに限らず，
PDGを利用しその一部が頻繁に変更される可能性の
あるシステム使用時の作業効率を向上させることが期
待される.
本論文では Pascal風雪語を入力言語として扱った
が， 2:4で示した PDGを用いて解析を行っていれば，
他の手続き型言語にも適用可能である.
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付録
1. アルゴリズムの正当性
本アルゴリズムによってデータ依存辺が PDG計算
のアノレニ1t，リJズ、ムと同様に引かれることを示す.以下，
ある文 sの入口における到達定義集合を RDin(S)，出
口における到達定義集合を RDo叫 (S)で表す.
1.1削除
削除する節点 Sで変数を定義していない場合，削除
によっ'て>'81以降の文に与える影響はない.この場合，
データ依存辺を新たに追加する必要はなく ，S と関連
する辺を削除すればよい.
削除する節点 Sで変数 U を定義し，RDin(S)中に
到達定義 (r，v)が存在したとする.この場合，削除前
の RD四 t(S)中には (r，v)は存在せず， (s， v)が存在
する.
.Sがなければ，S以降，vが再び定義されるまで到
達定義集合中にはい，v)は存在せず， (r，v)が存在す
る.そのため，vを参照する節点 tでのデータ依存辺
はs-Ltの代わりにT-i+tが存在する.
アルゴリズム DELETEVERTEX では T ξ 
~reDef(s ， v) ， t εtαrget(s，v)に対しT-1+t
を追加する.ここで r，tは上記の節点 r，tに相当す
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る，また，sに関するデータ依存辺を削除するため，s 
-L，tの代わりにT 一工-+-tが新たにヲ|き直され
ている.
1.2挿入
挿入する節点 sで変数 U を定義し，変数 U を参照
していたとする.
変数りに関して，挿入アルゴリズムは削除アルゴリ
ズムの逆を行う，つまり T ーヱ→ tをs 工ー....tに
することで PDGの更新が行える.但し，挿入を行う
段階で sに関するデータ依存辺が存在しないため，到
達定義集合に関する情報を復元するのにいくつかの間
題がある.
一つ目の問題は，変数 U に関する前定義節点 γ，参
照する節点 tとしたときに r.. . t . . sという実行順
序となるときである.このとき，sが t以前に実行さ
れない可能性がある.
二つ目の問題は，sの挿入によって Tでの U の定義
が tに到達するかどうかがわからないことである.
これらを解決するため， アルゴリズム INSERTVER-
TEXではパスム・・・パが存在する場合だけ処理を行
う.また，すべてのパス r，..，tに対して，パス中に
U を定義する文が存在しているならば T での U の定
義は tに到達しないとして，r とー....tを削除して
いる.これにより，すべての場合において PDG全体
を再計算するのと同じ PDGが計算できる.
1.3修正
文の修正アルゴリズムは削除・挿入アルゴリズムを組
み合わせたものである. アルゴリズム MODIFVVER-
TEXは変更によって定義・参照されなくなった変数に
対して削除アルゴリズムを，新たに定義・参照される
ようになった変数に対して挿入アルゴリズムを適用し
ている.
1.4 関数境界を越える場合
まず， 4.2~4.4 のアルゴリズムによって関数内部の
解析を行う.次に，変更による他の関数への影響を調
べる.
変更によって関数内部で定義・参照する変数が変化
する可能性があり，これらが変化すればこの関数の
呼出し文で参照・定義する変数が異なってくる.そこ
で，変更を受けた関数を直接または間接に呼び出す可
能性のある関数の集合に対して，SuDEF， PoDEF， 
ImUSEを求め，これらの値が収束するまで計算を行
う.この方法は PDG計算アルゴリズムの関数問解析
と同じ方法であるため，これによって PDG全体を再
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計算するのと同じ PDGが計算できる.
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