Here " > 0 is a small parameter and the admissible function m lies in the Sobolev space of vector-valued functions W 1 2 ( R 3 ) and satis es the pointwise constraint jm(x)j = 1 for a.e. x 2 . The induced magnetic eld h m 2 L 2 (R 3 R 3 ) is related to m via Maxwell's equations and the function : S 2 ! R is assumed to be a su ciently smooth, non-negative energy density with a m ulti-well structure. Finally h 2 R 3 is a constant vector. The energy functional J " arises from the continuum model for ferromagnetic materials known as micromagnetics developed by W.F. Brown 9].
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In this paper we aim to construct local energy minimizers for this functional. Our approach is based on studying the corresponding Euler-Lagrange equation and proving a local existence result for this equation around a xed constant solution. Our main device for doing so is a suitable version of the implicit function theorem. We then show that these solutions are local minimizers of J " in appropriate topologies by u s e of certain su ciency theorems for local minimizers.
Our analysis is applicable to a much broader class of functionals than the ones introduced above and on the way to proving our main results we re ect on some related problems.
Introduction
The micromagnetic theory of ferromagnetic materials as developed by Brown 9] consists of studying the minimizers of the energy functional (iii) The external eld energy: If the body lies in a region of space where an external magnetic eld h : ! R 3 is present, the magnetization m tends to align itself with the direction of this eld. The external eld energy thus penalizes any deviation from this eld inside the body. In this paper we assume that the applied eld h is spatially uniform.
(iv) The eld energy: The magnetization state m in the bodygenerates a magnetic eld h m : R 3 ! R 3 that satis es Maxwell's equations: curl h m = 0 div (h m + m ) = 0 :
The above equations show that the eld h m is nothing but the gradient part of the Helmholtz decomposition of ;m .
We recall that James and M uller 20] , following some earlier work by Lorentz 23] (cf. also Toupin 28] ), have obtained this eld energy by studying the corresponding energy for a lattice of magnetic dipoles and passing to the continuum limit by letting a typical lattice parameter go to zero.
In this paper we are interested in studying the limiting behavior of the family of functionals J " as the parameter " ! 0. This is usually referred to in the literature as the small particle limit, and can be justi ed by observing that the functional J 1 satis es the simple rescaling property J 1 (m "
Throughout the paper we assume that R n is a bounded domain (open connected set) with a smooth boundary @ . We denote the unit outward normal to the boundary at a p o i n t x by (x), and as usual L n ( ) stands for n-dimensional Lebesgue measure. As regards the energy functional J " the dimension n = 3. However we do not restrict our analysis to this case only and allow n to be any p o s i t i v e i n teger. To gain a clear understanding of the energy minimization problem described above we proceed by considering two related but slightly simpli ed problems each having some ingredients of the original micromagnetic energy functional.
In the rst problem we consider the family of functionals I " (u) : = Z 1 2" jruj 2 + F(x u) dx with " > 0, and F 2 C 2 ( R). Here the function u is assumed to belong to the class A 1 := fu 2 W 1 2 ( ) : I " is well de nedg:
By well de ned we mean that the function F( u ( )) has a well-de ned integral, i.e. that at least one of the functions F + := maxfF ( u ( )) 0g or F ; := minfF ( u ( )) 0g has a nite integral. It is therefore to be understood that I " : A 1 ! R.
Note that we h a ve dropped the pointwise constraint ju(x)j = 1 for the admissible functions that occurs in the micromagnetic problem. In addition we h a ve restricted attention to scalar valued functions, that is to N = 1. However this latter assumption is not a technical obstacle and almost all the statements and results in this case extend to the case N > 1 without any di culty.
In our analysis special attention is paid to a limiting problem corresponding to the case " = 0. We start by imposing conditions on the integrand F and a given pointũ 2 A 1 that turn out to besu cient forũ to bea local minimizer of an appropriate functional corresponding to the " = 0 problem. We then apply the implicit function theorem to prove the existence of a branch of stationary points u " for I " when " > 0 is su ciently small. Note that the Euler-Lagrange equation corresponding to I " takes the simple form
Having established the existence of such stationary points we then proceed to study the second variation of the functional I " at these points. Our starting assumptions on F and u imply that the second variation at each u " is indeed positive and thus according to the su ciency theorem in Section 2 (Theorem 2.2) these points are L r local minimizers of the corresponding I " , where the exponent r depends on the growth of F at in nity.
By imposing further assumptions on the integrand F we are able to show that for a su ciently small range of the parameter " the stationary points of I " obtained by the application of the implicit function theorem are the only stationary points of I " . This in particular means that if the limiting functional has only a nite numberofnon degenerate stationary points the same holds true for I " when " is small.
Having a clear understanding of the rst problem we then proceed to the second family that consists of functionals of the form F " (u) : = Z 1 2" jDuj 2 + V (x u) dx where V 2 C 2 ( S N;1 ). Here we aim to deal with the pointwise constraint ju(x)j = 1 and leave out the only remaining task, i.e. handling the non-local term in the original micromagnetics problem, to the nal stage. Thus we introduce the class of admissible functions A 2 := fu 2 W 1 2 ( R N ) : ju(x)j = 1 a:e:g:
It follows immediately from the constraint o n u and the continuity assumption on V that F " is well de ned and in fact nite over A 2 . In this setting it is also possible to assume without loss of generality t h a t V 2 C 2 ( R N ) and vanishes for large juj.
As in the rst problem our analysis is linked to studying a limiting functional corresponding to the " = 0 case. We impose conditions on the integrand V and a givenũ 2 S N;1 that in turn implyũ to be a constrained local minimizer of this latter functional. To deal with the pointwise constraint ju(x)j = 1 in applying Theorem 2.2, we extend the functional F " toF " : W 1 2 ( R N ) ! R in such a w ay that (i)F " (u) = F " (u) for every u 2 A 2 , (ii) If u " is a stationary point o f F " it is also a stationary point o f F " , and (iii) 2F " (u " ) > 0 f o r " su ciently small provided a similar condition hold for the solution to the " = 0 problem. It then follows from Theorem 2.2 that u " is an L 1 local minimizer ofF " and so (i) implies the same to be true for F " as u 2 A 2 .
To end this introduction we give a brief description of the plan of the paper. In Section 2 we gather some known results and key tools that will be frequently referred to throughout the article. This in particular includes the statements of bothan appropriate version of the implicit function theorem and a su ciency theorem for L r local minimizers of certain functionals. In Section 3 we study the rst problem, namely the family of functionals I " . Section 4 continues with the rst problem and includes a detailed analysis of the second variation of I " along the branch o f stationary points constructed in Section 3. In addition we study the number of such solutions for xed values of " when this parameter is su ciently small. In Section 5 we m o ve on to the constrained problem, that is the study of the functionals F " . Finally in section 6 we return to the micromagnetics problem and apply the same ideas to construct L 1 local minimizers for the functional J " .
Preliminaries
In this section we gather some well-known results needed for our later analysis.
As pointed out in Section 1, our main tool for constructing solutions to the EulerLagrange equations is the implicit function theorem. For the following version we refer the interested reader to the monographs by Ambrosetti and Prodi 2] or Zeidler 31] for the proofs and further discussions. Following this informal discussion we proceed with the detailed analysis by i n troducing the map
and we s e t s > n 2 :
It is clear that for " 6 = 0 a function u 2 W 2 s ( ) is a solution of the Euler-Lagrange equation (3.2) with boundary condition (3.3) if and only if it satis es T(" u) = 0 :
We n o w claim that for the choice of s given by (3.7), T 2 C 1 (R W 2 s ( ) E s ( ) R). This amounts to proving that the system 8 < : is necessary. We c a n h o wever prove The proof is thus complete. for some C > 0 and p 1, t h e n u " is an L r local minimizer with r(n p) = m a x ( 1 n 2 (p;2)).
In particular if F is bounded from below then u " is an L 1 local minimizer of I " . Proof. We start by calculating the second variation of I " at the stationary point u " . Indeed for ' 2 C 1 ( ) 2 We now wish to make a simple observation regarding the global minimizers of I " and their possible connection to those of I 0 . Proposition 4.2. Let F(x u) C 1 + C 2 juj for some C 2 > 0 and let u " be a sequence such that I " (u " ) < M for some constant M. Then by passing to a subsequence i f n e cessary u " !ũ in W 1 2 ( ) whereũ is a constant. Proof. It follows from the coercivity condition above t h a t u " is bounded in L 1 ( ) ru " is bounded in L 2 ( R n ).
Hence u " is bounded in W 1 2 ( ) and therefore by passing to a subsequence u " *ũ in W 1 2 ( ) u " !ũ a.e. for all " > 0 a s u " is a stationary point o f I " .
We n o w look at the set of stationary points of I " when " > 0. Let us assume that I 0 has at most nitely many critical points all of which satisfy (3.10). In other words there is a nite set P 0 R containing all the pointsũ satisfying (3.9) and such that (3.10) holds for everyũ 2 P 0 . According to Theorem 3.1, for any suchũ there is a continuous branch of solutions starting fromũ. Moreover as P 0 is nite there exists an " 0 > 0 such that for anyũ 2 P 0 the solution u " obtained by the application of the implicit function theorem exists for all " " 0 . We denote the set of all such solutions for each xed 0 " " 0 by P " .
The following result shows that under certain growth condition on F u , the above class contains all possible solutions when " is su ciently small. for some 1 q < n+2 n;2 . Then there exists " 1 > 0 such that the complete set of stationary points of I " for 0 " " 1 is given by P " . Proof. We argue by contradiction. Assume the conclusion of the proposition does not hold. Then there exist a sequence " k ! 0 and corresponding stationary points u " k of I " k which do not lie in P " k . According to Theorem 3.1 this sequence is bounded away from P " k , i. and using the boundary condition (ii), we deduce that Z F u (x u " k ) dx = 0 for all k. Thus by passing to the limit the same holds forũ, which is thus a stationary point o f I 0 .
The constrained problem
This section is devoted to the study of the second problem introduced earlier in Section 1.
Here the energy functional is de ned over the space of vector-valued functions u : ! R N whose values are restricted to lie on the unit sphere S N;1 . Let us recall that the energy functional in this case is given by
where the admissible function u belongs to the class A 2 = fu 2 W 1 2 ( R N ) : ju(x)j = 1 a:e:g: The integrand V is initially assumed to belong to the class C 2 ( S N;1 ). However we may extend V to a function in C 2 ( R N ). We proceed by s h o wing one such extension that is convenient for later purposes. Given u 2 S N;1 , w e denote by u ? the tangent space to S N;1 at u, i.e. the orthogonal complement i n R N of the subspace Ru. The projections of R N onto Ru and u ? are given by P u = u u and P u ? = I ;u u respectively. We n o w claim that for any K > 0, V has an extension V K 2 C 2 ( R N ) such that V K (x u) = 0 for juj su ciently large, and in addition for all x In a similar way to Section 3 we proceed by formally seeking a solution to the system (5.6) in the form u(") = u + "v + " 2 w + (5.8) where u =ũ for someũ 2 S N;1 . Notice that unlike the problem studied in Section 3, the fact that u =ũ is constant does not follow by substituting the above ansatz in the equation and solving it for u. Indeed as explained in the previous paragraph the system (5.7) in general has non-constant solutions.
Substituting ( Following this informal discussion and to establish rigorously the existence of a continuous branch of solutions to (5.6) we proceed as follows. Assume that the coordinate system is such thatũ Let us now consider the second variation ofF " at u " . Indeed for ' 2 C 1 ( R N ) we can write We n o w n o t e t h a t Here we h a ve s e t W(m) : = (m) + 1 2 jh ; mj 2 for the functional to agree with the original form introduced in Section 1. It is initially assumed that the anisotropy energy density 2 C 2 (S 2 ). However as explained in Section 5 we can extend to any neighbourhood of S 2 , and in particular to R 3 . Since a substantial part of the analysis in this section is similar to that of Section 5, we shall abbreviate the arguments and refer the reader to the earlier discussions. We also mention that our main device in dealing with the non-local term is Theorem 2.3.
Recall that here Thus m " is a stationary point of J " as a consequence of being a solution to the system (6.2).
We now look at the second variation of J " at m " . For this let ' 2 C 1 ( R 3 ) and 
