Abstract-In this paper, collaborative sensing and distributed detection are addressed in the context of multi-band cognitive radios. In a cognitive radio network, all the nodes may sense the spectrum simultaneously. They should then exchange their sensing results in order to improve the reliability of the detection. This exchange of information has to be done effectively to improve the bandwidth efficiency of the network. We propose a generalized medium access control (MAC) signaling protocol based on random access and study its performance through a thorough theoretical analysis. We begin with a nonadaptive protocol with fixed parameters. The numerical results obtained from analysis reveals that the fixed parameter protocol is not robust to the variation of the network conditions which, in general, are unknown a priori. We thus extend the proposed protocol to an adaptive one. Analysis of this adaptive protocol reveals its much superior performance. Our analysis covers a wide range of network conditions, including the case where some spectral activities may be hidden from a few of cognitive nodes and the case when a cognitive node senses only a subset of spectral bands. All theoretical results are corroborated through computer simulations.
I. INTRODUCTION
A typical cognitive radio (CR) network [1] consists of a set of secondary users (SUs) that should coexist with primary users (PUs) of a shared broadband spectrum. PUs have a priority access to the spectrum over SUs. To utilize the spectrum holes (the portions of spectrum that are unused by PUs at a given time), SU network should be designed to aggregate more of the available bandwidth subject to minimum interference with the PUs. The hidden terminal problem [2] , also, should be addressed to minimize the interference. For this purpose, the SU nodes should collaboratively sense the spectrum and decide which part of the spectrum is available to them. Accordingly, in a cognitive network, communication may be established in a three-phase cognitive cycle. In the first cycle, all the cognitive nodes remain silent and listen to the spectral activities. This phase is called sensing. In the second phase, the information obtained by all the nodes is exchanged among them to improve the PU detection reliability of the SU network. We refer to this phase as signaling. Data transmission then follows over the remaining time of the cognitive cycle.
One may note that the duration of each cognitive cycle should be kept small to avoid significant interference with PUs. This is because, after each sensing phase, any new PU activities will be invisible to the SU network. Hence, to avoid a prolonged interference with PUs, the SU network should frequently update the available bands. Consequently, for a fixed length of cognitive cycle, to allow maximum transmission of data, the durations of sensing and signaling phases should be minimized. Efficient sensing methods have been proposed and widely studied in the literature; e.g., [1] , [3] . The goal of this paper is to develop an effective protocol/strategy for minimizing the duration of the signaling phase.
To assure reliable collaborative sensing, in this paper, we assume signaling is established through a narrowband dedicated control channel (DCC). The DCC is a leased non-cognitive narrowband channel that is used for exchange of sensing information among SUs. We argue that this is a small price which one would like to pay for achieving reliable data communication in an environment with highly dynamic spectral activities.
From the above discussion, it is obvious that signaling overhead plays a major role in CR networks and thus should be given a due attention in any design. Nevertheless, so far very limited studies have been performed in this area. To overcome the hidden node problem, Wiess et al. [4] have proposed a boosting protocol where all the nodes in the network broadcast strong signals (i.e., shout) over the bands where they have observed PU activities thus reducing the need for a DCC. They argue, if boosting is done over a short period of time and only for newly allocated subbands, it incurs insignificant interference to PUs and thus may be acceptable. However, in many situations this violates noninterference requirements of PU network. Transform domain communication system and conventional contention scheme is proposed in [5] for access signaling of a network with a base station. Visotsky, et al . [6] analyze the probabilistic approach for collaborative detection under soft and hard information combining strategies. None of these works, however, considers the joint problem of detection and signaling to compute the overhead associated with spectrum exchange mechanism. Su and Zhang [7] study an analytical model of cognitive radio medium access control (MAC) with two types of channel sensing. The access mechanism, however, requires strong synchronization on mini-slot time scale. Although the time-slotted random access protocols considered in this paper also require user synchronization, it is possible to extend such protocols to unslotted ones, as is done for unslotted Aloha [8] , to further reduce the synchronization requirement. The analysis for the un-slotted protocols, however, will be more involved due to the asynchronous nature of the protocol. Hence, in this work we focus on theoretical study of the more tractable time-slotted protocols. In [9] , it is proposed that to minimize the interference with PUs, a DCC should be used for signaling. The signaling overhead is then studied through computer simulations. The use of a DCC have also been brought up in [10] - [13] . An interesting outcome of the presence of unreliable SUs in cooperative sensing is discussed in [11] . Further related works can be found in [14] - [20] .
This paper extends our earlier work [21] where we proposed a random access protocol for collaborative exchange of sensing information using a DCC. In [21] , we assumed that only a single-band channel was available for communications among SUs. The simplistic assumption that the probability of detection is the same for all SUs was also made. This work generalizes the contributions of [21] in a number of ways:
• The single-band network is extended to a multi-band communication network. We assume that a broadband channel is divided into a number of narrow PU bands and the proposed MAC protocol determines which PU bands are available to SUs.
• We develop a general mathematical framework that allows analysis of the proposed protocols under very broad conditions. In particular, our analysis allows consideration of hidden nodes and the cases where each node senses only a subset of PU bands.
• The protocol proposed in [21] , for a single-band case, was nonadaptive, i.e., the protocol parameters were optimized and set fixed a priori. In this paper, we show that although this protocol behaves robustly in a single band network, in the sense that it is relatively insensitive to variation of the network parameters, it behaves poorly in a multi-band network, when the MAC/signaling protocol parameters are slightly varied around their optimal settings. We thus propose a modification to the proposed signaling protocol to make it adaptive. Theoretical results show that this adaptive protocol is far superior to the nonadaptive protocol and can be trusted for running networks with multiple PU bands. Random access protocols have been widely used in communication networks where multiple users contend for channel access to maximize system throughput. In this paper, we propose to utilize random access protocols for a totally different objective-the broadcast and exchange of spectrum sensing information in a cognitive radio network. A distinctive feature of this design is that each SU in the network uses random access to broadcast his sensing information, and to update his own sensing information upon receiving a broadcast message from other SUs. In this sense, the random access protocols studied here are designed to allow efficient exchange of sensing information and to minimize the signaling period of a cognitive radio network. Furthermore, we develop theoretical analysis to analyze the performance of such protocols. To the best of our knowledge, this is the first work that thoroughly analyzes the random access protocols for collaborative spectrum sensing in cognitive radio networks.
In order to minimize the interference to the PUs, we assume that if one SU detects some PU activities over a PU band, then this information will be broadcast to all the SUs in the network and the SUs will refrain from accessing this PU band. It is possible that one SU could falsely detect the presence of a PU when it is actually absent, i.e., a false alarm occurs, and the false alarm will also be broadcast to other SUs, causing a degradation of the spectrum utilization of the SU network. This assumption, even though conservative, ensures high detection probabilities of the PUs and hence provide strong protection to the PU network. We also note that the random access protocols presented in this paper can be further generalized beyond the presentations in this paper. For instance, the adaptive protocol introduced in Section II-B considers only decreasing the parameter , when the signaling traffic load is identified to be high. Clearly, one can modify the protocol to also increase when the signaling traffic load is identified to be low. We have chosen to limit the presentation in this paper to simpler protocols, because of the difficulty of the analysis. Even analysis of these simplified protocols has been a great challenge, as one may find out after reading the rest of this paper. Nevertheless, we believe that the simplifications are justifiable, as they allow us to develop a more in-depth understanding of random access protocols when applied to cooperative sensing. It is also worth noting that this analysis involves the definition and use of a number of events. To make the definitions more accessible to a reader that may need to refer to them as he reads the paper, all the event definitions are presented in text boxes throughout the paper.
The rest of the paper is organized as follows. Section II describes the basic system setup and the proposed protocols. In Section III, we describe the general sensing scenarios that our analysis of the random access protocols are applicable, including specific sensing examples. Analysis of the nonadaptive and adaptive protocols for general sensing scenarios are presented in Sections IV and V, respectively. Numerical results are given in Section VI. Finally, we conclude in Section VII. Fig. 1 depicts a diagram that shows the three phases of the proposed cognitive cycle and the underlying signaling protocol. As discussed before, the three phases of the cognitive cycle are 1) sensing, during which all cognitive nodes remain silent and listen to the PUs' spectral activities (this is similar to the silence period in IEEE802.22 [22] ); 2) signaling, during which the SU nodes exchange their sensing information; and 3) data transmission, during which information are transmitted over the cognitive network.
II. COGNITIVE CYCLE AND SIGNALING PROTOCOLS
During the signaling period, those SUs who have detected the PU activities will send broadcast messages (BMs) to other SUs, to improve the detection results for the whole network. The BMs are transmitted randomly in synchronized time slots, i.e., in a random access slotted ALOHA, [2] . For a BM to be successful during a time slot, only one SU can transmit during that time slot. For simplicity, we consider a single hop network, where all the SUs are in close proximity to each other, (i.e., are in a single cell). Therefore, we assume that a successful BM can be heard by all SUs in the network, provided that suitable coding and modulation schemes are used to ensure the reliability of the BM. In general, since the PUs are located in a wider geographical region which might be hidden from a particular SU, collaborative spectrum sensing between the SUs is necessary to improve the detection probability of the PU activities.
In Fig. 1 , we provide a simple example to illustrate the basic system setup, where SU and SU have successful BMs in the second and last time slots, respectively. If an SU fails to detect a PU locally, but receives a BM from other SUs saying that a PU has been detected, it will become aware of the existence of that PU in the respective PU band. Clearly, the detection probability of an SU will be improved after the signaling period. After signaling, data transmission begins over the available PU bands and continues for the rest of the cognitive cycle. The remaining parts of this paper concentrate on the signaling phase and develop analytical results which enable us to explore the random access behavior of both nonadaptive and adaptive protocols that are introduced next.
A. Nonadaptive Protocol
We first propose a nonadaptive protocol which realizes collaborative sensing through a -persistent slotted ALOHA protocol. We first introduce some terminologies. We say that a PU band is busy if the PU band is being used by some PU. By the end of the sensing period, we say that an SU is active, if the SU detects at least one busy PU band. Each SU maintains a list of busy PU bands (LBB). After the sensing period, each SU's LBB contains only the busy PU bands that this SU has detected. Starting with the first time slot after the sensing period, each active SU attempts to transmit a BM, containing his LBB, through the control channel with a fixed probability of . With probability of , an active SU remains silent and listens to the control channel for a possible BM from other SUs. When multiple SUs attempt to transmit BM in the same time slot, a collision occurs. When only one SU attempts to transmit a BM, then we assume that the BM is received by every SU in the network and we refer to this BM as a successful BM (SBM). Upon receiving an SBM, each SU updates his LBB by including the new busy PU bands reported by the SBM. An SU will become inactive and stops transmitting, once he receives an SBM that contains all the busy PU bands in his own LBB. Since every SU in the network becomes aware of the LBB in the SBM, only those SUs whose LBBs contain additional busy PU bands will continue transmitting. An inactive user differs from an active user only in that he does not transmit any BM, and he still listens to the BM and updates his LBB according to the SBM.
We note that immediately after an SU transmits an SBM, he is not aware that the BM was transmitted successfully and thus will continue to transmit, i.e., remain active. We refer to this user as a dummy user because further transmissions of his BM do not provide new information about the PU activities, and only increase the possibility of BM collisions. The dummy user will become inactive, and thus no longer called a dummy user, when he receives an SBM from other SUs that includes his LBB. At which point, the user who transmitted the SBM will become the new dummy user. Clearly, the existence of the dummy user complicates analysis of the protocols and, thus, has to be given a due attention (see Sections IV and V).
B. Adaptive Protocol
As opposed to the nonadaptive protocol, we allow the SUs to adjust the transmission probability in time. Specifically, we implement the "multiplicative decrease" policy to let the SUs scale down their transmission probability when a collision occurs or after a transmission. The details are summarized as follows.
• After the sensing period, all the active SUs set their initial transmission probability to .
• If the transmission probability of an SU is during a time slot and he attempts a transmission during this time slot, then his transmission probability during the next time slot will be scaled down to .
• If a collision occurs during a time slot, then we assume that the collision will be detected by all the SUs who were not transmitting during this time slot. Each of these SUs will scale down his transmission probability for the next time slot to .
• If an SU finds the DCC to be silent during one time slot, then he will not decrease his transmission probability.
• After each SBM, all the SUs (except for the SU who sent the SBM) will reset their transmission probability to . It is clear that the nonadaptive protocol is a special case of the adaptive protocol with a fixed transmission probability and a constant scaling factor . For the remainder of the paper, we use as the initial transmission probability for both protocols with the understanding that for the nonadaptive protocol.
We note that for both the nonadaptive and adaptive protocols, the length of the signaling period is a parameter that is fixed a priori. An SU will remain active until he receives an SBM whose LBB contains his own LBB, or by the end of the signaling period. Next, we discuss how the length of the signaling period is determined.
C. Optimization of Length of the Signaling Period
To maximize the bandwidth efficiency of the network, we let the length of the signaling period equals the minimum number of time slots after which all SUs are aware of all busy PU bands with a high probability . To this end, let us define as the probability of all SUs being aware of all busy PU bands after time slots, given protocol parameters and . Then, the length of the signaling period can be set as (1) Clearly, can be large, for either large values of , which leads to a significant number of BM collisions, or for small values of , which leads to insufficient transmissions of BMs. In the analysis developed in this paper, we derive analytical expressions for computing and from which we can find the optimal and to minimize the length of the signaling period as (2) Note that (1), and hence, the optimization step (2), require perfect knowledge of the systems parameters such as the number of PU bands, the number of SUs, the PU band usage, and the sensing capability at each SU. In a realistic scenario, some of these parameters may be unknown, or can only be coarsely estimated. We demonstrate through numerical results in Section VI that the adaptive protocol is more robust than the nonadaptive protocol, in the sense that the length of the signaling period is less sensitive to , , and other system parameters.
III. SENSING SCENARIOS
Performance of the proposed protocols clearly depend on the outcomes of the sensing period. In this section, we describe the general sensing scenarios for which the analysis developed in Sections IV and V are applicable. Here we assume that there are a total of (busy and idle) PU bands, denoted by . Let denote the number of busy PU bands, which can vary over cognitive cycles. To facilitate analysis, we make the symmetric assumption that statistically any group of out of busy PU bands have the same probability of being detected as any other groups of busy PU bands. In other words, we assume that the PU bands are statistically equivalent to each other. Without loss of generality, assume that the busy PU bands are . We also note that the analysis in Sections IV and V involves a conditioning step that depends on the number of busy PU bands contained in the first SBM (SBM1), and the number of remaining active users after receiving SBM1. To facilitate the computation of these probabilities, we introduce the following two sensing dependent events:
An SU detects as busy PU bands An SU does not detect any of the busy PU bands in Due to the symmetry assumption, we see that determines the probability that SBM1 contains exactly busy PU bands. Here, the term takes care of the ordering of the PU bands. Also, given that SBM1 contains busy PU bands, an SU will remain active after receiving SBM1 if he detects at least one of the busy PU bands that are not included in SBM1. Again we apply the symmetry assumption to see that the probability of this event is determined by . Note that whether an SU detects any of the PU bands already included in the SBM1 is irrelevant to whether he will remain active. This, combined with the symmetry assumption, lead to the term . Detailed usage of and can be found in Proposition 4.2.
Next, we consider two examples of sensing scenarios in Sections III-A and III-B, followed by a discussion of a general sensing scenario in Section III-C. For all cases analytical expressions of and are developed.
A. Full-Band Homogeneous Sensing
Since the SUs are randomly located, it is reasonable to assume that they have different detection probabilities. We introduce a probability distribution , where and a set of detection probabilities , where for each . We assume that with probability an SU has a detection probability of for all of the busy PU bands. A small detection probability corresponds to a user who is at a location that PUs are hidden to him. For this scenario, one finds that 
B. Partial-Band Homogeneous Sensing
Assume that each user randomly selects a total of PU bands to sense, given a total of (busy and silent) PU bands. As in the full-band sensing, the detection probability of a user is with probability . Once is determined, each of the busy PU bands that is sensed by this user will be detected with probability . It can be shown that, in this case, one obtains the results in (5) and (6) . These results are proved in Appendix A: (5) for , and
for .
C. General Sensing
Next, we discuss a very general sensing scenario and show how and can be computed for such scenarios as well.
Assume that there are a total of PU bands. There are a total of sensing outcomes, denoted by . Here, each sensing outcome is a -dimensional binary vector whose th component equals one if the th PU band is detected busy. We let a -dimensional vector denote a sensing distribution, where is the probability that the sensing outcome equals . Assume that a user chooses a sensing distribution from a set of sensing distributions according to a probability distribution , where . For a fixed , where , it is reasonable to make the assumption that, after averaging over this set of sensing distributions, the joint detection probabilities of any group of PU bands are the same. In other words, all the PU bands should be equivalent statistically. To compute and , we need to average over sensing distributions. To compute , we let denote all the sensing outcomes such that only the first PU bands are detected out of the first PU bands. Then we have (7) where is the probability that the sensing outcome equals given the sensing distribution . Similarly, let denote all the sensing outcomes such that none of the first PU bands is detected. Then, we have (8) IV. ANALYSIS OF NONADAPTIVE PROTOCOL Assume that the broadband channel that is shared between the PUs and SUs is divided into PU bands. We assume that there are SU nodes. In general, the number of busy PU bands, denoted by , is time-varying and is unknown a priori. For ease of disposition, we first consider the case when is fixed. The case of variable then easily follows.
A. Fixed Number of Busy PU Bands
Now, assume that there are a total of busy PU bands. We define the events All SUs are aware of all busy PU bands by the end of time slot All SUs become aware of all busy PU bands the first in time slot
While our goal is to compute (9) it is sufficient to compute . In Proposition 4.1 and 4.3 below, we develop recursive relations for computing . This is achieved by conditioning upon the first successful broadcast message (SBM1). Let us assume that SBM1 occurs during time slot , and it contains busy PU bands. Then event will occur if, after receiving SBM1, all the SUs become aware of the remaining busy PU bands for the first time, after an additional slots. The reduction in the number of busy PU bands, from to , and in the number of time slots, from to , is crucial to facilitate the recursive computation of . Furthermore, due to the use of random access protocols, it is important to know the number of active users who attempt to transmit BMs. In particular, we need to know the number of active users immediately after the sensing period, represented by , and also the number of remaining active users after receiving the SBM1, represented by . These motivate us to define the following events:
There are active users There are regular active users and one dummy user is transmitted in time slot reports out of busy PU bands After SUs remain active An active SU remains active after receiving that reports out of busy PU bands At least one SU does not detect all busy PU bands by the end of the sensing period 
Proof: See Appendix B. As shown in Proposition 4.1, the computation of can be simplified by conditioning upon and . For the special case when SBM1 occurs during slot , i.e., , we note that SBM1 must contain all busy PU bands, i.e., the event occurs. This relates to the last two terms in (10) . For , corresponding to the first term in (10), it is nontrivial to compute directly, which will be handled separately in Proposition 4.3. For the nonadaptive protocol, one finds that (11) where is the probability that only one out of SUs transmits during an arbitrary time slot. We note that the other events involved in Proposition 4.1, , , , and are all sensing dependent and their probabilities can be calculated in terms of and that were introduced in Section III. The following proposition gives the necessary formulas. 
Proof: See Appendix C. In (16) of Proposition 4.3, a recursive relation is developed for computing , by conditioning upon the number of busy PU bands contained in SBM1, denoted by , and the number of remaining active SUs after receiving SBM1, denoted by . The term is the probability that the SBM1 contains busy PU bands, and is the probability that after receiving SBM1, active users will remain active to participate in the broadcast of the remaining busy PU bands. The last term is the probability that given active users and one dummy user, the probability that all users will become aware of the remaining busy PU bands for the first time after slots. Note that conditioning upon SBM1 allows the reduction in the recursive relation in both the number of busy PU bands and the number of active users. The computation of in (17) conditions upon whether a dummy user or a regular user succeeds in transmitting the next SBM. With probability , the dummy user succeeds and the SBM does not contain any new information to the network. This corresponds to the first term of (17) . Otherwise, with probability , a regular user succeeds and the SBM contains useful information to the network. This corresponds to the last two terms of (17).
To complete iterations between (16) and (17) , one also needs to evaluate and . It is straightforward to see that (18) and (19) where the term is computed using (15) .
B. Variable Number of Busy PU Bands
In Section IV-A, we examined performance of the nonadaptive protocol for the case when the number of busy PU bands is fixed. Here we consider the case of variable number of busy PU bands. We assume that the collaborative sensing period is much shorter than the time scale of change in the PU band occupation such that the busy PU bands can be detected reliably. In other words, the PU activities do not change within a cognitive cycle, but can change from cycle to cycle. During one cognitive cycle, we assume that each PU band is busy with a probability of . Hence, the number of busy PU bands varies from one cognitive cycle to another. For brevity, we let denote the probability that all the SUs are aware of all the busy PU bands by time . Since varies over cognitive cycles, we let be the probability that there are busy PU bands during a cognitive cycle. Clearly, follows a binomial distribution with parameters and , here is the total number of PU bands. Thus, we obtain (20) where can be computed via using (9).
V. ANALYSIS OF ADAPTIVE PROTOCOL
The main difference between the nonadaptive protocol and the adaptive protocol is that the latter allows the SUs to adaptively adjust the transmission probability in time. In particular, the transmission probability of the dummy user may differ from that of a regular active user. These make the analysis of the adaptive protocol more involved, even though it still follows similar approaches as that of the nonadaptive protocol. In order to keep track of the SUs' transmission probabilities under the adaptive protocol, it is necessary to generalize some of the previously defined events for the nonadaptive protocol. For instance, the event is now generalized to , where is the number of collisions until SBM1. Clearly, determines the transmission probability of dummy user immediately after SBM1 is sent. For the same reason, the event is generalized to , which specifies not only the number of active users , but also the transmission probabilities, i.e., for the regular 
Proof: See Appendix E.
Compared to (17) for the nonadaptive protocol, we note that in (23), an additional summation over is required to track the transmission probability of SUs. Furthermore, given regular users and one dummy user in the system, the probability that the dummy user transmits the SBM is no longer , as is for the nonadaptive protocol. This is because the transmission probability of the dummy user can differ from that of the regular user. We take this into account in the term , which is computed in (47).
Since is sensing-dependent, (19) holds here as well. Moreover, the equations stated in Proposition 4.2 are also applicable to the adaptive protocol. This is because the events involved are protocol-independent. The computations of the protocol dependent events and in (21) (24) is obtained by conditioning upon whether a collision occurs in the first time slot. If no one transmits during this time slot, then the transmission probability of each SU remains the same, and SBM1 will occur after additional slots and collisions, corresponding to the term in (24). If a collision occurs during the first time slot, then each SU will scale down the transmission probability by , and SBM1 will occur after additional slots and collisions. This leads to the term in (24). Finally, as in the case of the nonadaptive protocol, we first compute using Proposition 5.2 for the case when the number of busy PU bands is fixed. Extension of the results to the variable case is straightforward since (20) is also applicable once , and thus from (9), are computed.
VI. NUMERICAL RESULTS
In this section, we provide numerical results to assess the performance of the proposed random access protocols. The numerical results also serve to verify the accuracy of the analysis developed in Sections IV and V through comparisons with actual simulations.
A. Simulation Setup
We adopt similar simulation setup for both full-band homogeneous sensing and partial-band homogeneous sensing. Assume that there are a total of PU bands (including busy and idle bands), and each band is busy with a probability of . We run simulation for many independent cognitive cycles and assume that whether or not a PU band is busy is independent from cycle to cycle. Hence, the probability that there are busy PU bands in a typical cognitive cycle equals , where . Clearly, while remains the same within each cognitive cycle, it varies from cycle to cycle. The total number of SUs who participate in the collaborative sensing is . Depending on the specific sensing scenario, each SU conducts either full-band sensing or partial-band sensing, and the sensing distribution is independent from user to user. After the sensing period, the SUs exchange their sensing information according to either nonadaptive, or adaptive protocol. For each time slot , we check whether all the SUs become aware of all the busy PU bands for that particular cognitive cycle. We run many independent cognitive cycles and count the number of cognitive cycles during which all the SUs become aware of all the busy PU bands by time slot . Then we divide it by the total number of cognitive cycles to obtain a simulated value for the detection probability , defined in (20) .
B. Full-Band Homogeneous Sensing
We first consider the full-band homogeneous sensing scenario described in Section III-A. Here, we let , , and . We consider and . This approximates a mobile scenario where an SU is moving inside a cell and with probability 0.35 it is at a location that is hidden from the PUs and therefore has a low detection probability of 0.1. For each simulation run, we randomly generate a set of busy PU bands according to , and each SU also randomly chooses his detection probability following the distribution of . Based on the initial sensing outcome, the proposed random access protocols are employed to facilitate exchange of sensing information. Here we consider the nonadaptive protocol with and the adaptive protocol with and . Through extensive simulation consisting of simulation runs, we obtain as a function of the number of time slots . This is compared with the analytical value computed from (20) . Fig. 2 demonstrates excellent match between the simulated value and the analytical value for both protocols. Even though for this particular protocol parameter , the adaptive protocol yields a higher detection probability than that of the nonadaptive protocol, the detection performance of these two protocols can be similar, provided that each uses its own optimized protocol parameters. Such optimization, however, becomes infeasible when some of the system parameters are unknown a priori. Hence, the adaptive protocol is more advantageous in that its performance is more robust to parameter variations.
Next, we study the performance of these two protocols as functions of protocol parameters. While the performance of the adaptive protocol depends on the scaling constant , we find that seems to be a good value for all the test cases that we have examined. Hence, for simplicity, we keep fixed for the adaptive protocol and study the protocol performance as a function of . Let denote the minimum number of time slots required such that , where . In Fig. 3 , we plot versus for the two protocols and is computed from the analytical formula (20) . The system parameters are the same as those used in Fig. 2 , with the exception that we consider another set of detection probabilities . It is clear from Fig. 3 that, for the adaptive protocol, the optimal length of the signaling period, given by , is approximately achieved over a wide range of . In comparison, the nonadaptive protocol is sensitive to and increases rapidly when . Even though the achieved by the optimized are similar for both protocols, the adaptive protocol is more advantageous in that is achieved approximately over a wide range of , thus the protocol is more robust with respect to system parameters such as detection probabilities and the number of users in the system. Another observation from Fig. 3 is that, when the detection probability is larger Here N ( ) denotes the minimum number of times slots required such that P (n) = 0:95.
(i.e., the sensing quality of each SU is better), the network requires a smaller to achieve the desired detection reliability.
C. Partial-Band Homogeneous Sensing
Next, we consider the partial-band homogeneous sensing scenario described in Section III-B with , , . For each simulation run, every SU randomly senses PU bands. The detection probability of the SU is randomly generated according to and . As shown in Fig. 4 , with , the analytical formula (20) matches with the simulation results precisely for both protocols.
For the same system setup, in Fig. 5 we examine as a function of for two systems with and , respectively. Similar to Fig. 3 , the adaptive protocol is shown to be more robust than the nonadaptive protocol in that is achieved approximately over a wide range of . In comparison, for the nonadaptive protocol increases rapidly for larger values of . We note that the adaptive protocol is also more robust to , as remains close for and over a wide range of . The nonadaptive protocol, on the other hand, is clearly sensitive to the values of . Another observation from Fig. 5 is that, for the adaptive protocol, we have for and for . Even though the optimal transmission probability for is roughly half of that for , we note that is slightly smaller for than for . This can be explained as follows. First, when more SUs are involved in collaborative sensing, it is more likely that some of the SUs will obtain good sensing results. Hence, collectively, the sensing outcome for should be better than that for . Second, for , since there are more active users who will attempt transmissions, it is necessary to reduce the transmission probability of each SU to pre- vent too many collisions. Nevertheless, since there are more SUs for , we still have sufficient transmissions of broadcast messages despite the reduction in transmission probability per SU. For these two reasons, we see that intuitively, it is reasonable that is smaller for than for , given better initial sensing outcomes and appropriate choice of transmission probabilities. Consequently, the advantage of larger will be more pronounced for cases where the detection probability of each SU is inferior.
In Fig. 6 , we compare performance of full-band sensing with partial-band homogeneous sensing for both adaptive and nonadaptive protocols. Here we include two curves from Fig. 5 for partial-band sensing, and add two new curves for full-band sensing, using the same parameters and . It is clear from Fig. 6 that full-band sensing requires smaller than that of partial-band sensing, because full-band sensing provides superior sensing outcomes after the sensing period, and hence fewer SBMs are needed to achieve the target detection probability. In general, partial-band sensing is advantageous in that it can reduce the amount of sensing resources required. This, however, is achieved at the cost of increased signaling overhead, as shown in Fig. 6 .
D. Selection of
Ideally, we want to choose the best to minimize , which requires perfect knowledge of the system parameters including , , and the sensing distribution. If all SUs are active and is known perfectly, we note that gives a good approximation of because it minimizes the probability of collision for the first time slot of the signaling period. When is unknown, one should start with a rough estimate, preferably a larger value of to initialize the protocol. This is because when the initial is too small, too few BMs will be transmitted which will increase . The advantage of the adaptive protocol is that, it can automatically scale down the transmission probability for an initial that is overestimated. Hence, as shown in Figs. 3 and 5 , the adaptive protocol is more robust in the region where . We note that for small , in which case is underestimated, the nonadaptive protocol requires a slightly smaller than that of the adaptive protocol. This is because the adaptive protocol decreases after each collision, which decreases the number of transmitted BMs further and hence yields a slight performance loss compared to the nonadaptive protocol.
VII. CONCLUSION
In this paper, we presented random access protocols for exchange of sensing information among SUs for collaborative spectrum sensing in cognitive radio networks. Both adaptive and nonadaptive protocols were considered. A general mathematical framework that allows analysis of the proposed protocols under very broad conditions was developed and its perfect accuracy was corroborated through computer simulations. Such analysis characterizes the detection reliability achieved through collaborative sensing, and is used to determine the optimal protocol parameters and the length of the signaling period for a cognitive radio network. The analysis developed allows consideration of hidden nodes and the cases where each SU node senses only a subset of PU bands. We believe that this is the first work that thoroughly analyzes the random access protocols when applied to signaling for collaborative spectrum sensing in cognitive radio networks.
We note that the random access protocols presented in this paper can be generalized in a number of ways. For instance, besides "multiplicative decrease," we can also adopt "additive increase" so that the transmission probability can be increased when the signaling traffic is low. Also, the proposed protocols are applicable to the more realistic scenario when the communication within the SU network is imperfect, i.e., an SU might not be able to receive the SBM correctly even when there is no collision, or an SU might not be able to detect a collision when it occurs. Another issue that warrants further study is the probability of false alarm, which is caused by the broadcast of PU activities that are actually absent. This issue can be addressed by introducing some detection/decision mechanisms based on a set of SBMs that an SU receives. Extensions of the theoretical analysis to these more sophisticate protocols, however, are nontrivial and deserve further investigation. APPENDIX A PROOF OF (5) AND (6) Let denote the PU bands that an SU chooses to sense. First, we write (28)
Consider
. Let denote the number of elements in . Clearly, we must have , which gives the upper limit of the summation in (5) . For a given , we examine all choices of such that the term in (28) is greater than zero. In order for , we must have and thus the SU must sense PU bands out of PU bands , and he must also sense PU bands out of PU bands . It follows that and . These specify the lower limit of the summation in (5) . Hence, the total number of is given by . For each of such , we have because with probability , the SU detects each of the PU bands , and with probability the SU fails to detect any of the PU bands in . The detection results of the SU for any of the PU bands in becomes irrelevant, and hence they do not appear in (5 PROPOSITION 4.3 Using the law of total probability, we obtain (37) shown as follows:
(37)
The second line of (37) follows from the Bayes' rule and the third line follows from 1) since the number of the reported busy PU bands by an active user does not depend on when SBM1 has been transmitted and how many active users existed; 2) since the number of the remaining active users does not depend on when SBM1 has been transmitted; and 3) the identity follows since after SBM1, given the values of , , and , the signaling continues with busy PU bands to be broadcasted, time slots remaining before reaching the time slot , and active users with new information to broadcast plus the dummy user that transmitted SBM1.
To develop (17), we first note that for every , we have (38) Next, we have (39) In writing the second line of (39), we note that 1) the identities and follow since we assume that the dummy user and the regular active users transmit BMs with the same probability ; 2) since when the dummy user sends an SBM in time slot , the only change in the state of network is that the remaining time slots left for signaling becomes ; and 3) since assuming that SBM1 was transmitted by a regular user, the presence of the dummy user becomes irrelevant to the behavior of the network. This is because upon receiving the SBM, the dummy user stops transmission as this SBM contains the information that is carried by the dummy user. The regular user who just sent the SBM will now become the dummy user. We can then substitute (39) in (38) to obtain (17 The dual of (39) is written as (46) Conditioned upon and , the transmission probability of the dummy user during time slot must be and the transmission probability of a regular user must be . Hence, we obtain (47) as follows: (47) 
