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Abstract 
Scarcity of resources in under resourced languages may leave these languages behind in race of development of data 
driven NLP systems. Crowdsourcing has come up as a technique to bridge this gap, as it offers approach for 
collecting such resources in collaborative manner. Though some of Indian languages are widely spoken throughout 
the world yet many of them are resource poor when it is measured in terms of availability of transcribed and 
annotated resources for building reliable data driven systems. This paper describes an experience of speech data 
collection for Hindi through mobile using this approach for building automatic speech recognition and other speech 
based retrieval systems. This approach covers a lot of variety in terms of microphones and surrounding environment 
etc. Besides cost saving and speedy data collection it offers the advantage of adaptation of the framework for 
collecting different types of resources for various applications in language independent manner like word sense 
disambiguation, Named Entity Recognition, Sentiment Analysis etc. Experiences, analysis and challenges faced in 
recordings of more than 100 speakers are reported. 
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1. Introduction 
Over the past few years Natural Language Processing (NLP) has witnessed a paradigm shift in approach from 
rules driven to data driven systems. Thus the NLP community seeks and demands the availability of huge 
transcribed resources and annotated data. It has also been observed that some languages depict richer morphology 
and syntax. This makes the task even more difficult and more demanding in terms of resources to cover variety. 
Crowdsourcing is used for speedy collection of data in efficient and natural manner using the collaborative effort 
for various purposes. Here, the task is distributed in a vast population and the solution or inference is derived based 
on the collected data or feedback. The need varies depending upon the applications for which they are looked for. As 
per1, these can be broadly classified as selection tasks and sequence marking tasks. The selection tasks expect 
identifying the desired answer out of the given alternatives e.g. sense disambiguation, sentiment analysis, entity 
disambiguation, relation typing and system evaluation etc. The sequence marking involves labeling of each item in 
the sequence e.g. Named Entity Recognition, POS marking, timex extraction, actor identification and dependency 
labeling etc. We use Crowdsourcing for another application which is intending towards data collection. In recent 
past, this methodology has been used for such tasks as speech transcription2, user evaluations3, and various other 
areas. This paper describes this as a case study for speech data collection. 
For building an Automatic Speech Recognition (ASR) system the basic need is transcribed and annotated speech 
samples. Speech data collection is a labor and cost intensive process. Efforts have been done to ease out the way of 
speech data collection; which is rich in terms of coverage, variety and quality. 
In Indian context the main obstacle in building such systems has been very critical due to the lack of appropriate 
annotated speech databases in these languages. Beyond that, it has been observed that performance of ASR systems 
built on speech data collected in lab environment degrades when these are put to use in real environment like voice 
based search, directory assistance, automated attendants and many other speech related areas. 
Though, in speech database collection through this way, we may not have any control on microphone type, 
distance of phone, ambient noise etc., yet this comes with the advantage of gathering the speech data in close to 
natural way of speaking to network based ASR system. As the speaker uses his mobile’s screen to read 
sentences/prompts generally the distance of the phone is more or less is kept similar. 
India currently has about 156 million Smartphone users among its population of 1.2 billion, which is expected to 
be more than double to 364 million4. It shows that every eighth person has a smart phone and it is available in the 
remotest corner of the country. People operate and behave quite naturally while using the mobile. With the booming 
of Business Process Outsourcing (BPO) industry, people are quite familiar with Interactive Voice Response System 
(IVRS) and manual answering based systems. This also supports the thought of utilizing the crowd-sourcing 
mechanism for speech data acquisition. 
The experiment described in the paper exploits the advantage of crowd sourcing mechanism through mobile for 
speech data collection for building network based ASR system for Hindi. Though the description is based on Hindi 
language as test case, however the system is independent of language and can be configured for other languages with 
easy to use GUI interface. 
This paper is organized as follows – section 2 shows the statistics of Indian languages having under-represented 
resources, Indian language Hindi and its dialectal variations have been touched upon in section 3, section 4 lists out 
some related developments and methods, section 5 describes the data acquisition setup, design of speech database 
and environmental conditions of recordings are detailed in section 6, section 7 describes the GUI and section 8 
describes characteristics, volume of speech corpus collected in the exercise and observations, the paper is concluded 
in section 9 describing the efficacy of the process adopted for speech database collection and future work. 
2. Indian Languages – Under-represented Resources 
Two Indian languages Hindi and Bangla have place in top 10 most widely spoken languages in the world by first 
language speakers, with 260 million and 193 million speakers5. Yet none of the Indian language finds a place in the 
top 10 global languages used on the Internet. The German Wikipedia has 1.79 million pages; while Hindi has only 
22,000 Wiki pages. Estonia, a small European country with a population of just 1.5 million, has more Wiki entries 
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having 55,000 pages6. This makes several Indian languages under represented over the web and the position 
becomes even more dismal when it comes counting the transcribed and annotated text and speech resources. 
3. Hindi and Its Major Dialects 
Hindi is spoken throughout Northern India as first language. As per the census of India 2001, there are 49 major 
dialects of Hindi, though the actual number of the dialectal variations are many more. The most spoken of them are 
Bhojpuri, Rajasthani, Chhattisgarhi, Magahi, Pahari, Bundeli, Bagheli, Awadhi, Marwari, Mewari etc.7. These 
dialectal variations are observed in different geographical regions. For developing a successful ASR system, the 
training data should cover sufficient speech samples covering these dialectal variations. Speech data collection 
through crowdsourcing would save cost and effort in collecting such data. 
4. Related Work and Methods 
Crowdsourcing way of data collection has been broadly classified in three categories by1: mechanized labor, 
where contributors get monetary benefits in return; games with a purpose (GWAP), where data collection is done as 
responses to the games and third one as philanthropic voluntary contributions.  Some of the major platforms used for 
a variety of natural language processing tasks are Amazon’s Mechanical Turk (AMT)8 and CrowdFlower9. 
Mechanized labor has been widely used for various data collection and annotation tasks such Named Entity 
tagging, PP attachment, sentiment analysis and word sense disambiguation1 etc.  GWAP based data collection was 
used majorly for Sentiment Quiz, Phrase Detectives and in human-robot interaction game such as MarsEscape1. This 
is advantageous as the probability of obtaining natural responses is higher.  The third category is organized through 
campaigns and through voluntary community contributions e.g. Senseval campaign for preparation of sense marked 
data by tagging the words with suitable senses from the WordNet in the given contexts, Wikipedia and Vikaspedia - 
an online information guide launched by the Government of India10, being contributed by people in various Indian 
languages. Though there have been initiatives, but Crowdsourcing way has not been exploited yet to its full potential 
for creation of resources for Indian languages. The paper presented here describes an exercise with Hindi language 
speech corpus collection as test case. 
5. Speech Data Acquisition Setup 
The system architecture (Fig. 1) is a basic Client-Server architecture being used for speech data collection. Smart 
phones usually come with good quality microphones and android based smart phones are getting popular very fast in 
India4. An Android based mobile App is developed as client application. This application connects with the server 
and a session is created for it. The user starts recording by reading the sentences presented to him on the screen. 
When he completes the recording for the prompted sentence, speech data is sent to our server via HTTP. The speech 
data is validated for its format check and is stored to Speech Database. The validator also signals Text Database to 
send new sentence/prompt to the user. The session for the user is also saved so that when he logs in to the system 
next time, he is presented with the fresh textual data. 
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Fig. 1. Client-Server architecture for speech data collection. 
6. Speech Database Design 
The database contains sentences, guided prompts and unguided prompts/queries. The sentences are designed 
having minimum phonemic distribution and falling within certain length. Phonetically rich sentences of length less 
than 16 words11 are collected using greedy algorithm and proof reading is done to ensure correctness of data. Some 
sentences were framed manually and are introduced to optimize the set. The Table 1 lists the items covered in the 
speech database. 
 
Speech Database contents 
Phonetically rich sentences collected from news papers, books, BTEC sentences and 
web 
Proper Names - Indian males & females, Cities/States/Countries 
Visiting Places,  Monuments, Parks, famous buildings, Airport names, Airline names, 
Railway Stations names, Train names etc. 
Unguided Queries with expected responses – 
- Isolated Digits  
- Connected Digits 
- Date & Time Vocabulary 
- Vocabulary 
- Currency and Money  
- Measurements 
- Yes/No utterances 
Guided Prompts containing – 
- Isolated Digits  
- Connected Digits 
- Date & Time Vocabulary 
- Currency and Money  
- Measurements 
- Yes/No utterances 
Silence to capture background noise 
Table. 1. Speech Database contents 
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The digits and numbers vocabulary covers telephone/mobile numbers, PIN codes, credit card numbers and 
natural numbers, date and time expressions contain - months, days, holidays, time, Proper names contain (person 
names and geographical entities like cities, states and countries). Guided prompts list out the entities in word format 
to get recordings in the planned way and unguided prompts give freedom to the speaker to speak in natural manner. 
Unguided prompts appear before the guided prompts to avoid biasing. For example, in normal scenario, the mobile 
numbers or monetary values may be spoken by a person in more than one way. In many real cases, it can be easily 
observed that people even do the code switching of the language also. In un-guided scenario, it has been tried out to 
have the queries, so that person answers them in his/her preferred/casual manner. While in guided scenario   the 
speaker is provided the way in which he/she is supposed to speak. One example of unguided and guided is given in 
the Table 2. 
For getting acquainted with the system, 3 dummy sentences and 2 prompts are used which are not considered part 
of the final speech database. 
Currently the speech database contains a total of 10,000 unique sentences. Words were selected to have a good 
coverage of phones while sentences were selected to also have a good coverage of tri-phones. The sentences have 5 
and 15 words and were individually checked to ensure that they are grammatically correct and words do not have 
spelling errors. The content does not have anything that potentially offensive or inappropriate.  
 
 
Table. 2. Guided and unguided utterance example. 
There are some sets each having 4 sentences covering almost all of the phonemes. Each speaker records one of 
these sets also. The following 4 environmental conditions have been chosen for speech data collection 
• At home, office. 
• At office. 
• Public place, such as park etc. (background talking)  
• Stationary pedestrian by road side (background traffic “emission noise”). 
7. Speech Recording Interface 
Client application is a mobile app facilitates user with an interface for recording voice as well as on screen 
display of sentences to utter. Before initiation of the recording session, the user has to register. As part of the 
registration, user provides Meta information like Name, Age, Gender, Mother Tongue, Native Place, Mobile 
Number and environment in which they are currently accessing the App (Fig. 2). 
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Fig. 2. Client Interface on Mobile – Meta data 
After Registration phase, the recording session starts. The sentences/prompts keep on appearing on the mobile 
screen, one after another, and user is also provided facility to skip the sentences/prompts he/she feels uncomfortable 
and can repeat recording if not satisfied. The speaker can record in single or multiple sessions as per his/her 
convenience (Fig. 3). The sentence/prompt wise speech data is transferred to the server, as soon as he/she goes for 
the next. 
 
 
Fig. 3. Client Interface on Mobile – Options 
43 Sunita Arora et al. /  Procedia Computer Science  81 ( 2016 )  37 – 44 
8. Observations 
In this exercise, 105 speakers had registered and provided their recordings in Office environment. Care has been 
taken that no speaker is repeated in any of the given environments. Each speaker recording was approximately of ten 
minutes duration and total data collected is of approximately 16 hrs. The whole exercise was done involving college 
level students. 
Manual validation was carried out on the recorded data to verify how well the speaker has completed the 
recordings against the intended content. Table 3 details the observations. 
 
 
Speech Data collection Count
# Speaker registrations 105
# Completed sessions 97
# Incomplete sessions 4
# Dropped sessions 4
# Male speakers 58
# Female speakers 39
Table 3: Speaker Statistics 
Recordings that have been collected were verified against the textual content and only 3% word errors were 
found and these were of miss-pronunciation, deletion, insertion and substitutions. After manual inspection, in 2 
cases it was observed that under the single registration, two different speakers completed the single session. To 
maintain the quality and sincerity, the speakers were informed a priori that they will be paid for the recordings. 
At some occasions the recording had to be repeated due to network failure while recording. 
9. Discussions and Future Work 
The paper presents here the use of crowd-sourcing through the most common device mobile for speech data 
collection in collaborative and cost effective manner. The speech data collection span got reduced. It may also help 
in maintaining naturalness in the speech, as people felt more comfortable speaking to the mobile. The system comes 
with easy to use interface and prompts the speaker with sentence/text to be read/spoken by him/her. The bar above 
the display window provides the instructions to guide the speaker. This helps in simultaneous recordings with 
minimum manual handholding. The speaker is able to complete his recording in split sessions.   
In speech database collection through this way, we do not have any control on microphone type; distance of 
phone, ambient noise etc., yet this comes with the advantage of gathering the speech data in close to natural way of 
speaking. The data collected in this way is representative of the actual test data which ASR would be subjected to in 
the web or mobile based application. As a future work this data would be used to improve the acoustic models of the 
existing ASR system. The framework used in this experiment is configurable and independent of the language and 
will also be used for other languages. Based on the feedback, a “Play” button has been added to facilitate contributor 
to listen to the voice recording done by him/her for the current sentence/prompt on display. 
Crowdsourcing is an emerging and a promising collaborative method, yet there are challenges to face such as 
preparing detailed guidelines and adhered to them, in terms of designing user interfaces, splitting the problems in 
understandable and easy to perform modules, maintaining checks on reducing and avoiding cheating by the 
contributors, maintaining quality checks and validating the collected resources and responses etc. 
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