ABSTRACT. TWO families of addition formula for g-Legendre-type polynomials are obtained by application of known product formulas of Askey-Wilson and g-Racah polynomials. It is shown that the formula involving the g-Racah polynomials also leads to a ^-analogue of the classical addition formula for the nonterminating Legendre functions. Unlike the quantum group-theoretic methods used by Koelink to obtain essentially the same formulas, our method is purely analytic based on qr-series techniques.
Introduction
The purpose of this paper is to show how to obtain, by purely analytical methods, families of addition formulas which, in appropriate limits, approach Laplace's [14] addition formula for Legendre polynomials P n (cos 0 cos ip 4-sin 6 sin tp cos -0) = P n {cose)P n {cx>s<p) + 2 V ) w^m ;P^(cos9)P^(cosy)cosm^ (1.1) ^-^ (n + raj! where P n (x) is the Legendre polynomial of degree n in #, |a;| < 1, and
P?{x) = {-l) m (\-J)*±^P n (x) (1.2)
is the associated Legendre polynomials; see [21] . Gegenbauer [9] found an extension of (1.1) for the ultraspherical (also called There have been many published proofs of (1.3) since its first appearance in 1875, some analytic and some algebraic. Algebraic proofs often rely on group-theoretic techniques since addition formulas of special functions usually have group-theoretic interpretations. For example, Vilenkin's proof [19] is based on the irreducible unitary representations of the group SU (2) . Generally, an addition formula is a statement of the homomorphism property tj,k(gig2) = XX'te 1 )*^2)
l where gi, g2 € G, and tj^{g) = (T(g)ej,ek} are the matrix elements of the representation T of the group G on a Hilbert space V with respect to a suitably chosen basis {e n }; see Vilenkin [19] , Vilenkin and Klimyk [20] , and Koelink [10] . For further references on (1.3), see Askey [1] . Among many applications of (1.3) is Gegenbauer's product formula [9] depending on whether 1■ -x 2 -y 2 -z 2 + 2xyz is positive or negative, respectively. This and an extension of it to the Jacobi polynomials due to Koornwinder as well as Gasper (see Askey [1] ) were the basis of Gasper's elaborate study [6, 7] of Banach algebras for Jacobi series. Product formulas of the type (1.6) lead to integral representations of orthogonal polynomials which, in turn, can be used to compute, for example, generating functions of these polynomials.
With the advent of quantum groups and quantum algebras in the second half of the 1980s, the quest for addition formulas for g-special functions, in general, and for the g-orthogonal polynomials, in particular, has naturally taken a different turn. For a brief review of the different approaches to the same question, see Koelink [10] and the references therein. Before the start of the quantum era, addition formulas for g-Krawtchouk and g-Hahn polynomials were found by Dunkl [4] and Stanton [17] , through an interpretation of them on Lie-type finite groups. Rahman and Verma [15] also found ^-versions of (1.3) and (1.6) by purely analytic methods. However, Koornwinder's addition formula [13] (see [8] ), provides convincing evidence that the group-theoretic method is the more natural method of discovering addition theorems because it would be almost impossible to suspect a formula of the form (1.8) by analytic considerations alone. However, once an addition formula is discovered by algebraic techniques, usually it is not too difficult to find an alternative analytic proof as, for example, Rahman's proof [16] of (1.8) would testify. The converse does not occur too often, but occasionally it can. Rahman and Verma's full addition formula [15] for the continuous g-ultraspherical polynomials so far has not been proved directly by the quantum group or quantum algebra method although the related g-Legendre-type cases have been proved by quite a number of authors; see Koelink [10] for references. The fact that (1.8) is a g-extension of (1.1) is not at all obvious. One has to be able to retrieve (1.1) from (1.8) by taking the limit q -* 1 after having made appropriate substitutions. This rather delicate limiting procedure was carried out by Van Assche and Koornwinder [18] . In [12] , however, Koelink mentions how to derive the Rahman-Verma formula from the g-Legendre case by using ^-derivatives and analytic continuation. Koelink [11] also found an addition formula for the big g-Legendre polynomials:
(see [8] ). Koelink's review article [10] contains a sort of master addition formula from which these addition formulas for g-Legendre-type polynomials emerge as special cases.
The main objective of this paper is to derive two such master formulas, one for the continuous and the other for the discrete case, by simple g-series methods, from which all the known addition formulas for g-Legendre-type polynomials can be obtained as special and/or limiting cases. A g-series or a basic hypergeometric series is a series of the type Yl u r where u r is a rational function of q r . Denoting the g-shifted factorials If any of the numerator parameters is of the form q~n where n is a nonnegative integer and there is no zero factor in the denominator, then the above series becomes a polynomial of degree n in z. In the nonpolynomial case, we need to assume that \z\ < 1 and that \q\ < 1 for the sake of convergence. We shall assume throughout this paper that \q\ < 1. We shall use some special but standard types of g-series, like a balanced and a very-well-poised series. The g-series in (1.14) is balanced if See [8] for notations, definitions, and properties of these special g-series.
In Section 3, we shall derive the following addition formula in the continuous case: ; sstf [8] ) and x = cos 9, 0 < 6 < TT. It is not difficult to see that (1.16) is actually a terminating version of Koelink's general addition formula in [10, Theorem 4.1].
The second addition formula that we shall prove in Section 5 is
where z = 0,1..., TV, and z/ is a complex parameter which is a nonnegative integer n only if the 4^3 series on the left-hand side is a polynomial of degree n in q N~z . Also
.Rmte* ;a,6,c,g iV ) = 4^3 1 ,a&tf m+1 ,g-*,c2*-iV ag,g ^jteg 9,9
(1.22)
is the g-Racah polynomial introduced in [2] ; see also [8] , and [18] . The proof of (1.16) depends on the evaluation of an integral over products of AskeyWilson polynomials which we shall carry out in Section 2. In Section 4, we shall compute sums over products of g-Racah polynomials that will be needed to prove (1.21). In Section 6, we shall deduce a special product formula from (5.1) that will establish it as an extension of a product formula for the little g-Jacobi polynomials obtained by Koornwinder [13] .
Evaluation of an integral
The orthogonality relation for the Askey for m = 0,1,2,..., and r = fc, fc + 1, k + 2,..., where fc = 0,1,2, There is no particular reason for attaching the parameter d to the r-shifted factorials inside the integral in (2.5). It could be any one of the four parameters a,b,c,d. The choice of this parameter will naturally affect the symmetry property of the right-hand side of (2.6). Since, by Sears transformation formula [8, Substitution in (2.9), followed by another round of simplifications, completes the proof of (2.6).
Proof of the addition formula (1.16)
We now can multiply (2.6) by an arbitrary sequence {/irj-^lo an d sum over r to get a general integration formula, but the most interesting of these is the one that produces the g-Legendre-type polynomials 
4)
This formula is valid even if n is not an integer as long as the parameters 61, 62? ci, C2 are such that both of the 4(^3 series on the left-hand side and the series on the righthand side terminate. We are reproducing this formula here instead of just referring the reader to [8] because of its crucial nature as far as this paper is concerned. Note the relationship between the product of q~n and Aq n , and the ratio of q times Bbs/Aq to the product of the three coefficients of q~r in the 10 W9 series. These two numbers are the same. When A;=0, this number for the 10Wg series in (3.3) is q. This is why this procedure produces an addition formula only for the g-Legendre-type polynomials. So, by (3.4), we now have
; q,q q,q (3.5)
For k = 0, we have a product formula: 
• (3-7)
To obtain Ak, we multiply ( It is assumed, of course, that a formula similar to (3.7) has been used in both cases to reach the final form of the coefficients as given in (1.18) and (1.19).
If we set c = 0 in (1.16)-(1.19), we obtain the following addition formula 
Evaluation of a series
In this section, we shall compute the sum
9" l/ ,9 I/+1 ,9 z~iV ,c-1 9"^ 9,9 N ,q/c 5 9,9
x Rm(q z ;cL,b,c,q
where v is a complex parameter, and Taking the limits a -> 0, c -> oo, and JV -> oo and simplifying the coefficients, we obtain the addition formula (1.26) for the little g-Jacobi functions defined in (1.27). Note that the parameters x and z in (1.26) need not be integers, although we need to assume that g x+1 and q z+1 are both numerically less than 1 for the sake of convergence. The question is whether the requirement of integral y also can be removed by analytic continuation. It seems possible since which is free from any divergence problems. It has to be understood, of course, that the second series on the right-hand side will terminate at k = y whenever y is a positive integer. At the time of writing this paper, Erik Koelink has informed us that he has found a more general formula than (5.5) by formal quantum group-theoretic considerations. At the moment, we are not sure how to prove (5.5) directly when y is not a nonnegative integer. Thus, it may be a while longer before the question of an addition formula for the g-Legendre functions finally is settled.
A special product formula
Although the product formula (5.1) is pretty general in having a number of free parameters, it becomes particularly interesting in the special case when i/ = n, a nonnegative integer, and the three 4^3 series on the two sides are the same g-Legendre polynomials in three different variables. This is achieved by setting m = y, a = q Nx -y > b -q x~y , and c = g -^"1 . The parameter x has to be a nonnegative integer less than or equal to N since we have stipulated that q~m/a = q x~N is of the form g~n, n = 0,1,... . In order to avoid singularities, we assume, therefore, that 0 < y < x and x + y < N. n N+l-x-y n N+l-y-z n N+l-z-x -x ; 9,Q (6.6)
If we take the limit iV -► oo, then the right-hand side of (6.5) corresponds to Koornwinder's kernel [13, (9.10) ] for the little g-Jacobi polynomials.
