Proposed by Donoho (1997) , Dyadic CART is a nonparametric regression method which computes a globally optimal dyadic decision tree and fits piecewise constant functions in two dimensions. In this article we define and study Dyadic CART and a closely related estimator, namely Optimal Regression Tree (ORT), in the context of estimating piecewise smooth functions in general dimensions. More precisely, these optimal decision tree estimators fit piecewise polynomials of any given degree. Like Dyadic CART in two dimensions, we reason that these estimators can also be computed in polynomial time in the sample size via dynamic programming. We prove oracle inequalities for the finite sample risk of Dyadic CART and ORT which imply tight risk bounds for several function classes of interest. Firstly, they imply that the finite sample risk of ORT of order r ≥ 0 is always bounded by Ck log N N (N is the sample size) whenever the regression function is piecewise polynomial of degree r on some reasonably regular axis aligned rectangular partition of the domain with at most k rectangles. Beyond the univariate case, such guarantees are scarcely available in the literature for computationally efficient estimators. Secondly, our oracle inequalities uncover minimax rate optimality and adaptivity of the Dyadic CART estimator for function spaces with bounded variation. We consider two function spaces of recent interest where multivariate total variation denoising and univariate trend filtering are the state of the art methods. We show that Dyadic CART enjoys certain advantages over these estimators while still maintaining all their known guarantees. 1 imsart-aos ver.
Proposed by Donoho (1997) , Dyadic CART is a nonparametric regression method which computes a globally optimal dyadic decision tree and fits piecewise constant functions in two dimensions. In this article we define and study Dyadic CART and a closely related estimator, namely Optimal Regression Tree (ORT), in the context of estimating piecewise smooth functions in general dimensions. More precisely, these optimal decision tree estimators fit piecewise polynomials of any given degree. Like Dyadic CART in two dimensions, we reason that these estimators can also be computed in polynomial time in the sample size via dynamic programming. We prove oracle inequalities for the finite sample risk of Dyadic CART and ORT which imply tight risk bounds for several function classes of interest. Firstly, they imply that the finite sample risk of ORT of order r ≥ 0 is always bounded by Ck log N N (N is the sample size) whenever the regression function is piecewise polynomial of degree r on some reasonably regular axis aligned rectangular partition of the domain with at most k rectangles. Beyond the univariate case, such guarantees are scarcely available in the literature for computationally efficient estimators. Secondly, our oracle inequalities uncover minimax rate optimality and adaptivity of the Dyadic CART estimator for function spaces with bounded variation. We consider two function spaces of recent interest where multivariate total variation denoising and univariate trend filtering are the state of the art methods. We show that Dyadic CART enjoys certain advantages over these estimators while still maintaining all their known guarantees.
1. Introduction. Decision Trees are a widely used technique for nonparametric regression and classification. Decision Trees result in interpretable models and form a building block for more complicated methods such as bagging, boosting and random forests. See Loh (2014) and references therein for a detailed review. The most prominent example of decision trees is classification and regression trees (CART), proposed by Breiman et al. (1984) . CART operates in two stages. In the first stage, it recursively partitions the space of predictor variables in a greedy top down fashion. Starting from the root node, a locally optimal split is determined by an appropriate optimization criterion and then the process is iterated for each of the resulting child nodes. The final partition or decision tree is reached when a stopping criterion is met for each resulting node. In the second stage, the final tree is pruned by what is called cost complexity pruning where the cost of a pruned tree thus obtained is proportional to the number of the leaves of the tree; see Section 9.2 in Friedman et al. (2001) for details.
A possible shortcoming of CART is that it produces locally optimal decision trees. It is natural to attempt to resolve this by computing a globally optimal decision tree. However, computing a globally optimal decision tree is computationally a hard problem. It is known (see Laurent and Rivest (1976) ) that computing an optimal (in a particular sense) binary tree is NP hard. A recent paper of Bertsimas and Dunn (2017) sets up an optimization problem (see in (Bertsimas and Dunn, 2017, Equation 1 )) in the context of classification, which aims to minimize (among all decision trees) misclassification error of a tree plus a penalty proportional to its number of leaves. The paper formulates this problem as an instance of mixed integer optimization (MIO) and claims that modern MIO developments allow for solving reasonably sized problems. It then demonstrates extensive experiments for simulated and real data sets where the optimal tree outperforms the usual CART. These experiments seem to provide strong empirical evidence that optimal decision trees, if computed, can perform significantly better than CART. Another shortcoming of CART is that it is typically very hard to theoretically analyze the full algorithm because of the sequence of data dependent splits. Some results (related to the current paper) exist for the subtree obtained in the pruning stage, conditional on the maximal tree grown in the first stage; see Gey and Nedelec (2005) and references therein. On the other hand, theoretical analysis for optimal decision trees can be obtained since it can be seen as penalized empirical risk minimization.
One class of decision trees for which an optimal tree can be computed efficiently, in low to moderate dimensions, is the class of dyadic decision trees. These trees are constructed from recursive dyadic partitioning. In the case of regression on a two-dimensional grid design, the paper Donoho (1997) proposed a penalized least squares estimator called the Dyadic CART estimator. The author showed that it is possible to compute this estimator by a fast bottom up dynamic program which has linear time computational complexity O(n × n) for a n × n grid. Moreover, the author showed that Dyadic CART satisfies an oracle risk bound which in turn was used to show that it is adaptively minimax rate optimal over classes of anisotropically smooth bivariate functions. The ideas in this paper were later extended to classification in papers such as Scott and Nowak (2006) and Blanchard et al. (2007) who studied penalized empirical risk minimization over dyadic decision trees of a fixed maximal depth. They also proved oracle risk bounds and showed minimax rate optimality for appropriate classes of classifiers. This current paper focusses on the regression setting and follows this line of work of studying optimal decision trees, proving an oracle risk bound and then investigating implications for certain function classes of interest. The optimal decision trees we study in this paper are computable in time polynomial in the sample size.
In particular, in this paper, we study two decision tree methods for estimating regression functions in general dimensions in the context of estimating some nonsmooth function classes of recent interest. We focus on the fixed lattice design case like in Donoho (1997) . The first method is an optimal dyadic regression tree and is exactly the same as Dyadic CART in Donoho (1997) when the dimension is 2. The second method is an Optimal Regression Tree (ORT), very much in the sense of Bertsimas and Dunn (2017) , applied to fixed lattice design regression. Here the estimator is computed by optimizing a penalized least squares criterion over the set of all -not just dyadic -decision trees. We make the crucial observation that this estimator can be computed by a dynamic programming approach when the design points fall on a lattice. Thus, for instance, one does not need to resort to mixed integer programming and this dynamic program has computational complexity polynomial in the sample size. This observation may be known to the experts but we are unaware of an exact reference. Like in Donoho (1997) we show it is possible to prove an oracle risk bound (see Theorem 2.1) for both of our optimal decision tree estimators.
The main contribution of this paper is to apply this oracle risk bound to three function classes of recent interest and show that these optimal decision trees have excellent adaptive and worst case performance. We now describe the function classes we consider in this paper and briefly outline our results and contributions.
• Piecewise Polynomial Functions: We address the problem of estimating multivariate functions that are (or close to) piecewise polynomial of some fixed degree on some unknown partition of the domain into axis aligned rectangles. This includes function classes such as piecewise constant/linear/quadratic etc. on axis aligned rectangles. An oracle, who knows the true rectangular partition, i.e the number of axis aligned rectangles and their arrangement, can just perform least squares separately for data falling within each rectangle. This oracle estimator provides a benchmark for adaptively optimal performance. The main question of interest to us is how to construct an estimator which is efficiently computable and attains risk close to the risk of this oracle estimator. To the best of our knowledge, this question has not been answered in multivariate settings. In this paper, we propose that our optimal regression tree (ORT) estimator solves this question to a considerable extent. Section 3 describes all of our results under this topic. It is worthwhile to mention here that we also focus on cases where the true rectangular partition does not correspond to any decision tree (see Figure 3 ) which necessarily has a hierarchical structure. We call such partitions nonhierarchical. Even for such nonhierarchical partitions, we make the case that ORT continues to perform well (see our results in Section 3.3.1). We are not aware of non-hierarchical partitions being studied before in the literature. Here our proof technique uses results from computational geometry which relate the size of any given (possibly nonhierarchical) rectangular partition to that of the minimal hierarchical partition refining it.
• Multivariate Bounded Variation Functions: Consider the function class whose total variation (defined later in Section 4) is bounded by some number. This is a classical function class for nonparametric regression since it contains functions which demonstrate spatially heterogenous smoothness; see Section 6.2 in Tibshirani (2015) and references therein. Perhaps, the most natural estimator for this class of functions is what is called the Total Variation Denoising (TVD) estimator. The two dimensional version of this estimator is also very popularly used for image denoising; see Rudin et al. (1992) . It is known that a well tuned TVD estimator is minimax rate optimal for this class in all dimensions; see Hütter and Rigollet (2016) and Sadhanala et al. (2016) . Also, in the univariate case, it is known that the TVD estimator adapts to piecewise constant functions and attains a near oracle risk with parametric rate of convergence; see and references therein. However, even in two dimensions, the TVD estimator provably cannot attain the near parametric rate of convergence for piecewise constant truths. This is a result (Theorem 2.3) in a previous article by the same authors Chatterjee and Goswami (2019) . It would be desirable for an estimator to attain the minimax rate among bounded variation functions as well as retain the near parametric rate of convergence for piecewise constant truths in multivariate settings. Our contribution here is to establish that Dyadic CART enjoys these two desired properties in all dimensions. We also show that the Dyadic CART adapts to the intrinsic dimensionality of the function in a particular sense. Therorem 4.2 is our main result under this topic. Our proof technique for Theorem 4.2 involves a recursive partitioning strategy to approximate any given bounded variation function by a piecewise constant function (see Proposition 8.2). We prove an inequality which can be thought of as the discrete version of the classical Gagliardo-Sobolev-Nirenberg inequality (see Proposition 8.4) which plays a key role in the proof.
As far as we are aware, Dyadic CART has not been investigated before in the context of estimating bounded variation functions. Coupled with the fact that Dyadic CART can be computed in time linear in the sample size, our results put forth the Dyadic CART estimator as a fast and viable option for estimating bounded variation functions.
• Univariate Bounded Variation Functions of higher order: Higher order versions of the space of bounded variation functions has also been considered in nonparametric regression, albeit mostly in the univariate case. One can consider the univariate function class of all r times (weakly) differentiable functions, whose r th derivative is of bounded variation. A seminal result of Donoho and Johnstone (1998) shows that a wavelet threshholding estimator attains the minimax rate in this problem. Locally adaptive regression splines, proposed by Mammen and van de Geer (1997) , is also known to achieve the minimax rate in this problem. Recently, Trend Filtering, proposed by Kim et al. (2009) , has proved to be a popular nonparametric regression method. Trend Filtering is very closely related to locally adaptive regression splines and is also minimax rate optimal over the space of higher order bounded variation functions; see Tibshirani et al. (2014) and references therein. Moreover, it is known that Trend Filtering adapts to functions which are piecewise polynomials with regularity at the knots. If the number of pieces is not too large and the length of the pieces is not too small, a well tuned Trend Filtering estimator can attain near parametric risk as shown in .
Our main contribution here is to show that the univariate Dyadic CART estimator is also minimax rate optimal in this problem and enjoys near parametric rate of convergence for piecewise polynomials; see Theorem 5.1 and Theorem 5.2. Moreover, we show that Dyadic CART requires less regularity assumptions on the true function than what Trend Filtering requires for the near parametric rate of convergence to hold. Theorem 5.2 follows directly from a combination of our oracle risk bound and a result about refining an arbitrary (possibly non dyadic) univariate partition to a dyadic one (see Lemma 3.2). Our proof technique for Theorem 5.1 again involves a recursive partitioning strategy to approximate any given higher order bounded variation function by a piecewise polynomial function (see Proposition 8.6). We prove an inequality (see Lemma 8.7) quantifying the error of approximating a higher order bounded variation function by a single polynomial which plays a key role in the proof. Again, as far as we are aware, Dyadic CART has not been investigated before in the context of estimating univariate higher order bounded variation functions. Coupled with the fact that Dyadic CART is computable in time linear in the sample size, our results again provide a fast and viable alternative for estimating univariate higher order bounded variation functions.
The oracle risk bound in Theorem 2.1 which holds for the optimal decision trees studied in this paper may imply near optimal results for other function classes as well. In Section 7, we mention some consequences of our oracle risk bounds for shape constrained function classes. We then describe a version of our estimators which can be implemented for arbitrary data with random design.
1.1. Problem Setting and Definitions. Let us denote the d dimensional lattice with N points by L d,n := {1, . . . , n} d where N = n d . Throughout this paper we will consider the standard fixed design setting where we treat the N design points as fixed and located on the d dimensional grid/lattice L d,n . One may think of the design points embedded in [0, 1] d and of the form 1 n (i 1 , . . . , i d ) where (i 1 , . . . , i d ) ∈ L d,n . This lattice design is quite commonly used for theoretical studies in multidimensional nonparametric function estimation (see, e.g. Nemirovski (2000) ). The lattice design is also the natural setting for certain applications such as image denoising, matrix/tensor estimation. All our results will be for the lattice design setting. In Section 7, we make some observations and comments about possible extensions to the random design case.
Letting θ * denote the evaluation on the grid of the underlying regression function f , our observation model becomes y = θ * + σZ where y, θ * , Z are real valued functions on L d,n and hence are d dimensional arrays. Furthermore, Z is a noise array consisting of independent standard Gaussian entries and σ > 0 is an unknown standard deviation of the noise entries. For an estimator θ, we will evaluate its performance by the usual fixed design expected mean squared error
Here . refers to the usual Euclidean norm of an array where we treat an array as a vector in R N .
Let us define the interval of positive integers [a, b] = {i ∈ Z + : a ≤ i ≤ b} where Z + denotes the set of positive integers. For a positive integer n we also denote the set [1, n] by just [n] . A subset R ⊂ L d,n is called an axis aligned rectangle if R is a product of intervals, i.e.
Henceforth, we will just use the word rectangle to denote an axis aligned rectangle. Let us define a rectangular partition of L d,n to be a set of rectangles R such that (a) the rectangles in R are pairwise disjoint and (b) ∪ R∈R R = L d,n .
Recall that a multivariate polynomial of degree at most r ≥ 0 is a finite linear combination of the monomials Π
It is thus clear that they form a linear space of dimension K r,d := r+d−1 d−1 . Let us now define the set of discrete multivariate polynomial arrays as
for some polynomial f of degree at most r © . For a given rectangle R ⊂ L d,n and any θ ∈ R L d,n let us denote the array obtained by restricting θ to R by θ R . We say that θ is a degree r polynomial on the rectangle R if
For a given array θ ∈ R L d,n , let k (r) (θ) denote the smallest positive integer k such that a set of k rectangles R 1 , . . . , R k form a rectangular partition of L d,n and the restricted array θ R i is a degree r polynomial for all 1 ≤ i ≤ k. In other words, k (r) (θ) is the cardinality of the minimal rectangular partition of L d,n such that θ is piecewise polynomial of degree r on the partition.
1.2. Description of Estimators. The estimators we consider in this manuscript compute a data dependent decision tree (which is globally optimal in a certain sense) and then fit polynomials within each cell/rectangle of the decision tree. As mentioned before, computing decision trees greedily and then fitting a constant value within each cell of the decision tree has a long history and is what the usual CART does. Fitting polynomials on such greedily grown decision trees is a natural extension of CART and has also been proposed in the literature; see Chaudhuri et al. (1994) . The main difference between these estimators and our estimators is that our decision trees are computed as a global optimizer over the set of imsart-aos ver. 2014/02/20 file: 2adic_CART.tex date: December 17, 2019 all decision trees. In particular, they are not grown greedily and there is no stopping rule that is required. The ideas here are mainly inspired by Donoho (1997) . We now define our estimators precisely.
Recall the definition of k (r) (θ). A natural estimator which fits piecewise polynomial functions of degree r ≥ 0 on axis aligned rectangles is the following fully penalized LSE of order r:
Let us denote the set of all rectangular partitions of L d,n as P all,d,n . For each rectangular partition Π ∈ P all,d,n and each nonnegative integer r, let the (linear) subspace S (r) (Π) comprise all arrays which are degree r polynomial on each of the rectangles constituting Π. For a generic subspace S ⊂ R N let us denote its dimension by Dim(S) and the associated orthogonal projection matrix by O S . Clearly the dimension of the subspace S (r) (Π) is K r,d |Π| where |Π| is the cardinality of the partition. Now note that we can also write θ
λ,all really involves optimizing over all rectangular partitions Π ∈ P all,d,n . Therefore, one may anticipate that the major roadblock in using this estimator would be computation. For any fixed d, the cardinality of P all,d,n is atleast stretched-exponential in N. Thus, a brute force method is infeasible. However, for d = 1, a rectangular partition is a set of contiguous blocks of intervals which has enough structure so that a dynamic programming approach is amenable. The set of all multivariate rectangular partitions is a more complicated object and the corresponding computation is likely to be provably hard. This is where the idea of Donoho (1997) comes in who considers the Dyadic CART estimator (for r = 0 and d = 2) for fitting piecewise constant functions. As we will now explain, it turns out that if we relax the optimization in (1.1) to optimize over special subclasses of rectangular partitions of L d,n , a dynamic programming approach again becomes tractable. The Dyadic CART estimator is one such relaxed version of the optimization problem in (1.1). We now precisely define these subclasses of rectangular partitions. 
A dyadic split of the rectangle R involves the choice of a coordinate 1 ≤ j ≤ d to be split and then the j-th interval in the product defining the rectangle R undergoes a dyadic split. Thus, a dyadic split of R produces two sub rectangles R 1 and R 2 where R 2 = R ∩ R c 1 and R 1 is of the following form for some j ∈ [d],
Starting from the trivial partition which is just L d,n itself, we can create a refined partition by dyadically splitting L d,n . This will result in a partition of L d,n into two rectangles. We can now keep on dividing recursively, generating new partitions. In general, if at some stage we have the partition Π = (R 1 , . . . , R k ), we can choose any of the rectangles R i and dyadically split it to get a refinement of Π with k +1 nonempty rectangles. A recursive dyadic partition (RDP) is any partition reachable by such successive dyadic splitting. Let us denote the set of all recursive dyadic partitions of L d,n as P rdp,d,n . Indeed, a natural way of encoding any RDP of L d,n is by a binary tree where each nonleaf node is labeled by an integer in [d] . This labeling corresponds to the choice of the coordinate that was used for the split.
We can now consider a relaxed version of θ
all,λ which only optimizes over P rdp,d,n instead of optimizing over P all,d,n . Let us define θ
The estimator θ (r) rdp,λ is precisely the Dyadic CART estimator which was proposed in Donoho (1997) in the case when d = 2 and r = 0. The author studied this estimator for estimating anisotropic smooth functions of two variables which exhibit different degrees of smoothness in the two variables. However, to the best of our knowledge, the risk properties of the Dyadic CART estimator (for r = 0) has not been examined in the context of estimating nonsmooth function classes such as piecewise constant and bounded variation functions. For r ≥ 1, the above estimator appears to not have been proposed and studied in the literature before. We call the estimator θ (r) rdp,λ as Dyadic CART of order r.
1.2.2.
Description of ORT of order r ≥ 0. For our purposes, we would need to consider a larger class of partitions than P rdp,d,n . To generate a RDP, for each rectangle we choose a dimension to split and then split at the midpoint. Instead of splitting at the midpoint, it is natural to allow the split to be at an arbitrary position. To that end, we define a hierarchical split of the interval to be a split of the interval [a, b] is of the following form for some 1 ≤ j ≤ d and a j ≤ ≤ b j ,
Starting from the trivial partition L d,n itself, we can now generate partitions by splitting L d,n hierarchically. Again, in general if at some stage we obtain the partition Π = (R 1 , . . . , R k ), we can choose any of the rectangles R i and split it hierarchically to obtain k + 1 nonempty rectangles now. A hierarchical partition is any partition reachable by such hierarchical splits. We denote the set of all hierarchical partitions of L d,n as P hier,d,n . Note that a hierarchical partition is in one to one correspondence with decision trees and thus, P hier,d,n can be thought of as the set of all decision trees.
Clearly, P rdp,d,n ⊂ P hier,d,n ⊂ P all,d,n .
In fact, the inclusions are strict as shown in Figure 1 . In particular, there exist partitions which are not hierarchical.
We can now consider another relaxed version of θ
all,λ which optimizes only over P hier,d,n . Let us define θ
Although this is a natural extension of Dyadic CART, we are unable to pinpoint an exact reference where this estimator has been explicitly proposed or studied in the statistics literature. The above optimization problem is an analog of the optimal decision tree problem laid out in Bertsimas and Dunn (2017) . The difference is that Bertsimas and Dunn (2017) is considering classification whereas we are considering fixed lattice design regression. Note that the above optimization problem is different from the usual pruning of a tree that is done at the second stage of CART. Pruning can only result in subtrees of the full tree obtained in the first stage whereas the above optimization is over all rectangular partitions Π ∈ P hier,d,n . We name the estimator θ hier,λ is that they can be computed efficiently and exactly using dynamic programming approaches. A dynamic program algorithm to compute " Π rdp,λ for d = 2 and r = 0 was shown in Donoho (1997) . This algorithm is extremely fast and can be computed in O(N ) (linear in sample size) time. The basic idea there can actually be extended to compute both Dyadic CART and ORT for any fixed r, d with computational complexity given in the next lemma. The proof is given in Section 8 (in the supplementary file,).
Lemma 1.1. There exists an absolute constant C > 0 such that the computational complexity, i.e. the number of elementary operations involved in the computation of ORT is bounded by:
Similarly, the computational complexity of Dyadic CART is bounded by:
Remark 1.1. Since the proxy for the sample size N ≥ 2 d as soon as n ≥ 2, it does not make sense to think of d as large when reading the above computational complexity. The lattice design setting is really meaningful when d is low to moderate and fixed and the number of samples per dimension n is growing to ∞. Thus, one should look at the dependence of the computational complexity on N and treat the factors depending on d as constant.
The rest of the paper is organized as follows. In Section 2 we state our oracle risk bound for Dyadic CART and ORT of all orders. Section 3 describes applications of the oracle risk bound for ORT to multivariate piecewise polynomials. In Sections 4 and 5 we state applications of the oracle risk bound for Dyadic CART to multivariate bounded variation functions in general dimensions and univariate bounded variation function classes of all orders respectively. Section 6 describes our simulation results. In Section 7 we summarize our results, reiterate the main contributions of this paper and discuss some matters related to our work here. In the supplementary file, i.e. the Appendix, Section 8 contains all the proofs. In Section 9 in the same file we state and prove some auxiliary results that we use for proving our main results in the paper.
2. Oracle risk bounds for Dyadic Cart and ORT. In this section we describe an oracle risk bound. We have to set up some notations and terminology first. Let S be any finite collection of subspaces of R N . Recall that for a generic subspace S ∈ S, we denote its dimension by Dim(S). For any given θ ∈ R N let us define
where we adopt the convention that the infimum of an empty set is ∞.
For any θ ∈ R N , the number k S (θ) can be thought of as describing the complexity of θ with respect to the collection of subspaces S. Recall the definition of the nested classes of rectangular partitions P rdp,d,n ⊂ P hier,d,n ⊂ P all,d,n . Also recall that the subspace S (r) (Π) denotes all arrays which are degree r polynomial on each of the rectangles constituting Π. For any integer r ≥ 0, these classes of partitions induce their respective collection of subspaces of R N defined as follows:
where a ∈ {rdp, hier, all}. For any θ ∈ R L d,n and any integer r ≥ 0 let us denote its complexity with respect to the collection of subspaces S
where again a ∈ {rdp, hier, all}. Here k (r) all (θ * ) is the same as k (r) (θ * ) defined earlier.
It is now clear that for any θ ∈ R N we have
We are now ready to an oracle risk bound for all the three estimators θ hier,λ . The theorem is proved in Section 8.
Theorem 2.1. Fix any integer r ≥ 0. There exists an absolute constant C > 0 such that for any δ > 0 if we set λ ≥ CK r,d σ 2 log N δ , then we have the following risk bounds for a ∈ {rdp, hier, all},
Let us now discuss about some aspects of the above theorem.
• Theorem 2.1 gives an oracle risk bound for all the three estimators, the fully penalized LSE θ
all,λ , the Dyadic CART estimator θ
rdp,λ and the ORT estimator θ
hier,λ of all orders r ≥ 0 in all dimensions d. An upper bound to the risk of these estimators are given by an oracle risk bound trading off squared error distance and complexity. Such a result already appeared in Donoho (1997)(Theorem 7.2) for the Dyadic CART estimator for the special case when r = 0, d = 2 with an additional multiplicative log N factor in front of the squared distance term. The main points we want to make by proving the above theorem are that firstly, it continues to hold for Dyadic CART and ORT of all orders and in all dimensions. Secondly, this oracle inequality potentially implies tight bounds for several function classes of recent interest. Later in this section 2, we describe several hitherto unexplored applications of this result.
• Oracle risk bounds for Dyadic Cart type estimators have also been shown for classification problems; e.g. see Blanchard et al. (2007) and Scott and Nowak (2006) . • Due to the inequality in (2.2), the risk bounds are ordered pointwise in θ * . The risk bound is the best for the fully penalized LSE followed by ORT and then followed by Dyadic CART. This is expected as we are optimizing over nested spaces. However, the Dyadic CART is the cheapest to compute followed by ORT in terms of the number of basic operations needed for computation. The computation of the fully penalized LSE, of course, is out of the question. Thus, our risk bounds hint at a natural statistical risk computational complexity tradeoff. • Gaussian nature of the noise Z is not essential in the above theorem. The conclusion of the theorem holds as long as the entries of Z are independent and are sub gaussian random variables. For the sake of clean exposition, we prove the theorem and its applications in the next section, for the Gaussian case only. • The proof (done in Section 8) of the above theorem uses relatively standard techniques from high dimensional statistics and is similar to the usual proof of the 0 penalized BIC estimator achieving fast rates in high dimensional linear regression (see, e.g, Theorem 3.14 in Rigollet and Hütter (2015) ). As is probably well known, sharp oracle inequality with 1+δ 1−δ replaced by 1 seems unreachable with the current proof technique. Just to reiterate, the point of proving this theorem is to recognize that such a result would imply near optimal results for function classes that are of interest in this current manuscript.
Results for Multivariate Piecewise Polynomial Functions.
3.1. The main question. In this section, we will apply Theorem 2.1 in the context of estimating functions which are piecewise polynomial on some unknown rectangular partition of L d,n . For a given underlying truth θ * , the oracle estimator θ (r) (oracle) , which knows the minimal rectangular partition (R 1 , . . . , R k ) of θ * exactly, has a simple form. In words, within each rectangle R i , it estimates θ * R i by the best fitting r-th degree polynomial in the least squares sense. It is not hard to check that
Thus, for any fixed d and r, the MSE of the oracle estimator scales like the number of pieces k (r) (θ * ) divided by the sample size N which is precisely the parametric rate of convergence. We now ask the following question for every fixed dimension d and degree r. To the best of our knowledge, the above question relating to the adaptive estimation of piecewise polynomial functions in multivariate settings, even for (r = 0) piecewise constant functions in the d = 2 case, has not been rigorously answered in the statistics literature. The fully penalized least squares estimator θ (r) all,λ is naturally suited for our purpose but is computationally infeasible. The goal of this section is to show that • In the two dimensional setting, i.e. d = 2, the ORT estimator attains the near oracle risk, up to a log factor, for any truth θ * . This is true even if the true underlying rectangular partition is not hierarchical. • When d > 2, as long as the true underlying rectangular partition satisfies natural regularity conditions such as being hierarchical or fat (defined later in this section), the ORT estimator continues to attain the near oracle risk.
We prove the above results by combining Theorem 2.1 with existing results in computational geometry. To the best of our knowledge, our results in this section are the first of their type.
3.2. Review. In this section, we review existing results pertaining to our question of attaining near oracle risk in the univariate setting. Note that in the univariate setting d = 1, the estimator θ (r) all,λ coincides with the ORT estimator of order r as all univariate rectangular partitions are hierarchical. Let us first discuss the r = 0 case where we are fitting piecewise constant functions.
In the remainder of the paper the constant involved in O(·) may depend on r and d unless specifically mentioned otherwise. Also to lighten the notation, we use ‹ O(·) for O(·) log N .
The univariate ORT estimator was rigorously studied in Boysen et al. (2009) where it is called the Potts minimizer. This is because the objective function defining the estimator arises in the Potts model in statistical physics; see Wu (1982) . Furthermore, this estimator can be computed in O(n 2 ) time by dynamic programming as shown in Winkler and Liebscher (2002) . This estimator can be thought of as a 0 penalized least squares estimator as it penalizes k (0) (θ) which is same as the 0 norm of the difference vector Dθ = (θ 2 −θ 1 , . . . , θ n − θ n−1 ). It is known that this estimator, properly tuned, indeed nearly attains the risk of the oracle estimator (for instance, this will be implied by Theorem 2.1).
The other approach is to consider the corresponding 1 penalized estimator,
The above estimator is known as univariate Total Variation Denoising (TVD) estimator and sometimes also as Fused Lasso in the literature. Recent results in , Dalalyan et al. (2017) and Ortelli and van de Geer (2018) have shown that, when properly tuned, the above estimator is also capable of attaining the oracle MSE scaling like
) under some minimum length assumptions on θ * (see Section 5.0.2 for details).
To generalize the second approach to multivariate setting, it is perhaps natural to consider the multivariate Total Variation Denoising (TVD) estimator (see Hütter and Rigollet (2016) , Sadhanala et al. (2016) ). However, in a previous manuscript of the authors, it has been shown that there exists a θ * ∈ L 2,n with k (0) (θ * ) = 2 such that the risk of the ideally tuned constrained TVD estimator is lower bounded by CN −3/4 , see Theorem 2.3 in Chatterjee and Goswami (2019). Thus, even for d = 2, the TVD estimator cannot attain the ‹ O( k(θ) N ) rate of convergence in general. This fact makes us forego the 1 penalized approach and return to 0 penalized least squares.
Coming to the general r ≥ 1 case, the literature on fitting piecewise polynomial functions is diverse. Methods based on local polynomials and spline functions abound in the literature. However, in general dimensions, we are not aware of any rigorous results of the precise nature we desire. In the univariate case, there is a family of estimators which fits piecewise polynomials and attain our goal of nearly achieving the oracle risk as stated before. This family of estimators is known as trend filtering-first proposed in Kim et al. (2009) and its statistical properties analyzed in Tibshirani et al. (2014) . Trend filtering is a higher order generalization of the univariate TVD estimator which penalizes the 1 norm of higher order derivatives. A continuous version of these estimators, where discrete derivatives are replaced by continuous derivatives, was proposed much earlier in the statistics literature by Mammen and van de Geer (1997) under the name locally adaptive regression splines. The desired risk adaptation property (of any order r) was established in , where it was shown that trend filtering (of order r) has MSE scaling like ‹ O( k (r) (θ) N ) whenever the underlying truth θ * is a discrete spline and it satisfies some minimum length assumptions. See Section 5.0.2 for a more detailed discussion. However, to the best of our knowledge, such bounds are not available in dimension 2 and above. To summarize this section we can say that beyond the univariate case, our question does not appear to have been answered. Our goal here is to start filling this gap in the literature.
Remark 3.1. Although the fixed lattice design setting is commonly studied, recall that in this setting the sample size N ≥ 2 d whenever n ≥ 2. In other words, N is necessarily growing exponentially with d. Thus, the results in this paper are really meaningful in the asymptotic regime where d is some fixed ambient dimension and n → ∞. Practically speaking, our algorithms and the statistical risk bounds we will present in this manuscript are meaningful for low to moderate dimensions d. Even when d = 2, the question we posed about attaining the oracle risk in a computationally feasible way seems a nontrivial problem.
3.3. Our Results. The results in this section would be risk bounds for the ORT estimator. Recall that K r,d is the dimension of the subspace of d dimensional polynomials with degree at most r ≥ 0. As an immediate corollary of Theorem 2.1, we can say the following:
Corollary 3.1. There exists an absolute constant C > 0 such that by setting λ ≥ CK r,d σ 2 log N we have the following risk bounds for a ∈ {rdp, hier, all},
Let us discuss some implications of the above corollary. A natural question that arises at this point is how much worse is the upper bound for ORT than the upper bound for the fully penalized LS estimator given in Theorem 2.1. Equivalently, we know that k
hier (θ * ) in general, but how large can the gap be? There definitely exist partitions which are not hierarchical, i.e. that is P hier,d,n is a strict subset of P all,d,n as shown in Figure 1 . In the next section we explore nonhierarchical partitions and state several results which basically imply that ORT incurs MSE at most a constant factor more than the ideal fully penalized LSE for several natural instances of rectangular partitions.
3.3.1. Non hierarchical partitions. The risk bound for ORT in Theorem 2.1 is in terms of k hier (θ * ). We would like to convert it into a risk bound involving k all (θ * ). A natural way of doing this would be to refine a nonhierarchical partition into a hierarchical partition and then counting the number of extra rectangular pieces that arises as a result of this refinement. This begs the following question of a combinatorial flavour.
Can an arbitrary nonhierarchical partition of L d,n be refined into a hierarchical partition without increasing the number of rectangles too much?.
In the d = 1 case, an elementary argument can be used to show that there exists a recursive dyadic partition refining a given arbitrary partition with number of intervals being multi-plied by a log factor. This is the content of our next lemma which is proved in Section 8 (in the supplementary file).
Lemma 3.2. Given a partition Π ∈ P all,1,n , there exists a refinement ‹ Π ∈ P rdp,1,n such that
What can we say about d ≥ 2? Fortunately, this question has been studied a fair bit in the computational/combinatorial geometry literature under the name of binary space partitions.
A binary space partition (BSP) is a recursive partitioning scheme for a set of objects in space. The goal is to partition the space recursively until each smaller space contains only one/few of the original objects. The main questions of interest are, given the set of objects, the minimal cardinality of the optimal partition and an efficient algorithm to compute it. A nice survey of this area, explaining the central questions in the area and an overview of known results can be found in Tóth (2005) . We will now leverage some existing results in this area which would yield corresponding risk bounds with the help of Theorem 2.1.
For d = 2, it turns out that any rectangular partition can be refined into a hierarchical one where the number of rectangular pieces at most doubles. The following proposition is due to Berman et al. (2002) and states this fact.
Proposition 3.3 (Berman et al. (2002) ). Given any partition Π ∈ P all,2,n there exists a refinement ‹ Π ∈ P hier,2,n such that | ‹ Π| ≤ 2|Π|. As a consequence, for any matrix θ ∈ R n×n and any nonnegative integer r, we have
The above proposition applied to Theorem 2.1 immediately yields the following theorem:
Theorem 3.4. Let d = 2. There exists a constant C such that by setting λ ≥ C σ 2 log N we have the following risk bound for θ hier,λ :
Remark 3.2. Thus, in the two dimensional setting, ORT fulfills the two objectives (is computable in polynomial time and attains oracle risk adaptively for all θ * ). Thus, this completely solves the main question we posed in the two dimensional case. To the best of our knowledge, this is the first result of its kind in the literature.
For dimensions higher than 2; the best result akin to Proposition 3.3 that is available is due to Hershberger et al. (2005) .
Proposition 3.5 ( Hershberger et al. (2005) ). Let d > 2. Given any partition Π ∈ P all,d,n there exists a refinement ‹ Π ∈ P hier,d,n such that | ‹ Π| ≤ |Π| d+1 3 . As a consequence, for any array θ ∈ R L d,n and any nonnegative integer r, we have
Remark 3.3. A matching lower bound is also given in Hershberger et al. (2005) for the case d = 3. Thus, to refine a rectangular partition (of k pieces) into a hierarchical one, one necessarily increases the number of rectangular pieces to O(k 4/3 ) in the worst case.
The above result suggests that for arbitrary partitions in d dimensions, our current approach will not yield the ‹ O(k(θ * )/N ) rate of convergence. Nevertheless, we state our risk bound that is implied by Proposition 3.5.
Theorem 3.6. Let d > 2. There exists an absolute constant C such that by setting λ ≥ C K r,d σ 2 log n we have the following risk bound for θ hier,λ :
Remark 3.4. Thus, ORT attains the parametric rate of convergence for all dimensions d > 2 when k(θ * ) = O(1).
Our approach of refining an arbitrary partition into a hierarchical partition does not seem to yield the oracle rate of convergence for ORT in dimension higher than 2 when the truth is a piecewise constant function on an arbitrary rectangular partition. Rectangular partitions in higher dimensions could be highly complex; with some rectangles being very "skinny" in some dimensions. However, it turns out that if we rule out such anomalies, then it is still possible to attain our objective. Let us now define a class of partitions which rules out such anomalies.
Let R be a rectangle defined as
For any α ≥ 1, let us call a rectangle α fat if we have A(R) ≤ α. Now consider a rectangular partition Π ∈ P all,d,n . We call Π an α fat partition if each of its constituent rectangles is α fat. Let us denote the class of α fat partitions of L d,n as P fat(α),d,n . As before, we can now define the class of subspaces S (r) fat(α),d,n corresponding to the set of partitions P fat(α),d,n . For any array θ * and any integer r > 0 we can also denote
An important result in the area of binary space partitions is that any fat rectangular partition of L n,d can be refined into a hierarchical one with the number of rectangular pieces inflated by at most a constant factor. This is the content of the following proposition which is due to de Berg (1995) .
Proposition 3.7 (de Berg (1995)). There exists a constant C(d, α) ≥ 1 depending only on d and α such that any partition Π ∈ P fat(α),d,n can be refined into a heirarchical partition
Equivalently, for any θ ∈ R L n,d and any non negative integer r we have
The above proposition gives rise to a risk bound for ORT in all dimensions.
Theorem 3.8. For any dimension d there exists an absolute constant C such that by setting λ ≥ C K r,d σ 2 log n we have the following risk bound for θ hier,λ :
Remark 3.5. For any fixed dimension d, when θ * is piecewise polynomial of degree r on a fat paritition, the above theorem implies a ‹ O(k (r) all (θ * )/N ) bound to the MSE of the ORT estimator (of order r). Thus, for arbitrary fat partitions in any dimension, ORT attains our objective of enjoying near oracle risk and being computationally efficient. For any fixed dimension d, this is the first result of its type that we are aware of.
Remark 3.6. It should be mentioned here that the constant C(d, α) scales exponentially with d, atleast in the construction which is due to de Berg (1995) . In any case, recall that all of our results are meaningful when d is low to moderate. 4. Results for Multivariate Functions with Bounded Total Variation. In this section, we will describe an application of Theorem 2.1 to show that Dyadic CART of order 0 has near optimal (worst case and adaptive) risk guarantees in any dimension when we consider estimating functions with bounded total variation. Let us first define what we mean by total variation. Let us think of L d,n as the d dimensional regular lattice graph. Then, thinking of θ ∈ R L d,n as a function on L d,n we define
where E d,n is the edge set of the graph L d,n . One way to motivate the above definition is as follows. If we think θ[i 1 , . . . , i n ] = f ( i 1 n , . . . , i d n ) for a differentiable function f : [0, 1] d → R then the above definition divided by n d−1 is precisely the Reimann approximation for [0,1] d ∇f 1 . Of course, the definition in (4.1) applies to arbitrary arrays, not just for evaluations of a differentiable function on the grid.
The usual way to estimate functions/arrays with bounded total variation is to use the Total Variation Denoising (TVD) estimator defined as follows:
This estimator was first introduced in the d = 2 case by Rudin et al. (1992) for image denoising. This estimator is now a standard and widely succesful technique to do image denoising. In the d = 1 setting, it is known (see, e.g. Donoho and Johnstone (1998) , Mammen and van de Geer (1997) ) that a well tuned TVD estimator is minimax rate optimal on the class of all bounded variation signals {θ : TV(θ) ≤ V} for V > 0. It is also known (e.g, see , Dalalyan et al. (2017) , Ortelli and van de Geer (2018)) that, when properly tuned, the above estimator is capable of attaining the oracle MSE scaling
), up to a log factor in N.
In the multivariate setting (d ≥ 2), worst case performance of the TVD estimator has been studied in Hütter and Rigollet (2016) , Sadhanala et al. (2016) . These results show that like in the 1D setting, a well tuned TVD estimator is nearly (up to log factors) minimax rate optimal over the class {θ ∈ R L d,n : TV(θ) ≤ V} of bounded variation signals in any dimension.
The goal of this section is to proclaim that the Dyadic CART estimator θ (0) rdp,λ enjoys similar statistical guarantees as the TVD estimator and possibly even has some advantages over TVD which we list below.
• The Dyadic CART estimator θ (0) rdp,λ is computable in O(N ) time in low dimensions d. Note that TVD is mostly used for image processing in the d = 2, 3 case. Recall that the lattice has atleast 2 d points as soon as n ≥ 2 so it does not make sense to think of high d. While TVD estimator is the solution of a convex optimization procedure, there is no known algorithm which computes it provably in O(N ) time to the best of our knowledge. As we show in Theorem 4.1 and Theorem 4.2, the Dyadic CART estimator is also minimax rate optimal over the class {θ ∈ R L d,n : TV(θ) ≤ V}. Thus, the Dyadic CART estimator appears to be the first provably linear time computable estimator achieving the minimax rate, up to log factors, for functions with bounded total variation. • We also show that the Dyadic CART estimator is also adaptive to the intrinsic dimensionality of the true signal θ * . We make the meaning of adapting to intrinsic dimensionality precise later in this section. It is not known whether the TVD estimator demonstrates such adaptivity. • One corollary of Theorem 2.1 is that the Dyadic CART estimator nearly attains the oracle risk when the truth θ * is piecewise constant on a recursive dyadic partition of L n,d . For such signals, the ideally tuned TVD estimator, even in the d = 2 case, provably cannot attain the oracle risk for such piecewise constant signals in general; see Theorem 2.3 in Chatterjee and Goswami (2019) .
4.0.1. Adaptive Minimax Rate Optimality of Dyadic CART. We now describe risk bounds for the Dyadic Cart estimator for bounded variation arrays. Let us define the following class of bounded variation arrays:
For any generic subset S ⊂ [d], let us denote its cardinality by |S|. For any vector x ∈ [n] d let us define x S ∈ [n] |S| to be the vector x restricted to the coordinates given by S. We now define
is just the set of arrays in K d,n (V ) which are a function of the coordinates within S only. In this section, we will show that the Dyadic CART estimator is minimax rate optimal (up to log factors) over the parameter space K S d,n (V ) simultaneously over all subsets S ⊂ [d]. This means that the Dyadic CART performs as well as an oracle estimator which knows the subset S. This is what we mean when we say that the Dyadic CART estimator adapts to intrinsic dimensionality. To the best of our knowledge, such an oracle property in variable selection is rare in Non Parametric regression. The only comparable result that we are aware of is Theorem 3 in Deng and Zhang (2018) which proves a similar adaptivity result in multivariate isotonic regression.
Fix a subset S ⊂ [d] and let s = |S|. Consider our Gaussian mean estimation problem where it is known that the underlying truth θ * ∈ K S d,n (V ). We could think of θ * as n d−s copies of a s dimensional array θ * S ∈ R Ls,n . It is easy to check that θ *
Estimating θ * is equivalent to estimating the s dimensional array θ * S where the noise variance is now reduced to σ 2 S = σ 2 n d−s because we can average over n d−s elements per each entry of θ * S . Therefore, we now have a reduced Gaussian mean estimation problem where the noise variance is σ 2 S and the parameter space is K n,s (V S ). A tight lower bound to the minimax risk for the parameter space K d,n (V ) for arbitrary n, d, V > 0 is available in Sadhanala et al. (2016) . Using the above logic and this existing minimax lower bound allows us to establish a lower bound to the minimax risk for the parameter space K S d,n (V ). The detailed proof is given in Section 8. 
Let us now explain the above result. If we take the subset S = [d] this is exactly the lower bound in Theorem 2 of Sadhanala et al. (2016) . All we have done is stated the same result for any subset S since we can reduce the estimation problem in K S d,n (V ) to a s dimensional estimation problem over K s,n (V S ). The bound is in terms of a minimum of three terms. It is enough to explain this bound in the case when S = [d] as similar reasoning holds for any subset S with s = |S| ≥ 2. Thinking of σ as a fixed constant, the three terms in the minimum on the right side corresponds to different regimes of V. It can be shown that the constant array with each entry y attains the V 2 + σ 2 rate which is dominant when V is very small. The estimator y itself attains the N σ 2 rate which is dominant when V is very large. Hence, these regimes of V can be thought of as trivial regimes. In the nontrivial regime, the lower bound is c min{ σ
It is also known that a well tuned TVD estimator is minimax rate optimal, in the nontrivial regime, over K d,n (V ) for all d ≥ 2, up to log factors; see Hütter and Rigollet (2016) . For instance, it achieves the above minimax lower bound (up to log factors) in the nontrivial regime. For this reason, we can define an oracle estimator (which knows the set S) attaining the minimax lower bound over K S d,n (V ) in Theorem 4.1, up to log factors. The oracle estimator would first obtain y S by averaging the observation array y over the coordinates in S C and then it would apply the s dimensional TVD estimator on y S . Our main point here is that the Dyadic CART estimator performs as well as this oracle estimator, without the knowledge of S. In other words, its risk nearly (up to log factors) matches the minimax lower bound in Theorem 4.1 adaptively over all subsets S ⊂ [d]. This is the content of our next theorem which is proved in Section 8 (in the supplementary file). 
In the case |S| = 1 we have
We think the following is an instructive way to read off the implications of the above theorem. Let us consider d ≥ 2 and the S = [d] case. We will only look at the nontrivial regime even though Dyadic CART remains minimax rate optimal, up to log factors, even in the trivial regimes. In this case, M SE( θ
rdp,λ , θ * ) = ‹ O( σV * N ) which is the minimax rate in the nontrivial regime as given by Theorem 4.1. Now, for many natural instances of θ * , the quantity V * = O(n d−1 ); for instance if θ * are evaluations of a differentiable function on the grid. This O(n d−1 ) scaling was termed as the canonical scaling for this problem by Sadhanala et al. (2016) . Therefore, under this canonical scaling for V * we have 
. This is very similar to the last display except σ has been replaced by σ S , the actual standard deviation of this problem. The point is, the Dyadic CART attains this rate without knowing S. The case when |S| = 1 can be read off in a similar way.
Results for Univariate Functions of Bounded Variation of Higher Orders.
In this section, we show another application of Theorem 2.1 to a family of univariate function classes which have been of recent interest. The results in this section would be for the univariate Dyadic Cart estimator of some order r ≥ 0. As mentioned in Section 1, TV denoising in the 1D setting has been studied as part of a general family of estimators which penalize discrete derivatives of different orders. These estimators have been studied in Mammen and van de Geer (1997) , Steidl et al. (2006) , Tibshirani et al. (2014) , and Kim et al. (2009) who coined the name trend filtering.
To define the trend filtering estimators here, we first need to define variation of all orders. For a vector θ ∈ R n , let us define D (0) (θ) = θ, D (1) (θ) = (θ 2 −θ 1 , . . . , θ n −θ n−1 ) and D (r) (θ), for r ≥ 2, is recursively defined as D (r) (θ) = D (1) (D (r−1) (θ)). Note that D (r) (θ) ∈ R n−r . For simplicity, we denote the operator D (1) by D. For any positive integer r ≥ 1, let us also define the r th order variation of a vector θ as follows:
where |.| 1 denotes the usual 1 norm of a vector. Note that V 1 (θ) is the usual total variation of a vector as defined in (4.1).
Remark 5.1. The n r−1 term in the above definition is a normalizing factor and is written following the convention adopted in . If we think of θ as evaluations of a r times differentiable function f : [0, 1] → R on the grid (1/n, 2/n . . . , n/n) then the Reimann approximation to the integral [0,1] f (r) (t)dt is precisely equal to V (r) (θ). Here f (r) denotes the rth derivative of f. Thus, for natural instances of θ, the reader can imagine that V (r) = O(1).
Let us now define the following class of sequences for any integer r ≥ 1,
Trend Filtering (of order r ≥ 1) estimators are defined as follows for a tuning parameter λ > 0: θ (r) tf,λ = argmin θ∈R n y − θ 2 + λV (r) (θ).
Thus, Trend Filtering is penalized least squares where the penalty is proportional to the 1 norm of D (r) (θ). As opposed to Trend Filtering, here we will study the univariate Dyadic CART estimator (of order r−1) which penalizes something similar to the 0 norm of D (r) (θ). We will show that Dyadic CART (of order r − 1) compares favourably with Trend Filtering (of order r) in the following aspects:
• For a given constant V > 0 and r ≥ 1, n −2r/2r+1 rate is known to be the minimax rate of estimation over the space BV (r) n (V ); (see e.g, Donoho and Johnstone (1994) ). A standard terminology in this field terms this n −2r/2r+1 rate as the slow rate. It is also known that a well tuned Trend Filtering estimator is minimax rate optimal over the parameter space BV (r) n (V ) and thus attains the slow rate. This result has been shown in Tibshirani et al. (2014) and Wang et al. (2014) building on earlier results by Mammen and van de Geer (1997) . In Theorem 5.1 we show that Dyadic CART estimator of order r − 1 is also minimax rate optimal over the space BV (r) n (V ) and attains the slow rate.
• It is also known that an ideally tuned Trend Filtering (of order r) estimator can adapt to D r (θ) 0 , the number of jumps in the r th order differences, under some assumptions on θ * . Such a result has been shown in and van de Geer and Ortelli (2019) . In this case, the Trend Filtering estimator of order r attains the ‹ O( D (r) (θ) 0 /n) rate. Standard terminology in this field terms this as the fast rate. In Theorem 5.2 we show that Dyadic CART estimator of order r − 1 attains the fast rate without any assumptions on θ * . Remark 5.2. By Theorem 2.1, the univariate ORT would also satisfy all the risk bounds that we prove for univariate Dyadic Cart in this section. Recall that for r = 0, the ORT is precisely the same as the fully penalized least squares estimator θ all,λ studied in Boysen et al. (2009) . This is because P hier,n,1 coincides with P all,n,1 as all univariate partitions are hierarchical. Since the computational complexity of univariate Dyadic Cart is O(N ) and of univariate ORT is O(N 3 ) we focus on univariate Dyadic Cart.
5.0.1. Risk Bounds for Univariate Dyadic CART of all orders. We start with the bound of n −2r/(2r+1) for the risk of Dyadic CART of order r − 1 for the parameter space BV (r) n (V ). We also explicitly state the dependence of the bound on V and σ.
Theorem 5.1 (Slow Rate for Dyadic CART). Fix a positive integer r. Let V r (θ * ) = V.
For the same constant C as in Theorem 2.1, if we set λ ≥ Cσ 2 log n we have
where C r is an absolute constant only depending on r.
Remark 5.3. The proof of the above theorem is done in Section 8 (in the supplementary file). The proof proceeds by approximating any θ ∈ BV (r) n (V ) with a vector θ which is piecewise polynomial of degree r − 1 with an appropriate bound on its number of pieces and then invoking Theorem 2.1.
Remark 5.4. The above theorem shows that the univariate Dyadic CART estimator of order r − 1 is minimax rate optimal up to the (log n) 2r/(2r+1) factor. The dependence of V is also optimal in the above bound. Up to the log factor, this upper bound matches the bound already known for the Trend Filtering estimator of order r; (see e.g, Tibshirani et al. (2014) ).
Our next bound shows that the univariate Dyadic CART estimator achieves our goal of attaining the oracle risk for piecewise polynomial signals.
Theorem 5.2 (Fast Rates for Dyadic CART). Fix a positive integer r and 0 < δ < 1. Let V r (θ * ) = V. For the same constant C as in Theorem 2.1, if we set λ ≥ Cσ 2 log n we have
where C r is an absolute constant only depending on r. As a corollary we can conclude that
Proof. The proof follows directly from the risk bound for univariate Dyadic Cart given in Theorem 2.1 and applying Lemma 3.2 which says that k .., f (n/n)) for a discrete spline function f that is made of k + 1 polynomials each of degree at most r − 1. Discrete splines are piecewise polynomials with regularity at the knots. They differ from the usual (continuous) splines in the form of the regularity condition at the knots: for splines, the regularity condition translates to (higher order) derivatives of adjacent polynomials agreeing at the knots, while for discrete splines it translates to discrete differences of adjacent polynomials agreeing at the knots; see Mangasarian and Schumaker (1971) for details. This fact about the connection between |D (r) (θ * )| 0 and discrete splines is standard (see e.g., Steidl et al. (2006) ) and a proof can be found in Proposition D.3 in .
The above discussion then directly implies for any θ ∈ R n and any r ≥ 1,
Therefore any bound of the form ‹ O(k (r−1) all (θ * )/n) is automatically also ‹ O(|D (r) (θ * )| 0 /n). Thus, Theorem 5.2 implies that the Dyadic CART attains the fast rate whenever Trend Filtering does so. However, as we now argue, there is a class of functions for which the Dyadic CART attains the fast rate but Trend Filtering does not.
A key point is that a minimum length condition needs to hold for Trend Filtering to attain fast rates. For example, when r = 1, consider the sequence of vectors in R n of the form θ * = (0, . . . , 0, 1). Clearly, θ * is piecewise constant with 2 pieces. However, to the best of our knowledge, the Trend Filtering estimator (with the tuning choices proposed in the literature) will not attain a ‹ O(1/n) rate for this sequence of θ * since it needs the length of the constant pieces to be O(n). However, the Dyadic CART estimator does not need any minimum length condition for Theorem 5.2 to hold and will attain the ‹ O(1/n) rate for this sequence of θ * . Now let us come to the case when r ≥ 2. It is known that Trend Filtering of order r fits a discrete spline of degree (r−1). Thus, if the truth is piecewise polynomial with small number of pieces but it does not satisfy regularity conditions such as being a discrete spline, then Trend Filtering cannot estimate well. On the other hand, as long as the truth is piecewise polynomial with not too many pieces, Dyadic CART does not need the regularity conditions to be satisfied in order to perform well. Let us illustrate this with a simple example in the case when r = 2. Similar phenomena is true for higher r.
Let's consider a discontinuous piecewise linear function f * : [0, 1] → R defined as follows:
Let θ * ∈ R n such that θ * = (f (1/n), . . . , f (n/n)). Clearly, k
(1) all (θ * ) = 2 and by Theorem 5.2, the Dyadic CART estimator of order 1 attains the ‹ O(1/n) rate for this sequence of θ * . If we check the vector D (1) (θ * ) it is of the form (a, . . . , a, b, c, . . . , c) . It is piecewise constant with three pieces. However, it does not satisfy the minimum length condition as the middle piece has length only 1 and not O(n). Thus, the Trend Filtering estimator of order 2 won't attain the fast rate for such a sequence of θ * . In fact, it can be shown that the Trend Filtering estimator won't even be able to attain the slow rate and would be inconsistent for such a sequence of θ * simply because Trend Filtering can only fit discrete splines.
Another point worth mentioning is that to the best of our knowledge, the results for Trend Filtering say that the tuning parameter needs to be set differently depending on whether one wants to obtain the slow rates or the fast rates. In the case of Dyadic CART, both Theorem 5.1 and Theorem 5.2 hold under the choice of the same tuning parameter. This fact may be useful in practice. All in all, these facts indicate that Univariate Dyadic CART may enjoy certain advantages over Trend Filtering in both the statistical and computational aspects.
Remark 5.5. It should be remarked here that wavelet shrinkage methods with appropriate tuning methods can also attain the slow and fast rates as shown in Donoho and Johnstone (1998) , Donoho and Johnstone (1994) . Wavelet shrinkage method can also be computed in O(n) time. However, as is well known, wavelet methods require n to be a power of 2 and often there are boundary effects that need to be addressed for the fitted function. Univariate Dyadic CART seems related to wavelet shrinkage as both arise from dyadic thinking but they are different estimators. The way Dyadic CART has been defined in this article, n does not need to be a power of 2 and no boundary effects appear for Dyadic CART. In any case, our point here is not to compare Dyadic CART with wavelet shrinkage but to demonstrate the efficacy of Dyadic CART in fitting piecewise polynomials.
Simulations.
In this section, we present numerical evidence for our theoretical results. In our simulations we generated data from ground truths θ * with certain size and did monte carlo repetitions to estimate the MSE. We also fitted a least squares line to log MSE versus log n. This slope is supposed to give us some indication about the exponent of N in the rate of convergence of the MSE to 0. To set the tuning parameter λ, we did not do very systematic optimization. Rather, we made a choice which gave us reasonable results. To implement ORT and Dyadic CART, we wrote our own code in R. Our codes are very basic and it is likely that the run times can be speeded up by more efficient implementations. All our simulations are completely reproducible and our codes are available on request. 6.1. Simulation for two dimensional ORT. We take a ground truth θ * of size n × n which is piecewise constant on a nonhierarchical partition as shown in Figure 2 . We varied n in increments of 5 going from 30 to 50. We generated data y by adding mean 0 Gaussian noise with standard deviation 0.1 and then applied ORT (of order 0) to y. We replicated this experiment 50 times for each n. We set the tuning parameter λ to be increasing from 0.1 to 0.18 in increments of 0.02. For the sake of comparison, we also implemented the constrained version of two dimensional total variation denoising with ideal tuning (i.e. setting the constraint to be equal to the actual total variation (TVD) of the truth θ * ). In the low σ limit, it can be proved that this ideally tuned constrained estimator is better than the corresponding penalized estimator for every deterministic choice of the tuning parameter. This follows from the results of Oymak and Hassibi (2013) as described in Section 5.2 in . In this sense, we are comparing with the best possible version of TVD.
From Figure 3 we see that ORT outperforms the ideal TVD. The slope of the least squares line is close to −1 for ORT which agrees with our log N/N rate predicted by our theory for ORT. The slope of the least squares line also agrees with the ‹ O(N −3/4 ) rate predicted by Theorem 2.3 in Chatterjee and Goswami (2019) . It should be mentioned here that we did not take n larger than 50 because our implementation in R of ORT is slow (one run with n = 50 takes 8 minutes). Recall that the computational complexity of ORT is O(n 5 ) in this setting. We believe that more efficient implementations might make ORT practically computable for n in the hundreds. We also chose the standard deviation σ = 0.1 because for larger σ one needs larger sample size to see the rate of convergence of the MSE. 6.2. Simulation for two dimensional Dyadic CART. Here we compare the performance of Dyadic CART of order 0 and the constrained version of two dimensional total variation denoising with ideal tuning. 6.2.1. Two piece matrix. We consider the simplest piecewise constant matrix θ * ∈ R n×n matrix where θ * (i, j) = I{j ≤ n/2}. Hence θ * just takes two distinct values and the true rectangular partition is dyadic. Thus, this is expected to be a favourable case for Dyadic CART. We generated data by adding a matrix of independent standard normals. We took a sequence of n geometrically increasing from 2 4 to 2 9 . We chose λ = when n = 2 .
Our simulations (see Figure 4) suggest that in this case, the ideally tuned constrained TVD Fig 3. This is a log MSE vs log N plot for ORT (in green) and ideal TVD (in blue). The slope for ideal TVD comes out to be −0.67 and and the slope for ORT comes out to be −0.9 estimator is outperformed by Dyadic CART in terms of statistical risk. The least squares slope for TVD comes out to be −0.71. Theoretically, it is known that the rate of convergence for ideal constrained TVD is actually N −3/4 ; see Theorem 2.3 in Chatterjee and Goswami (2019) . The least squares slope for Dyadic CART comes out to be −1.26. Of course, we expect the actual rate of convergence for Dyadic CART to be ‹ O(N −1 ) in this case. The constrained TVD estimator was computed by the convex optimization software MOSEK (via the R package Rmosek). For n = 2 9 = 512, Dyadic CART was much faster to compute and there was a significant difference in the runtimes. Actually, we did not take n larger than 2 9 because the RMosek implementation of TVD was becoming too slow. However, with our implementation of Dyadic Cart, we could run it for sizes as large as 2 15 × 2 15 .
Smooth Matrix.
We considered the matrix θ * ∈ R n×n matrix where θ * (i, j) = sin(i π/n) sin(j π/n). We generated data by adding a matrix of independent standard normals. We again took a sequence of n geometrically increasing from 2 4 to 2 9 and chose λ = when n = 2 . The ground truth here is a smooth matrix which is expected to favour TVD more than Dyadic CART. In this case, we saw (see Figure 4 ) that the slopes of the least squares line came out to be around −0.55 for both Dyadic CART and TVD. Recall that ‹ O(N −0.5 ) rate is the minimax rate for bounded variation functions. The ideally tuned TVD did have a slightly lower MSE than Dyadic CART for our choice of λ in this example. A similar function was considered in where the knots were at dyadic points 0.25, 0.5, 0.75 respectively. We intentionally changed the knot points which makes the problem harder for Dyadic CART. We considered the ground truth θ * to be evaluations of f on a grid in [0, 1] with spacing 1/N. We then added standard Gaussian noise to generate data. We took a sequence of sample sizes N geometrically increasing from 2 7 to 2 12 and chose λ = when N = 2 .
The slopes of the least squares lines came out to be −0.65 and −0.7 for Trend Filtering and Dyadic CART respectively (see Figure 5 ). These slopes are a bit bigger than the theoretically expected rate ‹ O(N −1 ) for both the estimators. This could be because of the inherent log factors. We observed that ideal Trend Filtering indeed has a lower MSE than Dyadic CART. Since the knots are at non dyadic points, fits from Dyadic CART are forced to make several knots near the true knot points. This effect is more pronounced for small sample sizes. For large sample sizes however, both the estimators give high quality fits. For a slightly worse fit than ideal Trend Filtering, the advantage of Dyadic CART is that it can be computed very fast. We have implemented Trend Filtering by using RMosek and again, we saw a significant difference in the running speeds when N is large. The reason we did not take sample size larger than 2 12 is again because the RMosek implementation of Trend Filtering became too slow. Remark 6.1. Recall that it is not necessary for the sample size to be a power of 2 for defining and implementing Dyadic CART. We just need to adopt a convention for implementing a dyadic split of a rectangle. In our simulations, we have taken N to be a power of two because writing the code becomes less messy. Also, we have compared our estimators to the ideal TVD/Trend Filtering. In practice, both estimators would be cross validated and one needs to make a comparison then as well.
7. Discussion. Here we discuss a couple of naturally related matters.
7.1. Implications for Shape Constrained Function Classes. Since our oracle risk bound in Theorem 2.1 holds for all truths θ * , it is potentially applicable to other function classes as well. A similar oracle risk bound was used by Donoho (1997) to demonstrate minimax rate optimality of Dyadic CART for some anisotropically smooth function classes. Since our focus here is on nonsmooth function classes we now discuss here some implications of our results for shape constrained function classes which has been of recent interest.
Consider the class of bounded monotone signals on L d,n defined as
Estimating signals within this class falls under the purview of isotonic regression. It is known that the LSE is near minimax rate optimal over M d,n with a ‹ O(n −1/d ) rate of convergence for d ≥ 2 and O(n −2/3 ) rate for d = 1; see, e.g. Chatterjee et al. (2015) , , Han et al. (2019) . It can be checked that Theorem 4.2 actually implies that Dyadic Cart also achieves the ‹ O(n −1/d ) rate for signals in M d,n as the total variation for such signals grows like O(n d−1 ). Thus, Dyadic CART is a near minimax rate optimal estimator for multivariate Isotonic Regression as well.
Let us now consider univariate convex regression. It is known that the LSE is minimax rate optimal, attaining the ‹ O(n −4/5 ) rate, over convex functions with bounded entries, see e.g. Guntuboyina and Sen (2013) , Chatterjee et al. (2016) . It is also known that the LSE attains the ‹ O(k/n) rate if the true signal is piecewise linear in addition to being convex. Theorem 5.1 and Theorem 5.2 imply both these facts also hold for Univariate Dyadic Cart of order 1. An advantage of Dyadic CART over convex regression LSE would be that Dyadic CART is computable in O(n) time whereas such a fast algorithm is not known to exist yet for the convex regression LSE. Of course, the disadvantage of Dyadic CART here is the presence of a tuning parameter.
It is an interesting question as to whether Dyadic CART or even ORT can attain near minimax optimal rates for other shape constrained classes such as multivariate convex functions etc. More generally, going beyond shape constraints, we believe that Dyadic CART of some appropriate order r might be minimax rate optimal among multivariate function classes of bounded variation of higher orders. We leave this as a future avenue of research. 7.2. Arbitrary Design. Our estimators have been designed for the case when the design points fall on a lattice. It is practically important to have methods which can be implemented for arbitrary data. Optimal Dyadic Trees which can be implemented for arbitrary data in the context of classification have already been studied in Blanchard et al. (2007) , Scott and Nowak (2006) . We now describe a similar way to define Optimal Regression Tree (ORT) fitting piecewise constant functions for arbitrary data.
Suppose we observe pairs (x 1 , y 1 ), . . . , (x N , y N ) where we assume all the design points lie on the unit cube [0, 1] d after scaling, if necessary. We can divide [0, 1] d into small cubes of side length 1/L so that there is a grid of L d cubes. We can now consider the space of all rectangular partitions where each rectangle is a union of these small cubes. Thus, each partition is necessarily a coarsening of the grid. Call this space of partitions P L . Define F L to be the space of functions which are piecewise constant on some partition in P L . We can now define the optimization problem:
where |f | is the number of constant pieces of f.
One can check that the above optimization problem can be rewritten as an optimization problem over the space of partitions in P L . The only difference with the lattice design setup is that some of the small cubes here might be empty (depending on the value L and the sample size N ) but a bottom up dynamic program can still be carried out. In this method, L is an additional tuning parameter which represents the resolution at which we are willing to estimate f * . Theoretical analysis need to be done to ascertain how L should depend on sample size. The computational complexity would scale like O(L 2d+1 ), so this method can still be computationally feasible for low to moderate d.
This method is very natural and is likely to be known to the experts but we are not aware of an exact reference. Like what is done in Bertsimas and Dunn (2017) , it might be interesting to compare the performance of this method to the usual CART for real/simulated datasets with a few covariates. If the method performs well, theoretical analysis also needs to be done under the random design set up. We leave this for future work.
Proofs.
8.1. Proof of Lemma 1.1.
8.1.1. Case: r = 0. Let us first consider the case r = 0. Throughout this proof, the (multiplicative) constant involved in O(·) is assumed to be absolute, i.e. it does not depend on r or d.
We describe the algorithm to compute the ORT estimator denoted by θ (0) hier,d,n . Note that for any fixed d ≥ 1 we need to compute the minimum:
OP T (L d,n ) := min Π:Π∈P hier,d,n Ä y − Πy 2 + K|Π| ä and find the optimal partition. Here Πy denotes the orthogonal projection of y onto the subspace S (0) (Π). In this case, Πy is a piecewise constant array taking the mean value of the entries of y R within every rectangle R constituting Π. Now, for any given rectangle R ⊂ L d,n we can define the corresponding minimum restricted to R.
where we are now optimizing only over the class of hierarchical rectangular partitions of the rectangle R denoted by P hier,R and |Π| denotes the number of rectangles constituting the partition Π.
A key point to note here is that due to the "additive nature" of the objective function over any partition (possibly trivial) of R into two disjoint rectangles, we have the following dynamic programming principle for computing OP T (R): Here (R 1 , R 2 ) ranges over all possible nontrivial partitions of R into two disjoint rectangles. Consequently, in order to compute OP T (R) and obtain the optimal heirarchical partition, the first step is to obtain the corresponding first split of R. Let us denote this first split by SP LIT (R).
Let us now make some observations. For any rectangle R, the number of splits possible is at most dn. This is because in each dimension, there are at most n possible splits. Any split of R creates two disjoint sub rectangles R 1 , R 2 . Suppose we know OP T (R 1 ) and OP T (R 2 ) for R 1 , R 2 arising out of each possible split. Then, to compute SP LIT (R) we have to compute the minimum of the sum of OP T (R 1 ) and OP T (R 2 ) for each possible split as well as the number 1 + y R − Πy R 2 which corresponds to not splitting R at all. Thus, we need to compute the minimum of at most nd + 1 numbers.
The total number of distinct rectangles of L d,n is at most n 2d = N 2 . Any rectangle R has dimensions n 1 × n 2 × · · · × n d . Let us denote the number n 1 + · · · + n d by Size(R). We are now ready to describe our main subroutine. 8.1.2. Main Subroutine. For each rectangle R, the goal is to store SP LIT (R) and OP T (R). We do this inductively on Size(R). We will make a single pass/visit through all distinct rectangles R ⊂ L d,n , in increasing order of Size(R). Thus, we will first start with all 1 × 1 × · · · × 1 rectangles of size equals d. Then we visit rectangles of size d + 1, d + 2 all the way to nd. Fixing the size, we can choose some arbitrary order in which we visit the rectangles.
For 1 × 1 × · · · × 1 rectangles, computing SP LIT (R) and OP T (R) is trivial. Consider a generic step where we are visiting some rectangle R. Note that we have already computed OP T (R ) for all rectangles R with Size(R ) < Size(R). For a possible split of R, it generates two rectangles R 1 , R 2 of strictly smaller size. Thus, it is possible to compute OP T (R 1 ) + OP T (R 2 ) and store it. We do this for each possible split to get a list of at most nd + 1 numbers. We also compute y R − Πy R 2 (described later) and add this number to the list. We now take a minimum of these numbers. This way, we obtain OP T (R) and also SP LIT (R).
The number of basic operations needed per rectangle here is O(nd). Since there are N 2 rectangles in all, the total computational complexity of the whole inductive scheme scales like O(N 2 n d).
To compute y R − Πy R 2 for every rectangle R, we can again induct on size in increasing order. Define SU M (R) to be the sum of entries of y R and SU M SQ(R) to be the sum of squares of entries of y R . Once we finish the above inductive scheme, we have stored SP LIT (R) for every rectangle R. We can now start going topdown, starting from the biggest rectangle which is L d,n itself. We can recreate the full optimal partition by using SP LIT (R) to split the rectangles at every step. Once the full optimal partition is obtained, computing θ just involves computing means within the rectangles constituting the partition. It can be checked that this step requires lower order computation as well.
Remark 8.1. The same algorithm can be used to compute Dyadic CART in all dimensions as well. In this case, the number of possible splits per rectangle is d. Also, in the inductive scheme, we only need to visit rectangles which are reachable from L d,n by repeated dyadic splits. Such rectangles are necessarily of the form of a product of dyadic intervals Here, dyadic intervals are interval subsets of [n] which are reachable by succesive dyadic splits of [n] . There are at most 2n dyadic intervals of [n] and thus we need to visit at most (2n) d = 2 d N rectangles.
8.1.3. Case: r ≥ 1. Let us fix a subspace S ⊂ R L d,n and a set of basis vectors B = (b 1 : b 2 : · · · : b L ) for S. Here, we think of b i as a column vector in R N . For instance, B may consist of all (discrete) monomials of degree at most r; however the algorithm works for any choice of S and B. We will abuse notation and also denote by B the matrix obtained by stacking together the columns of B. Thus B is a N × L matrix; each row corresponds to an entry of the lattice L d,n . Also, for any rectangle R ⊂ L d,n we denote B R to be the matrix of size |R| × L where only the subset of rows corresponding to the entries in the rectangle R are present. Also, let's denote the orthogonal projection matrix
We can now again run the inductive scheme described in the last section. 8.2. Proof of Theorem 2.1. We will actually prove a more general result which will imply Theorem 2.1. Let S be any finite collection of subspaces of R N . Recall that for a generic subspace S ∈ S, we denote its dimension by Dim(S) and we denote its orthogonal projection matrix by O S . Also, let N k (S) = |S : Dim(S) = k, S ∈ S|. Suppose, there exists a constant c > 0 such that for each k ∈ [N ], we have
Let Θ = ∪ S∈S S be the parameter space. Let y = θ * + σZ be our observation where θ * ∈ R n is the underlying mean vector and Z ∼ N (0, I). In this context, recall the definition of k S (θ) in (2.1). For a given tuning parameter λ ≥ 0 we now define the usual penalized likelihood estimator θ λ :
Theorem 8.1 (Union of Subspaces). Under the setting as described above, for any δ > 0 let us set λ ≥ C σ 2 log N δ for a particular absolute constant C which only depends on c. Then we have the following risk bound for θ λ :
.
Using Theorem 8.1, the proof of Theorem 2.1 is now straightforward.
Proof of Theorem 2.1. We just have to verify the cardinality bounds (8.3) for the collection of subspaces S We now give the proof of Theorem 8.1.
Proof. Fix any subspace S ∈ S. By definition, for any arbitrary θ ∈ S, we have y − θ 2 + λ k( θ) ≤ y − θ 2 + λ k(θ).
Since y = θ * + σZ we can equivalently write
To get a risk bound, we now need to upper bound the random variable
For the rest of this proof, C 1 , C 2 , C 3 would denote constants whose precise value might change from line to line. We can write
Fix any number t > 0. Also fix a subspace S ∈ S such that Dim(S) = k. Using (9.1) in Lemma 9.1 (stated and proved in Section 9) we obtain
Here we also use the fact that λ would be chosen to be atleast bounded below by a constant.
Using an union bound argument we can now write
Now use the fact that log N k ≤ c k log N and set λ ≥ C σ 2 log N 1 δ to get a further upper bound on the right hand side of the above display The above two displays along with another union bound argument then lets us conclude
Finally, integrating the above inequality with respect to all nonnegative t will then give us the inequality
The above inequality coupled with (8.4) finishes the proof of the proposition. 
where A(R) denotes the aspect ratio of a generic rectangle R.
In order to prove Proposition 8.2, we first describe a general greedy partitioning scheme which takes as input a positive number δ. Let us call this scheme the (TV, δ) division scheme. The two children of the root now represent the subsets of L d,n given by [n] i−1 ×[n/2]×[n] d−i and its complement. Depending upon the coordinate of the next split, these vertices can now also be labelled.
In the first step of the (TV, δ) scheme, we check whether TV(θ) ≤ δ. If so, then stop and the root becomes a leaf. If not, then we label the root by 1 and split L d,n along coordinate 1 in half. The two vertices now represent rectangles R 1 , R 2 say. For i = 1, 2 we then check whether TV(θ R i ) ≤ δ. If so, then this node becomes a leaf. Otherwise, we go to the next step. In this step, we split the node along coordinate 2. We can iterate this procedure until each node in the binary tree has total variation at most δ. In step i, we label all the nodes that are split by the number i (mod d). In words, we just cycle the splitting coordinate from 1 to d and back.
After carrying out this scheme, we would be left with a Recursive Dyadic Partition of L d,n , say, Π θ,δ . The proposition then follows from the following upper bound on the cardinality of Π θ,δ .
Lemma 8.3. Let θ ∈ R L d,n . Then, for any δ > 0, for the (TV, δ) division scheme, we have the following cardinality bound:
Moreover, each axis aligned rectangle in P θ,δ has aspect ratio at most 2.
Proof. We say that a vertex of the binary tree is in generation i if its graph distance to the root is i − 1. Fix any positive integer i. Let us consider the binary tree grown till step i − 1. Note that all the vertices {v 1 , . . . , v k } in generation i represent disjoint subsets of L d,n . Thus we would have k i=1 TV(θ v i ) ≤ V. This means that there can be at most 1 + TV(θ) δ vertices of generation i that can be split. Now note that since there are N vertices in total, the depth of the binary tree can be at most log 2 N. Thus there can be at most log 2 N Ä 1 + TV(θ) δ ä splits in total and each split increases the number of rectangular blocks by 1. This proves the cardinality bound. The second assertion is immediate from the fact that in generation i the split is done on coordinate i. 8.3.2. Gagliardo Nirenberg Inequality. Our next result concerns the approximation of a generic array θ with TV(θ) ≤ V by a constant matrix. This result is a crucial ingredient of the proof and is a discrete analogue of the Gagliardo-Nirenberg-Sobolev inequality for compactly supported smooth functions. 
As a consequence, we also have
Remark 8.3. Although the Gagliardo-Nirenberg-Sobolev inequality is classical for Sobolev spaces (see, e.g., Chapter 12 in Leoni (2017)), we are not aware of any discrete version in the literature that applies to arbitrary d dimensional arrays. Also it is not clear if the inequality in this exact form follows directly from the classical version.
Remark 8.4. The above Discrete Gagliardo Nirenberg inequality was already proved for the d = 2 case in a previous article by the authors in Chatterjee and Goswami (2019) . In this article we establish this inequality for all d ≥ 2.
Proof. Without loss of generality we may assume that θ = 0. Notice that, for any
where θ[j 1 , . . . , j i−1 , 0, . . . , j d ] = 0 for all i ∈ [d] and (j 1 , j 2 , . . . , j d ) ∈ ⊗ i∈[d] [n i ]. For convenience we will henceforth denote the difference on the right hand side in the above expression as ∇ i θ[j 1 , . . . , j i , . . . , j d ]. Now we will sum the upper bound on |θ[j 1 , j 2 , . . . , j d ]| d d−1 obtained from this inequality in each of the variables separately. Let us start with j 1 :
where in the final step we used the Hölder's inequality. By iterating the similar steps over all the remaining i ∈ [d], we ultimately get where we can recall that θ[j 1 , . . . , j i−1 , 0, . . . , j d ] = 0 and hence ∇ i θ[j 1 , . . . , 1, . . . , j d ] = θ[j 1 , . . . , 1, . . . , j d ] .
Also since θ = 0, we can write
Using this expression we will show that
which along with (8.5) and (8.6) implies the proposition.
We will only deal with the case i = 1 since the other cases are similar. In the remainder of the proof we will treat the set L := ⊗ d i=1 [n i ] as an (induced) subgraph of Z d . We will call the minimum length path between u = (u 1 , u 2 , . . . , u d ) and v = (v 1 , v 2 , . . . , v d ) in Z d as being oriented if its first |u 1 − v 1 | steps are along the first coordinate axis, the next |u 2 − v 2 | steps are along the second coordinate axis and so on. Also for any edge e in L, we denote the difference between θ evaluated at its two endpoints (oriented along the direction of increasing coordinate) as ∇ e θ. Now writing each difference appearing in (8.7) as a telescoping sum of ∇ e θ terms along an oriented path we get:
where π j j is the oriented (shortest-length) path between j := (1, j 2 , . . . , j d ) and j := (j 1 , j 2 , . . . , j d ). Summing over all j ∈ ∂ 1 L (vertices in L whose first coordinate is 1) as in (8.6) we then get
Thus the number of times |∇ e θ| appears in the above summation for any given edge e is at most d times the total number of oriented paths containing e whose one endpoint lies on the boundary of L. Call this number N e . If e lies along the i-th coordinate axis, then it follows from the definition of oriented paths that
Plugging this estimate into the previous display immediately yields (8.8) .
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. Without loss of generality let S = {1, . . . , s} where s = |S| ≥ 2. Let θ * ∈ K S d,n (V ). Let us denote
In view of Theorem 2.1, it suffices to upper bound R(θ * ).
Let us define the s dimensional array θ * S which satisfies θ * S (i 1 , . . . , i s ) = θ * (i 1 , . . . , i s , 1, . . . , 1) ∀(i 1 , . . . , i s ) ∈ [n] s .
For any fixed δ > 0, let Π θ,δ be the RDP of L s,n that is obtained from applying Lemma 8.3 to the s dimensional array θ * S . Let θ ∈ R Ls,n be defined to be piecewise constant on the partition Π θ,δ so that within each rectangle of Π θ,δ the array θ equals the mean of the entries of θ * S inside that rectangle. Each rectangle of Π θ,δ has aspect ratio at most 2 and we have k (0) rdp ( θ) = |Π θ,δ | ≤ C log N TV(θ * S ) δ .
We can now apply Proposition 8.4 to conclude, within every such rectangle R of Π θ,δ , we have θ R − θ * Then we have k where in the last inequality we have again used Proposition 8.4.
Also, by setting θ = θ * in the infimum and noting that k (0) rdp (θ * ) ≤ n s we can write (8.13) R(θ * ) ≤ n s σ 2 log N ≤ n d σ 2 S log N.
Combining the three bounds given in (8.11), (8.12) and (8.13) finishes the proof of the theorem in the case when s ≥ 2.
When s = 1 the proof goes along exactly similar lines except there is one main difference. In place of using Proposition 8.4 we now have to use Lemma 9.3, stated and proved in Section 9. We leave the details of this case to be verified by the reader.
8.4. Proof of Theorem 4.1. Consider the Gaussian mean estimation problem y = θ * + σZ where θ * ∈ K d,n (V ). Let us denote the minimax risk of this problem under squared error loss by R(V, σ, d, n). A lower bound for R(V, σ, d, n) is already known in the literature when d ≥ 2 and is due to Theorem 2 in Sadhanala et al. (2016) . 
We are now ready to proceed with the proof. Proof. Without loss of generality, let S = {1, 2, . . . , s} where s = |S|. For a generic array θ ∈ L d,n let us define for any a ∈ [n] s , θ S (a 1 , . . . , a s ) = 1 n d−s i 1 ,...,i d−s ∈[n] d−s θ(a 1 , . . . , a s , i 1 , . . . , i d−s ).
In words, θ S ∈ L n,s is a s dimensional array obtained by averaging θ over the d − s coordinates of S c .
For any θ * ∈ K S d,n (V ) we can consider the reduced s dimensional estimation problem where we observe y S = θ * S + σZ S . This is a s dimensional version of our estimation problem where the parameter space is K s,n (V S ) and the noise variance is σ 2 S . Hence we can denote its minimax risk under (s dimensional) squared error by R(V S , σ S , s, n) We can now invoke Theorem 8.5 to finish the proof when s ≥ 2. When s = 1 we note that the space M n,V = {θ ∈ R n : 0 ≤ θ 1 · · · ≤ θ n ≤ V } ⊂ K 1,n (V ). We can now use an existing minimax lower bound for vector estimation in M n,V given in Theorem 2.7 in Chatterjee and Lafferty (2018) to finish the proof. 8.5. Proof of Theorem 5.1. We first prove the following proposition about approximation of a vector in BV (r) n by a piecewise polynomial vector.
Proposition 8.6. Fix a positive integer r and θ ∈ R n , and let V r (θ) := V. For any δ > 0, there exists a θ ∈ R n such that a) k (r) rdp (θ ) ≤ C r δ −1/r for a constant C r depending only on r, and b) |θ − θ | ∞ ≤ V δ where | · | ∞ denotes the usual ∞ -norm of a vector.
Remark 8.5. The above proposition is a discrete version of an analogous result for functions defined on the continuum in Birman and Solomjak (1967) . The proof uses a recursive partitioning scheme and invokes abstract Sobolev embedding theorems which are not applicable to the discrete setting verbatim. We found that we can write a simpler proof for the discrete version which we now present. 8.6. Proof of Proposition 8.6. We first need a lemma quantifying the error when approximating an arbitrary vector θ by a polynomial vector θ . This is the content of our next lemma. Recall that a vector θ is said to be a polynomial of degree r if θ ∈ F (r) 1,n where F (r) d,n has been defined earlier.
Lemma 8.7. For any θ ∈ R n there exists a r − 1 degree polynomial θ such that (8.14) |θ − θ | ∞ ≤ C r n r−1 |D (r) (θ)| 1 = C r V (r) (θ).
Proof. Any vector α ∈ R n can be expressed in terms of D (r) (α) and D (j−1) (α) 1 for j = 1, 1 . . . , r as follows:
where the convention is that a b = 0 for b > a, 0 0 = 1 and the first term in the right hand side is 0 unless i > r. This result appears as Lemma D.2 in .
Let us define θ to be the unique r − 1 degree polynomial vector such that the following holds for all j ∈ {1, 2, . . . , r}, D (j−1) (θ ) 1 = D (j−1) (θ) 1 . The first equality follows from the last display and the fact that D (r) (θ − θ ) = D (r) (θ) (since D (r) is a linear operator and θ is a r − 1 degree polynomial). The last inequality follows by using the simple bound n k ≤ n k for arbitrary positive integers n, k.
We are now ready to proceed with the proof.
Proof of Proposition 8.6. For the sake of clean exposition, we assume n is a power of 2. The reader can check that the proof holds for arbitrary n as well. For a interval I ⊂ [n] let us define M(I) = |I| r−1 |D (r) θ I | 1
where |I| is the cardinality of I and θ I is the vector θ restricted to the indices in I. Let us now perform recursive dyadic partitioning of [n] according to the following rule. Starting with the root vertex I = [n] we check whether M(I) ≤ V δ. If so, we stop and the root becomes a leaf. If not, divide the root I into two equal nodes or intervals I 1 = [n/2] and I 2 = [n/2 + 1 : n]. For i = 1, 2 we now check whether M(I j ) ≤ V δ for j = 1, 2. If so, then this node becomes a leaf otherwise we keep partitioning. When this scheme halts, we would be left with a Recursive Dyadic Partition of [n] which are constituted by disjoint intervals. Let's say there are k of these intervals denoted by B 1 , . . . , B k . By construction, we have M(B i ) ≤ V δ. We can now apply Lemma 8.7 to θ B i and obtain a degree r − 1 polynomial vector v i ∈ R |B i | such that |θ B i − v i | ∞ ≤ V δ. Then we can append the vectors v i to define a vector θ ∈ R n satisfying θ B i = v i . Thus, we have |θ − θ | ∞ ≤ V δ. Note that, by definition, k (r−1) rdp (θ ) = k. We now need to show that k ≤ C r δ −1/r .
Let us rewrite M(I) = ( |I| n r−1 )n r−1 |D (r) θ I | 1 . Note that for arbitrary disjoint intervals I 1 , I 2 , . . . , I k we have by sub-additivity of the functional V r (θ),
The entire process of obtaining our recursive partition of [n] actually happened in several rounds. In the first round, we possibly partitioned the interval I = [n] which has size proportion |I|/n = 1 = 2 −0 . In the second round, we possibly partitioned intervals having size proportion 2 −1 . In general, in the th round, we possibly partitioned intervals having size proportion 2 − . Let n be the number of intervals with size proportion 2 − that we divided in round . Let us count and give an upper bound on n . If we indeed partitioned I with size proportion 2 − then by construction this means (8.18) n r−1 |D (r) θ I | 1 > V δ 2 − (r−1) . Therefore, by sub-additivity as in (8.17) we can conclude that the number of such divisions is at most 2 − (r−1) δ . On the other hand, note that clearly the number of such divisions is bounded above by 2 . Thus we conclude n ≤ min{ 2 − (r−1) δ , 2 }.
Therefore, we can assert that
In the above, we set n = 0 for exceeding the maximum number of rounds of division possible. The last summation can be easily performed as there exists a nonnegative integer * = O(δ −1/r ) such that min{ 2 − (r−1) δ , 2 } =    2 , for < *
