INTRODUCTION
The rapid progress in development of new materials has also created more demands on their testing and characterization methods. In spite of the wide use of different plastics, there is a lack of methods to measure thermal diffusivity of polymers and other low-diffusivity materials. The diffusivity determination of oriented polymers is of particular interest: the drawing of a polymer foil orients the molecular chains, which strengthens the foil mechanically and also causes anisotropy to thermal conductivity making it higher parallel to the drawing direction than perpendicular to it. Anisotropy ratios as high as 100 have been reported [1] . The diffusivity through the foil could be measured by standard methods, like the flash method [2] , but this way the diffusivity parallel to the foil surface can not be obtained. However, this can be measured by the optical beam deflection (OBD, mirage) technique [3] . Already the method has been applied to higher diffusivity samples than polymers, covering the range between 20 -0.02 cm 2 /s [4, 5, 6, 7] .
Most commonly the mirage data is analyzed using zero-crossing method [8] to obtain the diffusivity of the sample. Ho..wever, when the thermal diffusivity of the sample is much lower than that of the gas surrounding the sample, the effect of the thermal wave propagation in the gas becomes crucial making the applicability of the zero crossing method very complicated or even impossible. This is because either no zero-crossing exists or the signal level at the zero-crossing point is so small that noise makes its accurate determination impossible [9] . Therefore, the thermal diffusivity of the sample has to be calculated from the entire mirage measurement data, which contains information of the thermal properties of both the sample and the gas, and the measurement parameters [10] . A suitable data analyzing method is multi-parameter least-squares regression fitting developed by Kuo et al. that has already been successfully applied to the thermal diffusivity determination of diamonds [4] .
In this paper we describe how the method is applied to the other end of the diffusivity scale, containing materials of diffusivities from 0.2 to 5*10-4 cm 2 /s, and present the improvements in the measurement set-up and data analysis that made this possible. The effects of the heating modulation frequency, the measurement gas diffusivity, and the sample diffusivity on the sensitivity of the measurement were also studied.
THEORY
For the defle<:tion of the probe beam (that is divided into components perpendicular and parallel t9.t1i.~·sample, i.e. normal and transverse OBD signals, <1>11. and <l>t, respectively) following Fourier transformed equations in k-space can be derivea [11] :
<t>t(k,h) = ik g(k) erfw -2-r 2 + erfw -2-+ r 2 exp -2r 2 (1) where the function erfw(z) is a modified error function: erfw(z) = lfexp(z2) erfc(z) (3) and g(k) is defined by a Fourier transform,
where T(x,z) is the temperature distribution caused by the periodical heating which interacts with the probe beam that is parallel to the y-axis and has a radius r2 and height h from the sample surface. qLis the complex square root of (k 2 -iO)/ul) with the positive real part, u j being the thermal diffusivity of gas surrounding the sample and 0) being the angular frequency of the heating mooulation. A general description for the computation of g(k) for a layer-structured sample is given in one of our previous papers [10] .
The least-squares regression computation is executed in the k-space. The experimental data giving the deflection angles in x-space are transformed into k-space after which the functions <t>h (k,h) are treated as the experimental input to the regression computation using Eqs. (1) and (2) . To increase the reliability of the fitting the least-squares procedure used in this study [12, 13] is not only capable of including the in-phase and quadrature data of both the transverse and normal deflection signals, but also different data sets corresponding to different parameters which affect Eqs. (1) and (2) (i.e., the modulation frequency, 0) and the beam height, h), and the data obtained can be used in the same regression analysis. The inclusion of data acquired with different but known parameter values greatly enhances the ability of the regression analysis to discriminate against accidental local minima because these parameters effect the theoretical model in different ways. This feature is important also because it is difficult to measure the height, but changing it by a known amount is easy. By utilizing the multi-parameter fitting using the height difference as a known parameter, the reliability of the measurement can be increased.
Using the known parameter values fixed in the fitting decreases the number of fitted parameters and thus increases reliability and reduces the computing time. Therefore, the fitting is normally made for only 2-6 parameters even though the total number of fitting parameters in the program is 17. Nevertheless, a typical least-squares regression analysis even with this reduced number of parameter values involves a fitting of the order of ten thousand scalar experimental values.
A so called "sentry parameter" method [12, 13] is used to control the acceptability of the fitting procedure. Here parameters whose values can be independently determined with certain accuracy are also included in the regression procedure as unknown parameters. The fitting results will be accepted only when the resulting values of these parameteisfwl within a certain rational range of their known values.
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To quantify the reliability of the fitting, variance of the fitting obtained is calculated: t (<I>f -<l>r) 2 var = . . : . . i =. . , ; ; l _ _ _ _ t (<I>rr (5) i=l wheref<l>f means the experimental deflection signal value in point i transformed into k-space, and <l>i the corresponding value obtained by fitting. n is the number of data points measured.
EXPERIMENTAL
The experimental set-up used for this study is a normal OBD [ego 3, 14] set-up. To reduce the thermal diffusivity of the fluid surrounding the sample, the sample was located in a cell containing C~ in 2 atm pressure. The samples that were not opaque for Ar+ laser light, that was used for heating, were coated with carbon spray giving a layer thickness of 1.5 Ilm.
There are two principal ways to orient the probe beam through the heated gas region above the sample. In the bouncing configuration the probe beam is reflected from the sample surface, while in the skimming configuration the beam is parallel to the surface and no reflection occurs. The bouncing configuration is in practice less problematic, as no tedious orientation is needed to make the probe beam and the sample surface exactly parallel. However, thermal expansion has an adverse effect on the mirage measurement when the bouncing configuration is used. When the surface expands, the position of the reflected beam on the detector measuring the beam deflection also changes due to both the rise of the surface and the change of the reflection angle. The thermal expansion is very large especially for polymers because their thermal conductivity is low, which results in high local temperature close to the heating point, and their thermal expansion coefficient is high. Therefore, in the plastics measurements skimming has to be used. However, measurements of the materials which have a low thermal expansion coefficient, i.e. ceramics and rare earths, were carried out using the bouncing configuration because of its ease.
Because of the difficult orientation, a perfect skimming is impossible to obtain, and thus the signal always has a reflected component, especially when the sample surface is not totally flat and polished, which is true for polymer foil samples. Therefore, the shape of the probe beam spot on the position sensitive detector measuring the deflection is not symmetric, but prolonged in the direction of the normal deflection. This causes the detector sensitivity to be different for normal and transverse mirage deflection signals. In order to utilize the multiparameter fitting simultaneously for both signals, the sensitivity difference has to be corrected by comparing the data obtained with the theoretical model. Using this spot shape correction, an essential improvement for the sensitivity in the multiparameter fitting is obtained. To quantify this, the variance of the fitting is calculated when the sample diffusivity is held fixed. Other parameters, whose values are not known, are fitted. In Fig. 1 the obtained variance values are plotted as a function of error in diffusivity to show how large change in variance is caused by an erroneous diffusivity value. The bigger the change, the more sensitive the measurement is to the sample diffusivity and thus the narrower the curve the better sensitivity. The absolute variance value represents the quality of the fitting: for a perfect fitting the variance is zero. In the example shown in Fig.  1 , the minimum obtained variance value is decreased from 0.0177 to 0.00417 using the spot shape correction. Due to noise in the measurement the minimum values do not reach zero but are normally 0.001 -0.005. Error in Diffusivity (%) Fig. 1 . Variance curves for fitting with and without the spot shape correction. Sample is polypropylene. Curves are nonnalized so that the minimum variance receives value 1. The horizontal axis shows the percentage change of the diffusivity obtained from the value that gives the minimum variance. The minimum absolute variance values obtained for each case are shown aside the nonnalized curves and they are marked by mv.
RESULTS

The Advantages Obtained by Decreasing the Gas Diffusivity
The use of a fluid whose thennal diffusivity is as low as possible as the measurement medium increases the thermal diffusivity detennination sensitivity for low diffusivity materials, as was pointed out in our previous theoretical simulation paper [10] . Therefore, C02 was selected for the fluid, and to decrease the gas diffusivity still, its pressure was increased to 2 atm. Thus the thennal diffusivity of the measurement gas was 0.05 cm 2 /s; the diffusivity of air in 1 atm pressure is 0.2 cm 2 /s. The effect of the gas diffusivity change on the sensitivity of the measurement is studied using variance calculations. The nonnalized variance curves of a polypropylene sample measurement both in air and in C02 atmosphere in 2 atm pressure are shown in The variance curve obtained using CO 2 is narrower indicating better sensitivity. The use of CO 2 decreases the possibility of large errors, even though the errors of approximately less than 25% display a very small difference between the curves.
An improvement to signal-to-noise ratio is also obtained in addition to the better sensitivity when the gas pressure is increased. This is because the temperature dependence of the refractive index of the gas increases with pressure, according to the Biot-Arago formula [e.g. 15] . This can be seen in Fig. 2b where the absolute signal values are shown. The improved signal to noise ratio can also be observed from the absolute variance values obtained from the best fitting (corresponding the minimum of the normalized curve in Fig.  2a ) which are 0.003 for CO 2 and 0.0063 for air.
The Sensitivity of the Method to Materials of Different Diffusivities
Variance calculations were also carried out to study the sensitivity of the measurement in different diffusivity ranges. Variance curves for bulk polypropylene (diffusivity a=O.OOl cm 2 /s), drawn polypropylene (a=0.002 cm 2 /s), soda lime glass (a=0.006 cm 2 /s), and aluminum oxide (a=O.l cm2/s) samples are given in Fig. 3 . The width of the curve decreases and thus the sensitivity increases with the increasing thermal diffusivity. The measurement of aluminum oxide (a=O.l cm2/s) was carried out in air, which deteriorates its sensitivity; but from the graphs it can be seen that the use of CO 2 in 2 atm pressure produces the same sensitivity for glass (a=0.006 cm2/s) as can be obtained by measuring Al 2 0 3 in air. Anyhow, when evaluating the sensitivity obtained for polymers, it has to be taken into account that polymer diffusivity is 100 times smaller than that of A1 2 0 3 . Thus the absolute accuracy of the measurement remains sufficient although the relative sensitivity is poorer for polymers.
The Effect of the Heating Modulation Frequency on the Sensitivity
The variance curves showing the effect of the modulation frequency of the heating on the sensitivity obtained are presented in Fig. 4 . There are three curves representing measurements made using three different frequency ranges. Each measurement, and thus each fitting, consisted of repetitive scannings made with four different frequencies. In the first measurement the frequencies used were 9, 16,25, and 36 Hz, in the second one 40, 90, 160, and 250 Hz, and in the third one 400, 900, 1600, and 2500 Hz. The sample was A120 3 · Fig, 4 . Variance curves for three fittings made using different heating beam modulation frequency ranges. Fig. 4 shows that the lower the frequencies used, the narrower the variance curves are and thus the better sensitivity can be obtained. This is in agreement with the computer simulation result presented in our previous paper [10] .
Results of Diffusivity Measurements
Even though the target of this study was oriented polymers, also thermal diffusivity values for various medium-and low-diffusivity materials were measured to test the technique with samples whose diffusivities were known. The results of these measurements are shown in Fig. 5a together with literature values. It can be seen that the measured values correspond the literature values [adopted from 16, 17, 18, 19, 20] , remembering that in the case of processed materials the thermal diffusivity depends considerably on the manufacturing process and therefore small variations can be accepted.
In Fig. 5b results of thermal diffusivity measurements perpendicular and parallel to the molecular orientation of anisotropic samples are presented. For each sample the anisotropic effect is clear, i.e. the thermal diffusivity values obtained parallel to the draw direction are higher than those for the perpendicular direction. Also the increase of the thermal diffusivity parallel to the orientation when the draw ratio increases is clearly seen when the sample thicknesses are 30 11m or more. However, the determination of the absolute diffusivity value of thinner samples is unsure even though the anisotropy in thermal diffusivity caused by the molecular orientation can be qualitatively observed.
The difficulties with thin samples arise from two factors. Firstly, polymer foils have fibrillose structure resulting in inhomogeneous thickness. For thick samples the relative change in thickness due to the fibrils is small but for 10 11m thick samples the thickness may vary as much as 50-70%. This causes unreliability in the data analysis because the theoretical model uses the sample thickness information to determine the diffusivity. Secondly, the thermal mass of a thin sample is small causing all factors disturbing the measurement to become more important than in the case of bigger samples.
CONCLUSIONS
We have shown that the OBD technique with multi-parameter least-squares regression fitting is suitable to measure the anisotropic thermal diffusivities parallel to the sample surface of even very low-diffusivity materials, as polymers. Before this study, the OBD method was applicable only to materials whose diffusivities were higher than 0.02 cm 2 /s. Here we have pushed the low-diffusivity limit to 5*10-4 cm 2 /s and this limit is not set by the method but because no samples with lower thermal diffusivities were in use. The improvements that made it possible to measure this low thermal diffusivities are related both to the measurement itself and to the data analysis. The data analysis can be made simultaneously for several data sets with different measurement values which enhances the accuracy. The program also corrects the sensitivity difference of the probe beam deflection detection in different directions. This asymmetry is mostly due to the sample surface conditions causing imperfect orientation of the probe beam.
The thermal diffusivity of the gas surrounding the sample was decreased to 0.05 cm 2 /s using C02 having pressure 2 atm. This improved the sensitivity of the measurements to the sample diffusivity and decreased the contribution of the thermal wave propagation in the gas. Due to the larger temperature dependence of the refraction index of the gas, an improvement in the signal-to-noise ratio was also obtained.
To avoid the disturbances caused for the OBD technique by large thermal expansion of polymer samples, the skimming configuration for the probe beam was used, even though this leads to more difficult aligning of the sample and the probe beam than the use of bouncing.
The diffusivity determination has the accuracy of about 10% when the polymer foils are thicker than 80-100 /lm. For thinner samples the reliability decreases. This is because the theoretical model for data analysis uses the sample thickness information as one factor to determine the diffusivity, but the thickness of the fibrillose polymer foil sample is not homogeneous and therefore it is not well defined. For thinner samples this causes a larger elTor than for thicker ones. Also, because the thermal mass of thin and light samples is small, the measurement gas contribution to the signal and other different factors lessening the signal-to-noise ratio become more important. However, the trend of the thermal diffusivity parallel to the draw direction increasing with the draw ratio could be seen even when the sample thickness was between 30 and 80 /lm. Furthennore, the anisotropy in thennal diffusivity due to molecular orientation could be qualitatively observed also from the samples less than 10 /lm thick.
