Abstract
Introduction
There is a wide range of situations in finance where pricing functions must be evaluated many times for risk computation. Examples include all the XVAs for pricing, Counterparty Credit Risk capital via IMM (IMM-CCR), Market Risk VaR and stress-VaR (sVaR), the upcoming FRTB advance IMA approach (IMA-FRTB), stress-testing frameworks, CCAR, etc. They all require from a few hundred to a few million portfolio revaluations in each computation.
The complexity of pricing functions has been increasing over the last few decades; from vanilla European options and swaps to all the Bermudan-swaption family of derivatives, exotic FX and equity products, credit derivatives, commodity products, etc.
As a result, the computational effort (i.e. time and hardware cost) taken to perform such risk evaluations has become a problem. For example, tier-one banks are now estimating the hardware costs of being able to do the IMA-FRTB computation via a "brute-force" hardware approach (i.e. building a computing grid powerful enough to do the calculation in true full-revaluation mode, calling the Front Office pricing functions as often as needed). These costs tend to range from $50 million to around $200 million, and this is considering only the compulsory capital calculations; live intra-day calculations that would enable the right business and trading decision with an ex-ante analysis of impact in FRTB capital would be additional.
Solutions to this important issue lie at the core of being able to face the demands imposed by both industry and regulators. If this computational problem is not solved intelligently, many business units and trading desks will become uneconomical and will have to close. On the positive side, those banks that manage to solve this problem will have a competitive advantage.
In this paper, we introduce an optimal method which helps tackle this problem.
Mathematical Framework
In this section we establish the mathematical framework which will later be applied in the context of Risk Calculation Engines.
Polynomial functions are a well-understood family of functions used in various areas of mathematics. One of their uses has been to approximate arbitrary continuous functions. Going back as far as 1885 we find evidence of their suitability for approximation (Weierstrass, 1885) Theorem 1. Weierstrass approximation Theorem. Let be a continuous function on [−1,1] , and let ε be an arbitrary real value greater than zero. Then there is a polynomial such that
|| − || ∞ ≤ ε
This result, however, does not give a recipe for how to find, given a continuous function , a suitable approximating polynomial.
There are two things to bear in mind when deciding what polynomial to use as an approximator. On the one hand, we want accuracy. On the other, particularly in applications like the one we are interested in, we want a computer to evaluate the approximator as efficiently as possible.
Often, these two aims pull in different directions. Generally, the more accuracy we need, the more complex the evaluation of the approximator becomes. Let us express this more concretely.
Denote the space of polynomials by . Consider its canonical filtration = ⋃ ∈N where is the space of polynomials of degree at most . The higher the , the more polynomials available to choose from. If we cannot find a polynomial in , that approximates our function sufficiently well, we need to look for polynomials in where > . The higher the , the higher the degrees of the polynomials. However, the higher the degree , the longer it takes to evaluate.
We want a systematic way to find, for low values of , polynomials in that approximate to the degree we need. This is central to the applications of these methods, as industrialised risk computation settings require systematic solutions to implement and maintain.
It is in this sense that the theory of Chebyshev interpolants provides an extraordinary balance between the two as will be seen in the following sections.
Chebyshev Series
So far, we have spoken of using polynomials to approximate any given continuous function. However, the results that constitute the core of the theory of Chebyshev approximation are valid for continuous functions that enjoy a certain degree of smoothness. Though in principle restrictive, this turns out to be particularly useful in our context, as pricing functions in finance are often not only piecewise continuous but piecewise differentiable and, indeed, in most cases, piecewise analytic.
In the following sections, unless otherwise specified, we work with functions of one dimension defined on the closed bounded interval [−1,1] . If the function in question is defined on a generic interval [ , ], we pre-compose it by a scaling function that takes the interval [−1,1] to [ , ] . By doing this we obtain a function defined on [−1,1]. Every result we state from now on valid for , will also be valid for . Therefore, we assume, with no loss of generality, that the domain of the functions we are interested in is the interval [−1,1]. For alternative definitions of Chebyshev polynomials, as well as their main properties we refer to (Handscomb & Mason, 2003) .
The following results are central in the theory of approximation with Chebyshev polynomials. Proof of the following Theorems may be found in (Handscomb & Mason, 2003) and (Trefethen, 2013) . If = 0, the above formula is divided by 2.
Truncated Chebyshev Series
For a fixed natural number , a good candidate to approximate Lipschitz continuous functions is the truncation of the Chebyshev series up to its -th degree
We call this the Chebyshev projection of degree .
So far, we have convergence of Chebyshev series for Lipschitz continuous functions. This is a good starting point, but we need to make sure the desired degree of accuracy is obtained with the smallest possible . Otherwise, the computational effort to evaluate could be too high for it to be useful in contexts where speed and precision are critical. Therefore, it is important to use polynomials with the smallest degree possible. As we will see, the Chebyshev series enjoys phenomenal convergence rates for a substantial class of functions. This ensures the projections we use have the smallest possible degree (i.e. is small).
If the function is not only Lipschitz continuous but differentiable of order , we have Theorem 5. For an integer ≥ 0, let and its derivatives up to and including ( −1) be absolutely continuous on [−1,1] . Furthermore, suppose the -th derivative is of bounded variation . Then for any > , its Chebyshev projections satisfy
A function is analytic if for every point in its domain, the Taylor Series of at exists and converges to the value ( ). When a function is analytic on [−1,1] it can be analytically extended to a neighbourhood in the complex plane around [−1,1]. For the following Theorem, the regions of interest are ellipses with foci at −1 and 1, called Bernstein ellipses. The bigger the ellipses, the faster the convergence. The following Theorem, which strengthens the result of Theorem 5, first appeared in (Bernstein, 1912) . where is the Chebyshev projection of degree .
As mentioned before, a good portion (if not all) of the functions used in finance (e.g. pricing functions) satisfy strong degrees of differentiability or are indeed analytic 3 . For functions with the latter property, projections of the Chebyshev series with small degree often give very good degrees of approximation because of the exponential convergence of to .
Interpolants
As is evident from the Theorems in the previous section, Chebyshev projections offer a very attractive way of approximating piecewise analytic (or even differentiable) functions. However, evaluating such projections may be tricky as the coefficients in Theorem 4 involve solving the integral in question.
However, there are polynomial interpolants which enjoy the same convergence rate as the ones specified in Theorems 4, 5, 6, and have expressions that are much easier to find and evaluate. In order to introduce such polynomial interpolants, we need the following. For more details on Chebyshev points, properties, and generalisations we refer to (Handscomb & Mason, 2003) .
Let be a function and let 0 , … , be points in the domain of . Denote by 0 , … , the values of 0 , … , under . We call the points 0 , … , Anchor points and 0 , … , the values of on the Anchor points. An interpolant to on such points is defined as a function such that ( ) = ( ), for all , 0 ≤ ≤ . If is a polynomial, then we say is a polynomial interpolant to on the Anchor points 0 , … , . It is a well-known result that for every function and every + 1 points such as the ones above, there is a unique polynomial interpolant of degree at most .
Polynomial interpolants have a bad reputation as approximators in numerical computing. This bad reputation is partly due to a result by Faber in 1914 (Faber, 1914 , which says that for the class of continuous functions there is no polynomial interpolation scheme, regardless of the way in which the points are distributed, that will ensure convergence. As a result of this theorem, polynomial interpolations have been the victim of an unfair negative reputation because, as soon as we restrict the functional space to Lipschitz continuous functions, we have guaranteed convergence of polynomial interpolations and, furthermore, as soon as we restrict ourselves to analytic functions, polynomial interpolations can be exponentially convergent, as we will see next, if the interpolation scheme is the right one. In addition, in practical risk calculation, most pricing functions that we work with are either analytic, or piecewise analytic in known segments.
It is crucial to stress the fact that the right interpolation scheme is central to the results presented in this paper. Indeed, if we do not work with the right interpolation scheme, even restricting the class of functions to analytic does not necessarily help matters. Interpolation on equidistant points, which is generally considered a sensible choice, will diverge even for functions with a high degree of smoothness, as the following example shows.
Example 8. A famous example was given by Runge in 1901 (Runge, 1901 . He showed that equidistant interpolation not only diverges for the function 1 (1 + 25 2 ) but it diverges exponentially. This is known as the Runge phenomenon.
Polynomial interpolation on equidistant points has other problems too. Even when convergence is guaranteed in theory, rounding errors in floating point arithmetic may cause problems.
Example 9. Mathematically, polynomial interpolation on equidistant points converges for ( ). However, rounding errors in floating point arithmetic are amplified as the degree of the polynomial increases, making it diverge in practice.
Chebyshev Interpolants
What is often missed is that interpolation on sets of points different from equidistant can completely change the properties of polynomial interpolants. In particular, polynomial interpolation on Chebyshev points has the same convergence properties as Chebyshev projections. Moreover, expressions of such polynomials are much easier and quicker to both find and evaluate as we describe next.
Denote the polynomial interpolant to a continuous function on the first + 1 Chebyshev points by . Such a polynomial lies in , the space of polynomials of degree at most . As such, it may be expressed as a linear combination of the first + 1 Chebyshev polynomials (indeed, as the linear combination of any basis for )
Expressing the Chebyshev interpolant in terms of Chebyshev polynomials has the following advantage. As it is shown in (Ahmed & Fisher, 1970) , one can compute the coefficients from the values of on Chebyshev points, by using the Fast Fourier Transform. This has important consequences as the Fast Fourier Transform can be applied in ( ) operations. The expression in Equation 1 is not only easy and quick to find but can also be efficiently computed in a way that is numerically stable and unaffected by rounding errors in computers.
The reason why has such good convergence properties has to do with a phenomenon called aliasing. The full details of aliasing are beyond the scope of this paper. The following Theorem (Clenshaw & Curtis, 1960) , however, sheds some light on the nature of this phenomenon and sets the stage for a very useful technique that helps control the error of Chebyshev interpolants in a very effective way.
Theorem 10. Let be Lipschitz continuous on [−1,1] and let be its Chebyshev interpolant in , ≥ 1. Let and be the Chebyshev coefficients of and , respectively. Then
An important consequence of Theorem 10 is the following. Theorem 4 says that the Chebyshev Series is uniformly and absolutely convergent. This implies that as tends to infinity, the absolute values of tend to zero. This, coupled with the equations in Theorem 10, imply that the greater the , the smaller the terms ( +2 + +4 + ⋯ ) and ( − +2 + − +4 + ⋯ ), which means the terms and get closer and closer, for 1 ≤ ≤ − 1.
On the one hand, the coefficients give us an idea of when we are close to converging. On the other, when we are close to converging, the coefficients approximate the coefficients (1 ≤ ≤ − 1). As the coefficients are much easier to compute than the coefficients , we can use the former to identify potential convergence.
There is, of course, no guarantee that the series of Chebyshev interpolants has converged to the function if say, the last few coefficients are below a desired threshold. In practice, however, and specially for analytic functions, once the absolute value of the coefficients are below a small threshold (e.g 10 -4
) we can be pretty sure our Chebyshev interpolant will give us at most this error. This has practical implications as one can control the error of the approximation without knowing anything about the function, apart from the values of the function on Chebyshev points and the fact that it is Lipschitz continuous.
Mathematically, we can state the convergence properties for Chebyshev interpolants in the following manner. The following Theorems make use of Theorems 5,6 and 10. Details of the proofs, can be found in (Trefethen, 2013) . Remark 13. Looking at Theorems 11 and 12, it is easy to see why polynomial interpolation on Chebyshev points is a much more attractive method for approximation than others typically used. These theorems are extensions of Theorems 5 and 6 (that apply to the truncated Chebyshev series ) to Chebyshev polynomial interpolants . Theorem 12 proves that the rate of convergence of such polynomial interpolant is also exponential. This property is central to the benefits this theory can bring to computation of risk in portfolios of financial derivatives.
However, polynomial interpolation on points other than Chebyshev (or similarly distributed) is illconditioned as is mentioned in Example 8. Even when convergence is guaranteed, rounding errors can create problems as Example 9 mentions.
Typical linear and spline interpolation have convergence properties for a wide collection of functions. However, the rate at which they converge is very slow. It is not exponential, even for analytic functions. In the context we are interested in applying these techniques, this translates into lots of calls to the original pricing function to achieve a minimum degree of accuracy, which translates into high pricing CPU time, high hardware costs, or both. This is obviously suboptimal when confronted with the optimal properties of Chebyshev interpolants.
In addition, with linear and spline interpolation we have limited or no control of the error of the approximation. However, as we have seen from Theorem 10, Chebyshev offers a most valuable exante control of the error the approximation has.
Machine learning methods in general, even sophisticated ones, are good in regions where a lot of data is present but struggle to capture the values associated to areas of the domain where there is little data available. This sharply contrasts with Chebyshev approximation as convergence is proved with respect to the supremum norm, hence every point in the domain must satisfy the formulas in Theorems 11 and 12. In addition to not being able to capture tail events with accuracy, the calibration of machine learning methods can be tricky and may require calling the pricing function many more times than needed for the calculation in hand, reducing and sometimes killing the time savings we were after.
Taylor expansions, widely used in the industry for their speed, are usually only expanded to first or second order. Their accuracy can therefore not compete with the accuracy of Chebyshev interpolants.
As a counterpoint to the previous comments, we have the following Remarks.
Remark 14. Chebyshev interpolation compares very favourably even to optimal polynomial approximation. Denote by * the polynomial in that minimises || − || ∞ , the distance between and , where denotes a generic polynomial in . The polynomial * is basically the best possible polynomial approximation to of degree less than or equal to . Such polynomial, though in principle ideal for approximation purposes, is often difficult to compute. Not only are Chebyshev interpolants easy to compute, but as proved in (Ehlich & Zeller, 1966) , if is the Chebyshev interpolant of degree , || − || ∞ cannot exceed || − * || ∞ by more than the factor 2 + (2/ ) ( + 1). Moreover, if is analytic, such factor is only 2.
Remark 15. Reducing a 1-dimensional function to an expression such as the one in Equation 1 has several advantages. The first and most obvious is being able to evaluate it in a fast and efficient manner. However, given the simple polynomial expression we have, it may be used for all sorts of numerical computations such as computing derivatives, integrals, root finding, solving differential equations, amongst others.
Conclusion.
We have seen that the typical approximation methods (e.g. linear or spline interpolation, machine learning, Taylor) are suboptimal when approximating pricing functions inside Risk Engines because their convergence properties are generally poor. However, we have also seen that interpolation via Chebyshev polynomials has a very special property: exponential convergence. As a result, Chebyshev techniques are an ideal candidate for an accurate and computationally-efficient pricing approximation in a Risk Engine.
Higher dimensions
The basic theory of Chebyshev polynomials and Chebyshev interpolants has been around for decades. However, extensions to higher dimensions are recent. First, we mention some of these extensions, particularly the ones we consider most relevant. Then we present the version that we find to be optimal in a practical setting.
Extensions to 2 and 3 dimensions are presented in (Townsend & Trefethen, 2013) and (Behnam & Trefethen, 2016) , respectively. Both build on the 1-dimensional theory and implement their results in Chebfun, a Matlab package which was first developed for 1-dimensional functions using the theory of Chebyshev projections and interpolants.
The techniques presented in Chebfun are extremely powerful. The degree of approximation obtained is phenomenal. Moreover, derivatives of the functions are evaluated very efficiently among many other things. However, the techniques presented there are not ideal for many applications in finance as extreme accuracy (e.g. 10 -15 ) is prioritised over speed of construction. In addition to this, it has the limitation of only being able to approximate functions of at most three dimensions.
More recently in (Gaß, Glau, Mahlstedt, & Mair, 2016) , an extension of Chebyshev polynomials to -dimensions was considered with particular attention to applications in finance. If the expression of a Chebyshev interpolant in one dimension is given by
the corresponding expression in higher dimensions is given by ( ) = ∑ . . . ∑ "
where " means the first and last summand are halved and
Chebyshev node.
In (Gaß, Glau, Mahlstedt, & Mair, 2016) , Theorem 12 is extended to higher dimensions showing that under equivalent conditions to those in Theorem 12, we obtain sub-exponential convergence.
Also, practical applications are presented for 2-dimensional pricing functions, making the time savings evident while showing negligible precision loss when compared to standard bench-marks.
However, the expression in Equation 4 uses coefficients ( 1 , … , ) computed using Equation 5. This has the disadvantage that the number of operations grows exponentially with dimension. Therefore, as we increase dimensions, not only do we need to call the original pricing function an exponentially larger number of times, but we also suffer from the overhead of Equation 5 which grows exponentially too.
Our implementation uses an alternative technique that covers any given dimension. Instead of using the direct generalisation presented in Equation 4
, we cover the domain of the function with 1-dimensional Chebyshev interpolants in order to produce the Chebyshev interpolant. Figure below . The domain is defined by the interval [ 1 , 1 ] along the -axis and [ 1 , 2 ] along the -axis. A mesh of 2-dimensional Chebyshev points is obtained by first generating Chebyshev points along the -axis, then along the -axis, and then taking their Cartesian product to obtain the 2-dimensional Anchor point mesh, visible in solid blue dots in Figure 1 . We call these points the interpolation "Anchor" points.
Building the Interpolating Object. The way it is built and evaluated is as follows. For purpose of illustration, let us focus on a two-dimensional function. An image of the domain is shown in the
Once the mesh is constructed, one must evaluate the 2-dimensional function ( , ) at each Anchor point of the mesh. This is what we will call the "Building" phase.
Evaluating with the Interpolating Object. Now we describe the function evaluation at a generic point ( , ). For each collection of Anchor points in the mesh running horizontally, consider a 1-dimensional Chebyshev interpolant. In the figure above, there are 5 of these interpolants each of which consists of 4 Anchor points. A central idea that we use here is that 1-dimensional Chebyshev methods are extremely accurate, so we can use a strictly-speaking "approximated" value as very close to the real value.
As a result, first, we use every 1-dimensional Chebyshev interpolant to obtain a value of ( , ) at each black circle on the diagram. Then, the collection of black circles is used to build a 1-dimensional Chebyshev interpolant, which in the figure above runs vertically. Note that the point ( , ), where we want to evaluate the function, lies on the this new 1-dimensional interpolant. Therefore, we can evaluate this interpolant at to obtain the final value.
Observe that what we did in the first set of evaluations, when we computed the value of the horizontal 1-dimensional interpolants at the black circles, was to reduce the problem from 2 to 1 dimensions. By doing this we ended up with a single 1-dimensional interpolant which we can readily evaluate.
Extension to any dimensionality. The extension of this method to higher dimensions is straightforward. If we had a 3-dimensional function, instead of having a 1-dimensional family of 1-dimensional Chebyshev interpolants, as in the case described above, we would have a 2-dimensional family of 1-dimensional Chebyshev interpolants. By evaluating each of these interpolants, we reduce the dimension of the problem by one, leaving us with a 2-dimensional domain, identical in kind to the one we described above. If we extend this concept sequentially, we can extend Chebyshev methods to any dimension.
Remarks. Given the independence of each 1-dimensional Chebyshev interpolant in the described solution, if we know that a function is more difficult to approximate in some regions, we can tailor the grid construction so that the mesh has more resolution in those regions where we know that the function is more fluctuant. However, note that this is only an additional enhancement; we can always use a square or rectangular mesh for generic pricing functions and benefit from the exponentially convergence properties of Chebyshev techniques, which is the cornerstone of the power of these methods.
Furthermore, an additional advantage of using 1-dimensional Chebyshev interpolants in a multidimensional space is that their derivatives are straightforward to compute. That is particularly useful because the derivatives are given by the Chebyshev interpolants with the same computational cost that the function itself: we do not need to call the original function in more Anchor points (the part that is computationally expensive), and the same time it takes to evaluate the Chebyshev interpolant (negligible in most cases) is the same when we want to evaluate a derivative.
Numerical Examples
The described methods can be applied in an industrial setting in the following way. The exhibit below shows the steps of a generic risk engine. Often, the Pricing step takes a vast amount of computational demand, either because we are calculating risk on a large number of vanilla trades, because of the presence of (difficult to price) exotic trades, or both.
If the risk calculation is done in full-revaluation mode, the pricing step will call the Front Office "Original" pricing function many times, from several hundred up to a few million, depending on the calculation. This can be very costly from a computational standpoint. We call this setup the "bruteforce" calculation.
The extraordinary properties of Chebyshev interpolants allow for a different optimised setup. Theorem 6 tells us that if we project the pricing function onto the space generated by the first Chebyshev polynomials, the projected function converges to the pricing function exponentially fast as increases. We also know that there are ways to compute the Chebyshev coefficients very effectively. For example, reference (Ahmed & Fisher, 1970) shows how we can compute those coefficients in ( log( )) operations. We also know from Theorem 10 that we can have an exante control on the error of the approximation. Finally, we know from Theorem 12 that the Chebyshev interpolant also converges exponentially, practically at the same rate as Chebyshev projections.
As a result, instead of the brute-force calculation we can build an ultra-accurate interpolating object using Chebyshev technology. This object is then invoked, instead of the original pricing function, to compute the portfolio price in each scenario.
This set up comprises two steps. First, in the "Building" phase, we call the Original pricing function a limited number of times to build an ultra-accurate Chebyshev interpolating object. By "Chebyshev interpolating object" we mean our code implementation of the explained Chebyshev interpolation framework discussed above, which can be generalised to any implementation that preserves the fundamentals explained. Then, in the second step, the "Evaluation" phase, the risk engine uses the optimised Chebyshev interpolating object to evaluate the portfolio prices in each scenario.
This optimisation method is good as long as (i) we call the original pricing function in the Building phase less times than in the brute-force approach, (ii) the precision of the interpolating object is very good and (iii) the computational cost of evaluating the interpolating object is low.
The exhibit below illustrates points (i) and (ii), compared to the typical linear interpolation technique (similar results are obtained with spline). The graph shows the maximum error of the interpolating objects with respect to the original pricing function as we increase the number of times the original pricing function is called to build the objects. This example is for a 2-dimensional Spot-Vol Surface in a Black-Scholes option.
The blue dotted line is the maximum error of the linear interpolation scheme, the solid orange line is the maximum error of the Chebyshev scheme. Note the errors are given in a logarithmic scale. It can be clearly seen how the linear interpolation framework converges extremely slowly hence it lacks the precision needed in many applications. However, within the Chebyshev framework converges exponentially, so an extreme degree of accuracy is achieved with very little information from the pricing function. Indeed, machine precision can be achieved with only a few hundred points.
For example, let say that we are using a linear-interpolating scheme with around 250 Anchor points (a 16 x 16 mesh). The graph shows that we obtain an accuracy of around 10 -1 . If, on the one hand, we build a mesh with the same number of Anchor points (i.e. same computational effort in the Building phase) but apply the Chebyshev principles, the accuracy we get is of around 10 -7
; that is, full-revaluation accuracy in practice. If, on the other hand, we are happy with the accuracy, but we want to decrease the computational effort in the Building phase, the Chebyshev object achieves a 10 -1 precision with only around 25 Anchor points (a 5 x 5 mesh); only 10% of the original computational cost.
The following table shows the improvement in pricing time, together with its accuracy, when using the Chebyshev objects comparted to a full-revaluation approach, using the QuantLib open source library. These are 1-dimenisional cases for illustrative purposes. The speed gains range from 100 in the case of already-considered fast analytic pricing functions, to nearly 6,000,000 for exotic products. The errors are mostly well below the basis-point precision, in spite of having trades like barriers, which have strong non-linear features. The only trade with an error outside the basis-point threshold is a trade that has been priced with a Monte Carlo simulation and which has an inbuilt error of the same magnitude; in this case the error comes from the lack of accuracy in the original pricing function itself, not the Chebyshev method. 
Pricing function Pricing Method

QuantLib
5,843,883
These illustrative examples are shown for low dimensional cases. These methods can be also applied to high-dimensional cases, as explained in the next section.
Applications
The practical applications of these techniques are endless in risk management. Any risk computation that requires re-pricing a portfolio several times should benefit from it. Indeed, once the overhead of the Building phase is done, multiple calculations should benefit from the speed of the object built.
The following are practical examples of applications of these techniques in a commercial setting. The primary aim of this paper is to present the theoretical basis for the improvements that we see, so we are leaving detailed commercial explanations for subsequent publications.
CVA, FVA and IMM capital of exotics XVA and IMM Monte Carlo engines need to reprice portfolios many hundreds of thousands or even a few million times in each run. Full revaluation approaches can be very computationally expensive as soon as the portfolio of trades has non-vanilla products. Some institutions have implemented American Monte Carlo regression-based techniques. However, its implementation is far from trivial and the accuracy of the pricing proxy is far from ideal. As a result, regulators do not tend to like this solution for IMM computations. In addition, trying to get sensitivities out of it can also be troublesome.
Exotic pricing is a prime candidate to benefit from the Chebyshev techniques described. Indeed, we run an EPE and PFE-95% profile on a Bermudan Swaption in a two-factor model via brute-force revaluation with 1,000 scenarios and compare it to the same calculation via Chebyshev Objects.
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The obtained profiles were exactly the same, as shown in the exhibit below, as the Chebyshev Objects gave perfect pricing accuracy in practice.
The following table illustrates the computational improvement created. 5 The calculation via Chebyshev Objects dramatically decreases the computational effort compared to the benchmark full-revaluation. For example, a Monte Carlo simulation with 10,000 scenarios takes around 4.5 days in the single-core set up we use, while it only takes 53 minutes via Chebyshev Objects. When using the Chebyshev Objects, the incremental computational effort of increasing the number of scenarios is negligible; most of the effort in the proposed technique is taken by the Building step and, once that is finished, the computational effort to evaluate the interpolating objects is very small. This has multiple benefits. For example, not only can we perform risk profile computations speedily, but the speed of the evaluation time is so high that we can build the interpolating object, save it and reuse as often as needed for many ultra-fast XVA sensitivity calculations via bump-and-reval.
Pricing
A remarkable application is that, once the interpolating object has been built, we can easily simulate sensitivities, as shown in the next section.
Initial Margin Simulation
We have seen that the Chebyshev Objects easily achieve an accuracy of, say, 10 -6
. We achieve that accuracy with a function ( ) ≅ ( ) = ∑ ( ).
=0
Given that Chebyshev polynomials are very well understood, their derivatives can be computed very easily. Consequently, given the high accuracy of the approximation, the derivative of the Pricing function ( ) with respect to its risk factors can be approximated by
Strictly speaking, this derivative approximation tends to lose a bit of accuracy relative to the approximation of the original function. However, the Chebyshev interpolant tends to be such a good approximation to the pricing function that the derivative of the interpolator tends also to be a very good proxy for the derivative.
This has a very important consequence: the Chebyshev approximation to the pricing function not only enables efficient full-revaluation in a risk engine, it also provides a very accurate and very efficient simulation of the sensitivities without any extra Building computational cost. Risk simulations of Initial Margins, or hedging simulations, are surprisingly easy in this framework.
The following graphs shows the expected profile, 5 th and 95 th percentile of a SIMM™ simulation using this methodology for a portfolio of swaps, Bermudan swaptions and barrier equity options. The simulation was done in no-time and with absolute precision. The Monte Carlo engine simulated around 50 million sensitivities (36 million deltas and 14 million Vegas) in 2.3 seconds in a standard laptop via Chebyshev interpolants of the pricing functions. 6 The accuracy of the sensitivities was better than 10 -4 ; i.e. perfect simulation in practice.
IMA-FRTB
Another application sits in the Internal Models Approach for FRTB (IMA-FRTB). The technique we explain here has been tested in a commercial tier-1 bank in that context; a publication will be available soon. The technique was applied to a portfolio of swaps, swaptions and Bermudan swaptions.
In this case, the technique had the extra challenge of the dimensionality of the input space, which could be of up to several hundred dimensions if we include all interest rate spread curves and volatility surfaces. A dimensionality reduction technique was applied, comprising of a blend of PCA and orthogonal slide aggregation; the details of such technique are beyond the scope of this paper, they will be published soon in a subsequent article.
The following graph illustrates the 1day-PnL correlation between the original pricing function and the fast pricing function after applying this technique to a Bermudan swaption (left pane), as well as the capital charge (based on 10day expected shortfall) obtained through both techniques (right pane). It can be seen how the error is so small that we can be sure to pass the PnL attribution tests; indeed, the PnL correlation was of 99.9%, ensuring P&L Attribution Test compliance. Importantly, the computing load needed in the technique that makes use of the approximating technique was between 1% and 5% of that needed in a brute-force full-revaluation. This technique can save a bank many millions in hardware cost annually.
Pricing function "Cloning"
Often, risk engines live in separate IT infrastructures to the pricing engines. One of the central problems of risk engines is how to transport a pricing function that lives, typically, in the Front Office systems, into the simulation framework. The Chebyshev framework offers a solution for it.
For example, let's say that the risk engine needs to price a product 3,000 times. The Chebyshev Objects only need to price each product on very few Anchor points in order to replicate the pricing function very accurately. In a typical example we only need the value of the pricing function on 150 Anchor points. The Risk Engine can set those 150 Anchor points as the Chebyshev "calibration" scenarios, query the price of the product only on those 150 points, and replicate the pricing function inside the Risk Engine with very high precision and ultra-fast evaluation time.
Portfolio Pricing Compression
A further computational improvement can be achieved when we have portfolios of trades on the same risk factors. For example, let's say that we have 5,000 trades that are driven by the same family of risk factors (e.g. swaps and options on USD yield curves and volatility surfaces). Each of its pricing functions can be represented by a Chebyshev interpolant, as we have seen. We have, in this example, 5,000 single-trade Chebyshev Objects.
In order to run multiple revaluations of the portfolio, instead of evaluating the 5,000 Chebyshev Objects, we could decrease further the computing effort by adding up the Chebyshev coefficients and constructing, in this way, a portfolio Chebyshev Object. The computational effort of this new Object is the same of a single-trade Object, hence we achieve a further 5,000 times acceleration in the revaluation effort.
AAD
Needless to say, Adjoint Algorithmic Differentiation (AAD) is a fantastic state-of-the-art methodology that can enable the computation of many sensitivities with limited computational effort. As it is well known in the industry, it presents a challenge of implementation and maintenance. For this reason, several trading houses have decided to postpone or avoid its implementation.
A central problem is that, in order to implement AAD, the developers need to implement and maintain the adjoint version of each pricing function. Also, when running the simulation, memory is an issue, as the computation needs to store an enormous amount of information.
Again, Chebyshev may be used to reduce the complexity of these problems. If we have the pricing functions of a number of trades represented by a Chebyshev interpolant, we can code up a generic adjoint version for all of them, hence considerably reducing implementation and maintenance effort, as well as memory footprint.
( ) = ∑ n =0 ( ) ( ) ̅̅̅̅̅̅ = ∑ n =0 ( ) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ It must be noted that this AAD generic method is only a theoretical idea for now. We have not had the chance to test it. Please contact us if you are an AAD expert and would like to collaborate with us in this subject.
Other Applications
As indicated, the number of applications of Chebyshev interpolants and Chebyshev Objects is endless in the context of risk calculations. In addition to those shown, other clear candidates include stress testing and CCAR programs, hedging simulations, model risk management, etc.
Comparison with Other Methods
Chebyshev interpolants may "compete" with the following alternatives
• Full-revaluation. Obviously, if full-revaluation is a practical option, there is no need for any algorithmic alternative. However, the financial industry is now suffering from its high computational demand. Indeed, that is why it is often referred to as the "brute-force" solution, as the only way to overcome its computation limitation is by adding more hardware.
• Standard Interpolations. These methods include the popular linear or cubic-spline interpolation methods. As it has been clearly proven in this paper, Chebyshev interpolation outperforms any of those methods, in all counts, by orders of magnitude.
• Regression-based "Longstaff-Schwartz" approximations. Another somewhat popular alternative to full-revaluation in risk calculations has been the adaptation of methods used to price options via American Monte Carlo (Cesari, et al., 2009 ). Before we knew of the power of Chebyshev methods, regression methods seemed to be, often, the only possibility for efficient computations. However, it is well known that they suffer from a very significant regression error (that the user hopes to have cancelled out on average, but with limited control over it), very poor performance in the tails of the risk distribution (hence risk departments and regulators tend to disregard it) and the calibration of the regression tends to be more of a "black art" than a scientific method. In contrast, Chebyshev interpolation methods solve all these problems and require similar computational efforts.
