A general approach to transference principles for discrete and continuous sequence of operators (semi) groups is described. This allows one to recover the classical transference results of Calderon, Coifman and Weiss and of Berkson, Gilleppie and Muhly and the more recent one of the author. The method is applied to derive a new transference principle for (discrete and continuous) the sequence of operators semigroups that need not be grouped. . Finally, an application is given to singular integrals for one-parameter semigroups.
Introduction
The purpose of this article is twofold. The short part devotes to a generalization of this classical transference principle of Calderon, Coifman and Weiss. The Advances in Pure Mathematics major part gives applications of this new abstract result to discrete and continuous operator (semi) groups, in particular shall recover and generalize important results of Peller. In the classical transference principle(s) the objects under investigation are derived from the sequence of operators of the form.
( ) H is considerations that were motivated by ergodic theory and his aim was to obtain maximal inequalities. Subsequently, Coifman and Weiss [3] [4] shifted the focus to norm estimates and were able to drop Calder'n's assumption of an underlying measure-preserving G-flow towards general G-representations on
Berkson, Gillespie and Muhly [5] were able to generalize the method towards general Banach spaces X. However, the representations considered in these works were still (uniformly) bounded. In the continuous one-parameter case (i.e., G =  ) Blower [6] showed that the original proof method could fruitfully be applied also to non-bounded representations. However, his result was in a sense "local" and did not take into account the growth rate of the group at infinity. In [7] we discovered Blower's result and in [8] we could refine it towards a "global" transference result for strongly continuous one-parameter groups.
Markus Haase [1] showed a developing method of generating transference results and showed that the known transference principles, (the classical Berkson-Gillespie-Muhly result and the central results of [8] ) are special instances of it. The method has three important new features. Firstly, it allows to pass from groups to semigroups. More precisely, consider closed sub-semigroups S of a locally compact group G together with a strongly continuous representation 
On the other hand, Lebow [10] has shown that even on a Hilbert space polynomial boundedness of sequence of operators j T may fail if it is only assumed to be power-bounded, i.e., if one has merely ( ) There are similarities in the discrete and in the continuous case, but also characteristic differences. The discrete case is usually a little more general, shows more irregularities, and often it is possible to transfer results from the discrete to the continuous case. (However, this may become quite technical, and prefer direct proofs in the continuous case whenever possible.) In the continuous case, the role of power-bounded operators is played by bounded semigroups, and similar to the discrete case, the class of bounded semigroups on Hilbert spaces appears to be rather enigmatic. This idea is implicit in the original proof from [19] and has also been employed in a similar fashion recently by Le Merdy [20] .
Finally, discuss consequences of the estimates for full functional calculi and singular integrals for discrete and continuous semigroups. exists for all x X ∈ . For 0 C -groups this is well-known, cf. [7] , but for semigroups which are not groups, this is entirely new.
Terminology: Use the common symbols  , , ,  for the sets of natural, integer, real and complex numbers. In our understanding 0 is not a natural number, and write 
Shall need notation and results from Fourier analysis as collected in [13] . In particular, use the symbol  for the Fourier transform acting on the space of (possibly vector-valued) tempered distributions on  , where agree that ( ) 
holds true for all The Fourier transform of ( )
Analogously to the continuous case, form the algebra 
Transference Identities
Introduce 
The aim of transference is an estimate of 
: 
The reflection F ∼ of F is defined by
is the sequence of operators-valued function, write H F * for the convolution H F * is defined also by (2.2). Furthermore, let
which is in coherence with the definitions above if j µ has density and scalars are identified with their induced dilation sequence of operators. ∎ The next lemma is almost a trivially. Lemma 2.2. Let
Writing out the brackets into integrals, it is just Fubini's theorem: 
formally. This result can be interpreted as a factorization of the sequence of op-
to the weighted orbit
are the convolution sequence of operators with
3) P maps an X-valued function on G back to an element of X by integrating
Call a factorization of the form (2.3) a transference identity. It induces a transference series estimates
Transference Principles for Groups
Shall explain that the classical transference principle of Berkson-Gillespie-Muhly [5] for uniformly bounded groups and the recent one for general C 0 -groups [8] are instances of the explained technique (see, e.g., [1] ).
Unbounded C0-Groups
Take G S = =  and let
Be a strongly continuous representation on the Banach space X. Then U is exponentially bounded, i.e., its exponential type ( )
is well-defined. It turns out [8] that one can factorize 
is the sequence generators of U and
which is well-defined because the Fourier transform is injective. Applying the transference estimate (2.4) with ( ) ( ) ( ) ( )
as the function spaces as in [8] leads to the series estimates 
Bounded Groups: The Classical Case
The classical transference principle, in the form put forward by Berkson, Gillespie and Muhly in [3] read as follows Let G be a locally compact amenable group, 
together with Holder's inequality yields
Finally, let n → ∞ and approximate a general
Remark 3.1. This proof shows a feature to which pointed already in the introduction, but which was not represent in the case of unbounded groups treated above. Here, an additional optimization argument appears which is based on some freedom in the choice of the auxiliary functions j ϕ and j ψ . Indeed, j ϕ and j ψ can vary as long as
Remark 3.2. A transference principle for bounded cosine functions instead of groups was for the first time established and applied in [25] .
A Transference Principle for Discrete and Continuous Operator Semigroup
Shall apply the transference method to the sequence of operators semi groups,
i.e., strongly continuous representations of the semigroup +  (continuous case) or +  (discrete case) (see, e.g., [1] ). 
The Continuous Case
whenever the following hypotheses are satisfied: ( )( )
Proof. Take 
Hence, to prove the theorem it suffices to show that 
-Fourier multiplier algebra, endowed with the series norms
Let us state a corollary for semigroups with polynomial growth type. 
The Discrete Case
Turn to the situation of a discrete operator semigroup i.e., the powers of a bounded operator. Let Theorem 4.6. Let ( ) 
Holder's inequality leads to series norms estimate ( ) 
Peller's Theorems
The results can be used to obtain a new proof of some classical results of Peller's about Besov class functional calculi for bounded Hilbert space operators with polynomially growing powers from [16] . In providing the necessary notions essentially follow Peller's original work, changing the notation slightly (cf. also [17] ) (see, e.g., [1] ).
For an integer n ≥ 1 let 
, 
An Analogue in the Continuous Case
Peller's theorem has an analogue for continuous one-parameter semigroups. The role of the unit disc  is taken by the right half-plane +  , the power-series representation of a function on  is replaced by a Laplace transform representation of a function on  . However, a subtlety appears that is not present in the discrete case, namely the possibility (or even necessity) to consider also dyadic decompositions "at zero". This leads to so-called "homogeneous" Besov spaces, but due to the special form of the estimate (4.2) we have to treat the decomposition at 0 different from the decomposition at ∞ .
To be more precise, consider the partition of unity ( ) = . This is quite plausible. But no details are given in [18] and it seems that further work is required to make this approach rigorous. 
Generalizations for UMD Spaces
But if X is a UMD space, one has positive results. To formulate them let
be the analytic Mikhlin algebra. This is a Banach algebra with respect to the series norms
If X is a UMD space then the vector-valued version of the Mikhlin theorem ( [13] , Theorem E.6.2) implies that one has a continuous inclusion ( ) ( ) ( ) 
Generalizations Involving γ-Boundedness
Discuss one possible generalization of Peller's theorem, involving still an assumption on the Banach space and a modification of the Besov algebra, but no additional assumption on the semigroup. Here follow a different path, strengthening the requirements on the semigroups under consideration. Vitse has shown in [17] [18] that the Peller-type results remain true without any restriction on the Banach space if the semigroup is bounded analytic (in the continuous case), or the sequence of operators is a Tadmor-Ritt operator (in the discrete case). Shall pass to more rigorous mathematics, starting with a (very brief) introduction to the theory of γ-spaces. For a deeper account refer to [27] (see, e.g. [1] ).
γ-Summing and γ-Radonifying Operators
Let H be a Hilbert space and X a Banach space. The sequence of operators :
where the supremum is taken over all finite orthonormal systems F H ⊆ and ( ) e e F γ ∈ is an independent collection of standard Gaussian random variables on some probability space. It can be shown that in this definition it suffices to consider only finite subsets F of some fixed orthonormal basis of H. Let From the definition of the γ-norm the following important ideal property of the γ-spaces is quite straightforward [27] . 
, and 
Extending an idea of ( [19] 
Then apply Lemma 6.2. In case 2) start with 
: ; 
for all finite subsets
is an independent collection of standard Gaussian random variables on some probability 
Unbounded C0-Groups
Have applied the transference identities to unbounded C 0 -groups in Banach spaces. In the case of a Hilbert space this yielded a proof of the Boyadzhiev-de Laubenfels theorem, i.e., that all sequence of generators of a C 0 -group on a Hilbert space has bounded H ∞ -calculus on vertical strips, if the strip height exceeds the exponential type of the group. The analogue of this result for general Banach spaces but under γ-boundedness conditions is due to Kalton and Weis ([19] , Thm.6.8). Give a new proof using the transference techniques (see, e.g., [1] ).
Recall that the exponential type of a C 0 -group on a Banach space X is 
; , :
However, the exponential γ-boundedness of U will allow us to replace the space ( ) 
; , 1 1 , 
Finally, show that 
Peller's Theorm-γ-Version, Discrete Case
Turn to the extension of Peller's theorems from Hilbert spaces to general spaces.
Begin with the discrete case.
Theorem 6.7. There is an absolute constant 1 ε > − such that the following holds: Let X be a Banach space, and let The theorem is a consequence of the following lemma, the arguments being.
The proofs are analogous to the proofs in the Hilbert space case, based on the following lemma.
Lemma 6.11. There is a constant 1 
1
. It is a standard fact from Fourier multiplier theory that the exponential factor in front and the dilation by a in the argument do not change Fourier multiplier norms. So one is reduced to estimate the 
