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Résumé 
-Au cours des dernières années, la surveiliance des réseaax routiers est devenue l'une 
des plus importantes priorités des administrations routières. Afin d'aboutir à une 
connaissance continue de l'évolution de la voirie? des sociétés spécialisées: comme 
la société G.I.E. Technologies à Montréal. développent des équipements de pointe 
pour l'automatisation d u  contrôle de la qualité des routes. Plusieurs travaux ont 
déj ti 6té effectués sur la reconnaissance des matériaux qui constituent les chaussées. 
S\anmoins les techniques développées. qui reposent principalement sur I'utilisat ion de 
camkras optiques. ne permettent pas l'analyse rapide de grandes quantités de mesures. 
Daris Ir cadre de cette maîtrise. nous proposons d'étudier le comportement rugueux 
dc la surface de la route à partir de données télémétriques laser. Celles-ci, obtenues 
a I'aicle d'un système de sis caméras laser embarqué à bord d'un camion. permettent 
l'i.tude de profils du pa\-age. Ces profils. d'une largeur de 90cm. sont acquis à une 
fr6qiicricc de 60 Hz tandis que le véhicule se déplace le long de la route avec une vitesse 
rrioyennc de 60 km,/h. Ainsi. l'ensemble des profils. composés de 256 points de mesure, 
fournit une grande masse de données et compose une surface à partir de laquelle 
vii 
nous allons estimer les états de surface de la chaussée. Puisque ce système nous 
donne pour seule information la distance entre la route et le système caméra? nous 
ne possédons qu'une faible connaissance sur la nature du signal obtenu. En effet. ne 
connaissant ni les mouvements du camion: ni la géométrie de la surface de la route. les 
mesures prélevées décrivent urie surface de caractéristiques inconnues, et nous sommes 
restreints a une observation des mesures dans le repère local du système d'acquisition. 
Cependant. nous pouvons profiter d'me représentation mdtirésolution des profils afin 
de séparer les composantes suivantes : d'une part, la surface douce qui résulte de la 
combinaison des mouvements du camion et de la macro-géométrie de la route: d'autre 
part. les détails de petites résolutions qui sont principalement issus de la texture de 
l'asphalte. Ainsi. une décomposition multirésolutions nous permet de caractériser ces 
deus structures physiques en nous basant sur leur relation d'échelle. C'ne fois les 
détails restitués? nous devons avoir recours a un opérateur robuste pour estimer la 
rugosité des états de surfaces observés. cette fin, noiis proposons deus techniques 
basées sur la notion de tortuosité puis sur la mesure de lacunarité fractale. Dans les 
deus cas. les résultats obtenus sont ensuite segmentés à l'aide d'une méthode simple 
de classification. Finalement. nous représentons la répartition des sections de route 
de rugosité distincte sur une carte au sein d'un systeme d'information géographique. 
Cette représentation, rendue possible grâce à l'information d'odométrie connue pour 
chaque profil, fournit un outil puissant d'analyse via une interface utilisateur adaptée. 
viii 
Abstract 
Over the past fen- years. surveying pavement condition has become one of the most im- 
portant preoccupations of highn-ay maintenance agencies. For an updated knowledge 
of the spatial distribution of pavement quality on the road netn-ork. some companies. 
sucli as G.1.E Technologies. based in Montreal. offer high-technology equipment for 
the automation of quality control. Several researchers have developed precise asphak 
recognition systems based mainly on the use of optical cameras. These. howewr. do 
riot allon. the acquisition of a high density of mesures. In this thesis. we use telemet- 
ric data gathered from a 6-camera-laser on-board system fised to a whicle. While 
the 1-ehiclc is moving along the road at  an average speed of 6Okmihr. each camera 
scans tliree 90 cm-wide profiles on the road surface a t  a 60 Hz frequency. Hence. each 
profile. composed of 256 measure points? gives a large amount of data. and yields to 
an cs t imate of the surface roughness. Furt hermore, the profiles are referenced along 
the truck's path using an odometric system. Since the foregoing technique gives only 
tlic distance betn-een the canera and the road surface, there is a weak linon-ledge of 
the variations in the road surface. In effect: as we know neither the topology of the 
road surface nor the movement of the vetiicle. the resulting surface described by the 
profiles is unknown. However. since we are observing the measures from the camera's 
local frame. ive can take advantage of a multiresolution decomposition to separate 
t tic follo~ving signals: the smooth surface which results from the combinat ion of the 
mol-ernent of the truck and the global geometry of the pavement. as n-el1 as the de- 
tails of smail resolution. mainlu generated by the texture of the asphalt. Lsing the 
miil tiresolution representation. we characterize both t hese physical structures using 
t hc single knowledge of their scale relation. IVith a 1 mm spatial resolution of the 
measure and a profile eveF  10 cm on the road at  the speed of 60 h, hr. a robust 
operator is employed to distinguish coarse and low roughness areas of the asphalt. To 
this end. ive propose the use of the tortuosity measure and the lacunarity measure. 
rcspccti\-ely provide a global. and then a local analysis. Results are segmented to 
obtain sections of road of distinct surface quality. with thresholds determined by a 
sirnple monodimensional classification method. These sections can be then mapped 
dong a route ria the odometric information. Finally. we introduce the use of a ge- 
ographical inforniation system for data management and global cien. of thc spatial 
rrstilts dong the road network. It allowss a global representation of data and provides 
a potverfiil analysis tool with an user-friendly interface. 
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Chapitre 1 
Introduction 
1.1 Introduction générale. 
L'arnélioratioli de la gestion des réseaux routiers constitue. depuis ces dis dernières 
années. l'une des préoccupations fondamentales des administrations routières. Aus 
État s -~ t i i s .  par exemple. la FH\!:-\ (Federal Highway Admistrat ion) impose aux mu- 
nici pali tes. depuis 199 1. une sévère réglementation de maintenance de la voirie (loi 
1STE.A). En effet. la bonne gestion des routes implique non seulement le confort et 
la sécurité de l'usager. mais aussi d'importants enjeus financiers par l'optimisation 
des travaux de rénovation et l'assurance d'une fluidité du trafic qui assure un trans- 
port efficace des personnes et des marchandises. Bien que la construction des routes 
profite de technologies et de matériaux toujours plus performants. l'usure du réseau 
reste inévitable. .Aussi. les climats rudes et la grande densité de circulation accélèrent 
la détérioration des chaussées (cf. figure 1.1). Les préjudices causés font d'ailleurs 
régidièrement l'objet d'articles dans la presse quotidienne (Paquin 1997). 
(a) Fissures transversales (b) Fissures longitudinaies. (c) Faïençage. 
Figure 1.1 : Exemples de dégradation de la chaussée. 
-Afin d-améliorer la qualité des réseaus routiers. une surveillance régulière de leurs 
irifrastriictures est nécessaire. Cependant. face à l'importance des réseaus. une fasti- 
ciieiisc collecte d'information rend difficile la gestion de la masse de données générée. 
-4 Sfontréal. la société G.I.E. Technologies !m.. qui  a initié ce travail. développe et 
commcrcialise des véhicules (cf. fiOwe 1.2) qui permettent l'acquisition automatique 
de rncsures variées à une vitesse moyenne de 60 b / h .  Ces mesures provierinent de 
~riultiplcs senseurs radar et caméras laser. qiii facilitent le calcul de plusieurs indices 
ré\+lateiirs de condition de la route. 
Dans Ie cadre du présent mémoire. nous proposons une méthode pour la recon- 
naissance des tj-pes de rugosité des asphaltes ainsi qu'une structure de gestion des 
rcsult at s obtenus à l'aide d'un syst6me d'information géographique. L a  caractérisa- 
tion de !a rugosité utilise les données télémétriques lasers acquises par les senseurs 
Figure 1.2 : Véhicules de la société G.I.E. 
du camion. Cette connaissance de Ia route permet non seulement une meilleure esti- 
mation de la répartition sur le réseau routier des états de surface des asphaltes. mais 
conduit aussi à l?amélioration de l'opération de détection des fissures réalisée par 
l a  société G.I.E. Par ailleurs: la manipulation d'une telle densité de données néces- 
sit r la mise en œuvre d'un système efficace de gestion des mesures pour en faciliter 
l'analyse. Sous proposons à cette fin une structure de gestion du pavage implan- 
t& à l'aide d'un système d'information géographique. Ce dernier rend possible un 
stockage et une observation pertinente de l'information, et fournit un environnement 
informatique propice à l'analyse de données spatiales. 
1.2 Prof ils de chaussée et données lasers. 
Les i-Chicules de la société G.I.E. sont équipés de 6 caméras lasers BIRIS, dont deus 
longitudinales et deus transversales (cf. figure 1.3). Équipées d'un système optique à 
double iris. ces caméras fournissent des mesures télémétriques de précision : chaque 
SJ-stème possède trois plans laser parallèles qui déterminent des profils de 256 points 
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de mesure de distance? du centre optique de la caméra à la chaussée. Dans le cadre de 
ce travail. nous nous intéressons uniquement aux caméras transversales. L'acquisition 
des profils est réalisée à une fréquence de 60 Hz et ce avec une vitesse d'obturation 
d-pli\-iron 2/10000s. Chaque plan laser balaie un profil de 90cm de longueur sur 
la chaussée. ce qui nous conduit a une couverture transversale de 3.6 m de la route. 
Sous  obtenons au total 12 profils définis sur 8 bits qui nous donnent des mesures de 
distance avec une résolution de 1 mm. Nous remarquerons qu'à une vitesse moyenne 
de 60 km h. nous obtenons un profil tous les 10 cm le long du parcours du véhicule. 
Il s'agit ici d'une collecte très dense qui conduit au stockage de 46080000 points de 
mesure sur la seule distance de 1 km ! Enfin, chaque profil est positionné par rapport 
au point d'origine de la collecte à l'aide d'un système d'odométrie. 
Profils longitudinaux 
I ~ . ~ ~ ~  A Référence O 
\ Profils transversaux 
Figure 1.3 : Configuration des caméras lasers. 
(a) Exemple de profil. (b) Details du profil. 
Figure 1.4 : Profils lasers (hauteur (mm) vs. points de mesure). 
La  figure l.-l(a) présente un exemple de profil laser obtenu par cette technique. 
Sous retrouvons sur l'ordonnée la mesure en millimètres de la distance route-caméra 
s u i n n t  les 256 points de mesure en abscisse. Remarquons l'absence de données en 
certains points du profil : différents phénomènes. comme la présence d'une tache 
d'liiiile sur  le bitume ou I'occultation partielle du faisceau. peuvent engendrer une 
perte de mesure ou encore une mesure particulièrement faible. De plus. nous obser- 
i-ons la présence d'une inclinaison (cf. figure 1.4(b)) induite par la configuration du 
s?-st èriie {route. véhicule) à l'instant t de l'acquisition. 
La  caractérisation des t-ypes d'asphalte a déjà fait l'objet de quelques t r avau  
( ~Iarcondes. Burgess. Harichandran et Snyder 199 1, Transportation Research Board 
1991 ). Récemment, Augereau. Khoudeir? Brochard et Legeay (1999) ont proposé une 
ini.rliodc de reconnaissance des revêtements routiers à partir d'images du  grain de 
l'asphalte. Cependant cet te solution précise. qui fait appel aus  techniques d'analyse 
des textures. est difficilement exploitable pour une collecte automatique de données 
dr grande en\-ergure à bord d'un véhicule. Xotons en effet les problèmes liés à la 
prise d'une rue rapprochée de l'asphalte à l'aide d'une caméra optique : la distance 
route-caméra. la vitesse du véhicule, Itillumination. les projectiles. les graisses. les 
poussières.. . sont parmi les contraintes indissociables de l'environnement du problème. 
De plus. un tel système ne pourrait prendre en compte qu'une partie très réduite de 
la chaussée. et ce avec une faible densité de mesure. Dans notre approche. nous 
caractérisons la rugosité des revêtements routiers à partir de la variation des petites 
i.cticllcs des profils lasers. et la distinction principale entre les deus classes de rugosité 
faible et forte du pavage constitue le principal objectif du travail. .\ terme. nous 
aboutissons à une méthodologie classique de traitement des signaus (cf. figure 1.3(a)) 
dont les résultats ont pu être soumis à l'expertise des ingénieurs de la société G.I.E. 
et confirmés grâce à l'utilisation d'une prise de vue de la chaussée. En particulier. sur 
la figure 1.5(b) nous apercevons une transition de nature d'asphalte qui passe d'un 
etat dc surface lisse à un état de surface rugueux 
Pré-mi tement - Traitement - 
des signaux des signaux 
I I I  
L . Exvac'ion des - -  assi si fi cation interprétation * canctéristiques 
(a) Diagramme des processus. 
- 
(b) .Acquisition vidéo. 
Figure 1.5 : Méthodologie. 
1.3 Syst &mes d'information géographique. 
L'estraction d'une mesure ne prend de sens que si les résultats sont représentés dans 
un conteste qui en permet l'analyse et l'interprétation. L a  modélisation et la représen- 
tation des données constitue une phase essentielle à l'élaboration du système complet 
et nous devons permettre au système de redistribuer les résultats qualitatifs de ru- 
gosité le long des tronçons de route parcourus par le véhicule. C'est à partir de 
l'information de position de chaque profil le long du parcours du véhicule que nous 
allons pouvoir construire la carte des données. La bonne gestion du protocole. de la 
pliase d'acquisition à la représentation des données. a des conséquences immédiates 
sur la rapidité du processus de décision de l'entretien des routes. sur l'efficacité de 
la gestion des données. et sur la facilité d'interprétation des résultats par la mise en 
évidence des corrélations spatiales des mesures. 
Point central de notre qstèrne, le SIG. ou système d'information géographique 
(Iiorrc 1992). permet la description numérique de cartes géographiques riches et leur 
association avec des tables de données et d'attributs (Côté. Roy et Rousseau 1991). 
C'est grace à cet outil. et plus particulièrement grâce au logiciel ArcInfo de la société 
ESRI (ESRI 1993). que nous décrivons et mettons en oeuvre une structure de gestion 
des données collectées par le véhicule de la compagnie G.I.E. L'utilisation des SIG dans 
le domaine de I'entretien des routes, qui fait l'objet de beaucoup de développements 
à travers le monde (Xational .L\cademic Press 1994, National Research Concil 1991)' 
a pour but de maintenir à jour notre connaissance des réseaus routiers et de leurs 
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infrastructures, afin de réduire les coûts d'entretien. En effet. ces systèmes offrent. 
entre autres. la possibilité d'optimiser la mobilisation des machines et de la main 
d'ocuvre et rendent plus efficaces les rénovations effectuées en se concentrant sur des 
regions données. 
1.4 Organisation du mémoire 
Lc second chapitre s'ouvrira sur une analyse des données brutes acquises sur la 
chaussée. Cc t te znalyse nous conduira a l'élaboration d'une méthode de normalisation 
des données. étape de transformation qui permettra de ramener notre problème dans 
un espace propice à l'analyse de rugosité. Le troisième chapitre proposera ensuite 
deus méthodologies pour la caractérisation qualitative de l'état de surface du pavage. 
La  première méthode nous donnera une approximation globale par section de route: 
tandis que la seconde méthode conduira à l'obtention d'une information locale qui met 
cri b-idence les régions de réparation sur la chaussée. Ces indices sur la rugosité seront 
alors souniis. dans le quatrième chapitre. à une étape de classification simple qui met- 
t ra en évidence des grandes sections de route d'états de surface distincts. Finalement, 
iious aborderons dans le cinquième et dernier chapitre la structure de représentation 
de l'information décrite au sein d'un système d'information gi?ographique. 
Chapitre 2 
Normalisation des signaux lasers. 
2.1 Modélisation du problème. 
La mise en place de tout système de manipulation et de traitement de signaux né- 
cessite une étude préalable de la provenance et de la formation des données étudiées. 
Ccrte étude permet en général l'établissement des hypothèses qui constituent la base 
de l'ariall-se. Dans notre problème. nous élaborons tout d'abord une modélisation 
di1 système {véhicule. laser. route}. Cet te modélisation. représentée sur la figure 
'2.1. rious conduit à définir les référentiels suivants : l'axe horizontal du plan P, de 
la canléra décrit une surface localement parallèle Sc: dont la hauteur h. et la pente 
transversale 3. varient a chaque instani t dans le repère global R, suivant l'attitude 
du véhicule. Par ailleurs. l'inclinaison longitudinale du camion induit une pente a: 
du plan P, de la caméra. Xous pouvons dès lors projeter dans le plan P, l'image du 
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profil laser f i  de la surface Sa de la route. l'instant t' le profil laser que nous 
observons permet d'établir la distance h du centre optique de la caméra à la surface 
de la route. La surface résultante Sr, combinaison de l'attitude du véhicule et de 
la surface de la route. est décrite dans le référentiel Rc( t )  at.taché au système de la 
caméra. et c'est dans ce repère local d'observation du signal que nous travaillons dans 
la suite de I'analfse. 
Mod éIisation 
des surfaces P&) 32 
_y --Y 
+ 2 -- --- 
Surfaces 
résultantes 
Figure 2.1 : Modélisation du problème. 
La notion de rugosité ne possède pas de définition mathématique unique : dans le 
domaine de la génération de terrain, l'algorithme de Diamond-Square nous propose 
une approche intuitive de l'indice de rugosité défini par l'amplitude m a ~ i m a l e  des 
perturbations appliquées à une surface initiale (cf. annexe A).  Dans notre cas, 
nous definirons la rugosité par le signal de haute-fréquence et de faible amplitude 
qui s'additionne à la macro-géométrie des signaux, et nous dirons que la surface 
S, csr U r i e  surface rugueuse. -Ainsi nous modélisons idéalement la surface Sa par 
la somme d'une surface S[ iisse par morceaus avec la rugosité de l'asphalte. De 
niêmc. si nous supposons continue et  Lisse la surface Sc? nous modélisons la surface 
rugueuse résultante Sr comme l à  combinaisoo d'une surface Lisse par morceaus avec 
la rugosité de la route (cf. figure 2.2). Xous supposons ici que la rugosité observée 
(a) Surface ideale Sr.  
(b) Surface rugueuse Sr. 
Figure 2.2 : Modélisation de la surface Sr. 
à partir des profils laser est issue principalement de la texture du revétement routier. 
En effet. dans la mesure où, premièrement, le camion a une masse importante. où 
dcusiérlieruent. la \pitesse d'obturation de la caméra est de 0.1 ms et où, troisièmement. 
les mesures sont quantifiées à l'échelle du millimètre, cette supposition est acceptable 
puisque les vibrations du système roulant n'entacheront qu'esceptionnelement les 
mesures. Sotons de plus que la vitesse d'obturation de la caméra correspond à un 
flou 1ongitudinaI masimal de 2 mm sur la route, très inférieur à l'échelle de la rugosité 
du pavage. et que le bruit d'origine klectronique qui émane de la caméra est négligé 
car il n'est que d'une faible amplitude ( 5  millimètre). 
Dans l'étape de pré-traitement. que nous nommons " phase de normalisation des 
sigriaiis". notre but est d'extraire la rugosité de la surface Sr. projection locale de la 
texture de la route dans le plan P,(t). Sur les figures 2.3(a) et 2.3(b)' qui ont subi une 
expansion linéaire d'histogramme pour faciliter la visualisation. nous présentons trois 
extraits justaposés de données laser. Les première et seconde sections en partant de 
la gauclic proviennent de mesures réalisées sur une chaussée rugueuse puis sur une 
cIiaiissée lisse. La dernière section. à droite. correspond à une position inclinée du 
\-i.hiciile stoppé sur le bas-côté de la route. .Ainsi. nous obser~ons ur la figure 2.3(b) 
les coIriposantes de la surface Sr. à savoir la variation de grande amplitude due au 
mouvement du camion combiné à la géométrie de la route. et les détails de petite 
amplitude et de faible résolution spatiale qui répondent à la testure de l'asphalte. 
Sens de déplacement 
du véhicule 
7 Profils 
(a) Image des données brutes 
(b) Surface d'élhation des doun- bru tes. 
Figure 2.3 : Exemple de données brutes (300 profils). 
Normalisation par la moyenne locale : 
approximation et limitation. 
Descript ion. 
Cornnie nous l'avons déjà remarqué. le signal observé résulte de la combinaison de 
la hauteur de la caméra par rapport à la chaussée, de son inclinaison locale liée 
à l'attitude du véhicule. et  de la texture de l'asphalte. Intuitivement! nous sommes 
tentes de soustraire au signal I'influence des deux premières composantes à l'aide d'une 
simple décomposition des mouvements. Sous l'hypothèse d'un comportement agréable 
cics signaux étudiés. nous pourrions vouloir à cette fin soustraire les moyennes locales 
d u  signal. Seanmoins. cette solution triviale comporte de nombreuses faiblesses que 
nous alloris mettre en évidence dans le développement qui suit. 
2.2.1.1 Soustraction de l'altitude des profils. 
Sous obsen-ons ici les profils au cours du temps. Soit :Chj. la mesure effectuée sur un 
profil P L ,  à l'instant i. a u  point de mesure j. Afin de ramener chaque profil à une 
altitude niille. nous translatons chaque point :Cl,j par la moyenne du profil PLi  : 
L a  valeur du seuil p permet un caicul de la moyenne sur les données pertinentes 
du signal. c'est-à-dire sur les points qui ne sont pas. par esemple. corrompus par 
la présence d'une occultation du faisceau laser. Xous obtenons la surface S: pour 
laquelle 1-information de détails contenue dans chaque profil n'a pas été dénaturée. 
Cependant. comme nous pouvons l'observer sur la figure 2.3. les variations en altitude 
au cours du  temps ont été compensées. 
2.2.1.2 Élimination des variations transversales. 
Des variations transversdes, dues à la combinaison de surface de la route et de l'in- 
cliiiaisori 3 de la caméra. persistent sur la surface S:. Considérons la surface Si 
localenient lisse. Autrement dit, faisons l'hypothèse que l'inclinaison du système et 
Ia géométrie de la route varient doucement par rapport à l'échantillonnage : nous 
éliminons. en chacun des points (2:  j), les fluctuations en soustrayant à la mesure !\fi, 
sa mo>-e~ine locale calculée sur un voisinage G? de ( i , j )  : 
La valeur du seuil v permet de ne prendre en compte que les données essentielles du 
signal. Par ailleurs. la dimension wi x ï r j  du voisinage R est. quant à elle. contrainte 
par 1.h~-pot hèse de continuité locale de la surface SI. La surface Sr obtenue contient 
alors les détails de la surface Sr qui proviennent, par construction, de la rugosité de 
la surface de la route Sa. 
2.2.2 Résultats. 
Les résultats sont obtenus sur quatre échantillons typiques de mesures. Ici aussi, 
les figures ont toutes subi une eirpansion linéaire d'histogramme, afin d'améliorer la 
\-isualisat ion par une âugmentation de la dynamique des signaus qui ne dénature pas 
leurs caractéristiques. Xous observons. sur la figure 2.4. quatre types de données 
brut es qui correspondent. dans l'ordre traditionnel. à une chaussée lisse. une chaussée 
rugueuse puis à une position à l'arrêt du véhicule. 
Figure 2.4 : Surface Sr (300 profils). 
Pour chaque nouveau profil acquis, le processus nécessite la mise en mémoire de 
;, profils afin de procéder à l'opération 2.2. Xous devons donc conserver en mémoire, 
pour un nouveau profil P L k ,  lènçemble des profils PL;-,. - - - . PL;,^] (cf. figure [ 2 
2.5). La  figure 2.6 montre le résultat de l'application de la correction d'altitude 
des profils, Puisque la caméra laser mesure des altitudes qui varient entre 600 mm et 
Figure 2.5 : Processus de normalisation. 
900 mm. nous imposons au seuil p une valeur appropriée de 400 mm afin d'éliminer les 
mcsurcs inadéquates. -Ainsi, si nous comparons la figure 2.6 au-s données brutes de la 
figure 2.4. nous remarquons la disparitions des variations d'intensités longitudinales : 
les ragucs ducs aux mouvements en altitude ont été soustraites. Cependant nous 
O bscrvons t rés nettement la persistance des variations transversales sous la forme de 
pcntc d'intensité. 
+ P"k 
- - .  
Figure 2.6 : Surface S: (300 profils). 
La  seconde étape du processus nécessite le choix du paramètre v et des dimensions 
du voisinage R. La  variation masimale de la géométrie des profils suite à; la première 




Correction en altitude 
Pk+wi du profil k+o, 
Correction transversale 
du profil k - 
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Soirs choisissons par ailleurs un voisinage R de taille 8 x 16. Cela correspond. sur 
la surface Sr. à un voisinage d'une dimension de 80cm dans le sens de parcours du 
véhicule. par une dimension transversale de 5 cm pour une vitesse de déplacement de 
60 km h. Le résultat de cette seconde opération est présenté sur la figure 2.7. Nous 
obtenons une surface testurée de luminosité uniforme sur laquelle les différents types 
de rugosité rencontrés apparaissent trés nettement. De plus amples résultats sont 
présentés en annexe B. 
Figure 2.7 : Surface S: (300 profils). 
2.2.3 Remarques et conclusion. 
Cc processus de normalisation, composé de deux opérations non commutatives. trans- 
fornie lc signal dans un espace de représentation dans lequel nous pouvons observer 
lcs dif ferentes testures représentatives de  la rugosité de ia route. Cet te méthode au- 
rait p u  couvenir pour notre analyse. ?iéanmoins: ia seconde opération est coûteuse 
en temps de calcul. et repose sur une hypothèse de continuité de la surface Si dont 
la validité n'est pas toujours assurée selon la géométrie plus ou moins accidentée de 
la route. Ia vitesse du véhicule et le choix de la taille du voisinage Q. Par ailleurs, 
cette technique conduit à un résultat faiblement contrasté qui est dû à un lissage 
considérable de la surface rugueuse. C'est pourquoi nous nous pencherons plutct 
sur I'utilisation d'une méthode locale. qui agit profil par prof il, afin d'obtenir une 
nornialisat ion adéquate des signaux 
2.3 Reconstruction des détails. 
2.3.1 Description. 
2.3.1.1 Introduction. 
Bien quc nous ne possédions qu'une faible connaissance a priori de la surface Sr. nous 
savoris que les détails de la route. qui constituent sa rugosité, sont d'une résolution 
trt's idéricurc à la largeur d'un profil : ils sont en général de l'ordre du centimètre 
eri ri.solution transversale et de l'ordre du millimètre en altitude pour une largeur de 
profil tfc 90 cm. Lne observation des signaux sur différentes échelles s'avère d'autant 
plus iiatiirelle que nous regardons des événements physiques d'origines distinctes. Les 
figures 1 .-l(a) et l.-i(b): page 5: nous ont déjà permis d'apprécier ces différences. 
L'analyse multirésolutions par ondelettes, introduite par Mallat (1989): permet 
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une décomposition efficace d'un signal à différentes échelles. Cette représentation 
décrit le signal en espaces de détails successifs ailant de la résolution la plus fine à 
une résolution pré-définie de grande échelle (cf. figure 2.8). Bien que récente dans le 
doniaine des mathématiques appliquées, la transformée en ondelet te constitue un out il 
attrayant qui a fait l'objet. depuis ces dix dernières années. d'une large utilisation dans 
des domaines variés comme le traitement du signal (Xu. \Gaver. Healy et Lu 1994)? 
I'infographie (Stoilnitz. DeRose et Salesin 1996)? ou enccjre l'astronomie (Bijaoui et 
Ru6 1995). Au sein de la vaste littérature qui couvre le domaine. nous signalerons 
au lecteur l'ouvrage récent de Mallat (1998) qui couvre de façon très eshaustive la 
théorie des ondelettes. 
Figure 2.8 : Esernple de décomposition, extrait de Su:  Weaver. Healy et Lu (1994). 
2.3.1.2 Transformation de Haar et mdtirésolution. 
L a  transformation de Haar a été proposée en 1910 (Ham 1910). bien avant la naissance 
du concept de la fonction d'ondelette. Son utilisation relève alors du domaine de 
I'aualyse fonctionnelle. C'est avec l'avènement des algorithmes pyramidaus (Burt 
cr .-\delson 1983) et  du travail de IIallat (1989). que l'analyse multi-échelles fait 
son apparition dans le domaine du traitement du signal. ,luparavant. le concept 
d'ondelette avait été introduit pour la première fois par Grossman et Morlet en 1984 
(llallat 1998. Burke Hubbard 1995). 
La transformée de Haar constitue un outil incontournable. pilier fondamental de 
l'analyse multi-résolution. La fonction de Haar. anti-s'métrique et constante par 
morceaus sur le demi-intervalle de son support. est définie par l'équation 2.3. La 
foriction d'échelle symétrique associée est décrite par I'équation 2.4. 
Dans Ic cadre de notre étude. nous avons recours à l'algorithme de décomposition 
dj-adiqiie des signaws que nous décrivons brièvement : la fonction d'échelle mère 
O dorine naissance à la famille des fonctions d'échelle par le biais du processus de 
dilatation et de translation dyadique décrit par l'équation 2.5.  La fonction d'échelle 
o,.i est alors une copie dilatée d'indice j et translatée d'indice k de la fonction d7échelle 
mère. De méme. la relation équivalente pour la fonction en ondelette est établie par 
les équations 2.6. 
La figure 2.9 montre quelques exemples de fonctions à partir de la fonction de 
Figure 2.9 : Fonctions de Haar. 
L'etisenible { . u ~ , ~ .  j: k E Z}  des fonctions de Haar forme une base ort honormale de 
L 2 ( R ) .  Ainsi nous avons < I J , , ~ ~ ~ , I , ~ ~  >= 6jjl.6kr~ et toute fonction de L 2 ( R )  peut 
btre approchée dans cette base par une combinaison linéaire des fonctions r(j,k. En 
notant I I; les espaces engendrés par les fonctions , k E Z, nous avons L2 (R) = 
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BIEZ I I  >. Eu remarquant par ailleurs que (d,,* ~ j , , k , ) ,  j 5 j'? et en notant 1,; l'espace 
engendré par les fonctions <j,,k ? k E 2. nous aboutissons à l'importante propriété de 
l'analyse multi-résolution décrite par 1.1 = 1,>-1 @ La substance de l-analyse 
par ondektte est contenue dans cette propriété : à partir de la combinaison linéaire 
des fonctions d'échelle? il est possible de construire des approximations à différentes 
6chelles de décomposition de la fonction f (cf. équations fondamentales 2.7). Les 
détails. qui permettent le passage entre deus niveaux de résolution. sont décrits par 
iinc combinaison linéaire des fonctions d'ondelette (cf. figure 2.10) qui agissent comme 
des microscopes de grossissement variable sur le signal : elles restituent. pour chaque 
ni\-eau de décomposition. les détails localisés du signal. 
Figure 2.10 : Décomposition multirésolution. 
< 
f 
- - - 1 C I ; C I ; C . . . (espaces d'une résolution de plus en plus fine). 
( Uicz  1 ; ), = LZ (R) (base complète), 
filEz 1 ; = { O )  (unicité) 
f (s) E 1,; ¢j f (2x) E C;+l, j E Z (propriété d'échelle). 
\ 
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Finalement. si nous considérons la fonction fN E I.;\r un signal de taille ziV7 l'appli- 
cation répétée de la décomposition nous conduit a l'équation 2.8, représentation com- 
plète de la fonction fiv. Les fonctions fi et g,, entièrement décrites par les coefficients 
cJ et dJ. sont les approximations de la fonction et de ses détails a u  différentes échelles 
de décomposition. 
.\irisi. ii l'aide de l'équation 2.9: dans laquelle les coefficients a l - ~ k  et bl-Zk représen- 
tent respecti\-ement les coefficients des filtres de la fonction d'échelle et ceux de la 
fonction d'ondelette. nous obtenons les coefficients & et dl .  Cet te équation constitue 
l'opérar ion de décomposition illustrée par la figure 2.11. 
Figure 2.11 : Algorithme de décomposition. 
Inversement' l'opération de reconstruction de la fonction f: illustrée par la figure 
'-12. est définie par l'équation 2-10. Dans cette équation. les constantes ps-zi et qk-21 
représent.ent les coefficients des filtres de reconstruction : 
Figure 2.12 : Algorithme de reconstruction. 
Par csrinple. dans le cas de l'ondelette de Haar. la propriété fondamentale 2.11 nous 
conduit a u s  coefficients ak. bk: p k  et qk  exposés dans le tableau 2.1. 
Tableau 2.1 : Coefficients de la transformée de Haar. 
2.3.1.3 Reconstruction des détails et ondelettes splines. 
Pour restituer la rugosité de la surface Sr$ nous allons esploiter les proprietés de 
ia décomposition multirésolutions afin de séparer. dans une base d'ondelettes ortho- 
gonales. les grandes échelles des petites échelles des signaux Suite a la représentation 
des profils selon un nombre de décomposition N - JI pré-défini. nous reconstruisons 
les signaus après avoir annulé I'approsimat ion passe-bas f ;v- E 1'1~ - ( cf. équa- 
tion 2.8). En d'autres termes. nous ne reconstmisons que les espaces des détails 
. j = {.\- - .II: - - . , - l} des profils. Par aiileurs' le chois de 170ndelette est 
sourriis dans notre étude à la contrainte suivante : la réponse irnpulsionnelle du filtre 
est finie et son support doit être de petite dimension. En effet. comme nos profils 
laser ne sont définis que sur 256 points et présentent souvent des "trous ". ces condi- 
t ions rious garantissent une décomposition satisfaisante des signaux avec une bonne 
localisation spatiale et un cône d'influence réduit afin que les fortes singularités du 
signal n'aient que de faibles répercutions sur l'ensemble du profil. La précision en 10- 
calisatiori spatiale de l'ondelette de Haar fait d'elle un outil approprié dans Ie cadre de 
rios travails. Cependant. sa mauvaise localisation fréquentiellc entraîne ilne grossiére 
approsi mat ion (constante par morceaus) de la version passe-bas f .,-- du signal. 
Pour palier ce problème. nous proposons l'ut ilisation des ondelet tes déf hies par ap- 
prosimat ion polynomiale spline. Bien q 
sur des supports infinis. elles possèdent 
esponentielle des coefficients des filtres 
ie ces ondelettes soient généralement décrites 
souvent une bonne propriété de décroissance 
ce qui permet leur troncature avec une perte 
Fonction d'échelle Ondelette 
Figure 2.13 : Ondelettes de Daubechies. 
très négligeable (Lemarié 1988, Chui et Wang 1991. Chui 1992). Sous attacherons 
une attention particulière a u  ondelettes de Daubechies (1992) ( cf. figure 2-13} qui 
sont définies sur des supports compacts. Leur orthogonalité aux espaces polynomi- 
aux jiisqu'à un ordre k choisi. nous fournit une approsimation plus régulière de la 
foriction f . ~ - ~ ~ .  ;\insi. les composantes d'ordre polynomial O et 1 présentes dans le 
signal seront traduites dans f,v-nr, et ce avec une fonction d'ondelette définie sur un 
support compact de taille 1 = 2 + k + 2 = 4 (cf. tableau 2.2). Remarquons finalement 
que I'ondelet te de Haar constitue le cas particulier des ondelettes splines à l'ordre 0. 
Tableau 2.2 : Ondelette de Daubechies d'ordre 1. 
2.3.2 Expérimentation. 
2.3.2.1 Principes. 
-4f in d'évaluer l'efficacité de la méthode, nous proposons un procédé d'expérimen- 
tation à partir d'un système rigide {caméra' laser}. Le système scanne la surface 
rugueuse en suivant une trajectoire pré-définie (cf. figure 3.14). Aussi les figures 
Trajectoire décrite 
par le système 
Figure 2. ILI : Banc d'expérimentation. 
2.1.5(a) et 2.15(b) présentent-elles les détails du montage pour lequel une camera 
Piilnis TS-840 équipée d'une optique Cosmicar 16 mm est utilisée. Celle-ci. montée 
rigidement avec un laser Lasiris de plage de longueur d'onde [600nm.710nml, est 
réglée avec une ouverture de fll pour, d'une part, mettre en evidence l'image du 
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faisceau laser e t  pour. d'autre part, conserver une profondeur de champ satisfaisante 
au cours d u  balayage. L'ensemble du système est ensuite fisé sur le joint terminal 
d'un bras manipulateur CRS Robotics 465 commandé à l'aide du  langage R-APL. 
(a) \,'ue d'ensemble. (b) Details d u  montage. 
Figure 2.15 : Vues du banc d'essai. 
L a  surface illustrée sur la figure 2.16(a), est constituée de grains de formes et de 
diamètres variés dont les caractéristiques moyennes sont énumérées dans le tableau 
2.3. Ces chois. qui facilitent la mise en œuvre de la surface. permettent l'observation 
dcs différentes rugosités a partir de l'acquisition d'une centaine d'images 640 x 480 
sur lesquelles nous observons la projection du laser sur notre support rugueus. Un 
csemplc d'image obtenue présenté sur la figure 2.16(b) permet de distinguer trés 
nettement le faisceau laser ainsi que ses variations transversales qui traduisent les 
modifications d'altitude de la surface. 
(a) Surface de test. (b) Exemple d'acquisition. 
Figure 3-16 : Surface test et image du profil laser. 
Tableau 2.3 : Liste des composants de la surface. 
I I  
B Ié 11 6 x 3mm 1 cylindre 1 moyenne 1 
Type de grains 
J I  1 
Lentilles 1 4 m m  1 disque 1 moyenne 1 
11 
1 Orge II  3 mm 1 sphère ( fine 1 
Dimension 
2.3.2.2 Acquisition des profils. 
Le calcul de la distance de la surface à la caméra est ensuite obtenu à l'aide de 
l'équation de correspondance 2.12 dans laquelle d représente la mesure de la déviation 
du profil dans l'image par rapport a la l'axe optique de la caméra. La variation du 
profil dans l'image, qui traduit les changements d'altitude de la surface, est illustrée 







-Id daus l'image. L a  mesure de L ne varie pas linéairement en fonction de Ia deviation 
d du  profil. Il en est de même pour la precision de la mesure, et seule une plage limitée 
de d est utile. La conception du systéme, en jouant sur les paramètres O. D,  et f .  
definit donc une certaine plage d'utilisation pour L avec la garantie d'une erreure 
niasimale. Dans notre cas. une série de mesures connues nous permet de réaliser un 
étalonnage du système expérimental nécessaire afin de restituer des mesures correctes 
dc A L  (cf. figure 2.18(a)). 
Camera Laser 
Figure 2-17 : ITariations d'altitude de la surface. 
La hauteur de chaque point du profil est mesurée par rapport à la ligne de référence 
prise au centre de l'image comme l'illustre la figure 2.18(c). Si nous observons le profil 
d'intensité en suivant une ligne verticale dans l'image, nous apercevons un extremum 
32 
très bien localisé dans le profil d'intensité qui correspond au point de mesure recherché 
(cf. figure 2.l8(b)) : nous procédons simplement à 17estraction de la position de la 
ligne qui correspond, dans chacune des colonnes. au site d'intensité masimale (cf. 
figure ?.lS(c)) pour restituer la mesure télémétrique. 
(a) Caiibration. (b) Profil d'intensité. (c) Mesure des profiIs. 
Figure 2.18 : Estraction des profils laser. 
2.3.2.3 Résultats. 
Tout d'abord. nous présentons deus exemples de profils obtenus pour les surfaces for- 
niées des pois puis du blé que nous avons inclinées d'un angle de 10 degrés (cf. figure 
3.19). Sous remarquons immédiatement le grand nombre de mesures pathologiques : 
la configuration du système {caméra. laser}. par rapport aus surfaces de forte ru- 
gosité. conduit à l'apparition de nombreuses occultations du signal. Ce phénoméne, 
qui est illustré par le schéma de la figure 2.21, laisse entrevoir que la conception 
d'un tel système doit être appropriée a la nature des surfaces étudiées puisque les oc- 
(c) (Pois) 
Figure 2.19 : Esemples de profils pathologiques. 
cirltations. lorsqu'elles sont en trop grande quantité. rendent le signal inexploitable. 
Ccpcndant il nous est quand même possible d'observer les différences d'amplitude et 
dc résolution spatiale des détails entre ces deux premières testures. 
Sur les figures 2.20, des profils obtenus sur les rugosités formées des lentilles et de 
l'orgc sont représentés. Dans le cas des leritilles, nous remarquons qu'il peut encore 
subsister quelques problémes d'occultation, qui apparaissent principalement sur le 
haut de la pente du profil car les angles formés par le laser. la caméra et la surface 
s'y t roiivent accentués. 
( c )  (LentiIles) (4 (Orge) 
Figure 2.20 : Esemples de profils. 
Figure 2.21 : Occultation du signal. 
2.3.2.4 Décomposition et reconstruction des profils. 
-Avant de procéder 5 la décomposition des prof& à l'aide de la transformée en on- 
delettc. le nombre de niveaus de représentation doit être défini. -Lussi. afin de bien 
séparer les espaces des détails de l'espace des grandes échelles. la décomposition du 
signai doit être cooditionnée par le rapport d'échelle entre la résolution spatiale maxi- 
male de la rugosité e t  la taille du profil. Autrement dit. si les détails ont une dimension 
inférieure ou égale à 4 pixels. deus niveaux de décomposition (cas dyadique) suffiront 
à la représentation des deux composantes de  notre signal. Dans le cas présent' les 
pois. dont la dimension est en moyenne de 20 pixels, forment la testure de plus grande 
dimension. 11 est donc nécessaire dans ce cas d'avoir un minimum de cinq niveaux 
de di.cornposition. Cependant. avec une telle décomposition dyadique sur un signal 
de 256 pixels. seuls seize coefficients sont conservés pour la description de la version 
passe-bas du profil. Or. une approximation trop grossière de la versiou passe-pas 
du  çigrial ne permet pas une bonne restitution des dét.ails. Dans le cas des pois. la 
reconstruction des détails risque de souffrir d'artefact par la présence de "palliers3 
iiil niveau des variations de la géométrie du profil qui n'ont pu être prises en compte 
c1a1is la version passe-bas de la décomposition. Nous devons donc nous assurer de 
la pr6sence d'une résolution suffisante d'approximation de la géométrie des profils. 
ce qui implique finalement l'observation de signau,~ dont le rapport d'échelle avec 
les details est suffisamment important : le nombre de decomposition doit être 
suffisant pour decrire toutes les échelles de détails que nous souhaitons 
extraire, mais le rapport d'échelle entre le signal et 196chelle des détails la 
plus grande doit être suffisant pour garantir une bonne décomposition des 
profils. Les figures 2.22 illustrent trois types de reconstruction du profil présenté sur 
la figure 3.22(a) et obtenu sur les lentilies. 
50 lm 150 2m 250 a0 O 50 100 l x )  21) 250 Pg 
(a) Profil d'origine. (b) Reconstruction avec 3 niveaux 
( c )  Reconstruction avec 6 niveaux- (d) Reconstruction avec 1 niveau. 
Figure 2.22 : Exemples de reconstructions. 
La figure 2.22(b), qui constitue notre reconstruction de référence, est réalisée sur 
trois niveaus de décomposition. Ainsit il est aisé de s'apercevoir que la reconstruc- 
tion présentée sur la figure 2 . 2 2 ( ~ )  a été effectuée à partir d'un trop grand nombre 
de d6composition. Inversement? si nous utilisons une décomposition trop réduite. 
l'ensemble des échelles des détails n'est pas restitué et nous obtenons une représenta- 
tion erronée de la texture des profils (cf. figure 2.22(d)). En nous basant donc sur les 
trois autres testures. nous nous limiterons à 3 niveau-s de décomposition qui permet 
de décrire les détails d'une dimension de l'ordre de 8 pixels. -Ainsi la géométrie des 
profils est définie par 32 coefficients que nous annulons avant la reconstruction. 
La  figure '2.23 présente l'ensemble des profils acquis au cours de i'espérience : du 
rang O au  rang 20. nous avons la texture formée des pois. du rang 20 au rang 30: la 
tcstiire formée par le blé. du rang 40 au rang 60, celle formée par les lentilles. puis 
finalement du rang 60 au rang 70. la testure la plus fine formée par l'orge. 
Figure 2.23 : Signal brut (70 profils). 
La forme générale de la surface que nous observons est celle engendrée par la 
trajectoire du bras manipulateur au dessus de notre protot)pe de texture. Chaque 
profil est alors séparé pour donner naissance à la version passe-bas du signal et à 
l'estraction des détails, ce qui est illustré par les figures 2.24 et 2.23. Aussi. nous 
Figure 2.24 : Version passe-bas du signal (70 profils). 
retrouvons principalement dans l'espace des grandes échelles la combinaison de la 
t rajcct oirc du système {caméra, laser} avec la macro-géométrie de la surface rugueuse. 
Comme nous l'avons déjà remarqué, la décomposition du signal, contrainte par la 
dinicnsion de la plus forte rugosité, nécessite un rapport süffisant entre les échelle 
des phénomènes physiques que nous cherchons à séparer. D'une part, le nombre de 
trois décompositions ne permet pas ici de restituer correctement la texture décrite par 
les pois. et d'autre part, la présence d'occultations nuit amplement à l'observation 
Figure 2.25 : Détails du signal (70 profils). 
des deus premières natures de signaux. En ce qui concerne les surfaces de lentilles et 
d'orge. l'opération s'avère efficace, et nous avons déjA pu observer un profil restitué sur 
la figure 2.22. Sous retrouvons en moyenne le bon rapport d'échelle entre la rugosité 
et la dimension du signal pour chaque section et pouvons observer les nuances dans 
les distribut ions spatiales des textures. 
Sous devons faire attention ici à la représentation obtenue qui ne constitue pas 
une représentation de la surface réelle. En particulier, dans le cas des données 
télémétriques sur la chaussée, la position de chaque proFd est connue le long du par- 
cours du \-éhicule : la position précise et l'orientation des mesures sont indéterminées 
les unes par rapport a u  autres puisque chaque profil. projection de la route dans le 
repère local de la caméra, a son attitude qui varie au gré des mouvements du camion 
Figure 2.26 : Distribution des profils. 
(cf. f i gue  2-26] .  Cependant. les écarts entre deus profils restent faibles par rapport 
ii la dimension des sections? ce qui nous permet d'observer le long du chemin les 
portions de surface de testures distinctes. 
2.3.3 Application aux prof ils laser de l'asphalte. 
La figure 2.27 présente I'ensembIe des données sur lesquelles nous allons appliquer 
la transformée en ondelette. Xous utilisons une décomposition sur 3 niveaux qui 
~ i o u s  co~idiiit à une représentation de la géométrie idéale de Ia surface Sr à l'aide 
de 32 coefficients. Cette décomposition nous amène alors à une approximation par 
niorceaus de 4cm de la version passe-bas des profils pour une longueur totale de 
90 cm. Cela signifie que les détails que nous allons extraire sont d'une échelle spatiale 
inférieure ou égale à 4cm. De plus. comme la résolution du profil est de 0.35cm: 
nous obtenons une bonne définition des petites échelles. Xotons au passage que nous 
avons ici un large rapport d'échelle qui nous permet d'obtenir une bonne séparation 
des deus natures de signaux. 
Figure 2.27 : Ensemble des données brutes (300 profils). 
Observons tout d'abord le résultat obtenu avec la transformée de Haar sur la figure 
2.28. Les différentes transitions du comportement rugueus apparaissent nettement: 
ct il est aisé de distinguer visuellement les surfaces lisses des surfaces rugueuses. 
Figure 2.28 : Extraction des détails - Haar (300 profils). 
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Cependant, l'utilisation de l'ondelette de Daubechies d'ordre 1 (cf. figure 2.29). 
dont la taille du support reste acceptable, nous donne uxi très bon résultat avec une 
approsimation améliorée de la version passe-bas du signal. L'espace des détails gagne 
cil précision et en contraste grâce à une meilleure séparation des grandes échelles avec 
les échelles des détails. 
(300 profils). 
Sur la figure 2-30? l'utilisation de l'ondelette de Daubechies d'ordre 3 met en 
bvidence les problèmes de cône d'influence et d'effet de bord du filtre : d'une part 
la tailic d u  support de l'ondelette devient imposante face à la dimension du signal 
et. d'autre part. sitôt qu'une valeur se trouve erronée (majoritairement sur les bords) 
son influence nuit de façon non négligeable au s  valeurs voisines. 
Figure 2.30 : Reconstruction des détails - Daubechies d'ordre 3 (300 profils). 
2.3.4 Conclusion. 
Comme nous venons de le voir, la transformée en ondelet te représente un outil efficace 
de représentation pour nos signaux. L'extraction des détails des signami utilise avec 
sinipIicitC l'algorithme de décomposition multirésolution pour lequel. par ailleurs. 
l'implantation est largement couverte par la littérature (Mallat 1998. Chui 1992, Og- 
den 1997. Cohen 1997). Par ailleurs, la seule connaissance du rapport d'échelle entre 
lc signa1 et ses détails suffit pour paramétrer la méthode. Néanmoins. ce rapport 
d'6chclle nous a aussi permis de mettre en évidence les limites de la technique pro- 
posée. Dc plus amples résultats de reconstruction sont présentés en annese C. 
Enfin: nous noterons le potentiel qu'offre la transformée en ondelette pour opérer, 
dans Ic niéme temps, le filtrage des signaux Entre autres, nous remarquerons qu'il est 
possible de mettre à profit le calcul de la transformée en ondelette pour la détection 
des fissures (cf. figure 2.31). Celles-ci, dont les composantes de hautes fréquences sont 
très localisées spatialement dans le signal, gérèrent de forts coefficients en ondelettes 
(cf. figure 2.32(a)) dans les espaces des détails. Une méthode telle que celle proposée 
par S u .  \\kaver. Healy et. Lu (1994) pourrait-être envisagée. Par ailleurs. une tech- 
nique qui viserait l'estraction des fissures sur les données brutes devrait s'affranchir 
des différences d'amplitudes de grande échelle dues aux surfaces Sa et Sc. Cette méth- 
ode devra opérer localement et s'avérera généralement coûteuse. La figure 2.32(b) 
présente un esemple de détection sur une région contenant des fissures de type car- 
relage. L e  résultat de détection a été obtenu à l'aide de l'estimateur de courbure locale 
de la surface d'élévation. Xotons que cette méthode décrite par -4rmande (1997). qui 
s'appuie sur le calcul de la matrice de Weingarten (Do Carmo 2976, Monga. Amande 
ct .\Iontesinos 19%). est obtenue à partir du calcul des dérivées premières et secondes 
d u  signal gràce aux opérateurs récursifs de Deriche (1993). 
Figure 2.31 : Données brutes avec fissures (512 profils). 
(a) Reconstruction des détaiIs. 
(b) Estimation de la courbure locale. 
Figure 2.32 : Estraction des fissures ( 5  12 profils). 
Chapitre 3 
Caractérisation de la rugosité. 
3.1 Segmentation de texture. 
Lc pré-traitement des signaux nous a permis d'aboutir à une représentation de I'as- 
phaltc à partir des détails extraits sur chacun des profils laser. Observé comme un 
signal bidimensionnel. le résultat présente des régions test urées distinctes selon I'é t at 
de surface de la chaussée et. afin de réaliser la séparation des classes de testures 
pour isoler les régions lisses et rugueuses de la chaussée. nous devons au préalable 
dét crnli ner un indice caractéristique de la rugosité sur ces testures. 
La segmentation de textures constitue un domaine à part entière d u  traitement 
du signal. En général, les testures sont caractérisées par un ensemble d'attributs 
statistiques qui permettent la mise en évidence de leur organisation spatiale et hiérar- 
chique. De nombreuses techniques, des outils statistiques (Haralick 1979) a u s  calculs 
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fractals (Chaudhuri et Sarkar 1993) en passant par les champs SIarkoviens (Chalmond 
1988). ont été exploitées, et leurs applications ont suscité un intérêt grandissant. Afin 
d'opérer une bonne segmentation. l'indice de rugosité doit permettre detablir des dis- 
tances suffisantes entre les classes de textures pour limiter les indéterminations ou 
les erreurs d'interprétation. L'utilisation d'un outil de classification approprié permet 
ensuite la discrimination des différentes textures: et il est nécessaire que l'attribut soit 
rcprésen t at if des caractéristiques particulières des textures analysées afin de garantir 
l'efficacité de la reconnaissance. 
3.2 Caractérisation de chaque prof il. 
3.2.1 Mesure de tortuositb. 
La tortuosité T est une mesure de complesité d'un chemin. De manière classique. la 
mcsurc de tortuosité est estimée, entre d e u  points, par le rapport entre la distance 
ia phis courte et la distance réellement parcourue (cf. équation 3.1 et figure 3.1) -  
La tortiiosit6 tend donc vers zéro lorsque la complesité du chemin augmente entre 
les deus points. La notion de tortuosité est exploitée par exemple dans le cadre de 
l'inspection de surface et la caractérisation des fissures, mais aussi dans des domaines 
aussi nrii>s que l'écologie' la géographie, la biologie ou encore dans le milieu médical 
pour quantifier la complexité du parcours des r é seau  veineux (Hart, Goldbaum et 
Sclson 1997). Dans notre cas. en supposant lisse la chaussée idéale, nous nous atten- 
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dons A ce que la tortuosité des profils des détails diminue et tende vers zéro avec la 
rugosité de I'asphalte et  inversement qu'elle se rapproche de 1 lorsque la surface est 
de plus en plus lisse. 
Distance la plus courte de .A à B 
T =  
Distance parcourue de A à B 
I 
- 
Figure 3.1 : Mesure de tortuosité. 
3.2.2 Résultats. 
L'cstrait de données brutes. présenté sur la figure 3.2. est constitué par 1-alternance 
de sections rugueuses e t  lisses de chaussée (100 profils - asphalte rugueuse. 20 
profils - béton lisse. 100 profils - asphalte rugueuse. 100 profils - asphalte lisse. 
100 profils - asphalte rugueuse). Nous avons omis ici des données qui correspondent 
A une position fixe du véhicule puisque celles-ci ne nous apportent aucune information 
sur 1'6 t at du pavage. Sot  ons que ces sections peuvent être éliminées automatiquement 
grâce ails mesures du  système d'odométrie d u  véhicule. 
Dans un premier temps. la reconstruction de l'espace des détails des données 
est effectuée à l'aide de la transformée en ondelette ID de Daubechies du premier 
Figure 3.2 : Données brutes (512 profils). 
ordre (cf. figure 3.3). La tortuosité est ensuite calculée pour chaque profil. et nous 
observons très clairement sur la figure 3.4 les différentes régions qui répondent à des 
caractéristiques de rugosités distinctes. 
Figure 3.3 : Reconstruction des détails (512 profils). 
Figure 3.4 : Mesure de tortuosité (012 profils). 
La niesure de tortuosité nous donne une information moyenne de la rugosité de 
cliacpe profil et. malgré sa faible amplitude et son apparente sensibilité ans mesures, 
elle permet d'isoler précisément chaque section. Ceci étant. un fusionnement des 
résultats par section de plusieurs profils, soit de quelques dizaines de centimètres sur 
la surface de la route, peut être élaboré afin d'augmenter la robustesse du système, 
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mais i l  est également possible de post-filtrer cet indice à l'aide d'un filtrage adapté. 
Pour le résultat présenté à la figure 3.5, nous avons eu recours à un filtrage par 
ondelettes. De plus amples résultats sur la mesure de tortuosité sont présentés en 
annexe C. 
Figure 3.5 : Alesure de tortuosité filtrée - Daubechies 8 (522 profils). 
3.2.3 Conclusion. 
Comme nous venons de le voir, cette mesure nous donne une information pertinente 
sur la nature rugueuse de la chaussée à partir de la notion de complexité des profils. 
Le coût en calcul de cette opération a l'avantage d'être très faible, ce qui pourrait 
être ün atout majeur dans une optique d'implantation temps réel du processus de 
détection. Sous sommes néanmoins restreints à une connaissance "par profil" de 
la nature de la chaussée. En effet. une application locale de la méthode conduit à 
un résultat erroné de la mesure de tortuosité. Remarquons tout d'abord que deux 
chemins aus  complesi tés apparemment très distinctes peuvent conduire à une même 
mesure de tortuosite comme l'illustre la figure 3.6. A fortiori. l'utilisat ion d'un faible 
Figure 3.6 : Exemple de chemin de même tortuosité. 
nombre de points dans une approche locale accentue la présence de mesures absurdes. 
Afin d'illustrer ce phénomène, le résultat obtenu sur chaque profil avec une fenêtre 
glissante de taille 8 est présenté sur la figure 3.7. La caractérisation locale de la 
rugosi té requiert l'utilisation d'une différente. 
Mesure locale de la tortuosite 
I I & I 1 t I 1 
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Figure 3.7 : Mesure locale de tortuosité (513 profils). 
3.3 Caractérisation locale. 
3.3.1 Calcul fractal. 
Parmi les techniques esplorées pour l'analyse des textures, le calcul GactaI apporte 
un outil qui repose sur la propriété d'invariance par échelle de leur dimension fractale. 
Cette observation a été mise en évidence par Pcntland (1984), et nous signalerons en 
particulier le travail de référence de Chaudhuri et S a r h  (1995) qui repose sur le calcul 
de quatre \-ersions de la dimension fractale d'une image de roches. Dans le cadre de 
notre tratwail, nous nous intéressons particulièrement à la similitude qui esiste entre 
les attributs fractals et notre notion de la rugosité. Cette similarité a déjà été mise 
en évidcnce dans plusieurs travaus (Pentland 1984) et. a été utilisée dans le cadre. 
par cscmple. des techniques de génération de terrains (Weszka, Dyer et Rosenfeld 
1976. Kellcr. Chen et Cronmover 1989). En ce qui concerne l'analyse du pavage, 
Richard. Leard et Legeay (1999) utilisent la signature fractale d'images du grain de 
l'asphalte afin de reconnaître la nature et les propriétés du matériau observé. Afin 
d'iticntifier les types d'état de surface des chaussées à partir des profils laser. nous 
introduisons la mesure de lacunarité fractale qui nous permet d'obtenir une bonne 
caractérisation locale de la rugosité du pavage. Kous en profitons pour signaler au 
lecteur l'ouvrage collectif de Barnsie~., Devaney, Mandelbrot Peitgen, Saupe et Voss 
( 198s) qui constitue une bonne introduction aus  fractales, et l'ouvrage de Falconer 
(1990) qui permet d'aborder le sujet d'un point de vue beaucoup plus mathématique. 
3.3.2 Introduction de la dimension de Haussdorf f. 
Dans le cadre de notre application, nous nous intéressons à la dimension fractale 
(ou dimension de Hausdorff) D de la surface d'élévation formée par les profils des 
détails. La dimension fractale (Sfandelbrot 1984) caractérise le comportement auto- 
similaire de la surface. Cet te caractéristique n'est généralement pas acquise par les 
surfaces naturdles , mais elle est respectke en moyenne par les testures (Keiler. Chen 
ct Cron-nover 1989). -lussi, si nous considérons un espace Euclidien borné -4 à n- 
dimensions. la propriété d'auto-çimilarité conduit a I'équation 3.2 : l'espace -4, de di- 
mension L,,,, contient AÏ copies distinctes de lui-même réduites d'un facteur d'échelle 
r = LIL,,,,. ou encore D caractérise la proportionnalité de La complesité de la testure 
qui csiste entre les différentes échelles d'observation? 
L'estimation des attributs fractals ne relève pas d'un calcul immédiat. Plusieurs 
techniques d'estimation, dont la méthode de comptage des boîtes. ont été élaborées 
(Ioss 1986. Chaudhuri et Sarkar 1992: Keller, Chen et Crownover 1989). Pour notre 
calcul. nous utilisons la méthode décrite par Voss (1986). appliquée a u s  surfaces 
d'éEvation z = f (x? y). Cette technique, que nous rappelons ici, est une méthode 
d'estimation classique et efficace de la dimension de Hausdorff : soit P(m. L )  la 
probabilité qu'une boîte de taille L centrée en un point arbitraire Q de la surface -4 
.\-(r. rn) le nombre moyen de boites qui contiennent m points sur I'ensemble des J l  
sires qui composent la surface. nous obtenons la propriété m..V(L. m) = M.P(rn.  L )  
LV .v 
X ( L )  = N ( m ,  r )  m ( l / m )  P(m. L ) .  
m= 1 rn= 1 
La  dimension D est estimée' à partir de l'équation 3.2, par régression Linéaire pour 
différentes valeurs de la taille Li des boites. Le calcul des N ( L i )  est obtenu par 
I'estimation de P ( m .  L i )  grâce à la méthode de comptage des boîtes (Chaudhuri et 
Sarkar 19%). et nous obtenons sur un ensemble de K couples (L,.,/L,. .V( L,))  : 
En résiimé. nous obsewons notre surface, puis nous comptons le nombre de boites 
disjointes de petites dimensions nécessaire pour la recouvrir. La même opération 
est ensuite répétée pour des boites de taille croissante. Pour une surface qui se 
prête au calcul de la dimension fractale, nous remarquons alors I'csistence d'une 
relation proportionnelle du comptage des boîtes relativement à leur taille au sens 
de I.6quation 3.2. Remarquons que le principe d'auto-similarité ne signifie pas ici 
la r6pétition au sens strict d'un motif canonique. mais traduit un comportement 
striicturi. et hiérarchique de l'ensemble qui est exhibé par une large classe de textures. 
.Ifin de caractériser localement la dimension, le calcul est effectué à l'aide de 
fenêtres glissantes R de dimension w sur notre surface. -4 chaque échelle Li. la méthode 
mesure l'encombrement de la surface en comptant finalement le nombre de boîtes de 
taille Li nécessaires pour recouvrir le sous-ensemble Q de la surface -4' et la propriété 
d'invariance par échelle conduit au respect de l'équation 3.2. Le choix de l'intervalle 
dc définition des tailles Li doit être judicieusement choisi selon la t a t u r e  analysée. 
En effet. le choix d'une boîte de taille Li trop importante sera aveugle a u  variations 
de la rugosité. et inversement? une boîte de trop petite dimension de prendra pas en 
compte la distribution spatiale de la texture. Kotons par ailleurs que l'estimation des 
mesures fractales se comporte en général bien pour des testures isotropiques et qu'un 
pré-filtrage du  signal est nécessaire dans le cas des testures anisotropiques (Chaudhuri 
et Sarkar 1995. Chaudhuri, Sarkar et Kundu 1993). La distribution aléatoire du grain 
de l'asphalte nous assure l'isotropie de nos signaux Xéanmoins nous verrons dans la 
section 3.3.4 que la dimension de Hausdorff ne permet pas une bonne discrimination 
de nos testures qui présentent des caractéristiques statistiques semblables. 
3.3.3 La mesure de Iacunarité. 
La plupart des t r avau  réalisés en segmentation de testures à partir du calcul fractal 
utilisent principalement la dimension de Hausdorff. La  notion de lacunarité a fait 
l'objet. quant à elle. de très peu d'etudes dans ce domaine (Levy-Véhel 1990. Keller. 
Chen et Cron-nover 1989, Solis et Tao 1997). Introduite par Mandelbrot (1983): la 
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mesure de Iacunarité vient pallier l'insuffisance de la dimension de Hausdorff pour 
caractériser seule les ensembles fractals. Sur la figure 3.8, deus esemples de fractales 
de mêmes dimensions sont présentées : elies possèdent la même propriété d'auto- 
similari té bien qu'elles n'aient qu'une très faible ressemblance. surtout en terme de 
rugosité de surface. Cependant. la mesure de lacunarité permet de distinguer ces 
deus ensembles : la surface de forte rugosité possède une lacunarité faible. et in- 
versement. la surface plus lisse possède une caractéristique lacunaire élevée. Comme 
(a) Lacunanté faible (b) Lacunarite éIevêe 
Figure 3.8 : Ensembles de même dimension fractale. estrait de Barnsley. Devan- 
1Iandelbrot. Peitgen, Saupe et LToss (1988). 
son nom l'indique. la lacunarité est une mesure des espaces vides ou des trous a une 
Cclielle donnée L. Si nous observons les textures comme des surfaces d'élévations, 
nous comprenons aishient que deus surfaces qui présentent un même encombrement 
peu\-cnt riCanmoins être très distinctes par la présence? la forme et la densité de trous 
qu'elles contiennent, et c'est précisément ces caractéristiques qui font de la mesure de 
lacunarité un très bon estimateur de rugosité de surface. 
L'équation 3.5 déf iIiit l'estimation de la lacunarité fractale .\ du second ordre dans 
laquelle le paramètre M1 qui dépend de la dimension L de la boite de comptage. décrit 
la masse de l'ensemble considéré (Keller, Chen et Cron-nover 1959) : 
x 
M ( L )  = C mP(m, L ) ,  
m=l 
A' 
M 2 ( L )  = 1 m2P(m. L) .  
L m=l 
Séanmoins. cet estimateur fournit des résultats de segmentation médiocres avec 
l'utilisation de boites de petite dimension. C'est pourquoi nous préférons utiliser 
I'cstiniateur décrit par lléquation 3.6 qui permet l'obtention de bons résultats sur des 
enscnibles de petite taille (Keller. Chen et Cromover 1989). En effet. l'amplitude et 
la résolution des détails de nos signami sont réduites, et nous souhaitons par ailleurs 
consen-cr une bonne localisation spatiale dc l'information. 
Les principes de l'implantation du calcul des attributs fractals peuvent être con- 
sultés dans Philipp et Cocquerez (199S), et nous étendons au calcul de la lacunarité 
l'algorithnie décrit par Chaudhuri et S a r h  (1992) pour le calcul de la dimension 
fractale. 
3.3.4 Résultats. 
3.3.4.1 Influence des param&tres. 
SOUS observons le comportement de la dimension fractale et de la lacunarité le long 
de l'axe longitudinal médian des signaus présentés sur la figure 3.2. page 49. Les 
rcsultats présentés (cf. figure 3.9) ont été estimés sur une fenêtre R de dimension 
L,,,, = 18 x 1 S. -Analysons tout d'abord le comportement de la dimension fractale. - lu  
regard de la résolution et de l'amplitude maximale de la texture (majorée à I l 0  pixels. 
soit 20 mm d'amplitude). les boîtes de comptage ont été choisies à des dimensions Li 
de 3 x 3 x 3, 5 x 5 x 5 ,  7 x 7 x 7 et 9 x 9 x 9. Puisque la dimension fractale croit 
avec l'encombrement de la surface. nous constatons effectivement sur la figure 3.9 des 
valeurs en moyenne plus importantes dans les régions rugueuses du  signal. Cependant. 
les mesures sont très instables et les transitions entre les différentes sections sont 
difficilement perceptibles. En contre partie. la lacunarité. qui est plus élevée pour les 
textures faiblement rugueuses. génère une information beaucoup plus robuste. plus 
lisse et plus facile à interpréter. Le résultat tient compte ici aussi de la nature du signal 
ct l'est iniat ion de la lacunarité a été réalisée avec une boîte de comptage de dimension 
L = 3 x 3 x 3. -Ainsi: il nous est possible de mettre en é\-idence les différentes sections 
dc la route qui correspondent à des états de surface distincts. Si nous augmentons la 
taille du voisinage II: nous obtenons de fait une sensible amélioration des mesures qui 
sont illustrées sur la figure 3.10. L a  dimension fractale est plus robuste, les secteurs 
de rugositb sont mieus démarqués. La mesure de lacunarité subit la même influence, 
Figure 3.9 : Résultats sur un voisinage 0 de taille 18. 
Dimension fractale 
Figure 3.10 : Résultats sur un voisinage R de taille 32. 
niais nous devons noter la perte de localisation spatiale des transitions. Le choix de 
la dimension du voisinage doit donc établir un compromis entre la bonne localisation 
spatiale et le pouvoir discriminant des mesures: et ce dans le respect des hypothèses 
du probkme physique. 
3.3.4.2 Efficacite de la mesure de lacunarité. 
Les propriétés de ia mesure de lacunarité nous permettent d'obtenir un bon indice 
de caractkisation locale de la rugosité de surface, et ce pour de petites dimensions 
d'esti~nation. Ainsi la figure 3.11 illustre-t-elle les résultats obtenus sur une testure 
test qui nous permet de mettre en évidence l'efficacité de la mesure de lacunarité. 
La simulation d'une surface rugueuse est d'autant plus délicate à réaliser qu'il est 
difficile de définir rigoureusement la notion de rugosité. Sous nous basons donc sur 
lc caractère aléatoire de la distribution spatiale des textures que nous analysons. et 
nous simulons la rugosité à l'aide un bruit Gaussien de moyenne ndle. Les sections de 
rugosité décroissante sont ensuite générées grâce à l'application d'un filtre passe-bas 
Gaussien dc variance croissante (klarr et Hildreth 1980) telle que la puissance du 
bruit cntrc deus sections adjacentes soit diminuée d'un facteur 10. La  valeur de la 
lacunarith est. comme nous pouvons le remarquer sur la figure 3.1 1' affectée d'une 
augmentation de 30 %. Cette valeur nous permet d'apprécier le pouvoir discriminant 
de la rnesurc de lacunarité pour cette classe de texture. et l'échantillon présenté a été 
très bieri segmenté par la méthode proposée. 
Figure 3.11 : Ensemble de test calculé sur un voisinage 18 x 18- 
3.3.4.3 Application à la rugosité du pavage. 
L'application de la mesure de lacunarité à la surface des détails obtenue au chapitre 2 
( cf. figure 2-29. page 12) est illustrée à la figure 3.12. Les différentes régions lisses et 
rugueuses d u  signal sont bien visibles avec. en blanc. des mesures plus élevées pour 
les estraits de chaussée en béton et en asphalte neuve. et en gris, des mesures plus 
faibles pour les extraits de chaussées en asphalte rugueuse. Yous noterons néanmoins 
la persistance des effets de bord dus à la détérioration des données aux extrémités 
des profils lasers. 
La rxiesurc locale prend finalement toute sa richesse lorsqu'elle permet la mise en 
h-idericc de sous-régions lisses ou rugueuses au sein même de la surface. Dans le cas de 
not rc application, nous observerons principalement des zones de réparation du pavage 
composée d'asphalte lisse. La figure 3. B(a)  représente une collection de données 
(a) D o n n h  brutes. 
(b) Lacunarité. 
Figure 3.12 : Slesure de lacunarité fractale - R de dimension 18 x 18 (512 profils). 
prélevées sur un tronçon de route rénové de 70 m. Le résultat de la caractérisation de 
la rugosité présenté sur la figure 3.13(b) montre bien la présence des régions lisses qui 
sont cspacées de quelques mètres le long du parcours du véhicule. Xous présentons 
de plus amples résultats en annexe C. 
(a) Données brutes. 
(b) Lacunanté. 
Figure 3.13 : Mesure locale de lacunarité (800 profils). 
3.4 Conclusion. 
Sous  avons proposé ici deus méthodes pour la caractérisation de la rugosité. La 
preniii-re, qui fait appel à la notion de tortuosité, représente un outil efficace qui 
Ctablit iinc mesure profil par profil. Cette méthode. peu coûteuse en calcul, ne peut 
n6an1iioins établir de façon satisfaisante une mesure locale pour nos signaus, et nous 
utilisons dans ce cas le potentiel du calcul fiactal pour la représentation de la rugosité 
de surface. Par ailleurs. les paramètres impliqués dans la  méthode? à savoir la taille L 
de la boite de comptage et la dimension du voisinage R,  sont déterminés a partir des 
contraintes du signal et de la nature des textures rencontrées. Ces deus méthodes. 
qui nous ont permis d'obtenir des indices robustes sur l'état de la surface de la route, 
sont alors propices à une phase de classification afin de compléter le processus de 
segrrierit at ion. 
Chapitre 4 
Classif kat ion. 
4.1 Séparation des classes et méthode de Fisher. 
La segmentation des régions de faible et de forte rugosité implique la classification 
bimodale des indices de tortuosité ou de lacunarité. II existe plusieurs méthodes 
  no no dimensionnelles classiques et simples d'implantation, qui permettent la sépara- 
tion de deus classes. Les seuils obtenus sont globaus puisqu'ils ne dépendent ni du 
site. r i i  du voisinage de la mesure, mais seulement de sa valeur. Par ailleurs. nous 
noterons que nous avons la chance d'avoir accès à un grand nombre de données: ce 
qui facilite la formation d'ensembles d'apprentissage et d'ensembles de test. 
La classification bidomale est principalement fondée sur une modélisation de mis- 
ture de Gaussiennes de la distribution des classes. Aussi nous proposons I'utilisation 
de la méthode classique de Fisher (1958) (Fisher 1958, Philipp et  Cocquerez 1995) 
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pour deus classes. Cette méthode a pour fins la minimisation de la somme des 
inerties de chaque classe : soit k la valeur de la mesure, h ( k )  la valeur du vecteur 
histogramme normalisé des mesures au rang k? s le seuil recherché. Cl la classe des 
valeurs inférieures à s. et respectivement C2 la classe des valeurs supérieures a S. le 
critère d'optimalité est donné par : 
-Ifin d'estimer ie seuil de segmentation &,, nous utilisons les mesures présentées à 
la figure 4.1 comme ensemble d'apprentissage des seuils pour les mesures de tortuosité 
et de lacunarité. 
Figure 4.1 : Ensemble d'apprentissage (3 12 profils). 
L 'histogramme normalisé de la figure 4.2(a) montre le résultat de l'optimisation 
d u  critère de Fisher sur les mesures de tortuosité de la figure 1.2(b). Wous obtenons 
u n  seuil global égal à 0.427 qui conduit à la segmentation présentée sur la figure 
( c ) .  Sous obtenons ainsi les sections lisses, en blanc, et  rugueuses, en noiro qui 
Histogramme , 
(a) Histogramme. 
( b )  .\lesure de tortuosité. (c) Segmentation. 
Figure 4.3 : Segmentation du signal à partir de la tortuosité (512 profils). 
sont localisées à l'aide d'un chaînage de distance le long du parcours du véhicule. 
La précision de localisation des sections sur la route dépend alors de la nature de la 
transition entre les deus états du pavage, de la qualité des signaux, et de la vitesse du 
camion qui conditionne la densité des mesures. Nous rencontrons alors en moyenne 
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une précision de l'ordre de 1 à 2 mètres (10 à 20 profils), ce qui est acceptable face à 
l'échelle dti réseau routier. 
La figure 1.3(a) représente l!histogramme des valeurs de la lacunari té et les cIasses 
obtenues qui correspondent, respectivement en noir et en blanc, a u s  asphaltes rugueuses 
puis a u  asphaltes lisses. Le résultat de la segmentation, opérée avec un seuil de 0.579. 
est présenté sur la figure 4.3(c). Les fronts de transition subissent ici des perturba- 
tions dues à l'estimation locale de la lacunarité fractale. Les déviations subies sont 
de l'ordre de plus ou moins 30 cm (f 3 profils), mais nous conservons néanmoins une 
information de qualité acceptable, 
4.2 Résultats de classification. 
Une fois les seuils déterminés grâce à la méthode monodimensionnelle proposée. nous 
appliquons la segmentation a I'ensemble des données. Les figures 4.4 et 4.5 présentent 
les rbsiiltats obtenus pour nos d e w  indices de tortuosité et de lacunarité sur deus en- 
scmblcs de test. Chacune des méthodes fournit le résultat cohérent des sections lisses 
et rugueuses du pavage. Ceci &anto la figure 4.5 met bien en évidence la différence 
d*anal~-sc obtenue avec la mesure locale de lacunarité. Cependant dans les d e u  cas. 
nous devons interpréter avec précaution les résultats h a a u  obtenus. Nous devons 
nous rappeler que nous observons la route dans le repere local du système {caméra, 
laser). De plus. les formes observées des zones lisses de la figure 4.5(e) par esemple ne 
sont pas représentatives de la véritable géométrie des événements réels. D'une part 
(a) Histogramme. 
(b )  Mesure de lacmarite. ( c )  Segmentation. 
Figure 4.3 : Segmentation du signal à partir de la lacunarite (512 profils) 
la route est projetée dans un système qui forme des angles variables avec la route, e t  
d'autre part les résolutions des surfaces présentées ne sont pas égales dans les deux 
sens : les taches observées sont ici d'une d'une dizaine de centimètres de largeur pour 
ilne longueur de 1.3 m. 
(a) Surface d'élévation des details 
(b) Mesure de tortuosité (aprb filtrage). 
(c) Classification de la tortuosité. 
(d) Mesure de lacunarité. 
(e) Classification de la lacunarité. 
Figure 4.4 : Esemple de classification : transition lisse (blanc) - rugueus (noir) (1792 
profils). 
(a) Surface d'élébation des détails. 
(b) Mesure de tortuosité (aprés filtrage). 
. .. 
(c) Classification de la tortuosité. 
(d) Mesure de lacunaritb. 
(e) Classification de la lacunarit& 
Figure 4.5 : Exempie de classification : régions lisses de rénovation (en blanc) (1792 
profils). 
4.3 Conclusion. 
Lcs deus solutions proposées pour la détection des tronçons d'état de surface distincts 
du pavage reposent sur une architecture classique de traitement des signaux : pré- 
traitement. calcul d'attributs' segmentation(cf. figures 4.6 et 4.7). Aussi. le chois 
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Figure 4.6 : Système de détection par profil. 
de bons indices de caractérisation de la rugosité de surface nous permet d'opérer 
facilemciit une segmentation des signaux à l'aide d'une méthode classique globale et 
monodimensionnelle qui conduit au calcul d'un seuil de séparation de classes d'une 
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Figure 4.7 : Système de détection locale. 
associée à l'information de position de chaque profil, permet une interprétation rapide 
de l'état de surfaces des routes. Notons finalement le coût de calcul modéré des 
opCratcurs proposés. Outre Ia décomposition multirésolution dyadiquc bien connue 
pour sa rapidité. le calcul de la tortuosité e t  la simple tache de segmentation globale, 
le calcul de la lacunarité reste lui aussi acceptable car son estimation est réalisée 
sur un voisinage réduit de dimension 18 x 18. De plus, cette opération peut être 
optimisée dans une large mesure puisqu'il s'agit principalement d'un compteur. Une 
préscntat ion de l'application de développement implantée dans le cadre de cette étude 
est présentée en annese D. 
Chapitre 5 
Données spat ialement distribuées 
et systèmes d'information 
géographique. 
5.1 Introduction : système SIG. 
La rriéthode décrite au cours des sections précédentes nous permet en définitive 
d'obtenir Ic chainage linéaire de tronçons de route d'états de surface différents le long 
du parcours du véhicule. Une analyse locale des mesures. c'est-à-dire pour chaque 
parcours ou chaque route, est alors possible. Cela dit, la distribution géographique 
sur le réseau routier des domées constitue une caractéristique fondamentale qui, si 
elle est prise en compte, permet d'observer la répartition géographique sur le réseau 
au complet. ,Aussi. si nous reconstruisons la carte routière des mesures. une telle 
représentation permet d'isoler des régions par la mise en évidence de corrélations spa- 
tiales des mesures. Si nous nous plaçons a l'écheile d'une région comme la ville du 
1 lont réal. l'interprétation graphique présente un intérêt immédiat face à l'ampleur 
et à la densité du réseau routier. et entraîne une diminution des temps d'analyse, de 
décision. et donc des coûts de gestion de la voirie (Coté, Roy et Rousseau 1991). 
Les données spatialement distribuées sont présentes dans de nombrem domaines : 
ré partit ion des ressources naturelles. études épidémiologiques. migration des espèces 
animales. réseaa-x hydro-électriques, études sociales et géopolitiques. . . . et leur anal- 
yse constitue une branche à part des mathématiques (Cressie 1991. Guyon 1992). 
Ainsi. le milieu de l'informatique s'est rapidement pourvu de Systèmes de Gestion 
de Bases de Données (SGBD). puisqu'il s'agit de I'uue des fonctions premières de 
l'ordinateur. Ces systèmes se sont alors étendus à la gestion de données spatiales 
avec l'avènement des cartes numérisées. et ont donné naissance aus  Systèmes d'In- 
formation Géographique (SIG) (Samet 1990. Maguire 199 1). Les SIG permet tent la 
gestion. la manipulation et la visualisation de grandes masses de données qui sont as- 
sociées à un site géographique (Xronoff 1989). Tls mettent donc en relation une base 
de donn6es d'attributs avec une distribution d'instances géographiques sur une carte. 
instances qui peuvent être de natures topologiques variées : ponctuelle (accidents, 
panneaux routiers. postes de police. . . ) ?  linéaire (routes, rivières, chemins de fer. . . ) . 
ou pol~.gonale (bâtiments, zones urbaines. lacs.. . ). 
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1IaIgré leur popularité croissante, les systèmes d'information géographique ne 
prennent qu'une toute petitc place dans le monde des systèmes informatiques. Ils 
constituent généralement un noyau de communication qui possède une vaste panoplie 
d'out ils. Ceu-c i  permet tent la création de cartes, leur manipulation, la définition 
et la gestion d'attributs attachés aux instances géographiques. et incluent des fonc- 
t ions d'actes à différents systèmes dassiques de gestion de base de données. Ils sont 
par ailleurs dotés d'un environnement de développement ouvert. à partir duquel nous 
développons ici un système de gestion de l'information du pavage qui nécessite au 
préalable la définition de la structure relationnelle des données. 
5.2 Système de gestion de l'information du pavage. 
Les différents senseurs des véhicules de la société G.I.E. fournissent une grande masse 
de dorinées. De façon générale. celles-ci ne sont pas utilisées à l'état brut. mais 
traitées afin dc fournir des indices sur la condition du pavage par sections d-une 
ccntairle de mètres. Les sections de routes obtenues après analyse sont alors réparties 
dynamiquement sur la carte du réseau routier à l'aide de l'information d'odométrie du 
\.éhicule (cf. figure 5.1) via le système d'information géographique (Sational Research 
Concil 1991. Sational -4cademic Press 1994). Afin de mettre en muwe le système de 
gestion du pavage, il est nécessaire de comprendre le mode opératoire de l'acquisition 
des données. Lors d'une collecte. le véhicule de la société G.I.E. se rend au point 
de départ d'une section d'un tronçon de route. Les données sont ensuite référencées 





Figure 5.1 : Structure du système. 
lini-airernent le long du  parcours grâce à l'odométre qui équipe le véhicule. Suite 
aus différentes étapes de traitement, les résultats et  leur chaînage kilométrique sont 
stockés et gérés à l'aide d'un SGBD classiqiie. Nous obtenons donc une structure 
liibrarchique de huit n i v e a u  pour aboutir à la modélisation d'une section de mesure 
unique : la date de Ia collecte. la carte géographique. la route. le tronçon de route: la 
section de tronçon. le sens de parcours de la section, la distance du point d'origine de 
la section au positionnement du dÉbit de la mesure, puis la distance du point d'origine 
de la section au positionnement de la fin de Ia mesure (cf. figure 5.2). Xotons que nous 
ri-avoris parlé que du  sens de parcours de la section. En effet, dans le cas des routes 
de plus de 2 voies, seules les voies les plus à l'estérieur sont inspectées puisqu'elles 
sont empruntées principalement par les véhicules lourds, et subissent donc de plus 
fortes contraintes. 
La  structure cartographique d u  réseau routier se complexifie donc rapidement 
sitôt que nous souhaitons répartir dynamiquement des mesures. Aussi, une carte 
Route 
Réseau routier 
Figure 5.2 : Système de route et chaînage. 
Figure 5.3 : Composantes géographiques et  représentation spatiale. 
SIG est-elle composée de plusieurs couches (ou couvertures) qui. fusionnées. forment 
les différents niveaux de structure du plan (COLLECTIF : EYS de Cachan. IGT 
d'Orsay. IL-T de Sceau. 1990). Chaque couche possède une nature topologique propre 
et nous pouvons par esemple décrire la carte d'une région à partir des couvertures des 
riviercs. des grands axes routiers, des routes secondaires, des délimitations de zones 
iirbairics. etc. comme l'illustre la figure 5.3. 
Dans le cadre de notre travail. nous avons recours au SIG -1rcInfo pour N'in- 
dows ST. de la compagnie ESRI. Ce noyau, qui possède son propre langage macro de 
prograinmation (le .4ML ou Arc Macro Laquage), permet l'estension et le développe- 
ment d'applications dédiées grâce à l'utilisation de langages classiques de programma- 
tion comme C: Cr - ,  ou Visual Basic. Nous utiliserons par ailleurs le SGBD Access 
de la compagnie Microsoft afin de gerer le stockage des mesures. Le système doinfor- 
marion géographique travaille autour d'un espace de travail. Celui-ci, qui se concrétise 
sur le rnédia de stockage par un répertoire informatique: regroupe l'ensemble des in- 
formations nécessaires à la création des cartes numériques et à leur gestion. C'est. 
donc au sein de cet espace de travail que nous allons définir la structure relationnelle 
{route - données} qui permettra la visualisation de nos mesures. 
5.3 Architecture du systeme. 
5.3.1 Structure de route. 
La structure des couvertures SIG repose sur l'ensemble des éléments atomiques tels 
que les points et les arcs. L'entité de route est: quant à elle. le résultat de la con- 
caténation d'arcs conneses ou non et  possède. comme toutes les autres instances 
~éographiques. une table d'attributs associés qui permet d'une part l'identification - 
unique de l'objet à l'aide d'une clé primaire et. d'autre part. la connaissance de pro- 
priétés définies par ArcInfo et par 17i?tilisateur (ESRI 1994). 
-4 .. l'heure de la numérisation ". la grande majorité des réseaus routiers a été 
transferbe sur support informatique. II est donc possible de se procurer des cartes 
numériques sur le marché, ou encore de numériser une carte imprimée si besoin est. 
La plupart des formats de cartes numériques est interprétée par les systèmes GIS. 
et c'est à partir de ces supports que nous allons batir le sous-système des routes 
inspect6es. Il est possible de définir plusieurs systèmes de routes dans la structure 
Sections ins~ctées de route 
t Réseau routier 
Figure 5.4 : Couvertures principales. 
du réseau routier comme. par esempk, les systèmes des routes empruntées par les 
bus. En partant d'une carte numérique de la région d'intérêt. nous construisons une 
nouwllc couverture de routes. sous-ensemble du réseau routier. qui définit les sections 
dc tronqon de route parcourue (cf. figure 5.4). La distance fournie par l'information 
d'odométric est utilisée pour définir Ia longueur des sections. et nous ajoutons dans 
la table des attributs l'ensemble des informations nécessaire à leur définition unique. 
L'ensemble de ces attribut désigne par ailleurs la clé externe qui permet la mise en 
relation des mesures avec la section. Elle est définie par la concaténation des attributs 







o Sens de parcours 
Figure 5.5 : Syst.ème de route. 
section, orientation de parcours) avec l'information de chaînage de la mesure. C'est 
alors. grlice à la propriété de segmentation dynamique (ESRI 1994) de la structure 
de route de-4rcInfo. que nous pouvons distribuer ensuite linéairement les mesures le 
Iong de la section : les mesures sont réparties sur l'arc de route à partir de son 
point d'origine. défini de façon unique par l'orientatioo de la section, en suivant 
l'information de chaînage kilométrique (cf. figure 5 . 5 )  (ESFU 1994). Ce découpage 
est cf fec t ué dynamiquement: c'est-à-dire indépendamment de la structure d'arc sous- 
jaccnte. 
5.3.2 Structure de données. 
.\fin de limiter les erreurs. nous soumettons la structure du système à une organisation 
rigoureuse par l'établissement d'une nomenclature rigide des tables et des fichiers de 
données. -Ainsi. à un espace de travail donné correspond une carte géographique 
unique. dont le nom est identique à ce!ui de l'espace de travail. L'espace de travail 
est partage en d e m  grandes catégories de répertoires et de fichiers. II est composé. 
d'une part. de l'ensemble des fichiers qui définissent la carte et de ses composantes 
g6ométriques. fichiers qui sont générés et organisés par ArcInfo au sein d'un espace 
de travail. D'autre part. nous inscrivons dans ce même espace de travail la base 
de données de toutes les mesures qui ont été collectées sur la carte. Cette base de 
données. dont le nom est identique à celui de l'espace de travail, contient une table 
de mesures par collecte : chaque table de mesure est nommée par la date de la 
coIlccte (mois année). Lors d'une session de travail sous ArcInfo. nous pouvons ainsi 
automatiser la plupart des opérations à partir du chois d'un espace de travail grâce 
ri l'utilisation de cette convention des noms. Ainsi. le chois de l'espace de travail 
- -  hi'ontréal" implique la connection automatique à la base de données du même nom 
gricr aux pilotes de communication ODBC. sous Windows ST. Sous pouvons dès 
lors lister l'ensemble des dates de collectes qui permettent d'accéder à une table de 
données particulière (cf. figure 5.6) .  Ce choix permet la visualisation des données qui 
sont distribuées le long du sous-système de route dont la couverture porte le même 
nom que la table de mesure. Finalement: nous pouvons manipuler les mesures de 
Espace de  travail 
Sous système de routes 
(Date B) 4 - R 
Base de données  
Table de donnée 
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I (Mesure D) 
1 
Figure 5.6 : Structure de données. 
cette car carte à l'aide de commandes .-%ML et SQL. 
5.4 Représentation des mesures et analyse. 
La structure de données étant établie, il est maintenant possible de mettre en rela- 
tion la carte numérique avec les mesures collectées. Cela nécessite au préalable la 
création de la couverture qui définit les routes de passage ainsi que leurs attributs. 
Figure 5.7 : Exemple de carte numérique. 
Ces opérations sont réalisées a l'aide du langage AML propre au système ArcInfo. 
commandes qui peuvent être rendues transparentes grâce au développement d'une 
interface dédiée à notre application. L'ouverture d'un espace de travail. qui cor- 
respond i une région routière. engendre la création d'une carte ainsi que la connesion 
à la base de données correspondante. La figure 5.7 présente une exemple de carte 
numérique obtenue à l'aide de fichiers Tzger qui constituent l'un des standard de 
cartes numériques aus  États-unis. Le chois d'une date de collecte est associé. d'une 
part. à une couverture du sous-système de routes parcouru et. d'autre part. à la table 
des mesures correspondantes dans la base de données. Celles-ci sont affichées sur la 
carte dans une représentation en pseudo-couleurs pré-définies, et ce grâce au processus 
Figure 5.8 : Carte des mesures. 
de ~ e ~ m e n t a t i o n  dynamique opéré par .ircInfo. Le chois des couleurs doit être simple 
et judicieusement établi en fonction des inten-alles de sévérité pour chaque type de 
mesure. L'utilisation d'un trop grand nombre de couleurs rend la carte illisible. mais 
celui-ci doit être néanmoins suffisant à l'interprétation rapide des données. La figure 
5.8 présente un cstrait de mesure de fissuration établie le long d'une section de route. 
Le decalage des mesures par rapport au tracé de la route (l'offset) permet l'affichage 
des données collectées sur différentes voies. 
Il est possible d'opérer une grande variété de manipulations des données géographi- 
ques à partir de fonctions sur les données, de fonctions sur la carte. ou encore à partir 
de la combinaison de fonctions cornpleses sur des ensembles. Nous pouvons par 
cscmple demander l'ensemble des sections de routes dont l'indice de confort (RI) 
Figure 3.9 : Carte résultante de l'analyse des données. 
est élevé ou encore choisir I'ensemble des mesures de rugosité faible qui se trouvent 
dans un pcrimètre de 10 km autour d'une intersection donnée. Xous obtenons ensuite 
la carte du sous-ensemble du réseau routier qui répond à la requête émise (cf. 5.9). 
L 'int crhcc d' ArcInfo fournit une interaction minimale avec l'utilisateur. qui peut 
sélectionner graphiquement une ou plusieurs composantes géométriques de la carte. 
Dès lors. il est possible d'accéder facilement à la valeur des mesures sur un ensemble 
dr sections. et I'ensemble des opérations utiles à l'analyse sont rendues transparentes 
par le développement d'une interface dédiée. 
5.5 Conclusion. 
Dans Ic cas de données spatiales. la localisation est. au delà de la représentation. une 
information essentielle qui donne sens à l'analyse des données. La  mise en évidence 
de corrélations spatiales offre une interprétation plus riche de 1:état du réseau routier. 
ct à cette fin nous avons mis en place une structure de données centrée autour d'un 
système dïnformat ion géographique. Les bases de données géographiques permet- 
tent non seulement la gestion de données spatiales, mais aussi leur représentation et 
leur manipulation à l'aide de commandes appropriées. La  définit ion d'une structure 
confornie a u  esigences du problèmes permet non seulement de rendre plus fiable le 
systtme. mais aussi d'automatiser la plupart des tâches utiles à la gestion des cartes 
de mesures et à leur manipulation. Ces dernières peuvent faire l'objet de requêtes 
cornpleses par l'application d'expressions arithmétiques et logiques sur les champs des 
tables dc données et d'attributs. Le résultat de ces opérations. qui donne lieu à une 
nouvelle carte du réseau routier. permet une observation efficace. qualitative etiou 
quantitative. de l'état global et//ou local de la voirie selon les critères de l'utilisateur, 
qui dispose finalement d'une interface adaptée à son application. 
Chapitre 6 
Conclusion générale. 
Dans le présent travail, nous nous sommes proposés de répondre a un problème précis 
de traitement de signaus rencontré par la société G.I.E. Technologies. Cette société. 
qui joue un rôle important dans la surveillance et la maintenance des r é s e a u  routiers, 
apporte des solutions efficaces de collecte de données à partir de véhicules équipés 
dc muitiples senseurs. Kous avons éiaboré, dans ce cadre. un système complet qui 
permet la génération d'une représentation cartographique de mesures qualitatives de 
rugosi té du pavage déduites de l'acquisition de données télémétriques lasers brutes. 
Sc possédant qu'une faible connaissance a priori sur les signaus acquis. une 
déconiposi tion multirésolution, construite sur le rapport d'échelle entre la macro- 
géométrie des profils lasers et leurs détails issus de La testure de l'asphalte. nous a 
permis de ramener le problème dans un espace propice à la caractérisation de la ru- 
gosité de la route. Deus méthodes ont alors été proposées afin d'établir un indice 
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révélateur sur l'état de surface du pavage. La première méthode fournit une infor- 
mation rapide. profil par profil. en se basant sur la mesure de tortuosité des signaux. 
Seanmoins. si nous souhaitons avoir une connaissance locale de l'état de surface de 
la route. la seconde méthode décrit. à l'aide de la mesure de lacunarité fractale. un 
indice ponctuel qui conduit à la mise en évidence de sous-régions de la surface. Ces 
deus mesures ne représentent pas des indices physiques de rugosité de la matière mais 
permet tent d'aboutir à une segmentation efficace de la route grâce à une opération de 
seuillage mono-dimensionnel simple et global. Finalement. afin de représenter dans 
un conteste adéquat les résultats obtenus. nous proposons l'utilisation d'un système 
d'inforniation géographique qui. à l'aide de l'information d'odométrie des véhicuIes. 
conduit à la reconstruction de la carte des mesures sur le réseau routier. 
Xous obtenons un système complémentaire à l'étude de l'état du pavage. qui 
fi~ciIitc une analyse globale de la condition du réseau routier. Dans un contexte 
plus large. la solution décrite ici pourrait être généralisée pour l'inspection de l'état 
de surface de matériaux. méthode potentiellement enrichie de la connaissance de la 
trajectoire suivie par le système de mesure télémétrique et de la prise en compte de 
l'intensité du laser. De plus. dans une optique d'optimisation de la méthode proposée 
pour la caractérisation locale de l'indice de rugosité. la possibilité d'une estimation 
directe de Ia mesure de la Iacunarité à partir de la déconiposition multirésolution 
pourrait être considérée. 
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Annexe A 
Rugosité et terrains fract als. 
L a  génération de terrain est l'une des applications importantes du domaine du calcul 
fracta1 et il est simpie d'observer le comportement auto-similaire des récifs côtiers ou 
des massifs montagneus (Pentland 1984). L'algorithme Diamond-Square. ou Random 
Alidpoint .+Ilgorithm . décrit par Fournier, Fusse11 et Carpenter (1982). est un exemple 
de rriethodc simple de création de terrains fractals a partir de la définition d'une 
surfacc d'6lévation dont voici les étapes : 
1. Sous attribuons tout d'abord une élévation aléatoire a u  quatre coins d'une 
grille carrée de taille 2L comme l'illustre la figure .A. l(a).  
'2. Sous prenons ensuite l'élévation moyenne des quatre coins qui. additionnée 
d'une perturbation aléatoire, est assignée au point central de la grille (cf- figure 
.A. i (b) ) .  Il s'agit de l'étape diamant. 
3.  Sous formons les carrés à la résolution 2L-1 en attribuant a u  nouveaux points 
l'élévation moyenne des points adjacents sur Ia grille comme l'illustre la figure 
.A.l(c). Il s'agit ici de l'étape square. 
4 Finalement, les étapes 2 et 3 sont réitérées jusqu'à une résolution 2' suffisam- 
ment dense (cf. figure ,A.l(d)). 
( a) Prcmiérc &tape Diamant. (b)  Étape Square . 
(c) É tape  Diamant. (d) Poursuite de l'algorithme.. . 
Figure A. 1 : -ilgorithme de Diamond-Square. 
La rugosité du terrain, c'est-à-dire son caractère accident& correspond à l'ampli- 
tude maximale de la perturbation utilisée dans le processus de génération de I'ensem- 
ble fractal. ,-lussi. pour une rugosité R. O 5 R 5 1. nous ajoutons a lïtération n de 
l'algorithrne de Diarnond-Square une perturbation aléatoire p dont l'amplitude max- 
imale décroît avec la résolution : Rn 5 p 5 Rn. Nous ajoutons donc des détails de 
plus en plus fins sur la grille. 
Ainsi. si nous choisissons un faible coefficient de rugosité. nous obtenons un ter- 
rain dous dont les perturbations tendent très rapidement vers zéro avec la résolution. 
Inversement. le choix d'un fort coefficient de rugosité permet de générer des ter- 
rains accidentés dont les variations restent significatives aux petites échelles. Les 
figures suivantes présentent deux estraits de surfaces rugueuses obtenues a partir de 
l'algorithme de Diamond-Square. Ceile-ci ont été calculées a l'aide du programme 
java Terruin de I\.Ierlin Hughes du département de mathématiques de YUniversité de 
Dublin. 
Figure -4.2 : Terrain de faible rugosité. 
Figure -4.3 : Terrain de forte rugosité. 
Annexe B 
Normalisation par la moyenne 
locale. 
Sous prbsentons. dans cette annexe, les résultats obtenus sur un échantillon de 13500 
profils lasers. avec la méthode décrite dans la section 2.2 du chapitre 2. Dans les fig- 
ures qui suivent: les trois rangées successives représentent respectivement l'image des 
données butes. le résultat de la première transformation puis le résultat final après ap- 
plicat ion de la seconde opération. Nous retrouvons les principales transitions entre les 
diverses natures d'asphalte. Néanmoins nous remarquons le mauvais comportement 
dc la méthode lorsque les variations d'altitudes des profils deviennent importantes et 
rapides : la seconde opération agit comme un filtre passe-bas et a une influence non 








Reconstruction des détails. 
Sous présentons ici les résultats obtenus sur plusieurs kilomètres de chaussée a l'aide 
de la méthode basée sur la transformée en ondelette (section 2.3 d u  chapitre 2).  Les 
figures représentent dans l'ordre suivant les résultats obtenus : 
0 image des données brutes. 
0 image de l'espace des détails, 
s image de la mesure de tortuosité, 
ri. image de [a segmentation de la tortuosité, - image de la mesure locale de lacunarité, 























Sous présentons ici quelques vues du programme développé au cours de ce travail. 
L'outil a été réalisé à l'aide du  récent langage de programmation Java 2.0 a h  de 
pouvoir bénéficier de librairies graphiques qui permettent la mise en œuvre rapide 
d'interfaces conviviales. Le programme. construit autour d'un noyau central de com- 
munication entre les données et  les opérateurs, est doté de quelques outils d'analyse 
des données et des résultats. 



