We consider the Cauchy problem for the Laplace equation in -dimensional doubly-connected domains, that is the reconstruction of a harmonic function from knowledge of the function values and normal derivative on the outer of two closed boundary surfaces. We employ the alternating iterative method, which is a regularizing procedure for the stable determination of the solution. In each iteration step, mixed boundary value problems are solved. The solution to each mixed problem is represented as a sum of two single-layer potentials giving two unknown densities (one for each of the two boundary surfaces) to determine; matching the given boundary data gives a system of boundary integral equations to be solved for the densities. For the discretisation, Weinert's method [ ] is employed, which generates a Galerkin-type procedure for the numerical solution via rewriting the boundary integrals over the unit sphere and expanding the densities in terms of spherical harmonics. Numerical results are included as well.
Introduction
The alternating iterative method was introduced in by Kozlov and Maz'ya [ ] to solve some inverse ill-posed problems notably the Cauchy problem for self-adjoint strongly elliptic operators. Since then, there has been several works on the numerical implementation of their method for such Cauchy problems both with boundary element methods and boundary integral techniques; for references to some of these publications see the introduction in [ ] (for references to other methods for Cauchy problems both direct and iterative see the introduction to [ ], where moreover references to applications of the Cauchy problem in cardiology, corrosion detection, electrostatics, geophysics, leak identification, non-destructive testing and plasma physics are given; see also [ , , ] ). However, numerical results for the alternating method have largely been obtained for -dimensional planar regions; an early work is [ ]. Recently, see [ , ] , integral equation techniques, based on [ ], have been developed for some direct and inverse problems in three dimensions. We shall build on these results and undertake the laborious task of implementing the alternating method for -dimensional domains. Let us formulate the problem to be studied. Let D ⊂ ℝ be a simply connected smooth bounded domain with boundary surface Γ and let D be a simply connected bounded domain with smooth boundary surface Γ such that D ⊂ D . Define D = D \D and let ν = (ν , ν , ν ) be the outward unit normal to the Γ 2 Γ 1 Figure . A solution domain D with boundary part Γ contained within the outer boundary surface Γ .
boundary of D, ∂D = Γ ∪ Γ ; an example of the configuration is given in Figure ( only a part of Γ is shown to see the interior surface Γ ).
We consider the Cauchy problem of finding a function u ∈ C (D) ⋂ C (D) such that
with the boundary conditions u = f and ∂u ∂ν = g on Γ .
This problem is ill-posed and we assume that data is given such that there exists a solution. The alternating iterative method is a regularizing procedure for the stable determination of this solution. In each iteration step, mixed boundary value problems are solved. It is advantageous to solve these mixed problems using boundary integral techniques since only boundary data is needed thus making discretisation of the whole of the solution domain superfluous. The boundary element method (BEM) therefore seems like natural choice, however, in this method the boundary surfaces are discretised into simpler ones such as planes or quadratics a non-trivial task in itself for surfaces. If these boundary surfaces are known via given parameterisations, then it becomes advantageous not to use the BEM but instead make use of the parametrisations to make further transformations that can render faster and more accurate results. This type of boundary integral method making use of parameterisations of boundary surfaces for -dimensional problems is Weinert's method [ ]. This method has therefore drawn some recent interest, see [ -] . In [ ], the alternating method was implemented in two dimensions using boundary integral equation techniques and parameterisation of the boundary. Thus, we shall follow that work and extend it to three dimensions by incorporating Weinert's method [ ].
Following [ ], we represent the solution to each mixed problem needed in the alternating method as a suitable boundary-layer operator leading, via matching of the given boundary data, to a system of boundary integral equations. The discretisation in the method in [ ] involves rewriting these boundary integral equations over the unit sphere under the basic assumption that the boundary surfaces can be smoothly mapped one-to-one to the unit sphere. The densities to be solved for in the system of integral equations are represented in terms of linear combinations of spherical harmonics, and this generates a linear system to solve for the coe cients in this representation.
A limitation of our approach is the assumption that the given boundary surfaces can each be mapped onto the unit sphere. However, there is a su ciently large class of domains relevant for applications that can be mapped in this way to the unit sphere. Moreover, for more general boundary surfaces, one can approximate these with surfaces of the requested kind, or even only construct the map numerically.
For the outline of this work, in Section , we review some results on the alternating method. In Section , we give the boundary integral solution of the mixed problems, and in Section it is discussed how to discretise the obtained boundary integral equations. Some numerical results are given in Section .
The alternating method
We consider two mixed boundary value problems
The alternating iterative procedure for constructing the solution to ( . )-( . ) runs as follows: • The first approximation to the solution u of ( . )-( . ) is obtained by solving ( . )-( . ) with h = h , where h is an arbitrary initial guess.
• Having constructed u k , we find u k+ by solving problem ( . )-( . ) with w = u k | Γ .
• Then we find the element u k+ by solving problem ( . )-( . ) with h = ∂u k+ ∂ν | Γ . The algorithm continues by iterating in the last two steps.
Convergence of the alternating method in the standard Sobolev space H (D), consisting of square integrable functions with square integrable (weak) first-order derivatives in D, can be seen as follows. First, it is known, see for example [ , Theorem . and Corollary . ] , that for w ∈ H / (Γ ) and g ∈ H − / (Γ ) the mixed problem ( . )-( . ) has a unique solution u ∈ H (D). Here, H − / (Γ ) is the dual space of the standard trace space H / (Γ ); this dual space is well-defined since the boundary of Γ is empty. The normal derivative of the solution to this mixed problem makes sense on Γ as an element in H − / (Γ ). The similar result holds for ( . )-( . ).
Introduce an operator B mapping Neumann data h ∈ H − / (Γ ) to the normal derivative on Γ of the element u (this normal derivative is well-defined in H − / (Γ ) as noted above), where u ∈ H (D) is the second element constructed in the alternating procedure with g = and h as starting value (initial guess). The Cauchy problem can then be equivalently written as
where G(f, g) is an element constructed from the given Cauchy data. The alternating method is thus fixedpoint iteration for ( . ). Using Green's formulas one can show that the operator B is self-adjoint, positive, non-expansive (‖B‖ ≤ ) and the number one is not an eigenvalue for B. Convergence of this fixed-point scheme thus follows. Since boundary data converges, an application of standard estimates of the solution to mixed problems for the Laplace equation in terms of the boundary data renders convergence of the sequence u k ; for the details we refer to the original work [ ]. In the case of noisy data, the Morozov discrepancy principle [ ] can be applied. To explicitly give a stopping rule, assume that we are given noisy Cauchy data f δ and g δ , with the noise level δ > and
Since, as shown in [ ], the operator B defined above is self-adjoint, non-negative, and non-expansive, the discrepancy principle can be employed as a stopping rule for fixed point iterations for equation ( . ) . This implies that if k = k(δ) is the smallest integer with
for a given b > , then h δ k(δ) converges to the exact solution of ( . ) when δ → . Here, h δ k is generated as fixed point iteration for ( . ) but with noisy data, that is
Thus, the proposed alternating procedure is also a regularizing method. Recalling the definition of the operator B, condition ( . ) translates into
An integral equation method for the mixed problems .
Reduction to boundary integral equations
We outline a method for obtaining the solutions to the mixed problems involved in the alternating procedure. It is of course enough to concentrate and give details for one of the two mixed problems ( . )-( . ) and ( . )-( . ). However, as a service to the reader and to improve clarity of the text, we simultaneously write out the formulas for both problems.
Following [ ] solutions to the mixed problems are sought as a sum of two single-layer potentials:
with Φ(x, y) = π |x−y| being the fundamental solution of the Laplace equation in ℝ and ϕ ℓ ∈ C(Γ ℓ ), ℓ = , , unknown densities. We use the following notation for single-and double-layer operators:
and
for ℓ, j = , . Using standard jump-properties for single-layer potentials, we can reduce the mixed boundary value problem ( . )-( . ) to the following system of integral equations:
and for the mixed boundary value problem ( . )-( . ) we correspondingly get
The well-posedness of systems ( . ) and ( . ) can be shown in standard Sobolev trace spaces on the boundary, see for example, [ , pp. -] and [ , Remark . ] .
. Rewriting the integral equations over the unit sphere
The basic assumption in this work is that each of the two boundary surfaces can be smoothly mapped oneto-one to the unit sphere = {x ∈ ℝ : ‖x‖ = }, that is there exist one-to-one mappings
having a smoothly varying Jacobian J q ℓ , ℓ = , . Utilizing this assumption, we rewrite the system of integral equations from the previous section over the unit sphere.
Using the mappings q ℓ , ℓ = , , we can transform the system of integral equations ( . ) into the following parameterised system:
The system ( . ) can similarly be transformed into
( . )
In these systems, we have introduced the functions
forx ∈ and q ℓ the mapping in ( . ). Utilizing the mappings q ℓ also in the integral operators ( . ) and ( . ), these can be parameterised and written
for ℓ, j = , , with kernels
where
Here, ⟨ ⋅ , ⋅ ⟩ denotes the inner product in ℝ .
Numerical solution of systems ( . ) and ( . )
We then describe how to discretise the two parameterised systems ( . ) and ( . ).
. Quadrature rules
The following quadrature is used for integrals with a continuous integrand:
, is an element expressed in the standard spherical coordinates. Moreover,
where z s ὔ are the zeros of the Legendre polynomials P n ὔ + (for the definition of these polynomials in terms of Rodrigues' formula, see [ , formula . . ] with zeros for some integers n ὔ , including n ὔ = , , . . . , , tabulated in [ , Table . ]),
are the weights of the Gauss-Legendre quadrature and
The quadrature points are then generated aŝ
with ρ from ( . ), see further Figure for an example of the distribution of these points on the unit sphere for n ὔ = . Note that there are no quadrature points on the north or south pole. In the case of a weak singularity in the integrand, we instead employ the quadrature rule
whereŷ s ὔ p ὔ is given by ( . ),
with P l being the Legendre polynomial order of l (expression for them given above) andn = ( , , ) is the north pole of the unit sphere . Both quadratures are obtained by approximation of the regular part of the integrand via spherical harmonics and then employing exact integration. These quadrature rules have super-algebraic convergence order.
In order to employ the above quadrature rules in systems ( . ) and ( . ), we have to move the weak singularity in the integrands to appear at the north polen. To do this, we consider the orthogonal transformation Tx (used in [ , , ] ) having the property that
and defined by
with
The operators S ℓℓ and K ℓℓ defined in ( . ) and ( . ) can then be transformed into
for ℓ = , . Here, we used |x −ŷ| = |T − x (n −η)| = |n −η|, which follows since Tx in ( . ) is an orthogonal linear transformation by construction.
. A discrete projection method
For the discretisation of systems ( . ) and ( . ), we use a Galerkin projection method. The densities ψ ℓ , ℓ = , , are approximated by a linear combination of spherical harmonics
where ψ ℓ k,m are unknown coe cients and the real-valued spherical harmonics (hence the upper index R) are
Here, Y k,m is the standard spherical harmonic functions: 
The coe cients a s and μ p are generated in the same way as in ( . ) but they depend here on a possibly di erent integer n ∈ ℕ. The expression ( . ) is an inner product on the space of spherical polynomials of degree n; this can be seen since the quadrature rule ( . ) is exact for spherical polynomials of degree n, see [ , p. ] . Approximating the densities as linear combinations ( . ), identifying the coe cients in this approximation from say system ( . ) formally involves projection using the inner product in L . Integration will via quadrature be replaced by applying the discrete inner product ( . ) , that is we first use quadrature and in the resulting system we use discrete projection by multiplying by an element Y R k ὔ ,m ὔ and use the discrete inner product.
In the expressions below, primed indices for coe cients and for points on the unit sphere correspond to discretisations of the layer-integrals ( . ) and ( . ) using the quadratures ( . ) and ( . ) with the approximation ( . ) of the densities whilst the corresponding unprimed coe cients and points correspond to discretisation of the L -inner product that is application of ( . ). In the numerical examples, we choose the same integer n for the quadrature points in the discretisation of the layer-integrals as for the discrete inner product but for clarity we use the prime and unprimed notation to distinguish them; in principal di erent integers can be chosen.
Employing this discretisation strategy and notation to systems ( . ) and ( . ), we obtain the following linear systems to be solved for the unknown coe cients in the expansion ( . ):
for k ὔ = , . . . , n, m ὔ = −k ὔ , . . . , k ὔ (note that m ὔ and k ὔ depend on the integer n and not n ὔ ) with coe cientŝ
anď
for ℓ, j = , , andŷ
with Tx defined in ( . ) andŷ s ὔ p ὔ generated as in ( . ) with angles from ( . ). The quantities L ℓ j , M ℓ j , R ℓ and R ℓ are given by ( . )-( . ), and the pointsx sp are generated on the unit sphere asŷ s ὔ p ὔ in ( . ) but with n ὔ , s ὔ and p ὔ replaced by n, s and p, respectively. We shall investigate and simplify the calculation and formation of the above expressions ( . ) and ( . ) in the next subsection. Once a sequence of coe cients {ψ ℓ k,m } have been identified, either for problem ( . )-( . ) by solving system ( . ) or for ( . )-( . ) by solving system ( . ), using these coe cients to form ( . ) and using this in the single-layer representation ( . ) together with the quadrature ( . ) it follows that the corresponding mixed problem has a numerical approximation of the form
for x ∈ D, where q ℓ is the mapping ( . ) and J q ℓ its Jacobian. In the alternating method the restriction of the solution to ( . )-( . ) to the boundary surface Γ is needed. In order to calculate this numerically, we observe that taking the restriction of the representation ( . ) to Γ , using the parameterisation ( . ) for ℓ = over the unit sphere, we obtain the expression
where ψ j , j = , , are the solution of the system of integral equations ( . ), and S ℓ j from ( . ). Invoking the quadrature rules ( . ) and ( . ), we get
wherex ∈ and Tx from ( . ) (see ( . ) and ( . ) for L ℓ j and R ℓ , respectively). In the alternating method we also need the restriction of the normal derivative of the solution to problem ( . )-( . ) to the boundary surface Γ . This can be obtained in the similar way. Indeed, we note that taking the restriction of the representation ( . ) to Γ using the parameterisation ( . ) for ℓ = over the unit sphere, we obtain the expression
where ψ j , j = , , are solutions of the system of integral equations ( . ). Again, using the quadrature rules ( . ) and ( . ), we get
wherex ∈ (see ( . ) for K ℓ j , and ( . ) and ( . ) for M ℓ j and R ℓ , respectively). We shall further simply ( . ) and ( . ) at the end of the next subsection.
. Implementation
For the e ective implementation of the proposed numerical procedure for the mixed problems, it is advisable to have an e ective way to form the coe cientsÂ ℓj kk ὔ mm ὔ in ( . ) andǍ ℓj kk ὔ mm ὔ in ( . ); these coe cients are needed in forming the numerical approximation ( . ) of the corresponding mixed problem ( . )-( . ) and ( . )-( . ). We give details here for the evaluation of the coe cientsÂ ℓj kk ὔ mm ὔ and do it in an orderly and sequential fashion suitable for numerical implementation.
The real-valued spherical harmonics can according to their definition, see ( . ), be written as
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To evaluate these at the pointsŷ
in ( . ) rotated spherical harmonics can be used to obtain (see [ , pp. -] )
where Y k, m (ŷ s ὔ p ὔ ) are the spherical harmonic functions ( . ) evaluated at the pointsŷ s ὔ p ὔ generated as in ( . ) with angles from ( . ),
with P (α,β) n the normalized Jacobi polynomial
When l − m and −l − m are negative, we can calculate d
Returning to the coe cientsÂ
sp ) via ( . ) using ( . ), the coe cients in ( . ) can be calculated aŝ
with F R given by ( . 
with F R given by ( . ),
The calculation of the coe cientsǍ ℓj kk ὔ mm ὔ in ( . ) can be handled in the similar way. Returning to the trace ( . ) and ( . ), respectively, needed in the alternating method, we note that
wherex sp ∈ and {ψ j k,m } ∈ ℝ (n+ ) , j = , , are solutions of the system of integral equations ( . ) when n = n ὔ (recall that ψ and ψ in ( . ) are expressed in terms of spherical harmonics as given by the expansion ( . ) and these spherical harmonics are evaluated via ( . ) and ( . )). The normal derivative ( . ) can also be calculated with the help of the above elements used for the e ective calculation ofǍ ℓj kk ὔ mm ὔ .
Numerical examples
In this section, we illustrate the performance and robustness of the derived mixed problem solver as well as of the alternating method in combination with this solver for the Cauchy problem ( . )-( . ) with exact and noisy data.
We recall that the integer n is the degree of the spherical harmonic polynomials approximating the densities via ( . ), n ὔ is the number of points chosen in the quadrature (cubature) rules ( . ) and ( . ); the numbers n and n ὔ enters into the approximation via ( . ). We give results when n = n ὔ . Given an integer n the number of discretisation points on each surface is (n + ) . Further improvements can possibly be made by other choices of n ὔ .
Example (Mixed problems). Part of the present work is to develop an e cient numerical solver for mixed boundary value problems in -dimensional doubly-connected domains. Therefore, in this example, we consider mixed (well-posed) problems and investigate the error levels of the developed numerical method.
The doubly-connected solution domain D is shown in Figure (a) ; the two boundary surfaces are a sphere and an ellipsoid given respectively by
Clearly, these two surfaces satisfy each the basic assumption of a smooth one-to-one mapping to the unit sphere. The boundary data needed for the mixed problems are generated from the exact solution
Dirichlet and Neumann data are thus the restriction of
respectively, to the boundary surface Γ j , j = , .
In Table are the errors for the numerical solution of the well-posed mixed problems ( . )-( . ) and ( . )-( . ) with boundary data generated by u ex . The errors are of the same order for both problems; the Neumann data is reconstructed with less accuracy as expected. In the alternating method, it is the normal derivative of the Dirichlet-Neumann problem respectively the function values of the Neumann-Dirichlet problem that is needed on the boundary surface Γ . We can conclude from the results that both these quantities can be accurately calculated with rather few discretisation points distributed over the unit sphere (see Figure for an illustration of the distribution of the discretisation points on the unit sphere when n ὔ = ).
Dirichlet-Neumann problem
Neumann-Dirichlet problem Similar results can be reported for other configurations as well with boundary surfaces of the similar scale and smooth boundary data. This indicates that the proposed mixed problem solver is e cient and working correctly. We hence move on and apply this solver in the alternating procedure for a Cauchy problem.
Example (A Cauchy problem). The doubly-connected solution domain D is now more involved than in the first example, and is given in Figure (b) ; the two boundary surfaces are a cushion-type surface and a sphere given respectively by
These two surfaces can, as required, each be mapped one-to-one to the unit sphere.
The Cauchy data are generated from the exact solution
and is thus given by
To investigate stability of the alternating method, random pointwise errors have been added to the values of the given function values f with the percentage given in terms of the L -norm.
The alternating procedure is started with initial guess h = ; other choices of the initial guess is possible and with a better choice (more close to the exact solution) the faster the method seems to converge.
In Figure 
Conclusion
The proposed method can be applied to obtain, in a stable way, an approximation both to the function value and normal derivative of the solution to the Cauchy problem for the Laplace equation in -dimensional domains being the region between two smooth closed surfaces. The alternating method in itself is advantageous since it only requires the solution to mixed boundary value problems at each iteration step. The numerical procedure proposed takes advantage of this in that it uses boundary integrals and therefore discretisation points are only needed on the boundaries reducing the dimensionality of the problem. For the user, only two parameters have to be controlled; the number of iterations and the mesh size (the initial guess can be taken as zero). Although there are stringent stopping rules, the numerical examples show that it is straightforward to tune the parameters by inspection of the L -error to obtain a stable solution. It is thus believed that the method developed is attractive and possible for others to implement for similar Cauchy problems or for inverse problems, where reconstructions from Cauchy data is a fundamental part. 
