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Abstract
We study simplicity and stability in some large strongly homogeneous expansions of Hilbert
spaces. Our approach to simplicity is that of Buechler and Lessmann (J. Amer. Math. Soc. 16
(2003) 69). All structures we consider are shown to have built-in canonical bases.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 03C45
Keywords: Simple theories; Homogeneous models; Hilbert spaces
1. Introduction
The past 50 years has seen signi:cant interaction between model theory and alge-
bra. The proof of Morley’s Categoricity Theorem was motivated in part by a special
case, Steinitz’s theorem, where characteristic and transcendence degree determine an
algebraically closed :eld up to isomorphism. The model theory of stable groups con-
tains many concepts and theorems that generalize algebraic group theory. The model
theory of the dividing dependence relation, usually called “stability theory”, facilitated
all of this research. Research in model theory has also impacted algebra. Recently,
Hrushovski used stability theory to prove new results in arithmetic algebraic geo-
metry [7].
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Stability theory only applies to elementary classes of models. A class of models is
elementary if it is axiomatized by a set of statements in :rst-order logic. Many classes
of structures arising naturally in algebra are elementary. In contrast, structures arising
in analysis like Hilbert and Banach spaces do not form elementary classes. So, even
though Hilbert spaces satisfy a categoricity theorem like Steinitz’s Theorem, this result
is not an instance of Morley’s Categoricity Theorem since the class of Hilbert spaces
is non-elementary. However, Hilbert spaces do have nice geometrical properties. The
motivation behind [3] was to :nd a common framework for the geometries arising in
stability theory and the geometry in Hilbert space theory. This paper is an exploration
of the basic stability-theoretic concepts on Hilbert spaces and bounded linear operators
enabled by the preliminary work in [3].
The model theory of Hilbert and Banach spaces has been studied extensively by
Henson and Iovino, see [6,8,9]. These authors developed a language formed by “pos-
itive bounded formulas”, weaker than :rst order, for studying these structures. They
proved a compactness theorem for such formulas and introduced the notion of satu-
rated structures. They call a large saturated structure stable when the set of types is
bounded. We will show in Section 3 the existence of simple stable strongly homoge-
neous expansions of a Hilbert space which are not stable from the point of view of
[8]. If we work inside a strongly homogeneous saturated structure, non-dividing can be
characterized (as in :rst-order theories) by the properties it satis:es. In a similar way,
Iovino showed that non-forking and stability as developed in [8,9] can be characterized
by the same properties. So, in the special setting of a strongly homogeneous saturated
structure the two perspectives agree.
In this paper we will study simplicity and stability as developed by Buechler and
Lessmann [3], working inside a large strongly homogeneous expansion of a Hilbert
space. In the :rst section we restate the main de:nitions from [3], but we do not prove
their properties. For more details the reader should read [3].
To start with, we extend the analysis of Hilbert spaces started in [3] and prove that
a suGciently large Hilbert space is ℵ1 simple stable, that independence is equivalent
to orthogonality and that this structure has built in canonical bases.
It is well known that any Hilbert space is isomorphic to (l2(X );+; 0; 〈; 〉), where X
is a set and l2(X ) is the square integrable functions from X to R with respect to the
counting measure. A natural expansion of this structure is (l2(X );+; 0; 〈; 〉;×), where ×
is the pointwise multiplication. That is, for f; g∈ l2(X ), a∈X , f× g(a)=f(a)g(a).
We show in Section 4, that this structure is strongly homogeneous, 1-based and it
has built in canonical bases. We also study the space seen as an abelian algebra of
operators under multiplication. The structure obtained is ℵ1-simple stable, 1-based and
it interprets a countable order in the unit ball, thus obtaining an example not covered
in the approach from Henson and Iovino. It also has built in canonical bases.
In the last section we study (H;+; 0; 〈; 〉; {Ti | i6n}), where the Ti are bounded linear
operators of the Hilbert space and the structure is strongly homogeneous. The question
about the stability of such a space, assuming saturation instead of strong homogeneity
was answered positively by Henson, see [9] or [6]. His approach gives a bound on
the size of the space of types over sets of cardinality 2ℵ0 , but it does not give a
geometrical interpretation of independence. Our approach is not as general, the main
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case we analyze is that of a family {Ti | i6n} of self-adjoint commuting operators, but
the conditions for independence turn out to be very natural, being a function of the
spectrum of the operators. For this subsection, the reader is expected to be familiar
with the notion of positive bounded formulas and the notion of an approximation of
a formula as developed in [6]. Working in a saturated model, we use the spectral
decomposition theorem and show that independence corresponds to orthogonality of
projections of vectors over the decomposition of the identity that the operators generate.
We also show this structure has built-in canonical bases. Similar ideas can be used to
study normal operators or unitary operators. This approach toward proving stability
depends on the existence of canonical invariant subspaces of (H;+; 0; 〈; 〉; {Ti | i6n}).
The existence of such spaces for arbitrary bounded operators is related to the “Invariant
Subspace Problem”, an open question in functional analysis. The authors thank Ward
Henson and Sergei Starchenko for comments about the subject.
2. Dividing in expansions of Hilbert spaces
In this paper we deal with diKerent expansions of Hilbert spaces. By a Hilbert space
we mean a two sorted structure (H;+; 0; 〈; 〉;R; : : :), where H is the sort of the vectors
in the Hilbert space, + is the vector addition, 0 is the null vector, 〈; 〉 :H ×H→R is
the inner product, R is the real :eld and we add all real numbers as constants. We
also include the scalar multiplication from the real :eld on the Hilbert space. We will
always :x the sort for the real numbers and we will write this structure as (H;+; 0; 〈; 〉).
Whenever we consider expansions of a Hilbert space, we will write (H;+; 0; 〈; 〉; : : :).
Denition 1. Let (H;+; 0; 〈; 〉; : : :) be an expansion of a Hilbert space and let F be a
collection of formulas in the corresponding language. Let La= {ai: i¡}⊂H , Lb= {bj:
j¡} and let {xi: i¡} be diKerent variables. Let tpF( La= Lb), the F-type of La over Lb, be
the collection of formulas ’(vi1 ; : : : ; vin ; bj1 ; : : : ; bjm), where ’∈F and (H;+; 0; 〈; 〉; : : :) |=
’(ai1 ; : : : ; ain ; bj1 ; : : : ; bjm). If F is clear from the context, we will write tp( La= Lb) instead
of tpF( La= Lb).
Denition 2. We say that (H;+; 0; 〈; 〉; : : :) is strongly -homogeneous with respect to
F if for any ¡ and subsets {ai: i¡}⊂H , {bi: i¡}⊂H , if tpF(ai : i¡)}=
tpF (bi : i¡) there is an automorphism  of (H;+; 0; 〈; 〉; : : :) with ( La)= Lb.
From now on, when we say that (H;+; 0; 〈; 〉; : : :) is a s-homogeneous expansion of
a Hilbert space, we mean that the structure is strongly -homogeneous with respect to
some collection of formulas F that will be clearly speci:ed in each context. Simplicity
and stability for strongly homogeneous expansions of Hilbert spaces are developed as
in [3]. We review the de:nitions and tools from [3] but omit the proofs.
Notation 1. Let (H;+; 0; 〈; 〉; : : :) be a s-homogeneous expansion of a Hilbert space
with respect to a family of formulas F and assume that ¿2ℵ0 . Let A⊂H
and Lb⊂H such that |Lb|; |A|¡. We say p= tp(Lb=A) is large if the collection of
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realizations of p has cardinality greater than or equal to . We write Lb∈ dcl(A) if when-
ever ∈Aut((H;+; 0; 〈; 〉; : : :)) :xes A pointwise, then  also :xes Lb pointwise. Under
these circumstances, we say Lb is in the de8nable closure of A. We write Lb∈ bdd(A)
if the orbit of Lb under automorphisms :xing A pointwise has cardinality less than
. When this happens, we say Lb is in the bounded closure of A. Suppose now that
Lb⊂H is a :nite tuple. We write Lb∈ acl(A) and say that Lb is in the algebraic closure
of A if there is a formula ’(Lx; Ly)∈F , a :nite tuple La⊂A and a :nite n such that
H |=’( La; Lb)∧∃6n Ly’( La; Ly).
Let E be an equivalence relation on tuples of H of a :xed length. We say that E is
A-invariant if the equivalence classes determined by E are invariant under automor-
phisms :xing A pointwise. We say that E has a bounded number of classes, if there
are less than  equivalence classes.
Denition 3. Let (H;+; 0; 〈; 〉; : : :) be a s-homogeneous expansion of a Hilbert space
¿2ℵ0 . Let Lb⊂H . We say a type p(Lv; Lb) over Lb divides over a set A⊂H , if there
is X an in:nite linear order (|X |¡) and an A-indiscernible sequence {Lbi | i∈X } in
tp(Lb=A), such that
⋃
i∈X p(Lv; Lbi) is not realizable in H .
Denition 4. Let (H;+; 0; 〈; 〉; : : :) be a s-homogeneous expansion of a Hilbert space
¿2ℵ0 . Given an in:nite cardinal "¡, and A, B, C subsets of H , A is "-free from B
over C if for all sequences La from A and Lb from B∪C with | La|, |Lb|¡", tp( La= Lb) does
not divide over C.
We say "-freeness has :nite character when ℵ0-freeness implies "-freeness for all
triples A, B and C.
Denition 5. Let |H |¿2ℵ0 and let (H;+; 0; 〈; 〉; : : :) be a s-homogeneous expansion of
a Hilbert space, ¿2ℵ0 . (H;+; 〈; 〉; : : :) is called -simple if it satis:es the following
conditions:
(1) ¡.
(2) -freeness has :nite character.
(3) For any sequence La of length less than  and set A, there is B⊂A with |B|¡,
such that La is -free from A over B.
(4) Every set A⊂H , |A|¡ is a -extension base. That is, for any sequence La of
length ¡ with tp( La=A) large and any set C ⊃A with |C|¡, there is Lc realizing
tp( La=A) which is -free from C over A.
Notation 2. Let (H;+; 0; 〈; 〉; : : :) be -simple and p= tp( La=A) such that La is -free
from B over A. Then we say that q= tp( La=A∪B) is a free extension of p, that La is
free from B over A or that La is independent from B over A.
From these de:nitions, it is shown in [3] that when (H;+; 0; 〈; 〉; : : :) is -simple,
freeness satis:es the same properties as forking independence does in :rst-order the-
ories (see [14]): existence, extension, symmetry, transitivity, local character and :nite
character. Type amalgamation [10,3] involves the following notion:
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Denition 6. Let (H;+; 0; 〈; 〉; : : :) be s-homogeneous and let A⊂H . Two tuples La and
Lb of the same length have the same Lascar strong type over A, written lstp( La=A)=
lstp(Lb=A) if for every A-invariant equivalence relation E with a bounded number (i.e.,
¡) of equivalence classes, we have E( La; Lb).
Notation 3. Let (H;+; 0; 〈; 〉; : : :) be s-homogeneous, let A⊂H and let La∈H . We
write tp( La=A) |= lstp( La=A) if whenever Lb∈H , tp( La=A)= tp(Lb=A) implies lstp( La=A)=
lstp(Lb=A).
Lascar strong types are characterized by the following property, see [10,3].
Lemma 1. Let La, Lb be tuples of the same length and A a set with tp( La=A) and tp(Lb=A)
large. Then the following are equivalent:
(1) There exists n¡! and La= La0; La1; : : : ; Lan= Lb such that for each i¡n there exists
an in8nite A-indiscernible sequence containing Lai and Lai+1.
(2) lstp( La=A)= lstp(Lb=A).
The results from [3] show that:
Theorem 1 (Type amalgamation). Let (H;+; 0; 〈; 〉; : : :) be -simple, Lc, Lai, Lbi for i=
1; 2, sequences of length ¡ such that
(1) tp(Lb1= Lc Lb2) does not divide over Lc.
(2) lstp( La1= Lc)= lstp( La2= Lc).
(3) tp( Lai= Lc Lbi) does not divide over Lc.
Then, there is La realizing lstp( Lai= Lc Lbi) for i=1; 2 such that tp( La= Lc Lb1 Lb2) does not divide
over Lc.
With the type amalgamation property for Lascar strong types, freeness satis:es all
the properties forking independence satis:es in a simple :rst-order theory.
Denition 7. Let (H;+; 0; 〈; 〉; : : :) be -simple and let Lc, La⊂H be sequences of length
¡. We say lstp( La= Lc) is stationary if whenever Lb, Ld⊂H are sequences of length
¡ such that lstp(Lb= Lc)= lstp( La= Lc) and both Lb, La are free from Ld∪ Lc over Lc, then
tp(Lb= Lc∪ Ld)= tp( La= Lc∪ Ld).
We say (H;+; 〈; 〉; : : :) is simple stable if all Lascar strong types are stationary.
3. Hilbert spaces
We work inside a structure (H;+; 0; 〈; 〉) where |H |¿2ℵ0 . Recall that, even
though we do not write it explicitly, we have a second sort for the real :eld, con-
stants for all real numbers and the natural action from the real :eld by multiplication
to H . We let QF be the set of quanti:er free formulas and for La⊂H , we write
tp( La) for tpQF( La).
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Denition 8. Let H be a Hilbert space such that |H |¿2ℵ0 and let A⊂H . We say A
is closed if A is a closed subspace in the Hilbert space topology. We write cl(A) for
the closure of span(A).
Let A⊂H , we write A⊥ for the set {f∈H | ∀a∈A〈f; a〉=0}. The space A⊥ is a
group under addition. If A is closed and f∈H , we denote by PA(f) the projection of
f on A.
Lemma 2. Suppose H has an orthonormal basis of cardinality . Then (H;+; 0; 〈; 〉)
is s-homogeneous with respect to QF .
Proof. Let  be a cardinal less that |H |. Suppose that Lu; Lv∈H and that tp( Lu)= tp(Lv).
Consider the partial map from H to H de:ned by (ui)= vi for i¡. Let A= span(ui |
i∈ ) and B= span(vj | j ∈ ).  can be extended in a unique way as a linear map
from A to B. Note that for n∈N and r1; : : : ; rn ∈ R, ‖
∑
i6n riui‖= ‖
∑
i6n rivi‖, so
the map  is a linear map preserving the inner product.  can be extended to a linear
isomorphism from cl(A) to cl(B). Finally, since |A|¡, |B|¡, we can extend  to
an automorphism.
Our :rst goal is:
Theorem 2. Let H be a Hilbert space with an orthonormal basis of cardinality
¿2ℵ0 . Then (H;+; 0; 〈; 〉) is ℵ1-simple stable. Furthermore, for any Lf=(f1; : : : ;
fn)∈Hn, and A⊂H , tp( Lf=A) |= lstp( Lf=A).
To prove this result, we split the work into several preliminary lemmas. We :x
¿2ℵ0 and we assume that H is a Hilbert space with an orthonormal basis of
cardinality .
Lemma 3. Let A⊂H such that |A|¡. Then dcl(A)= cl(A).
Proof. Let b∈ cl(A). If b is a linear combination of elements in A, then b is :xed under
automorphims :xing A pointwise. If b is the limit of a Cauchy sequence {bi: i¡!} of
linear combinations of elements in A, then the sequence {bi: i¡!} is :xed under au-
tomorphisms :xing A and so is its limit b. This shows cl(A)⊂dcl(A). If b∈H\cl(A),
then we can write b= a + r, where a=Pcl(A)(b) and r ∈A⊥. Since |A|¡, the space
A⊥ is in:nite dimensional and there is r′ ∈A⊥, r′ = r, such that ‖r′‖= ‖r‖. Then
tp(a+ r=A)= tp(a+ r′=A) and b =∈dcl(A).
Lemma 4. Let A be a closed subset of H such that |A|¡ and let f∈H . Then
tp(f=A) does not divide over PA(f).
Proof. Since A is closed, we can write f=PA(f)+r where r ∈A⊥. Let La= {ai: i¡}
be an enumeration of A and let p(x; Ly)= tp(f; La). Let Z be an in:nite linear order
(|Z |¡) and let { Lai | i∈Z} be an indiscernible sequence in tp( La=PA(f)). Let C be the
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de:nable closure of
⋃
i∈Z Lai. Since |C|¡, there is r′ ∈C⊥ such that ‖r′‖= ‖r‖. Then
tp(r; PA(f); La)= tp(r′; PA(f); Lai) and r′ + PA(f) |=
⋃
i∈Z p(x; Lai).
Corollary 1. Let A⊂H such that |A|¡ and f∈H . Then tp(f=A) does not divide
over Pcl(A)(f).
Lemma 5. Let B be a subset of H such that |B|¡ and let f∈H . Then there is
A⊂B countable, such that tp(f=B) does not divide over A.
Proof. From the previous lemma, tp(f=B) does not divide over d=Pcl(B)(f). If d
is a linear combination of elements in B, say d= r1b1 + · · · + rnbn, where ri ∈R and
b1; : : : ; bn ∈B, then f is free from B over {b1; : : : ; bn}. Otherwise d is the limit of a
Cauchy sequence {di: i¡!} of elements in span{B}. Assume that di = ri1bi1 + · · ·+
rini bini , where bij ∈B. Then f is free from B over {bij: j¡ni; i¡!}.
Lemma 6. Let f; g∈H . If f is not orthogonal to g then tp(f=g) divides over ∅.
Proof. Let p(x; y)= tp(f; g) and let {gi | i∈!} be an orthogonal sequence (in particu-
lar, it is indiscernible) in tp(g=∅). Suppose there is f′ |= ⋃i∈! p(x; gi). Then 0 = 〈f; g〉=
〈f′; gi〉 for all i∈!. By Bessel’s inequality, 〈f′; f′〉¿
∑
i∈! 〈f′; gi〉2=
〈gi; gi〉= 〈f; g〉2=〈g; g〉
∑
i∈! 1, which is a contradiction.
Corollary 2. Let A⊂B⊂H be closed sets such that |B|¡ and let f∈H . Write f
as a+ r where a∈A and r ∈A⊥. Then tp(f=B) divides over A if and only if r is not
orthogonal to B.
Lemma 7. Let A be a subset of H such that |A|¡ and let f∈H . Then tp(f=A) is
stationary.
Proof. Let g∈H such that tp(g=A)= tp(f=A). Let a=Pcl(A)(f)=Pcl(A)(g) and let
r, s∈A⊥ such that f= a + r and g= a + s. Then tp(r; a=A)= tp(s; a=A). Let B⊂H
such that |B|¡ and suppose that r and s are orthogonal to B. This implies that r
is orthogonal to A∪B and that s is orthogonal to A∪B. Clearly, tp(a + r=A∪B)=
tp(a+ s=A∪B).
Proof of Theorem 2. By Lemma 5 ℵ1-freeness has local character. Independence cor-
responds to orthogonality and thus it has :nite character. Lemma 7 shows that types
are stationary. This implies the existence of free extensions and stability.
For the rest of this section, we will study the properties of non-dividing. We start
with a de:nition [2]:
Denition 9. We say that dividing inside a -simple s-homogeneous expansion (H;+;
0; 〈; 〉; : : :) is trivial if whenever A; B; C ⊂H , A is free from B over C if and only if a
is free from b over C for all a∈A, b∈B.
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Lemma 8 (Triviality). Let A⊂H let f1; : : : ; fn ∈H . Then for any B⊃A, {f1; : : : ; fn}
is free from B over A if and only if fi is free from B over A for i= {1; : : : ; n}.
Proof. The implication from left to right is clear. Assume that A and B are closed.
Suppose that fi is free from B over A for i ∈ {1; : : : ; n}. Then PA(fi)=PB(fi)
for i ∈ {1; : : : ; n}. We will show that fk+1 |ˆ
A∪{f1 ;:::;fk}
B for k¡n. We can write
fk+1 =
∑
i6k ifi + gk+1, where gk+1⊥ span{f1; : : : ; fk}. Then PB(gk+1)=PB(fk+1)−∑
i6k iPB(fi)=PA(fk+1)−
∑
i6n iPA(fi)=PA(gk+1).
Example 1. Let f; g∈H be diKerent non-zero vectors and let h=f + g. Then either
f |ˆ/ h or g |ˆ/ h .
Sergei Starchenko suggested that dividing should be witnessed by a rank measuring
the relative size of projections of vectors over sets. One way of doing this is the
following.
Denition 10. Let f∈H and A⊂H . Write f=Pcl(A)(f) + r and let R(f=A)=
‖r‖2‖f‖2.
Remark 1. The rank R satis:es a multiplicative rule. Let f1; f2 ∈H and let A⊂H .
Then R(f1=A)R(f2=Af1)=R(f2=A)R(f1=Af2).
Lemma 9. Let A⊂H be a closed set such that |A|¡ and let f∈H . Then:
(1) R(f=A)= 1 if and only if f is free from A over ∅.
(2) R(f=A)= 0 if and only if f∈A.
(3) Let B be a closed set such that A⊂B⊂H . Then f is free from B over A if and
only if R(f=A)=R(f=B).
Proof. Write f= a+ r, where a=PA(f).
(1) Suppose that R(f=A)= 1. This means that f= r ∈A⊥. Now suppose that
R(f=A) =1. This implies a =0, so f =⊥ a and f is not free from A over ∅.
(2) Suppose that R(f=A)= 0. Then r=0 and f= a. On the other hand, suppose that
R(f=A) =0, then r =0 and f =∈A.
(3) Let A, B and f be as above. If f is free from B over A, then f |ˆ
A
B, r |ˆ
A
B and
r |ˆ B. But the last condition means r ∈B⊥, so R(f=B)=R(f=A). Now suppose
f is not free from B over A. This means that r |ˆ/ B so we can write r= b + t
with 0 = b∈B, t ∈B⊥. R(f=B)= ‖t‖2=‖f‖2¡‖r‖2=‖f‖2 =R(f=A).
Corollary 3. Let A⊂B⊂H be such that |B|¡ and let f1; : : : ; fn ∈H . Then {f1; : : : ;
fn} is free from B over A if and only if R(fi=A)=R(fi=B) for i= {1; : : : ; n}.
A Hilbert space is a module over the real :eld. It is a well known result from
:rst-order theories that a module (without extra structure) over a ring is a 1-based
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structure. It is a natural question to ask if a Hilbert space with its inner product is
1-based. To formalize this discussion, we need to de:ne what it means for a structure
to be 1-based in this setting.
Denition 11. We say that a -simple s-homogeneous expansion (H;+; 0; 〈; 〉; : : :) is
1-based if for all A⊂H , f1; : : : ; fn ∈H and Morley sequence {(fi1 ; : : : ; fin ): i¡!} in
tp(f1; : : : ; fn=A) over A, (f21 ; : : : ; f
2
n ) is independent from A over (f
1
1 ; : : : ; f
1
n ).
The next lemma shows that (pure) Hilbert spaces are not 1-based. In the next section,
we provide a natural example of a -simple s-homogeneous expansion of (H;+; 0; 〈; 〉)
which is 1-based.
Lemma 10. (H;+; 0; 〈; 〉) is not 1-based.
Proof. Let A be a closed set and let f∈H such that ‖f‖=1. Suppose that PA(f) =f
and PA(f) =0. Let I = {fi | i ∈ !} be a Morley sequence over A with f0 =f. We can
write fi = a+ ri, where {ri | i∈!} is an orthogonal family in A⊥ and a=PA(f).
To show f2 |ˆ/
f1
A it is suGcient to prove that 〈f2 − Pcl(f1)(f2); a〉 =0. One veri:es
f2 − 〈f2; f1〉f1 = (a+ r2)− ‖a‖2(a+ r1)= (1− ‖a‖2)a+ r2 − ‖a‖2r1. Since PA(f) =0
and PA(f) =f, then 0¡‖a‖2¡1 and 〈f2 − 〈f2; f1〉f1; a〉=(1− ‖a‖2)‖a‖2¿0.
Remark 2. The model theory of the simple stable structure (H;+; 0; 〈; 〉) diKers in many
ways from the model theory of :rst-order stable structures. A Hilbert space does not
have de:nability of types and in [8] there are some weaker versions that replace this
notion.
The Hilbert space H is an additive group with extra structure. But model theoretic
tools of stable groups such as generics and stabilizers do not give any information about
the structure. Given f; g∈H diKerent from 0, if f |ˆ g then f⊥ g and f+g =⊥ g. This
shows that the additive group does not have generics. Also, for f; g∈H diKerent from
0, if f |ˆ g then f⊥ g and ‖f + g‖¿‖f‖. This shows that Stab(tp(f=∅))= {0}.
Notation 4. Let (H;+; 0; 〈; 〉; : : :) be a -simple stable s-homogeneous expansion of a
Hilbert space. Let X and Y be in:nite linear orders such that |X |; |Y |¡. Let n¡!
and let I; J ⊂Hn be indiscernible sequences ordered by X and Y , respectively. We say
I and J are colinear if the concatenation IJ is an indiscernible sequence.
Denition 12. Let (H;+; 0; 〈; 〉; : : :) be a -simple stable s-homogeneous expansion of
a Hilbert space. Let I and J be in:nite indiscernible sequences such that |I |; |J |¡.
We say that I and J are parallel if there is another in:nite indiscernible sequence
K ⊂H such that |K |¡, I is colinear to K and J is colinear to K .
Parallelism forms an equivalence relations on in:nite indiscernible sequences.
Denition 13. Let (H;+; 0; 〈; 〉; : : :) be a -simple s-homogeneous expansion of a
Hilbert space. We say the structure (H;+; 0; 〈; 〉; : : :) has built-in canonical bases if
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for all f1; : : : ; fn ∈H and A⊂H such that |A|¡, there is a set B⊂H such that
|B|¡ and for some (any) I = {(fi1 ; : : : ; fin ): i¡!} Morley sequence over A such
that (f01 ; : : : ; f
0
n )= (f1; : : : :; fn), the parallelism class of I is interde:nable with B. That
is, B is :xed pointwise under an automorphism  of (H;+; 0; 〈; 〉; : : :) if and only if
the parallelism class of I is :xed under . We call B a built-in canonical base for
lstp(f1; : : : ; fn=A).
Let (H;+; 0; 〈; 〉; : : :) be a -simple s-homogeneous expansion of a Hilbert space.
Let A⊂H be such that |A|¡ and let f1; : : : ; fn ∈H . Any two built-in canonical bases
for lstp(f1; : : : ; fn=A) are interde:nable.
Theorem 3. Let A⊂H be such that |A|¡ and let f1; : : : ; fn ∈H . Let ai =Pcl(A)(fi)
for i=1; : : : ; n. Then {a1; : : : ; an} is a built-in canonical base for tp(f1; : : : ; fn=A).
Proof. Let  be an automorphism :xing {a1; : : : ; an} pointwise and let I be an in:nite
Morley sequence in tp(f1; : : : ; fn=A) over A. Let I ′=(I), and let f′1 =(f1); : : : ; f
′
n =
(fn). Since I is a Morley sequence in tp(f1; : : : ; fn=A) over A, then I is a Morley
sequence in p(Lx)= tp(f1; : : : ; fn={a1; : : : ; an}) over {a1; : : : ; an}. So I ′ is a Morley se-
quence in tp(f′1 ; : : : ; f
′
n ={a1; : : : ; an})=p(Lx) over {a1; : : : ; an}. Let K be an in:nite Mor-
ley sequence in p(Lx) over {a1; : : : ; an} free from I ∪ I ′ over {a1; : : : ; an}. Since p(Lx) is
stationary, the concatenations I∧K and I ′∧K are Morley sequences over {a1; : : : ; an}.
This shows one direction of the theorem.
Now let I = {(fi1 ; : : : ; fin ): i¡!} be a Morley sequence in tp(f1; : : : ; fn=A) over
A. Since the elements in I are independent over A, each sequence {fij − aj: i¡!}
for j=1; : : : ; n is an orthogonal sequence. Let sn+1j =(f
0
j + · · · + f0j )=(n + 1). Then
sn+1j ∈dcl({fij |i∈!}) and ‖sn+1j −aj‖2 = ‖f0j + · · ·+fnj − (n+1)aj‖2=(n+1)2 = (n+
1)‖fj−aj‖2=(n+1)2. This shows the sequence {snj} converges to aj, hence {a1; : : : ; an}
is :xed pointwise under automorphisms :xing the parallelism class of I .
Remark 3. Let A⊂H be such that |A|¡, let f∈H and let I = {fi: i¡!} be a count-
able Morley sequence in tp(f=A) over A. Using a Gram–Schmidt orthogonalization
process it can be shown that for all n; !, Pcl(A)(f) =∈dcl(f1; : : : ; fn) and f0 |ˆ/
{f1 ;:::;fn}
A .
4. An expansion to a 1-based algebra
In this section we expand the Hilbert space into an algebra. We will show that the
expanded structure is ℵ1-simple stable. As opposed to the Hilbert space, however, it is
1-based and the collection of elements with :nite SU -rank form a dense subset (in the
norm topology) of the model. Any vector in the Hilbert space acts as a bounded linear
operator under multiplication. We change the Hilbert space norm for the operator norm
and show the new structure is again strongly homogeneous simple stable and has the
order property in the unit ball. This gives an example of a simple stable structure that
is not stable as de:ned in [8].
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Let X be a set such that |X |¿2ℵ0 . The power set of X is a 7-algebra on X and
the counting measure on X is a measure on this 7-algebra. Let l2(X )= {f: X →
R | ∑a∈X f(a)2¡∞}. For f; g∈ l2(X ), the inner product is de:ned by 〈f; g〉=∑
a∈X f(a)g(a). It is well known that any Hilbert space is isomorphic to (l
2(Y );
+; 0; 〈; 〉) for some set Y .
Let f; g∈ l2(X ). There is 6! and {aj | j∈ } such that g=
∑
j¡ g(aj)"aj .
Let N¡! be such that for all j¿N , g(aj)61. Then the function f× g=∑
a∈X f(a)g(a)"a is also in l
2(X ), since
∑
j¡(f(aj)g(aj))
26
∑
j6N (f(aj)g(aj))
2+
∑
j¿N;j¡(f(aj))
2.
Notation 5. Let f∈ l2(X ) and A⊂ l2(X ). Let supp(f) be the support of f and
suppA (f)= supp(f)∩ (
⋃
h∈A supp(h)).
Let EF be the collection of existential formulas in the structure (l2(X );+; 0; 〈; 〉;×).
Recall that we include implicitly in the structure a second sort for the real :eld,
constants for all real numbers and the action from R to l2(X ) by multiplication.
Proposition 1. (l2(X );+; 〈; 〉;×) is s|X |-homogeneous with respect to EF .
Proof. Let ¡|X | and let {f1; : : : ; f; : : :}¡⊂ l2(X ), {g1; : : : ; g; : : :}¡⊂ l2(X ) such
that tpEF(f1; : : : ; f; : : :)¡= tpEF(g1; : : : ; g; : : :)¡. We show there is ∈Aut(l2(X );
+;×; 〈; 〉) taking f to g for all ¡. We can write f=
∑
c∈X f(c)"c, g=∑
c∈X g(c)"c.
First note that the unique realizations of the formula x2 = x∧‖x‖=1 are the charac-
teristic function of singletons. Given any a∈ supp(f), there are na¡! and {f1; : : : ;
fna} such that for any "b satisfying faj × "b=faj(a)"b for j=1; : : : ; na, then f× "b=
f(a)"b for any ¡. Let rj =faj(a) for j6n and let ’(x; y1; : : : ; yna) be the formula
x2 = x∧‖x‖=1∧j6na x×yj = rjx.
The formula ’(x; fa1; : : : ; fana) has :nitely many solutions, say ma. This implies
’(x; ga1; : : : ; gana) has also ma many solutions. If "b; "c are solutions of ’(x; ga1; : : : ; gana),
then g× "b= g(c)"b for any ¡.
We de:ne  :X −→ X a partial family of increasing bijections by induction on
6. Let c∈ supp(f0) and let {"c1 ; : : : ; "cmd } be the set of solutions of ’(x; fc1; : : : ; fcnc).
Let {"d1 ; : : : ; "dmc } be the set of solutions of ’(x; gc1; : : : ; gcnc). De:ne 0 : supp(f0)→
supp(g0) by the formula 0(ci)=di for i∈{c1; : : : ; cmc} and c∈ supp(f0). Suppose
{}¡ are de:ned. Let =
⋃
¡  and extend the map as before: Let c∈
supp(f) and let {"c1 ; : : : ; "cmd } be the set of solutions of ’(x; fc1; : : : ; fcnd). Let {"d1 ; : : : ;
"dmc } be the set of solutions of ’(x; gc1; : : : ; gcnd). If {c1; : : : ; cmd}⊂Dom we do not
extend the function. Otherwise extend the function by (ci)=di for i∈{c1; : : : ; cmc}.
Let =
⋃
¡ .
Since ¡|X |, we can extend  to a bijection from X to X . This map induces an
automorphism in the structure (l2(X );+; × ; 〈; 〉), which takes f to gi for ¡.
For the rest of the section types correspond to existential types and we omit the
subscript EF .
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Lemma 11. Let a∈X and g∈ l2(X ) such that a =∈ supp(g). Then tp(g="a) does not
divide over ∅.
Proof. By strong homogeneity and the de:nition of dividing.
Lemma 12. Let a∈X and let g ∈ l2(X ) such that a∈ supp(g). Then "a ∈ acl(g) and
tp(g="a) divides over ∅.
Proof. Let r= g(a), so r =0. Let ’(y; z) be the formula z2 = z ∧‖z‖=1∧y× z= rz.
Then ’(g; "a) holds and the only solutions to ’(g; z) are the characteristic functions
"b of elements b∈X such that g(b)= r. This shows that "a ∈ acl(g) and that tp(g="a)
divides over ∅.
Denition 14. Let f∈ l2(X ) and let A⊂ l2(X ) be such that |A|¡|X |. We write
SU (f=A)¿n + 1 if there is B⊃A such that |B|¡|X |, tp(f=B) divides over A and
SU (f=B)¿n. We write SU (f=A)= n if SU (f=A)¿n and SU (f=A) =¿ n+ 1.
Corollary 4. Let a1; a2; : : : ; an ∈X be distinct elements. Then SU ("a1 + · · ·+ "an)= n.
Proof. Use induction and the previous lemma.
Lemma 13. Let A⊂ l2(X ) be such that |A|¡|X |. Then bdd(A)= dcl(acl(A)).
Proof. It is clear that dcl(acl(A)) corresponds to the set of functions f∈ l2(X ) such
that supp(f)= suppA(f). Let f∈dcl(acl(A)). If f∈ acl(A), then f has :nitely many
conjugates under automorphisms :xing A. So f∈ bdd(A). If f∈dcl(acl(A)), then f is
the limit of a Cauchy sequence {fi: i∈!} of elements in acl(A). So the orbit of b over
A has cardinality less than or equal to 2ℵ0 . Now assume that b =∈dcl(acl(A)). Then
there is b∈ supp(f)\suppA(f). Let f′=f − f(b)"b. Since |X |¿|A|, the collection
{f′ + f(b)"d: d∈X \(A∪ supp(f))} is a large subset of conjugates of f over A. So
f =∈ bdd(A).
Checking the following properties of the structure (l2(X );+; 0; 〈; 〉;×) is left to the
reader.
Remark 4. (1) Let f; g∈ l2(X ) be such that supp(f)∩ supp(g) = ∅, then tp(f=g)
divides over ∅.
(2) Let A⊂ l2(X ) be such that |A|¡|X | and let f∈ l2(X ). Since the support of f
is countable, we may enumerate as {ai | i∈!} the set suppA(f). Let {hi | i ∈ !} be
elements in A with ai ∈ supp(hi). Then tp(f=A) does not divide over {hi | i∈!}.
(3) If f; g∈ l2(X ), tp(f=g) does not divide over ∅ if and only if supp(f)∩
supp(g)= ∅ if and only if acl(f)⊥ acl(g).
(4) (Triviality) Let A; B⊂ l2(X ) be such that |A|; |B|¡|X |. Then tp(A=B) does not
divide over ∅ if and only if for all f∈A and all g∈B, tp(f=g) does not divide
over ∅.
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Lemma 14. Let A⊂ l2(X ) be such that A= bdd(A), |A|¡|X | and let f∈ l2(X ). Then
tp(f=A) is stationary.
Proof. Since A= bdd(A), A is a closed subspace in the Hilbert space topology. Let f1
and f2 ∈ l2(X ) be such that tp(f1=A)= tp(f2=A) and write f1 = a+ r1 and f2 = a+ r2
where a=PA(f)=PA(g)∈A and r1; r2 ∈A⊥. Then tp(r1=A)= tp(r2=A) and for any
g∈A, supp(r1)∩ supp(g)= ∅, supp(r2)∩ supp(g)= ∅. Let B⊃A be a set such |B|¡
|X | and suppB(r1)= suppB(r2)= ∅. Then tp(r1=B∪A)= tp(r2=B∪A).
The previous lemmas and remarks show:
Theorem 4. Let X be a set with |X |¿2ℵ0 . Then (l2(X );+; 0; 〈; 〉;×) is ℵ1-simple
stable. Furthermore, for La∈ l2(X ) and A⊂ l2(X ) such that | La|¡|X |, |A|¡|X |,
tp( La=acl(A)) |= lstp( La=A).
Lemma 15. (l2(X );+; 0; 〈; 〉;×) is 1-based.
Proof. Let A= bdd(A). Let f1; : : : ; fn ∈ l2(X ) and write fj = aj + rj, where aj ∈A
and rj ∈A⊥. Then suppA(rj)= ∅. Let p(Lx)= tp(f1; : : : ; fn=A) and let I = {(fi1 ; : : : ; fin ) |
i∈!} be a Morley sequence in p(Lx) over A. We can write fij = aj + rij where
rij ∈A⊥. So suppA(rij)= ∅ for j6n, i¡!. Then f21 ; : : : ; f2n |ˆ
f11 ;:::;f
1
n
A if and only if
f21 − f21 ; : : : ; f2n − f1n |ˆ
f11 ;:::;f
1
n
A. The lemma follows from Remark 4 and the fact that
suppA(f
2
j − f1j )= suppA(r2j − r1j )= ∅ for j=1; : : : ; n.
Remark 5. Let (l2:n(X );+; 〈; 〉;×) be the substructure formed by the elements with :-
nite support. By the proof in the beginning of this section, the structure (l2:n(X );+; 〈; 〉;
×) is strongly homogeneous and independence has the same characterization as in
(l2(X );+; 0; 〈; 〉;×). Every element in (l2:n(X );+; 〈; 〉;×) has :nite SU -rank and (l2:n(X );
+; 〈; 〉;×) is supersimple stable and dense (in the norm topology) in (l2(X );+; 0; 〈; 〉;×).
Furthermore, any element in l2(X ) is interde:nable with a countable tuple of elements
in l2:n(X ).
As before, we can consider the rank R that measures projections over closed sets.
Let A⊂ l2(X ) be such that |A|¡|X | and A= bdd(A). Let f∈ l2(X ) and write f=
PA(f) + r. De:ne R(f=A)= ‖r‖2=‖f‖2. It is easy to see that for B⊃A such that
|B|¡|X | and B= bdd(B), tp(f=B) is a free extension of tp(f=A) if and only if
R(f=B)=R(f=A).
Now we will show (l2(X );+; 0; 〈; 〉;×) has built-in canonical bases. We start with a
preliminary lemma:
Lemma 16. Let A⊂ l2(X ) be such that |A|¡|X | and A= bdd(A). Let f∈ l2(X ). Then
tp(f=PA(f)) is stationary and tp(f=A) is a free extension.
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Proof. Any a∈ suppA(f) is in the support of PA(f). This implies that tp(f=A) is a free
extension of tp(f=PA(f)). Now let g∈ l2(X ) be such that tp(g=PA(f))=
tp(f=PA(f)). Let B⊂ l2(X ) be such that |B|¡|X | and assume that B is free from f
and g over PA(f). Then suppB(f − PA(f))= suppB(g− PA(f))= ∅, and thus tp(f −
PA(f); PA(f)=B)= tp(g− PA(g); PA(g)=B).
Theorem 5. Let A⊂ l2(X ) be such that A= bdd(A) and |A|¡|X |. Let f1; : : : ; fn ∈
l2(X ). Then {PA(f1); : : : ; PA(fn)} is a built-in canonical base for tp(f1; : : : ; fn=A).
Proof. Let a1 =PA(f1),. . . ,an=PA(fn). Let I = {(fi1 ; : : : ; fin ): i¡!} be a Morley se-
quence in tp(f1; : : : ; fn=A) over A. By the previous lemma, I is also a Morley sequence
in tp(f1; : : : ; fn={a1; : : : ; an}).
Let  be an automorphism of l2(X ) :xing the set {a1; : : : ; an} pointwise. Let
K be an in:nite Morley sequence in tp(f1; : : : ; fn={a1; : : : ; an}) free from I ∪(I)
over {a1; : : : ; an}. Then the concatenations (I)∧K and I∧K are both indiscernible
sequences.
Let ’(x1; x2; y) be the formula x1× x2× x2 =y. Then aj is the unique realization
of the formula ’(f1j ; f
2
j ; y). This shows {a1; : : : ; an} is invariant under automorphisms
:xing the parallelism class of I .
Each element in l2(X ) can be seen as a bounded linear operator (actually a compact
operator [1]) on the Hilbert space l2(X ) acting by multiplication.
Notation 6. For each f∈ l2(X ) we denote by ‖f‖o= max‖g‖= 1 |f× g|.
The norm ‖ ‖o is the norm of f as a linear operator. Let EF be the collec-
tion of existential formulas in (l2(X );+; 0;×; ‖ ‖o). Then (l2(X );+; 0;×; ‖ ‖o) is
s|X |-homogeneous with respect to EF . The proof is similar to the one done for
(l2(X );+; 0; 〈; 〉;×) and it is left to the reader. A reader familiar with operator the-
ory should realize that the space (l2(X );+;×) is a commutative subalgebra of the
algebra of compact operators.
Remark 6 (Henson). With the operator norm, we can de:ne an order in the unit ball.
Let {xn}n∈! be a sequence in X of distinct elements. De:ne fn= "x1 + · · · + "xn and
en= "xn . Then ‖fn+ em‖o=2 for m6n, and ‖fn+ em‖o=1 for m¿n. This shows that
(l2(X );+; 0;×; ‖ ‖o) is not stable in the sense of [9].
The remark shows that there is a de:nable order in (l2(X );+; 0;×; ‖ ‖o), so this
structure is not stable as de:ned in [8]. One can also prove that (l2(X );+; 0;×; ‖ ‖o)
is not saturated (see [6]). A small modi:cation of the proofs in the beginning of this
section yield the same characterization for non-dividing in (l2(X );+; 0;×; ‖ ‖o) as in
(l2(X );+; 0; 〈; 〉;×). We can conclude:
Theorem 6. The structure (l2(X );+;×; ‖ ‖o) is 1-based ℵ1-simple stable and has
built-in canonical bases.
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This example shows how we can still use the tools from non-dividing in natural
strongly homogeneous models where the saturated extensions are unstable.
The structure (l2(X );+;×; ‖ ‖o) is not complete, however its completion with respect
to the operator norm is another s|X |-homogeneous 1-based ℵ1-simple stable algebra of
compact operators.
Remark 7. The structures (l2(X );+;×; 〈; 〉), (l2(X );+;×; ‖ ‖o) can be seen as expan-
sions of additive groups. In both cases the groups do not have generics. Both struc-
tures are 1-based and trivial. For any f∈ l2(X ), Stab(tp(f))= 0. This shows that,
as opposed to :rst-order 1-based stable groups, types are not determined by cosets of
stabilizers.
5. Expansions with a bounded self adjoint operator
Let H be a Hilbert space and let T be a linear operator on H . Then there is a unique
operator T ∗ (called the adjoint of T ) such that for all x; y∈H , 〈x; Ty〉= 〈T ∗x; y〉. We
say T is self-adjoint if T =T ∗. In this section, we characterize independence in a large
strongly homogeneous saturated (see [6]) structure (H;+; 0; 〈; 〉; T ) where T is self ad-
joint and we show that it is ℵ1-simple stable. The main tool that we use is a result from
analysis, the spectral decomposition theorem, that describes a self-adjoint operator T in
terms of a family of commuting projections {Ei: i∈ I}, called the decomposition of the
identity of T . We begin by studying self-adjoint operators with a pure point spectrum.
In this initial case, we do not require the structure to be saturated. For the general
case, which includes operators with a pure continuous spectrum, we use the compact-
ness theorem from [6]. We prove that in a large universal domain (H;+; 0; 〈; 〉; T ), two
vectors v; w∈H are independent over ∅ if Ei(v − Pbdd(∅)(v))⊥Ej(w) for all i; j∈ I .
The ℵ1-simple stability of the structure follows. We also show this structure has built-
in canonical bases. Similar ideas can be used to study normal operators or unitary
operators.
The following notation and de:nitions come from [1], for these de:nitions we do
not assume that T is self adjoint. Another source is [15].
Denition 15. The range of T , R(T ), corresponds to {Tf |f∈H}.
A number r is an eigenvalue of T if there is a vector f =0 such that Tf= rf.
Such a vector is called an eigenvector of T belonging to the eigenvalue r. The set of
vectors {v∈H |Tv= v} is called the eigenspace of T with eigenvalue . An invariant
subspace of H is a subspace L⊂H such that T (L)⊂L. We say that T is bounded if
there is r ∈R such that for all f∈H , ‖Tf‖6r‖f‖. If T is bounded we write ‖T‖
for sup‖f‖=1‖Tf‖. The values of r for which the operator (T − rI)−1 exists and is
a bounded operator de:ned everywhere are called the regular values of T . All other
points are the spectrum of T , which is denoted by 7(T ).
When T is self-adjoint, the notion of spectrum can be characterized directly. For
this, we need to recall some theorems from [1], which we will state as facts.
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Fact 1 (Theorem 2, Section 48 in Akhiezer and Glazman [1]). A number r is an
eigenvalue of the self-adjoint operator T if and only if R(T − rI) =H .
The orthogonal complement of R(T − rI) corresponds to the eigenspace of T formed
by the eigenvectors corresponding to the eigenvalue r.
Fact 2 (Corollary 1, Section 48 in Akhiezer and Glazman [1]). The spectrum of a
self-adjoint operator is non-empty and lies on the real axis.
Fact 3 (Corollary 2, Section 48 in Akhiezer and Glazman [1]). A regular point of a
self-adjoint operator T can be de8ned as a point  for which R(T − rI)=H .
From this result, we can now characterize the spectrum.
Corollary 5. If T is a self-adjoint operator, then r is a point of the spectrum if and
only if R(T − rI) =H .
From this corollary and from Fact 2, we can give a classi:cation of the points of
the spectrum of a self-adjoint operator. This notation comes from [1] and can be found
also in [15].
Denition 16. Let T be a self-adjoint operator. A point r belongs to the point spectrum
if R(T − rI) =H . The point spectrum is denoted by 7p(T ). A point r belongs to the
continuous spectrum if R(T − rI) =R(T − rI) or if r is an eigenvalue of in:nite
multiplicity. The continuous spectrum is denoted by 7c(T ). We say that T has a pure
point spectrum if there are no points r with R(T − rI) =R(T − rI). We say that T has
a pure continuous spectrum if T has no :nite dimensional eigenspaces.
The following observation appears sometimes as the de:nition of a pure point spec-
trum of a bounded operator (for example in [11]).
Observation 1. Let T be a bounded self-adjoint operator and suppose T has a pure
point spectrum. Let E⊂H be the closure of the space generated by the eigenvectors
of H . Then E=H .
The following lemma will be useful when we consider a structure with several self-
adjoint operators.
Lemma 17. Let T be a bounded self-adjoint operator and suppose T has a pure point
spectrum. Let E⊂H be an invariant closed subspace of H . Then TE , the restriction
of T to E, has a pure point spectrum.
Proof. Note that TE :E→E is a bounded self-adjoint operator on E. Let r in the
spectrum of TE . If r is such that R(TE − rI) =R(TE − rI), then R(T − rI) =R(T − rI),
which is a contradiction. This shows that r is the point spectrum.
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Let T be a bounded self-adjoint operator on a Hilbert space H . Then H can be
decomposed into two parts. Let H0 be the space generated by the eigenvectors of T
and let H1 be the orthogonal complement of H0. By the observation above T restricted
to H0 has a pure point spectrum and T restricted to H1 has a pure continuous spectrum.
We :rst study the case where T has a pure point spectrum and then consider a set of
commuting bounded self-adjoint operators, each with a pure point spectrum. Then we
study the case where T has a pure continuous spectrum.
5.1. Self-adjoint operators with pure point spectrum
Let R be the collection of :rst-order formulas and let the structure (H;+; 0; 〈; 〉; T )
be s-homogeneous, where ¿2ℵ0 and T is a self adjoint operator with a pure point
spectrum. Since H can be decomposed into the orthogonal sum of its eigenspaces, any
f∈H can be written in terms of its projections into the diKerent eigenspaces. Since
the diKerent eigenspaces are orthogonal to each other, f can have at most countable
non-zero projections into the eigenspaces.
Notation 7. Given r ∈ 7(T ), we denote by Hr the space {v∈H |Tv= rv}. We write
as Pr the projection of H onto Hr . We denote by 7 the spectrum of T . Any f can be
expressed as
∑
r∈7 Pr(f).
Observation 2. Let f∈H and r ∈ 7. Then fr ∈dcl(f) and f∈dcl({Pr(f) | r ∈ 7})
We separate the spectrum of T into two disjoint sets 71 and 72 as follows:
Denition 17. 71 = {r ∈ 7 |Hr is :nite dimensional}.
72 = {r ∈ 7 |Hr is in:nite dimensional}. We follow the conventions from operator
theory and call 72 the essential spectrum.
If v∈Hr where r ∈ 71, then v belongs to a :nite-dimensional space de:nable over
∅, so v∈ bdd(∅). If H is -saturated as in [8], then by compactness, 72 = {r ∈ 7 |Hr
has dimension greater or equal than }. This characterization of 72 also holds just
assuming strong homogeneity:
Lemma 18. Let r be in the essential spectrum. Then Hr has dimension greater or
equal than .
Proof. If Hr is in:nite dimensional, we can :nd an orthonormal sequence {vi | i∈!}
in Hr . The orbits of :nite tuples (f1; : : : ; fn) in Hr are isolated by the inner products
〈fi; fj〉 where i; j6n. This implies that {vi | i∈!} is an indiscernible sequence (set)
and by strong homogeneity it can be extended to a sequence of length greater or equal
than .
The converse of this result also holds. Let ¿2ℵ0 and let T be a hermitian operator
with a pure point spectrum such that for every r ∈ 7, either Hr is :nite dimensional or
Hr has dimension greater or equal than . Then (H;+; 0; 〈; 〉; T ) is s-homogeneous.
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The next lemmas show that independence is tied to the independence of the projec-
tion of vectors into the eigenspaces with eigenvalues in the essential spectrum.
Lemma 19. Let f; g∈H such that Tf= rff, Tg= rgg and rf; rg ∈ 72. Then f is free
from g over ∅ if and only if f⊥ g.
Proof. Suppose that f and g are as above and that f⊥ g. Let p(x; y)= tp(f; g). We
split the proof into cases:
(1) Suppose rf = rg. Let X be a linear ordering and let {gi | i∈X } be an indiscernible
sequence in tp(g). Clearly T (gi)= rggi and since rf = rg, f⊥ gi for i∈Z . It is
easy to see that tp(f; g)= tp(f; gi) and f |=
⋃
i∈X p(x; gi).
(2) Suppose rf = rg. Let X be a linear ordering and let {gi | i∈X } be an indiscernible
sequence in tp(g). We have T (gi)= rggi and since rg ∈ 72, there is f′ ∈Hrf such
that ‖f‖= ‖f′‖ and f′⊥ span{gi | i∈X }. This implies f′ |=
⋃
i∈Z p(x; gi).
Lemma 20. Let f; g∈H . Then tp(f=g) does not divide over ∅ if and only if Pr(f)
is orthogonal to Pr(g) for every r ∈ 72.
Proof. First, suppose that there is r ∈ 72 with Pr(f) =⊥Pr(g). By the previous lemma
tp(Pr(f)=g) divides over ∅, thus tp(f=g) divides over ∅.
Now suppose that for all r ∈ 72, Pr(f)⊥Pr(g). The vector f is interde:nable with
{Pr(f)}r∈72 over bdd(∅). By the previous lemma tp(Pr(f)={Ps(g)}s∈ 72 ) does not
divide over ∅.
Lemma 21. Let f∈H and A⊂H such that A= bdd(A). Then Pr(PA(f))=
PA (Pr(f)).
Proof. We can write f=fr + f=r , where fr =Pr(f). Also write fr = ar + tr , where
ar =PA(fr). Then ar+ tr =Pr(fr)=Pr(ar)+Pr(tr) and ar−Pr(ar)= tr−Pr(tt)∈A∩A⊥,
which implies that Pr(PA(f))=PA(PQ(f)).
Corollary 6. Let f; g∈H and A⊂H such that A= bdd(A). Write f= af + cf, g
= ag + cg, where af =PA(f) and ag=PA(g). Then tp(f=Ag) does not divide over A
if and only if Pr(cf) is orthogonal to Pr(cg) for every r ∈ 72.
Lemma 22. Let A⊂H such that A=dcl(A) and let f∈H . Then there is B⊂A,
|B|6ℵ0, such that tp(f=A) does not divide over B.
Proof. The vector f is interde:nable with {Pr(f) | r ∈ 72} over bdd(∅). Each Pr(f)
can be written as ar + cr , where ari =PA(Pr(f)). Let B= {ar | r ∈ 72}, clearly B is
countable. By the previous corollary tp(f=A) does not divide over B.
Corollary 7. Let A⊂H and f∈H . Then there is C ⊂A, |C|6ℵ0 such that tp(f=A)
does not divide over C.
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This gives us local character. The next lemma gives stationarity and the extension
property.
Lemma 23. Let A⊂H such that A= bdd(A) and let f; g∈H such that tp(f=A)
= tp(g=A). Then for any C such that tp(f=A∪C) and tp(g=A∪C) do not divide
over A, tp(f=A∪C)= tp(g=A∪C).
Proof. The set {fr | r ∈ 72} is interde:nable with f over A. Since tp(f=A)= tp(g=A),
then tp(fr=A)= tp(gr=A) for every r ∈ 72. By stationarity of types in (H;+; 0; 〈; 〉),
tp(fr=A∪C)= tp(gr=A∪C) for any r ∈ 72.
Theorem 7. Let (H;+; 〈; 〉; T ) be a s-homogeneous structure where T is a self-adjoint
operator from H to H with a pure point spectrum and ¿2ℵ0 . Then this structure
is ℵ1-simple stable. Let f∈H and A⊂H , then tp(f=bdd(A)) |= lstp(f=A).
Proof. Local character was proved in Corollary 15. Finite character of freeness fol-
lows from :nite character in the structures (Hr;+; 0; 〈; 〉)r ∈ 72 . Stability follows from
Lemma 36.
Now we will show that (H;+; 0; 〈; 〉; T ) has built-in canonical bases. For r ∈ 72, the
structures (Hr;+; 0; 〈; 〉) and (Hr;+; 0; 〈; 〉; T ) have the same de:nable sets and the same
group of automorphisms. Let f1; : : : ; fn ∈Hr and A⊂Hr a closed subspace. Clearly
(PA(f1); : : : ; PA(fn)) is a built-in canonical base for tp(f1; : : : ; fn=A). In general, let
A= bdd(A) and let f1; : : : ; fn ∈H . Then (PA(f1); : : : ; PA(fn)) is a built-in canonical
base for tp(f1; : : : ; fn=A). The key observation is that each PA(fi)∈H is interde:nable
with {PA(Pr(fi)) | r ∈ 7} over ∅. We leave the details to the reader.
Let A= bdd(A) and let f1; : : : ; fn ∈H and let R(fi=A)= ‖PA(fi)‖2=‖fi‖2. Then for
any B⊃A such that B= bdd(B), tp(f1; : : : ; fn=B) does not divide over A if and only
if R(fi=B)=R(fi=A) for i6n.
Example 2. Let H be a Hilbert space with an orthonormal basis X of cardinality
greater than 2ℵ0 . An operator P is called a projection if P2 =P and P is self-adjoint.
Let P be a projection. Then there is a closed set M ⊂H , with P=ProjM . If M =0
and M =H; 0 and 1 are the two eigenvalues of P. If M is :nite dimensional, then
(H;+; 0; 〈; 〉; P) is s|X |-homogeneous, ℵ1-simple stable and for f; g∈H;f |ˆ g if and
only if f − P(f)⊥ g − P(g). If M⊥ has :nite dimension, (H;+; 0; 〈; 〉; P) is s|X |-
homogeneous ℵ1-simple stable and for f; g∈H;f |ˆ g if and only if P(f)⊥P(g).
Finally, if both M and M⊥ have dimension equal to that of H , then (H;+; 0; 〈; 〉; P) is
s|X |-homogeneous ℵ1-simple stable and for f; g∈H; f |ˆ g if and only if P(f)⊥P(g)
and f−P(f)⊥ g−P(g). Note that any type in the structure (H;+; 0; 〈; 〉) over a subset
A⊂P(H) can be realized in P(H) and has a non-dividing extension to P(H). So when
M and M⊥ have the same dimension as H , the structure (H;+; 0; 〈; 〉; P) can be seen
as a beautiful pair ([13]), where M =P(H) is the substructure.
Example 3. Let H be a Hilbert space with |H |¿2ℵ0 . Let {f}¡|H | be an orthonormal
base for H . For i¡!, let T (fi)=fi=(i+1) and for ¿!, let T (f)=f. The structure
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(H;+; 0; 〈; 〉) is s|H |-homogeneous and ℵ1-simple stable, but it is not saturated. The set
formulas {‖Tx − x‖61=(n + 1)}n∈! is :nitely realizable in H but is not realized
in H .
Remark 8. Let (H;+; 〈; 〉; T ) be an in:nite s-homogeneous structure where T is an
operator from H to H with a pure point spectrum and ¿2ℵ0 . Suppose that r1 and r2
are eigenvalues of T of in:nite multiplicity and let v1 and v2 be orthonormal vectors in
Hr1 and Hr2 , respectively. Let p1(x)= tp(v1) and p2(x)= tp(v2). Then the types p1(x)
and p2(x) are orthogonal (see [12]).
We can generalize the problem by considering a sequence {Ti | i6n} of self-adjoint
operators with pure point spectrum that commute with each other.
Lemma 24. Let T and Q be commuting bounded self-adjoint operators, each of which
has a pure point spectrum. Then there is a basis {ei | i∈ I} of H formed by eigen-
vectors of both T and Q.
Proof. First, since T has a pure point spectrum, the closure of the space generated
by the eigenvectors of T is H and any vector f in H can be written as a linear
combination of countably many eigenvectors. Let r be an eigenvalue of T and let HTr
be the eigenspaces of H with respect to T with eigenvalue r. To prove the lemma it
is enough to show that we can :nd eigenvectors of Q which span HTr . Since T and Q
commute, HTr is an invariant subspace of Q. Since Q has a pure point spectrum, QHTr ,
the restriction of Q to HTr also does. By Proposition 3, there is a set of eigenvectors
of Q that span HTr , completing the proof.
Clearly this lemma can be generalized to a :nite family of commuting self-adjoint
operators each with a pure point spectrum. If we consider a family {Ti | i∈!} of self-
adjoint commuting operators, there may not be a basis for H formed by simultaneous
eigenvectors.
Denition 18. We say that a sequence Lr= {ri | i6n} is a spectral sequence if ri ∈ 7(Ti).
Notation 8. Given i6n and r ∈ 7(Ti), we denote by Hir the eigenspace of H with
eigenvalue r with respect to Ti. Given Lr= {ri | i6n} a spectral sequence, we denote
by P Lr the projection onto
⋂
i6n Hiri . Also, we write H Lr =
⋂
i6n Hiri .
We work inside a s-homogeneous structure (H;+; 0; 〈; 〉; {Ti}i6n), where ¿2ℵ0
and {Ti}i6n are commuting self-adjoint operators with a pure point spectrum. We split
the spectral sequences into two disjoint sets 71 and 72 as before, separating the :nite
eigenspaces from the in:nite ones.
Notation 9. We write 7 for the set of spectral sequences, 71 = { Lr a spectral sequence|
H Lr is :nite dimensional}, 72 = { Lr a spectral sequence|H Lr is in:nite dimensional}.
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It is easy to show that 72 = { Lr a spectral sequence|H Lr is of dimension greater or
equal than }.
Observation 3. Let v∈H . Then v is interde8nable with {P Lr(v)} Lr∈7.
The proofs provided for simplicity and stability for the one operator case can easily
be generalized to this setting. We will not repeat the proofs, but we give a charac-
terization of dividing. Let f; g∈H and let A⊂H such that A= bdd(A). We write
f= af + bf, g= ag + bg, where af =PA(f) and ag=PA(g). Then tp(f=Ag) does not
divide over A if and only if P Lr(bf) is orthogonal to P Lr(bg) for every Lr ∈ 72. Now let
B ⊃ A. Then tp(f=B) does not divide over A if and only if tp(f=Ag) does not divide
over A for every g∈B. We summarize these observations in:
Theorem 8. Let (H;+; 〈; 〉; {Ti | i6n}) be an s-homogeneous structure where ¿2ℵ0
and {T1; : : : ; Tn} is a collection of commuting self-adjoint operators with a pure point
spectrum. Then this structure is ℵ1-simple stable, and for f∈H , A⊂H , tp(f=bdd(A))
|= lstp(f=A).
Let (H;+; 〈; 〉; {Ti | i6n}) be a s-homogeneous structure where ¿2ℵ0 and {T1; : : : ;
Tn} is a collection of commuting self-adjoint operators with a pure point spectrum. Let
A= bdd(A) and f1; : : : ; fn ∈H . Then (PA(f1); : : : ; PA(fn)) is a built-in canonical base
for tp(f1; : : : ; fn=A). We leave the details to the reader.
Example 4. Let H be a Hilbert space such that |H |¿2ℵ0 . Let M1; : : : ; Mn be closed
subspaces of H and let P1; : : : ; Pn be the projections onto these spaces. Furthermore,
suppose that {M1; : : : ; Mn} is pairwise orthogonal and that M1; : : : ; Mn span H . Then
each f∈H can be written uniquely as f=f1 + f2 + · · · + fn, where fi ∈Mi. Also
assume that there is k6n such that M1; : : : ; Mk have the same dimension as H and
that for i¿k, Mi is :nite dimensional. The structure (H;+; 0; 〈; 〉; P1; : : : ; Pn) is s|H |-
homogeneous and ℵ1-simple stable. For f; g∈H , we have that f is free from g over
∅ if and only if fi⊥ gi for i6k.
5.2. Self-adjoint operators with pure continuous spectrum
In this section, we will use the compactness theorem for positive bounded formulas
and some of its consequences as presented in [8]. The following notation, de:nitions
and facts come from [8]. We assume the reader is familiar with the notion of an
approximation of a formula.
Notation 10. Let @ be a collection of positive bounded formulas, @+ denotes the set
of approximations of formulas in @.
Denition 19. We say H approximately realizes @ if it realizes @+ and we write
H |=A @.
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Denition 20. A Hilbert space H (possibly with extra structure) is A-saturated if it
approximately realizes any consistent set of positive bounded formulas containing less
that A constants, where all variables are bounded.
Every Hilbert space H (possibly with extra structure) has a A-saturated approximately
elementary extension. The next fact from [8] simpli:es the notion of realizations of
formulas.
Fact 4 (Fact VII from Iovino [8]). If H is ℵ1-saturated and B( Lx) is a positive
bounded formula, then H |=A B( La) if and only if H |=B( La).
We will use the following form of the compactness theorem as presented in [8]. We
follow the notation from [8] and for Lx=(x1; : : : ; xn) in H , ‖x‖ stands for maxi ‖xi‖.
Fact 5 (Compactness theorem). Let @( Lx) be a set of positive bounded formulas such
that for some N¿0 the set
@+( Lx) ∪ {|| Lx||6 N}
is 8nitely consistent. Then @( Lx) is consistent.
The following de:nitions can be found in [11,1]. Our goal is to state the spectral
decomposition theorem of a self-adjoint operator. For the next de:nitions let T be any
self adjoint operator on H .
Denition 21. We say that a sequence of linear operators {Tn}n converges uniformly
to an operator T if limn→∞ ‖T − Tn‖=0.
Denition 22. A self-adjoint operator T diKerent from the zero operator is called pos-
itive and we write T¿0, if 〈Tx; x〉¿0 for all x∈H .
It is easy to see that for any self-adjoint operator T diKerent than zero, T 2 is positive.
Denition 23. A self-adjoint operator Q is called a square root of the positive operator
T if Q2 =T .
Lemma 25. The positive square root Q of an arbitrary positive self-adjoint operator
T exists and it is unique.
Proof. We follow the proof from [11]. We de:ne inductively a sequence of operators
by Q0 = 0 and Qn+1 =Qn + 1=2(T − Q2n). All the Qn are self-adjoint, positive and
commute with any operator that commutes with T . The sequence {Qn}n converges
uniformly to the desired operator Q. The operator Q is self-adjoint and it commutes
with any operator that commutes with T . Note that Q is de:nable in terms of T .
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Fact 6 (Theorem 1, Section 36 in Liusternik and Sobolev [11]). Let T be a self-
adjoint operator and let E+ be the projection of H on the null space of the operator
T − Q, where Q is the positive square root of T 2. Then
(1) Any bounded operator R that commutes with T commutes with E+.
(2) TE+¿0, T (E − E+)60
Fact 7 (Theorem 2, Section 36 in Liusternik and Sobolev [11]). Let r be a real num-
ber and let E+(r) be the projection operator constructed for Tr =T − rI according to
Fact 6. If we denote by Er the projection operator I − E+(r), then the family {Er}
satis8es the following conditions:
(1) TR=RT implies ErR=REr .
(2) Er6E7 if r¡7.
(3) Er is continuous on the left:
⋃
7¡r E7 =Er
(4) Er =0 for −∞¡r6m and Er = I for M¡r¡∞ where m and M are the greatest
lower and least upper bounds of T , respectively.
The family {Er}r∈[m;M ] is called the resolution of the identity generated by T . This
gives us another characterization of the continuous spectrum.
Fact 8 (Theorem 1, Section 93 in Akhiezer and Glazman [1]). A point r belongs to
the continuous spectrum of an operator T if and only if there is an orthonormal
sequence of elements fn such that limn→∞(Afn− rfn)= 0. Furthermore, if r is not an
eigenvalue of in8nite multiplicity, then given any C¿0 there is C′¡C such that the
space (Er+C′ − Er−C′)H is a proper subspace of (Er+C − Er−C)H .
Finally we can state the Spectral Decomposition Theorem, that will be the main
tools for this section.
Fact 9 (Spectral Decomposition Theorem, Section 35 in Liusternik and Sobolev [11]).
Let T be a bounded self-adjoint operator. For every D¿0, T =
∫ M+D
m r dEr , where
the integral is to be interpreted as limit of integral sums in the sense of uniform
convergence in the space of operators.
This means that given D¿0 and C¿0 there is an N such that for any partition
m= r0¡70 = r1¡71 = r2¡ · · ·¡7N =M + D with max{7k − rk}¡2(M + D−m)=N , if
we write E(Ek) for E7k − Erk , we have ‖T −
∑N
k=1 rkE(Ek)‖¡C.
The operator T is interde:nable with the family {Er}r∈[m;M ]. We can study simplicity
and stability inside (H;+; 0; 〈; 〉; {Er}) instead of (H;+; 0; 〈; 〉; T ). Let C¿(2ℵ0 )+.
From now on we work inside a structure (H;+; 0; 〈; 〉; {Er}r∈[m;M ]) that is C-
saturated and sC-homogeneous.
The following lemma guarantees the existence of orthogonal indiscernible sequence
in a type. This is the only result where we need a saturated structure.
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Lemma 26. For any f∈H , there is an indiscernible sequence {fn} such that f0 =f
and Er(fn)⊥Er(fm) for all n¡m and r ∈ [m;M + D].
Proof. Given f let {fi | i∈!} be new variables. Fix r1; : : : ; rn ∈ [m;M + D].
Let ’n(Er1 ; : : : ; Ern ; f;f0; f1; : : : ; fn) be the formula f=f0 ∧ ‖f‖= ‖f1‖= · · · =
‖fn‖
∧
i¡j6n; k;l6n Erk (fi)⊥Erl(fj)∧‖Erk (fi)‖= ‖Erk (f0)‖.
Claim. The formula ’n(Er1 ; : : : ; Ern ; f;f0; f1; : : : ; fn) is realizable.
Let N be suGciently large number and let m= A0¡70 = A1¡71 = A2¡ · · ·¡7N
=M + D be a partition of [m;M + D] that extends the set {r1; : : : ; rn}. Write E(Ek)
for E7k −EAk . Each space E(Ek)(H) that is not identically zero is in:nite dimensional,
and by compactness, it has dimension greater than or equal to C. If E(Ek)(f) is dif-
ferent from zero, let fk0 =E(Ek)(f) and let H
k
0 = span(f
k
0 ). Let f
k
1 be any vector in
E(Ek)(H) perpendicular to Hk0 with the same norm as f
k
0 and let H
k
1 = span(f
k
0 ; f
k
1 ).
We can continue in this way to :nd a family of orthogonal vectors {fk0 ; fk1 ; : : : ; fkn }
in E(Ek)(H) all with the same norm. Now de:ne fi =
∑
k6N f
k
i to prove the claim.
To prove the lemma, pick the formulas
{’n(Er1 ; : : : ; Ern ; f;f0; f1; : : : ; fn)|r1; : : : ; rn ∈ [m;M + D]; n ∈ !}:
We can replace any :nite set of these formulas by a longer one. The claim showed
that they are :nitely realizable. By compactness, we can :nd an orthogonal sequence
{fn|n ∈ !} with the desired properties.
We characterize dividing in the same way we did it in the previous section: through
the projections on the operators Er .
Remark 9. Let f∈H and let A⊂H such that A=dcl(A). Write f= a + r, where
a=PA(f). Then Er(r)∈A⊥. Indeed, for ∈A, 〈Er(r); b〉= 〈r; Er(b)〉=0. Note that
Erf=Era+ Err, so ErPAf=PAErf and the projections PA and Er commute.
Lemma 27. Let f; g∈H and let A⊂H such that A=dcl(A). Then tp(g=A∪{f}) does
not divide over A if and only if Er(f− PA(f))⊥Er(g− PA(g)) for all r ∈ [m;M + D].
Proof. First let f; g and A be as above, and suppose that there is some r ∈ [m;M + D]
such that Er(f−PA(f)) =⊥Er(g−PA(g)). Let p(x; f; A)= tp(g; f; A) and let {fi | i∈!}
be an indiscernible sequence in tp(f=A) such that Er(fn − PA(fn))⊥Er(fm − PA(fm))
for n¡m. If there is g′ |= ⋃i∈! p(x; fi; A) indiscernible over {fi | i∈!}∪A then by
Bessel’s inequality the norm of Er(g′ − PA(g′)) is in:nity, a contradiction.
Now, suppose that Er(f − PA(f))⊥Er(g − PA(g)) for all r. Let p(x; f; A)=
tp(g; f; A) and let {fi | i∈!} be an indiscernible sequence in tp(f=A). Let ¿2ℵ0 and
let {gi | i∈ } be an indiscernible sequence in tp(g=A) such that Er(g−PA(g))⊥Er(g−
PA(g)) for ¡. Then there is an ¡ such that Er(g − PA(g))⊥Er(fi − PA(fi))
for all i and g |=
⋃
i∈! p(x; fi; A).
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Corollary 8. Let f∈H and let A⊂H . Then there is C ⊂A with |C|6ℵ0 such that
tp(f=A) does not divide over C.
Proof. Suppose that A=dcl(A). Let B= {Er(PA(f)) | r ∈ [m;M+D]}. Clearly, tp(f=A)
does not divide over B. The set C = {PA(f)} is interde:nable with B.
Corollary 9. Let A⊂H such that A=dcl(A) and let f; g∈H such that tp(f=A)=
tp(g=A). Let C ⊂H such that tp(f=AC) and tp(g=AC) do not divide over A. Then
tp(f=AC)= tp(g=AC).
Proof. For any c∈C; Er(f−PA(f))⊥Er(c) and Er(g−PA(g))⊥Er(c). This implies
that tp(f=AC)= tp(g=AC).
Theorem 9. Let (H;+; 〈; 〉; {Er}) be an sC-homogeneous C-saturated Hilbert space
where {Er} is the resolution of the identity of a self-adjoint operator T with a pure
point spectrum and C¿(2ℵ0 )+. This structure is ℵ1-simple stable and for f∈H ,
A⊂H , tp(f=dcl(A)) |= lstp(f=A).
Proof. Local character was proved in Corollary 8. Finite character of freeness follows
from Lemma 27. Existence and uniqueness of free extensions over closed sets is proved
as in Corollary 9.
We can also construct canonical bases over this setting. Let f1; : : : ; fn ∈H and A⊂H
such that A=dcl(A). Then (PA(f1); : : : ; PA(fn)) is a built-in canonical base for tp(f1;
: : : ; fn=A). The set (PA(f1); : : : ; PA(fn))) is interde:nable with {Er(PA(fi))}r∈[m;M ]; i6n.
The main point in this section is that we can replace a self adjoint operator T by
the resolution of the identity it generates. There are other families of operators that
also have a resolution of the identity related to them. We will de:ne some of these
families below, we follow [1]. For the next families, we work over the complex :eld
instead of the real :eld.
Denition 24. An operator T is said to be normal if T commutes with T ∗.
If T is normal, then Tr =1=2(T + T ∗) and Ti =1=(2i)(T − T ∗) are self-adjoint and
commute with each other. Tr and Ti are the real and imaginary parts of T . We can
:nd integral representations Tr =
∫ b
a sdEs and Ti =
∫ b
a tdFt where EsFt =FtEs and we
can write T =
∫ ∫
(s+ it) dEs dFt . As before, from this equality and the results that we
proved earlier, we can show:
Theorem 10. Let (H;+; 〈; 〉; {Er}; {F7}) be a sC-homogeneous C-saturated Hilbert
space where {Er} is the resolution of the identity of Tr and {E7} is the resolu-
tion of the identity of Ti, where Tr and Ti are the real and imaginary parts of T a
normal operator, C¿(2ℵ0 )+. This structure is ℵ1-simple stable and for f∈H; A⊂H;
tp(f=bdd(A)) |= lstp(f=A).
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This approach can also be used to study independence in a C-saturated sC-homog-
eneous Hilbert space with a :nite family of commuting self-adjoint operators {Ti | i6n}.
Let {Eir} be the decomposition of the identity generated by Ti. Let A⊂H be such that
A= bdd(A) and let f; g∈H . Then f |ˆ
A
g if and only if E1r1 : : : E
n
rn(f−PA(f))⊥E1r1 : : :
Enrn(g− PA(g)), whenever E1r1 : : : Enrn(H) is in:nite dimensional.
Denition 25. An operator U on H is said to be unitary if for any f; g∈H , 〈Uf;Ug〉
= 〈f; g〉. By a continuous group of unitary operators we mean a family of unitary
operators Us depending on a single parameter s (−∞¡s¡∞) that satisfy the following
conditions:
(1) UsUt =Us+t .
(2) U0 = I .
(3) 〈Utf; g〉 is a continuous function of t for any f; g∈H .
Fact 10 (Section 71 in Akhiezer and Glazman [1]). Let U be a unitary operator,
then there is a unique resolution of the identity {Er | r ∈ [0; 2F]} such that Uk =∫ 2F
0 e
iktdEt for any k ∈!.
Fact 11 (Section 73 in Akhiezer and Glazman [1]). Let {Ur | r ∈ (−∞;∞)} be a con-
tinuous group of unitary operators. Then there is a resolution of the identity {Es | s∈
(−∞;∞)} such that Ut =
∫∞
−∞ e
ist dEs.
Let U be a unitary operator and let {Er}r∈[0;2F] be the corresponding resolution of
the identity. The operator U and the family {Er}r∈[m;M ] are interde:nable. We can
study freeness inside (H;+; 0; 〈; 〉; {Er}r∈[0;2F]. Similarly if {U}s is a group of unitary
operators and {Er}r∈(−∞;∞) is the corresponding resolution of the identity, we can
work inside (H;+; 0; 〈; 〉; {Er}r∈(−∞;∞)).
Theorem 11. Let (H;+; 0; 〈; 〉; {Er}) be a sC-homogeneous C-saturated Hilbert space
where {Er} is the resolution of the identity of a unitary operator U or a continuous
group of operators {Us}, C¿(2ℵ0 )+. This structure is ℵ1-simple stable and for f∈H ,
A⊂H , tp(f=bdd(A)) |= lstp(f=A).
Example 5 (Generic automorphisms). Let (H;+; 0; 〈; 〉; 7) be a large Hilbert space ex-
panded with a generic automorphism (see [4,5]). Then 7∗= 7−1 and 7 is a normal
operator (and a unitary operator). Assume that (H;+; 0; 〈; 〉; 7) is -saturated and s-
homogeneous for a large cardinal ¿2ℵ0 . Then (H;+; 0; 〈; 〉; 7) is ℵ1-simple stable.
Note that for u; v∈H and A⊂H such that A= bdd(A), u is independent from v over
A if and only if 7i(u) is orthogonal to v− PA(v) for i∈Z.
Question 1. Let (H;+; 0; 〈; 〉; T}) be a sC-homogeneous C-saturated Hilbert space
where T is a bounded operator. Is (H;+; 0; 〈; 〉; T})ℵ1-simple stable? Suppose T is in-
vertible. Let a; b∈H . Do we have a |ˆ b if and only if T i(a)−Pbdd(∅)(T i(a))⊥T j(b)
for i; j∈Z?
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