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Abstract
We study the complex geometry and function theory of two polynomially convex domains
in Cn. The first domain is the popular symmetrized polydisc or the symmetrized-n−disk
for n ≥ 2, which is the following subset of Cn:
Gn :=
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj . . . ,
n∏
i=1
zi
)
: zi ∈ D, i = 1, . . . , n
}
,
where D denotes the open unit disc (with centre at the origin) in the complex plane C.
The second domain is the extended symmetrized polydisc G˜n, which we introduce here
and define in the following way:
G˜n :=
{
(y1, . . . , yn−1, q) ∈ Cn : q ∈ D, yj = βj + β¯n−jq, βj ∈ C and
|βj|+ |βn−j| <
(
n
j
)
for j = 1, . . . , n− 1
}
.
We show thatGn ⊂ G˜n. The structure of the extended symmetrized polydisc helps to have
a better understanding of the complex geometry and function theory of the symmetrized
polydisc. We study the complex geometry of the extended symmetrized polydisc G˜n and
obtain a variety of characterizations for the points in G˜n and G˜n. As a consequence
we get a similar set of characterizations for the symmetrized polydisc Gn and Gn. We
find several other geometric properties of G˜n and Gn. We make some sharp estimates to
prove a Schwarz type lemma for G˜n from which a Schwarz type lemma for Gn follows.
The conditions that are obtained in the Schwarz lemma for G˜n and Gn are necessary
conditions for the existence of a two-point interpolating function from D to G˜n and Gn.
We find a particular subset Jn of G˜n, for which these conditions are sufficient too. In
particular Jn = G˜n for n = 1, 2, 3. We describe all such interpolating functions from D
to G˜n for n = 3. Also we show the coincidence of the Carathe´odory pseudo distance and
the Lempert function for two points z, w ∈ Jn provided that one of z, w is equal to 0.
Keywords: Symmetrized polydisc, extended symmetrized polydisc, Schwarz lemma, In-
terpolating functions, Lempert’s theorem
Mathematics Subject Classifications: 32A10, 32A22, 32A60, 32E20, 32E30
V

Chapter 1
Introduction
This article is a next step to the pioneering works of Agler-Young [9, 12], Bercovici
[15, 16], Bharali [17, 18], Costara [28], Dinen [29], Kosinski-Pflug-Zwonek [41, 42, 47],
Nikolov [45, 48, 49], Nokrane-Ransford [50] and few others (see references there in). The
techniques and machinery that are used in this paper are mostly borrowed from [2], where
the authors initiated and carried out similar program for the tetrablock E, which is the
following set:
E = {(x1, x2, x3) ∈ C3 : 1− zx1 − wx2 + zwx3 6= 0 , z, w ∈ D}
= {(c1 + c¯2x3, c2 + c¯1x3, x3) ∈ C3 : c1, c2, x3 ∈ C with |c1|+ |c2| < 1 and |x3| < 1}.
Throughout the paper, R and C denote the set of real numbers and the set of complex
numbers respectively. For any positive integer n, Cn is the cartesian product of n copies
of C. By D, D and T we mean the open unit disc, the closed unit disc and the unit circle
with centre at the origin of C respectively. Following the standard convention, Mm×n(C)
(or Cm×n) represents the space of all m × n complex matrices and Mn(C) is used when
m = n. For a matrix A ∈ Mn(C), ‖A‖ is the operator norm of A. Also for a bounded
linear operator T , the spectrum and the spectral radius of T are denoted by σ(T ) and
r(T ) respectively.
The main aim of this article is to study the complex geometry and and a two-point
interpolation problem for the popular domain, the symmetrized polydisc Gn which is the
following set:
Gn =
{(∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
)
: |zi| < 1, i = 1, . . . , n
}
⊂ Cn .
This domain is originated in the µ-synthesis problem. The µ-synthesis is a part of the
theory of robust control of systems comprising interconnected electronic devices whose
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outputs are linearly dependent on the inputs. Given a linear subspace E of Mm×n(C),
the functional
µE(A) := (inf{‖X‖ : X ∈ E and (I −AX) is singular })−1, A ∈Mm×n(C),
is called a a structured singular value, where the linear subspace E is referred to as the
structure. If E = Mm×n(C), then µE(A) is equal to ‖A‖, while if m = n and if E
is the space of all scalar multiples of the identity matrix, then µE(A) is the spectral
radius r(A). For any linear subspace E of Mn(C) that contains the identity matrix I,
r(A) ≤ µE(A) ≤ ‖A‖. We refer to the inspiring work of Doyle [30] for the control-
theory motivations behind µE and for further details an interested reader can see [35].
The goal of µ-synthesis is to find an analytic function F from D to Mm×n(C) subject
to a finite number of interpolation conditions such that µE(F (λ)) < 1 for all λ ∈ D. If
E = {λI : λ ∈ C} ⊆ Mn(C), then µE(A) = r(A) < 1 if and only if πn(λ1, . . . , λn) ∈ Gn
(see [28]); here λ1, . . . , λn are eigenvalues of A and πn is the symmetrization map on Cn
defined by
πn(z) = (s1(z), . . . , sn−1(z), p(z)) ,
where
si(z) =
∑
1≤k1≤k2···≤ki≤n
zk1 · · · zki and p(z) =
n∏
i=1
zi .
The map πn is a proper holomorphic map and Gn = πn(Dn), where
Dn = {(z1, . . . , zn) : |zi| < 1, i = 1, . . . , n}
is the open polydisc. The closure of Gn, the closed symmetrized polydisc, is the set
Γn :=
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj, . . . ,
n∏
i=1
zi
)
: |zi| ≤ 1, i = 1, . . . , n
}
= πn(Dn).
For the convenience of a reader, we explicitly write down the sets G2 and G3.
G2 = {(z1 + z2, z1z2) : z1, z2 ∈ D} ,
G3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : z1, z2, z3 ∈ D} .
The set Γn is not convex but polynomially convex. Despite having source in control en-
gineering, the symmetrized polydisc Gn has been extensively studied in past two decades
by numerous mathematicians for aspects of complex geometry [11, 27, 33, 44, 45, 47, 57],
function theory [3, 13, 14, 17, 22, 28, 41, 39, 48, 58, 49, 54, 61] and operator theory
[7, 8, 10, 20, 21, 23, 24, 51, 52, 53, 55, 60]. An interested reader can also see the referred
articles there and also some generalized recent works, [19, 26].
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The classical Nevanlinna-Pick interpolation problem is a special case of µ-synthesis and
it states the following: given n distinct points λ1, · · · , λn in D and n values w1, · · · , wn in
D, does there exist an analytic function ψ : D→ C such that ψ(λj) = wj for j = 1, . . . , n?
This problem was first resolved by G. Pick in 1916. He showed that such a function ψ
exists if and only if the matrix [
1− w¯iwj
1− λ¯iλj
]n
i,j=1
is positive semidefinite. The particular case, when n = 2 and λ1 = 0 = w1, is the clas-
sical Schwarz lemma. The spectral Nevanlinna-Pick problem for dimension k is about
interpolating n distinct points in D to n number of k × k matrices whose eigenvalues
lie inside D by an analytic function. The spectral Nevanlinna-Pick problem has been
a subject of great research interests for the past three decades. Till date, no complete
solution is known for the spectral Nevanlinna-Pick problem. In [16], an improvement in
this problem was made by Bercovici using a variant of commutant lifting theory. Agler
and young have solved the problem for the case k = 2 with slight subtleties and it is
known as the two-by-two spectral Nevanlinna-Pick problem, [12]. During that process
they introduced the symmetrized bidisc G2. The characterizations of the symmetrzied
bidisc are used to solve the two-point spectral Nevanlinna-Pick problem in C2×2 which
also further establish a Schwarz type lemma for G2 (See [9]). Similar results were obtained
in [50] by Nokrane and Ransford via an independent approach. Since then, the complex
geometry, function theory and the operator theory on the symmetrzied bidisc have been
extensively studied. In 2005, Costara generalized the notion of symmetrized bidisc by in-
troducing the symmetrized n-disk and studied the spectral Nevanlinna-Pick problem, [28].
In this article, we make some sharp estimates to prove a Schwarz type lemma for Gn.
The conditions that are obtained in the Schwarz lemma are necessary for the existence
of an analytic function from D to Gn that interpolates a two-point data 0, λ0 ∈ D and
(0, . . . , 0), (s01, . . . , s
0
n−1, p
0) ∈ Gn. Since works due to Nikolov, Pflug and Zwonek [47]
tells us that the Lempert function of the symmetrized polydisc of dimension ≥ 3 is not
a distance, we should not expect to achieve a set of necessary and sufficient conditions
that establish a Schwarz lemma for Gn when n ≥ 3, whereas for the symmetrized bidisc
G2 such estimates are necessary and sufficient because the Lempart’s theorem (about
the coincidence of the Carathe´odory pseudo distance and Lempert function for a convex
domains in Cn; details are given in Chapter-8) succeeds in G2 although it is not convex
but a polynomially convex domain. We mention here that the tetrablock E is the second
example of a non-convex domain (after G2) for which Lempert’s theorem holds.
We first obtain a variety of new characterizations for the points in Gn and Γn which
is a substantial addition to the existing account of complex geometry of the symmetrized
polydisc. Then we use them to find several equivalent conditions which are necessary for
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a Schwarz type lemma for Gn. To execute these plans, we introduce a new domain in Cn,
the extended symmetrized polydisc G˜n, which is defined as
G˜n :=
{
(y1, . . . , yn−1, q) ∈ Cn : q ∈ D, yj = βj + β¯n−jq, βj ∈ C and
|βj|+ |βn−j| <
(
n
j
)
for j = 1, . . . , n− 1
}
.
In [28], Costara showed that
Gn =
{
(s1, . . . , sn−1, p) : p ∈ D, sj = βj + β¯n−jp and (β1, . . . , βn−1) ∈ Gn−1
}
and
Γn =
{
(s1, . . . , sn−1, p) : p ∈ D, sj = βj + β¯n−jp and (β1, . . . , βn−1) ∈ Γn−1
}
.
Note that if (s1, . . . , sn−1, p) ∈ Gn (or ∈ Γn), then |si| <
(
n
i
)
(or ≤ (n
i
)
). So, if
(β1, . . . , βn−1) ∈ Gn−1, then |βj| + |βn−j| <
(
n−1
j
)
+
(
n−1
n−j
)
=
(
n
j
)
. Therefore, it follows
that Gn ⊂ G˜n. We call the closure of G˜n, the closed extended symmetrized polydisc and
denote it by Γ˜n. We shall prove that
Γ˜n =
{
(y1, . . . , yn−1, q) ∈ Cn : q ∈ D, yj = βj + β¯n−jq, βj ∈ C and
|βj|+ |βn−j| ≤
(
n
j
)
for j = 1, . . . , n− 1
}
.
It is evident from Costara’s result ([28]) that G2 =
{
(β + β¯p, p) : |β| < 1, |p| < 1} and
thus G2 = G˜2. Also G1 = G˜1 = D, but for n ≥ 3, we shall see that Gn $ G˜n.
We introduce n− 1 fractional linear transformations Φ1, . . . ,Φn−1 and with their help
we first characterize the poins in G˜n and Γ˜n in several different ways. Then we use these
characterizations to make sharp estimates and consequently find a set of necessary con-
ditions for the existence of an interpolating function from D to G˜n that interpolates a
two-point data. Since Gn ⊆ G˜n, these estimates became necessary for a Schwarz lemma
for Gn. Again since the maximum modulus of each co-ordinate of a point in G˜n does
not exceed that of a point in Gn, these estimates become sharp for Gn too. Also the set
of characterizations for the points in G˜n and Γ˜n, along with a certain condition, provide
similar sets of characterizations for Gn and Γn. This is the basic motivation behind in-
troducing this new family of domains G˜n.
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Though primarily G˜n stays behind the scene to help Gn, it can be of independent inter-
ests. Indeed, we hope that G˜n be the first family of domains for which the Carathe´odory
pseudo distance and the Lempert function coincide. The reason that makes us enthusi-
astic about such hope is that these two distances coincide in G˜n for n = 1, 2, 3. This is
because G˜1 = D which is convex, G˜2 = G2 and E is linearly isomorphic to G˜3 by the map
(x1, x2, x3) 7→ (x1
3
,
x2
3
, x3) (from G˜3 to E). If Lempert’s theorem hols for every n ∈ N,
then G˜n will be a proper and successful generalization for both of symmetrized bidisc and
the tetrablock E unlike Gn where Lempert’s theorem fails for n ≥ 3. Here we take the
first step towards this problem by finding a subset Jn of G˜n for n ≥ 3 (see Chapter-8)
such that for z, w ∈ Jn, the Carathe´odory pseudo distance and the Lempert function for
z, w coincide if one of z, w is equal to 0. We shall also see that Jn = G˜n for n = 1, 2, 3.
Plan of paper: We arrange our results in the following way. In Chapter 3, we find a
variety of characterizations for the points in G˜n and Γ˜n. In the same chapter we show that
Γ˜n is neither convex nor circled but polynomially convex and starlike and hence is simply
connected. Similar sets of characterizations for the points in Gn and Γn are obtained in
Chapter 4. Chapter 5 deals with a Schwarz type lemma for G˜n. In the same chapter,
we prove that these conditions are equivalent to each other and for Jn ⊆ G˜n they are
sufficient too. In Chapter 6, we show that analytic interpolating function, when exists
between D and G˜n, may not be unique. We give a counter example for G˜3 to establish
this. Also we describe all such interpolating functions from D to G˜3. In Chapter 7, we
find a variety of conditions which are equivalent to each other and are necessary for the
existence of a Schwarz type lemma for the symmetrized polydisc Gn. These conditions
are similar to that obtained in Chapter 5 in the Schwarz lemma for G˜n except for an
additional and independent condition which is achieved by an application of a certain
rational function associated with the symmetrized polydisc. This rational function was
introduced by Costara in [28]. In Chapter-8, we discuss about the coincidence of the two
holomorphically invariant metrics, the Carathe´odory pseudo distance and the Lempert
function, for a subset of G˜n.
In Chapter 2, we accumulate some useful results and definitions from the literature
and introduce a few notations. We try to avoid long calculations and technical details
in the proofs of the main results. For this reason we keep an appendix in the end which
consists of some explicit but precise calculations which were ignored during the course of
the various proofs.
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Chapter 2
Preliminaries
In this chapter, we recall some definitions, introduce a few notations and recollect some
results from the literature. These results will be frequently used in the subsequent sections.
2.1 Notations, definitions and terminologies
For a ∈ Cn and r > 0, the open ball B(a, r) is defined as
B(a, r) := {z ∈ Cn : ‖z − a‖< r},
where ‖·‖ is the standard euclidean norm on Cn. For a point a = (a1, a2, ..., an) ∈ Cn and
r = (r1, r2, ..., rn) ∈ Rn with rj > 0 for all j = 1, ..., n, the open polydisc D(a, r) is defined
as follows
D(a, r) := {z = (z1, z2, ..., zn) ∈ Cn : |zj − aj | < rj, j = 1, 2, ..., n}.
If r1 = r2 = · · · = rn = r, for some 0 < r ∈ R and a ∈ Cn, we denote the open polydisc
by
Dn(a, r) := {z = (z1, z2, ..., zn) ∈ Cn : |zj − aj | < r, j = 1, 2, ..., n}.
Thus
D(a, r) = D(a1, r1)× · · · ×D(an, rn) and Dn(a, r) = D(a1, r)× · · · ×D(an, r).
where D(w, r) is the usual open ball in C centered at w ∈ C with radius r > 0. B(a, r),
D(a, r) and Dn(a, r) denote the closure of B(a, r), D(a, r) and Dn(a, r) respectively. We
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use the following notations for partial deferential operators on Cn
∂
∂zj
:=
1
2
(
∂
∂xj
− i ∂
∂yj
)
∂
∂z¯j
:=
1
2
(
∂
∂x¯j
+ i
∂
∂y¯j
)
.
A multi-index α is an ordered n-tuple
α = (α1, α2, ..., αn)
of nonnegative integers. For a multi-index α = (α1, α2, ..., αn) and w = (w1, w2, ..., wn) ∈
Cn the following notations are used
|α| = α1 + · · ·+ αn
α! = α1! · · ·αn!
wα = wα11 w
α2
2 · · ·wαnn .
Definition 2.1.1. A set Ω ⊂ Cn is said to be a domain if it is an open connected subset
of Cn.
Definition 2.1.2. Let Ω ⊂ Cn be open. A function f : Ω −→ C is said to be holomorphic
if f is holomorphic in each variable separately, i.e. for each a ∈ Ω and j ∈ {1, 2, ..., n}
the function
fa,j : ζ 7−→ f(a1, ..., aj−1, ζ, aj+1, ..., an)
is holomorphic, in the classical one-variable sense, on the set
Ωa,j := {ζ ∈ C : (a1, ..., aj−1, ζ, aj+1, ..., an) ∈ Ω}.
The following theorem from [43] provides a set of characterizations each of which
confirms that a function f : Ω −→ C is holomorphic.
Theorem 2.1.3. Let Ω ⊂ Cn be open, and f : Ω −→ C is a continuously differentiable
function. Then the following are equivalent.
1. f is holomorphic.
2. f satisfies Cauchy-Riemann equation in each variable separately, i.e.,
∂f
∂zj
(z) = 0
for all j = 1, ..., n and for all z ∈ Ω.
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3. For each a ∈ Ω there exists a r > 0 such that Dn(a, r) ⊆ Ω and f can be written as
an absolutely and uniformly convergent power series
f(z) =
∑
α∈(Z+)n
cα(z − a)α
for all z ∈ Dn(a, r), where cα ∈ C.
Definition 2.1.4. Let Ω ⊂ Cn be an open set. A function f = (f1, ..., fm) : Ω −→ Cm is
said to be holomorphic if each fj is holomorphic as a map from Ω to C.
Definition 2.1.5. Let Ω1 and Ω2 are two domains in Cn. A function f : Ω1 −→ Ω2 is
said to be biholomorphic if f is bijective, holomorphic and f−1 is holomorphic. If such
a map exists between them, we say that the two domains Ω1 and Ω2 are holomorphically
equivalent or biholomorphic.
We denote the space of all holomorphic functions from Ω1 to Ω2 by O(Ω1,Ω2), where
Ω1 and Ω2 are domains in Cn and Cm respectively.
Theorem 2.1.6 (Maximum Modulus Principal). Let Ω ⊂ C be a domain and f :
Ω −→ C is an analytic function such that there is a point a ∈ Ω with |f(a)| ≥ |f(z)| for
all z ∈ Ω, then f is constant.
Theorem 2.1.7 (Open Mapping Theorem). Let Ω ⊂ C be a domain, U is an open
set in Ω and f : Ω −→ C is an analytic function, then f(U) is an open set in C.
By L(H,K) we denote the Banach space of all bounded linear map from H to K, for
some Hilbert spaces H,K. For T ∈ L(H,K), ker T will denote the kernel of T . Let A
be a subset of a Hilbert space H , then A⊥ denotes the orthogonal complement of A in
H . By H∞ we will denote the Banach space of bounded analytic functions on D with
supremum norm. Cm×n denotes the set of m× n complex matrices. A bounded linear
map is called contraction if the operator norm of T is less than or equal 1, and is called
a strict contraction if ‖T‖< 1.
For a matrix A ∈ Cm×n singular values of A are the square root(positive) of eigenvalues
of A∗A. The operator norm of a matrix A is the the largest singular value of A. A square
matrix A is said to be Hermitian if A = A∗ and A is said to be unitary if A∗A = I = AA∗,
where I denotes the identity matrix.
Let H,K be Hilbert spaces and T ∈ L(H,K). T is said to be an isometry if
‖T (z)‖= ‖z‖, in other words T is an isometry if T ∗T = IH . T is said to be a partial
isometry if the restriction of T on (ker T )⊥ to K is an isometry.
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A Hermitian matrix M of order n × n is said to be positive definite if all eigenvalues
of M are positive, and we write M > 0. If all eigenvalues of M are non-negative we call
M a positive semi-definite matrix and write M ≥ 0. By Sylvester’s criterion, a Hermitian
matrix is positive definite if and only if every leading principal minor of the matrix is
positive.
Definition 2.1.8. The Schur class of type m×n, denoted by Sm×n, is the set of analytic
functions F on D with values in the space Cm×n such that ‖F (λ)‖≤ 1 for all λ ∈ D.
In this article we shall use the term Schur class to mean S2×2, unless and otherwise
mentioned.
Definition 2.1.9. A set G ⊂ Cn is said to be convex if given any two points a and b in
G, the line segment joining a and b, lies entirely in G.
Definition 2.1.10. A compact set K ⊂ Cn is called polynomially convex if for any
y ∈ Cn \K, there exists a polynomial in n variables, say P , such that
|P (y)| > sup
z∈K
|P (z)| = ‖P‖∞,K.
Note that every convex set which is compact is polynomially convex. But every poly-
nomially convex set may not be a convex set. For example the closed symmetrized bidisc
Γ2 ⊂ C2 is polynomially convex (see [7]) but not convex.
Definition 2.1.11. A set S ⊂ Cn is said to be starlike if there exists a z0 ∈ S such that
for all z ∈ S the line segment joining z and z0, lies in S.
Definition 2.1.12. A set S ⊂ Cn is said to be circular if z ∈ S implies that (eιθz1, eιθz2, ..., eιθzn) ∈
S for all 0 ≤ θ < 2π.
Definition 2.1.13. Let F be a family of some holomorphic functions defined on a domain
G ⊂ C.
1. F is said to be normal if each sequence in F has a subsequence converging uniformly
on every compact set of G to a holomorphic function.
2. F is said to be uniformly bounded if there exist a constant M ∈ R such that |f(z)| <
M for each f ∈ F and z ∈ G.
3. F is said to be locally bounded if for each a ∈ G there are constants M ∈ R and
r > 0 such that for all f ∈ F ,
|f(z)| < M, whenever |z − a| < r.
Note that F is locally bounded if and only if F is uniformly bounded on each compact
set of G.
Theorem 2.1.14 (Montel’s Theorem). A family F of holomorphic functions defined
on a domain G ⊂ C is normal if and only if F is locally bounded.
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2.2 Inner outer factorization
Let f be a complex-valued function on D, then f is said to have radial limit l at a point
w ∈ T if
lim
r→1
f(rw) = l.
The radial limit function of f will be denoted by f˜ and
f˜(w) = lim
r→1
f(rw),
for each w ∈ T for which the above limit exists.
For a bounded analytic function on D we have the following result of Fatou [37].
Theorem 2.2.1 (Fatou’s Theorem, 1906). A bounded holomorphic function on D has
radial limits almost everywhere (with respect to Lebesgue measure) on T.
Theorem 2.2.2 (F. and M. Riesz, 1916). For a non-constant bounded holomorphic func-
tion on D, if f˜(ω) = 0 for all ω ∈ E ⊂ T then E has Lebesgue measure zero.
A similar fact is also known as Riesz-Nevanlinna theorem which asserts that if a non-
constant holomorphic function f on D has radial limit zero almost everywhere on T, then
f can not be bounded. In view of this theorem, we conclude that if f and g are two
bounded holomorphic functions on D and the corresponding radial limit function f˜ , g˜
coincide almost everywhere on T, then f(z) = g(z) for all z ∈ D.
For 1 ≤ p <∞ the Hardy Space Hp is defined as space of all holomorphic functions f
on D satisfying
sup
0<r<1
(
1
2π
∫ 2π
0
|f(reit)|pdt
)1/p
<∞
and then the norm of the function f is the value of the left hand side of the last inequality,
that is
‖f‖p= sup
0<r<1
(
1
2π
∫ 2π
0
|f(reit)|pdt
)1/p
.
The space H∞ consist of all bounded holomorphic functions on D, and the norm is
‖f‖∞= sup
|z|<1
|f(z)|.
For 1 ≤ p < q ≤ ∞, the sapce Hq is a subset of Hp. If f ∈ Hp, for 1 ≤ p ≤ ∞, the radial
limit f˜ ∈ Lp(T) and we have ‖f‖Hp= ‖f‖Lp. By identifying f with f˜ we can regard Hp
as a closed subspace of Lp(T).
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Definition 2.2.3. An inner function is a bounded holomorphic function whose radial
limit are of modulus 1 almost everywhere on T. For p ≥ 1, A function f ∈ Hp is called
an outer function if f can be written in the form
f(z) = α exp
(
1
2π
∫ 2π
0
eiθ + z
eiθ − zϕ(e
iθ)dθ,
)
(2.1)
for some α ∈ C with |α| = 1 and some real-valued integrable function ϕ.
We state an important result about outer function from
Lemma 2.2.4. If f is an outer function satisfying (2.1), then log |f(z)| = ϕ(z) for almost
all z ∈ T.
Definition 2.2.5. A finite Blaschke product is a function of the form
B(z) = α
n∏
i=1
ai − z
1− a¯iz , (2.2)
where α ∈ C with |α| = 1 and |ai| < 1 for i = 1, ..., n.
The function B is holomorphic on D, continuous on D. The points a1, ..., an are the
only zeros of the function B, and 1/a¯1, ..., 1/a¯n are the only poles of B. Note that the
zeros of a Blaschke product always satisfy the Blaschke condition
n∑
i=1
(1− |ai|) <∞.
Theorem 2.2.6 (Inner-outer factorization). Let f be a non-zero function in Hp. Then
f has a factorization f = g · h, where g is an inner function and h ∈ Hp is an outer
function. Moreover, the factorization is unique up to a constant of modulus one.
A finite Blaschke product is an inner function with zeros in D. There are inner
functions that do not vanishes on D and they are called singular inner functions. A
singular inner function has the following form
S(z) = exp
(
−
∫ 2π
0
eiθ + z
eiθ − z dµ(θ)
)
,
where µ is a measure on T that is singular with respect to Lebesgue measure. We have
the following factorization of a function f ∈ Hp (p ≥ 1).
Theorem 2.2.7. Let f be a non-zero function in Hp. Then f can be factorized uniquely
in the form f = BSF , where B is a Blaschke product, S is a singular inner function, and
F is an outer function in Hp.
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Chapter 3
Geometry of G˜n and Γ˜n
Recall that the extended symmetrized polydisc G˜n is the following subset of Cn:
G˜n :=
{
(y1, . . . , yn−1, q) ∈ Cn : q ∈ D, yj = βj + β¯n−jq, βj ∈ C and
|βj |+ |βn−j| <
(
n
j
)
for j = 1, . . . , n− 1
}
.
As we have mentioned before that G2 is equal to the symmetrized bidisc G2 but Gn $ G˜n
for n ≥ 3. This actually follows from the following result of Costara:
Theorem 3.0.1 ([28], Theorem 3.6 and 3.7). For a point (s1, . . . , sn−1, p) ∈ Cn, the
following are equivalent:
1. The point (s1, . . . , sn−1, p) ∈ Gn (respectively ∈ Γn).
2. |p| < 1 (respectively ≤ 1) and there exists (S1, . . . , Sn−1) ∈ Gn−1 (respectively ∈
Γn−1) such that
sj = Sj + S¯n−jp for j = 1, . . . , n− 1.
Lemma 3.0.2. G2 = G˜2, but Gn $ G˜n for n ≥ 3.
Proof. It is evident from definitions that Gn ⊆ G˜n Let (s, p) ∈ G2. By Theorem 2.1 in
[11], |p| < 1 and s = β + β¯p for some β ∈ C with |β| < 1. That is,
G2 =
{
(β + β¯p, p) : |β| < 1, |p| < 1} = G˜2.
Now we show that G3 $ G˜3. It is evident from the definition that (s, p) ∈ G2, then |s| < 2.
Consider the point
(
5
2
,
5
4
,
1
2
)
∈ C3. We can write
(
5
2
,
5
4
,
1
2
)
=
(
β1 + β2p, β2 + β1p, p
)
,
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where β1 =
5
2
, β2 = 0, p =
1
2
. Also β1, β2 are unique because if we write (y1, y2, p) =(
5
2
,
5
4
,
1
2
)
, then
β1 =
y1 − y¯2p
1− |p|2 and β2 =
y2 − y¯1p
1− |p|2 .
Since |β1| + |β2| < 3,
(
5
2
,
5
4
,
1
2
)
∈ G˜3. Clearly (β1, β2) /∈ G2, as |β1| > 2. By
Costara’s result (Theorem 3.0.1),
(
5
2
,
5
4
,
1
2
)
/∈ G3. So, G3 $ G˜3. In case of n = 3,
we choose (β1, β2) =
(
5
2
, 0
)
. Similarly for any n > 3, we may choose (β1, . . . , βn−1) =(
2n− 1
2
, 0, . . . , 0
)
and p =
1
2
to obtain a point (y1, . . . , yn−1, p), where yi = βi + β¯n−ip,
for i = 1, . . . , n− 1, which is in G˜n but not in Gn.
For studying the complex geometry of G˜n and Γ˜n, we introduce (n − 1) fractional
linear transformations Φ1, . . . ,Φn−1 in the following way:
Definition 3.0.3. For z ∈ C, y = (y1, . . . , yn−1, q) ∈ Cn and for any j ∈ {1, . . . , n− 1},
let us define
Φj(z, y) =

(
n
j
)
qz − yj
yn−jz −
(
n
j
) if yn−jz 6= (nj) and yjyn−j 6= (nj)2q
yj(
n
j
) if yjyn−j = (nj)2q ,
(3.1)
and
Dj(y) = sup
z∈D
|Φj(z, y)| = ‖Φj(., y)‖H∞ , (3.2)
where H∞ denotes the Banach space of bounded complex-valued analytic functions on D
equipped with supremum norm.
Let j ∈ {1, . . . , n− 1}. For a fixed y = (y1, . . . , yn−1, q) ∈ Cn, the function Φj(., y) is a
Mo¨bius transformation (wherever well-defined). Note that the definition of each Φj(., y)
depends only on three components of y. They are the j-th component, the (n − j)-th
component and the last component of y.
Remark 3.0.4. Let y = (y1, . . . , yn−1, q) ∈ Cn and j ∈
{
1, . . . ,
[
n
2
]}
be fixed. Write
y˜ = (y˜1, . . . , y˜n−1, q˜) where
y˜k = yk for k 6= j, n− j; y˜j = yn−j, y˜n−j = yj and q˜ = q.
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That is
y˜ = (y1, . . . , yj−1, yn−j, yj+1, . . . , yn−j−1, yj, yn−j+1, . . . , yn−1, q) ∈ Cn.
Then
Φj(., y) = Φn−j(., y˜).
For y = (y1, . . . , yn−1, q) ∈ Cn and j ∈ {1, . . . , n− 1}, it is clear that Φj(., y) is
bounded in D if |yn−j| <
(
n
j
)
or yjyn−j =
(
n
j
)2
q. If |yn−j| >
(
n
j
)
, then yn−jz −
(
n
j
)
= 0
for the choice z =
(
n
j
)
yn−j
∈ D and consequently Φj(., y) is not defined on D, moreover in
that case the fractional linear transformation Φj(., y) is not bounded in D \
{
(nj)
yn−j
}
. If
|yn−j| =
(
n
j
)
, then also the function Φj(., y) is not bounded in D \
{
(nj)
yn−j
}
and hence not
bounded in D. Therefore, Dj(y) is finite (that is, Φj(., y) is bounded in D) if and only if
|yn−j| <
(
n
j
)
, or yjyn−j =
(
n
j
)2
. We find the explicit formula for the function Dj(y).
For a fixed y = (y1, . . . , yn−1, q) ∈ Cn and for a chosen j ∈ {1, . . . , n− 1}, if Φj(z, y)
is defined for each z ∈ D, then we can write
f(z) = Φj(z, y) =
(
n
j
)
q
yn−j
z − yj
yn−j
z −
(
n
j
)
yn−j
.
Thus, f is a Mo¨bius transformation of the form f(z) =
az + b
z + d
with
a =
(
n
j
)
q
yn−j
, b = −
(
yj
yn−j
)
and d = −
( (
n
j
)
yn−j
)
. (3.3)
A Mo´bius transformation z 7→ az + b
z + d
can be written as f4 ◦ f3 ◦ f2 ◦ f1, where
f1(z) = z + d, f2(z) =
1
z
, f3(z) = (b− ad)z and f4(z) = a+ z .
The compositions are taken in the following way :
z
f1−→ z + d f2−→ 1
z + d
f3−→ b− ad
z + d
f4−→ a + b− ad
z + d
=
az + b
z + d
.
Let T˜ be a circle of center and radius c and r respectively. Each fi maps a circle to
another circle in the following way:
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1. the function z 7→ z + d maps the circle T˜ to a circle of center c+ d and radius r;
2. the function z 7→ bz maps the circle T˜ to a circle of center and radius cb and r|b|
respectively;
3. if |c| 6= r, then the function z 7→ 1
z
maps the circle T˜ to a circle of center
c¯
|c|2 − r2
and radius
r
||c|2 − r2| .
Thus
1. f1 maps the circle T˜ to a circle, say T2, with center c+ d and radius r;
2. if |c+ d| 6= r, then f2 maps the circle T2 to a circle, say T3, with center and radius
c¯+ d¯
|c+ d|2 − r2 and
r
||c+ d|2 − r2| respectively;
3. f3 maps the circle T3 to a circle, say T4, with center and radius
(
c¯+ d¯
)
(b− ad)
|c+ d|2 − r2 and
r|b− ad|
||c+ d|2 − r2| respectively;
4. f4 maps the circle T4 to a circle, say T5, whose center is a +
(
c¯+ d¯
)
(b− ad)
|c+ d|2 − r2 and
radius is
r|b− ad|
||c+ d|2 − r2| respectively.
Thus the map z 7→ az + b
z + d
maps a circle having center and radius c and r respectively, to
a circle whose center and radius are
a +
(
c¯+ d¯
)
(b− ad)
|c+ d|2 − r2 and
r|b− ad|
||c+ d|2 − r2|
respectively, provided |c+ d| 6= r.
Substituting the values of a, b and d given by (3.3) in the above formula, we get that if
|yn−j| 6=
(
n
j
)
, then the Mo¨bius function f(z) = Φj(z, y) maps the unit circle T (i.e. c = 0
and r = 1) to a circle whose center and radius are
(
n
j
)
q
yn−j
+
−
(
n
j
)
y¯n−j
(
− yj
yn−j
+
(
n
j
)2
q
y2n−j
)
∣∣∣∣∣
(
n
j
)
yn−j
∣∣∣∣∣
2
− 1
and
∣∣∣∣∣− yjyn−j +
(
n
j
)2
q
y2n−j
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
(
n
j
)
yn−j
∣∣∣∣∣
2
− 1
∣∣∣∣∣∣
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respectively. We have
(
n
j
)
q
yn−j
+
−
(
n
j
)
y¯n−j
(
− yj
yn−j
+
(
n
j
)2
q
y2n−j
)
∣∣∣∣∣
(
n
j
)
yn−j
∣∣∣∣∣
2
− 1
=
(
n
j
)
q
yn−j
+
(
n
j
) (
yjyn−j −
(
n
j
)2
q
)
yn−j
((
n
j
)2 − |yn−j|2)
=
(
n
j
)
[yjyn−j − |yn−j|2q]
yn−j
((
n
j
)2 − |yn−j|2)
=
(
n
j
)
(yj − y¯n−jq)(
n
j
)2 − |yn−j|2 .
Also, ∣∣∣∣∣− yjyn−j +
(
n
j
)2
q
y2n−j
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
(
n
j
)
yn−j
∣∣∣∣∣
2
− 1
∣∣∣∣∣∣
=
∣∣∣yjyn−j − (nj)2q∣∣∣∣∣∣(nj)2 − |yn−j|2∣∣∣ .
Therefore, if |yn−j| 6=
(
n
j
)
, then the image set Φj(T, y) is a circle whose center and radius
are (
n
j
)
(yj − y¯n−jq)(
n
j
)2 − |yn−j|2 and
∣∣∣yjyn−j − (nj)2q∣∣∣∣∣∣(nj)2 − |yn−j|2∣∣∣
respectively. If |yn−j| <
(
n
j
)
, then Φj(., y) is bounded on D. By the maximum modulus
principle, the set Φj(D, y) must be lying inside the circle Φj(T, y) for that j ∈ {1, . . . , n−
1}. Now by continuity of the function Φj(., y), the set Φj(D, y) is the open disc with
boundary Φj(T, y). Hence for a point y = (y1, . . . , yn−1, q) ∈ Cn and j ∈ {1, . . . , n− 1} if
|yn−j| <
(
n
j
)
, then the function Φj(., y) maps D to the open disc with center and radius
(
n
j
)
(yj − y¯n−jq)(
n
j
)2 − |yn−j|2 and
∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yn−j|2 (3.4)
respectively. Note that the point of maximum modulus of a closed disc with center a and
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radius r has modulus |a|+ r. Hence
Dj(y) =

(
n
j
) |yj − y¯n−jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yn−j|2 if |yn−j| <
(
n
j
)
and yjyn−j 6=
(
n
j
)2
q
|yj|(
n
j
) if yjyn−j = (nj)2q
∞ otherwise .
(3.5)
3.1 Characterizations for the points in G˜n
In this section, we find a variety of conditions each of which characterizes a point in G˜n
with the help of the functions Φj ’s and Dj’s. We begin with a theorem which can be
considered as a preparatory result for the main theorem (Theorem 3.1.3) of this section.
Theorem 3.1.1. For a point y = (y1, . . . , yn−1, q) ∈ Cn and for any chosen but fixed
j ∈ {1, . . . , n− 1} the following are equivalent:
(1)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D;
(2) ‖Φj(., y)‖H∞< 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yn−j| <
(
n
j
)
;
(2′) ‖Φn−j(., y)‖H∞< 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yj| <
(
n
j
)
;
(3)
(
n
j
) |yj − y¯n−jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣ < (nj)2 − |yn−j|2;
(3′)
(
n
j
) |yn−j − y¯jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣ < (nj)2 − |yj|2;
(4) |yj|2 − |yn−j|2 +
(
n
j
)2|q|2 + 2(n
j
) |yn−j − y¯jq| < (nj)2 and |yn−j| < (nj);
(4′) |yn−j|2 − |yj|2 +
(
n
j
)2|q|2 + 2(n
j
) |yj − y¯n−jq| < (nj)2 and |yj| < (nj);
(5) |yj|2 + |yn−j|2 −
(
n
j
)2|q|2 + 2 ∣∣∣yjyn−j − (nj)2q∣∣∣ < (nj)2 and |q| < 1;
(6) There exists a 2 × 2 matrix Bj such that ‖Bj‖< 1, detBj = q, yj =
(
n
j
)
[Bj ]11 and
yn−j =
(
n
j
)
[Bj ]22;
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(7) There exists a 2 × 2 symmetric matrix Bj such that ‖Bj‖< 1, detBj = q, yj =(
n
j
)
[Bj]11 and yn−j =
(
n
j
)
[Bj]22.
Proof. We divide the proof into two parts. First consider the case yjyn−j =
(
n
j
)2
q. For
this case each of the conditions (1)− (7) is equivalent to the pair of conditions |yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
. The reason is explained below.
(1) : (
n
j
)
− yjz − yn−jw +
(
n
j
)
qzw 6= 0, for all z, w ∈ D
⇔ 1− yj(n
j
)z − yn−j(n
j
) w + yjyn−j(
n
j
)2 zw 6= 0, for any z, w ∈ D
⇔
(
1− yj(n
j
)z)(1− yn−j(n
j
) w) 6= 0, for any z, w ∈ D
⇔ |yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
.
Otherwise if |yj| ≥
(
n
j
)
, then by taking z =
(
n
j
)
yj
∈ D, we have(
1− yj(n
j
)z)(1− yn−j(n
j
) w) = 0, for any w ∈ D
and if |yn−j| ≥
(
n
j
)
then by taking w =
(
n
j
)
yn−j
∈ D, we have(
1− yj(n
j
)z)(1− yn−j(n
j
) w) = 0 for any z ∈ D.
(2) : For the case yjyn−j =
(
n
j
)2
q, we have Φj(., y) =
yj(
n
j
) . Thus ‖Φj(., y)‖< 1 if and
only if |yj| <
(
n
j
)
. Therefore, statement (2) is equivalent to the pair of conditions
|yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
.
(2′) : In this case, Φn−j(., y) =
yn−j(
n
j
) . Thus ‖Φn−j(., y)‖< 1 if and only if |yn−j| < (nj).
Therefore, statement (2′) is equivalent to the pair of conditions |yj| <
(
n
j
)
and
|yn−j| <
(
n
j
)
.
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(3) : Since yjyn−j =
(
n
j
)2
q, statement (3) is same as the following:
(
n
j
)
|yj − y¯n−jq| <
(
n
j
)2
− |yn−j|2
⇔
(
n
j
) ∣∣∣∣∣yj − y¯n−j yjyn−j(n
j
)2
∣∣∣∣∣ <
(
n
j
)2
− |yn−j|2
⇔ |yj|(n
j
) ∣∣∣∣∣
(
n
j
)2
− |yn−j|2
∣∣∣∣∣ <
(
n
j
)2
− |yn−j|2 (3.6)
⇔ |yn−j| <
(
n
j
)
and |yj| <
(
n
j
)
.
The reason of the forward implication is that, if |yn−j| >
(
n
j
)
, then the left hand side
of the inequality (3.6) becomes positive while the right hand side becomes negative
- a contradiction. Also, the inequality (3.6) is not valid for the case |yn−j| =
(
n
j
)
.
Hence |yn−j| <
(
n
j
)
and consequently, by (3.6), |yj| <
(
n
j
)
.
(3′) : Similarly, statement (3′) is equivalent to the pair of conditions |yj| <
(
n
j
)
and
|yn−j| <
(
n
j
)
.
(4) :
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
⇔ |yj|2 − |yn−j|2 + |yjyn−j|
2(
n
j
)2 + 2(nj
) ∣∣∣∣∣yn−j − y¯jyjyn−j(n
j
)2
∣∣∣∣∣ <
(
n
j
)2
⇔ |yj|2 −
(
n
j
)2
− |yn−j|2
(
1− |yj|
2(
n
j
)2
)
+ 2
(
n
j
)
|yn−j|
∣∣∣∣∣1− |yj|2(n
j
)2
∣∣∣∣∣ < 0
⇔ −
(
1− |yj|
2(
n
j
)2
)((
n
j
)2
+ |yn−j|2
)
+ 2
(
n
j
)
|yn−j|
∣∣∣∣∣1− |yj|2(n
j
)2
∣∣∣∣∣ < 0 (3.7)
⇒ 1− |yj|
2(
n
j
)2 > 0
⇒|yj| <
(
n
j
)
.
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Otherwise, the left hand side of inequality (3.7) becomes non-negative. Also by
hypothesis, |yn−j| <
(
n
j
)
. Hence statement (4) implies |yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
when yjyn−j =
(
n
j
)2
q. On the other hand
|yj| <
(
n
j
)
⇒ −
(
1− |yj|
2(
n
j
)2
)((
n
j
)
− |yn−j|
)2
< 0
⇒ −
(
1− |yj|
2(
n
j
)2
)((
n
j
)2
+ |yn−j|2
)
+ 2
(
n
j
)
|yn−j|
∣∣∣∣∣1− |yj|2(n
j
)2
∣∣∣∣∣ < 0
⇔ |yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
.
Hence |yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
together imply statement (4) for the case
yjyn−j =
(
n
j
)2
q.
(4′) : Similarly, statement (4′) is equivalent to the pair of conditions |yj| <
(
n
j
)
and
|yn−j| <
(
n
j
)
.
(5) :
|yj|2 + |yn−j|2 −
(
n
j
)2
|q|2 + 2
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
⇔ |yj|2 + |yn−j|2 − |yjyn−j|
2(
n
j
)2 − (nj
)2
< 0
⇔ −
(
n
j
)2(
1− |yj|
2(
n
j
)2
)
+ |yn−j|2
(
1− |yj|
2(
n
j
)2
)
< 0
⇔ −
(
n
j
)2(
1− |yj|
2(
n
j
)2
)(
1− |yn−j|
2(
n
j
)2
)
< 0
and
|q| < 1⇔ |yj||yn−j| <
(
n
j
)2
.
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Hence in this case, statement (5) holds if and only if
−
(
n
j
)2(
1− |yj|
2(
n
j
)2
)(
1− |yn−j|
2(
n
j
)2
)
< 0 and |yj||yn−j| <
(
n
j
)2
. (3.8)
The first inequality of (3.8) holds only if
(
1− |yj|
2(
n
j
)2
)
and
(
1− |yn−j|
2(
n
j
)2
)
are of
the same sign. Then the second inequality of (3.8) forces the fact that both the
inequalities in (3.8) holds only if |yn−j| <
(
n
j
)
and |yj| <
(
n
j
)
. If |yn−j| <
(
n
j
)
and
|yj| <
(
n
j
)
hold then clearly (3.8) holds. Therefore, statement (5) holds if and only
if |yn−j| <
(
n
j
)
and |yj| <
(
n
j
)
.
(6) : Suppose (6) holds. Then the matrix Bj , as mentioned in the statement of (6), is
of the form
Bj =

yj(
n
j
) aj
bj
yn−j(
n
j
)
 ,
where aj , bj ∈ C such that detBj + ajbj = yjyn−j(n
j
)2 . Then ajbj = yjyn−j(n
j
)2 − detBj =
yjyn−j(
n
j
)2 − q = 0. Therefore, Bj is one of the following matrices

yj(
n
j
) ∗
0
yn−j(
n
j
)
 or

yj(
n
j
) 0
∗ yn−j(n
j
)
 .
For both the cases ‖Bj‖< 1 if and only if |yn−j| <
(
n
j
)
and |yj| <
(
n
j
)
.
(7) : Suppose condition (7) holds. Then we must have
Bj =

yj(
n
j
) 0
0
yn−j(
n
j
)
 .
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Note that, ‖Bj‖< 1 if and only if |yn−j| <
(
n
j
)
and |yj| <
(
n
j
)
.
Thus conditions (1) − (7) are equivalent for the case yjyn−j =
(
n
j
)2
q. Next we show the
equivalence of those conditions for the case yjyn−j 6=
(
n
j
)2
q. First we prove the following :
(1) ⇔ (2) ⇔ (3)
m
(4)
and
(1) ⇔ (2′) ⇔ (3′)
m
(4′)
(1)⇔ (2): Condition (1) implies that
1− yj(n
j
)z − yn−j(n
j
) w + qzw 6= 0 for all z, w ∈ D,
which is equivalent to
z
(
yj(
n
j
) − qw) 6= 1− yn−j(n
j
) w for all z, w ∈ D.
The above mentioned condition holds only if 1− yn−j(n
j
) w 6= 0 for all w ∈ D, otherwise the
choice z = 0 will lead to a contradiction. If |yn−j| <
(
n
j
)
, then
∣∣∣∣∣yn−j(n
j
) w∣∣∣∣∣ < 1 for all w ∈ D
and consequently 1 − yn−j(n
j
) w 6= 0 for all w ∈ D. If |yn−j| ≥ (nj), then for w =
(
n
j
)
yn−j
∈ D
we have 1 − yn−j(n
j
) w = 0. Hence, 1 − yn−j(n
j
) w 6= 0 for all w ∈ D if and only if |yn−j| < (nj).
Therefore, condition (1) holds if and only if
|yn−j| <
(
n
j
)
and 1 6=
z
(
yj(
n
j
) − qw)
1− yn−j(n
j
) w = zΦj(w, y) for all z, w ∈ D,
which is equivalent to
|yn−j| <
(
n
j
)
and 1 /∈ zΦj(D, y) for all z ∈ D.
If |yn−j| <
(
n
j
)
, then the function Φj(., y) is bounded on D. Then the fact that 1 /∈
zΦj(D, y) for all z ∈ D implies that Φj(D, y) does not intersect the complement of D. Oth-
erwise, there exists some α ∈ D such that |Φj(α, y)| ≥ 1 and by choosing z = 1
Φj(α, y)
∈ D
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we will arrive at a contradiction. Thus the conditions |yn−j| <
(
n
j
)
and 1 /∈ zΦj(D, y) for
all z ∈ D together imply that Φj(D, y)∩Dc = φ. On the other hand if Φj(D, y)∩Dc = φ,
then Φj(., y) is bounded on D hence |yn−j| <
(
n
j
)
, moreover |Φj(α, y)| < 1 for all α ∈ D
and hence |zΦj(α, y)| < 1 for all z, α ∈ D. Therefore, condition (1) holds if and only if
Φj(D, y) does not intersect the complement of D. Note that Φj(D, y)∩Dc = φ if and only
if ‖Φj(., y)‖< 1. Thus condition (1) holds if and only if condition (2) holds.
(1)⇔ (2′): Since condition (1) is equivalent to
w
(
yn−j(
n
j
) − qz) 6= 1− yj(n
j
)z for all z, w ∈ D,
by a similar argument as above, condition (1) holds if and only if
|yj| <
(
n
j
)
and 1 /∈ wΦn−j(D, y) for all w ∈ D,
that is if and only if Φn−j(D, y) does not intersect the complement of D which is same as
saying ‖Φn−j(., y)‖< 1.
(2)⇔ (3): Note that
‖Φj(., y)‖H∞= Dj(y) =
(
n
j
) |yj − y¯n−jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yn−j|2 .
Therefore ‖Φj(., y)‖H∞< 1 if and only if(
n
j
)
|yj − y¯n−jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
− |yn−j|2.
Thus conditions (2) and (3) are equivalent.
(2′)⇔ (3′): Similarly, this equivalence is clear from the following fact
‖Φn−j(., y)‖H∞= Dn−j(y) =
(
n
j
) |yn−j − y¯jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yj|2 .
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(2)⇔ (4): Suppose condition (2) holds. Since yjyn−j 6=
(
n
j
)2
q, the inequality ‖Φj(., y)‖< 1
(that is Φj(., y) is bounded on D) implies |yn−j| <
(
n
j
)
. Again if |yn−j| <
(
n
j
)
holds, then
yn−jz −
(
n
j
) 6= 0 for any z ∈ D and consequently the inequality∣∣∣∣(nj
)
qz − yj
∣∣∣∣ < ∣∣∣∣yn−jz − (nj
)∣∣∣∣ for all z ∈ D
implies ‖Φj(., y)‖< 1. Then by the maximum modulus principle, condition (2) holds if
and only if
|yn−j| <
(
n
j
)
and
∣∣∣∣(nj
)
qz − yj
∣∣∣∣ < ∣∣∣∣yn−jz − (nj
)∣∣∣∣ for all z ∈ T.
Note that:∣∣∣∣(nj
)
qz − yj
∣∣∣∣ < ∣∣∣∣yn−jz −(nj
)∣∣∣∣ for all z ∈ T
⇔
(
n
j
)2
|q|2|z|2 + |yj|2 − 2
(
n
j
)
Re(y¯jqz) < |yn−j|2|z|2 +
(
n
j
)2
− 2
(
n
j
)
Re(yn−jz)
for all z ∈ T
⇔
(
n
j
)2
|q|2 + |yj|2 − |yn−j|2 + 2
(
n
j
)
Re (z(yn−j − y¯jq)) <
(
n
j
)2
for all z ∈ T
⇔ |yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
. (3.9)
(since |x| < k if and only if Re(zx) < k for all z ∈ T.) Hence condition (2) holds if and
only if |yn−j| <
(
n
j
)
and inequality (3.9) hold, that is, if and only if condition (4) holds.
(2′) ⇔ (4′): Using the same line of argument we can show that ‖Φn−j(., y)‖< 1 if and
only if
|yj| <
(
n
j
)
and
∣∣∣∣(nj
)
qz − yn−j
∣∣∣∣ < ∣∣∣∣yjz − (nj
)∣∣∣∣ , for all z ∈ T.
that is if and only if
|yn−j|2 − |yj|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yj − y¯n−jq| <
(
n
j
)2
and |yj| <
(
n
j
)
.
To complete the proof we show the following :
(1) ⇔ (5) ⇐ (6)
⇓ ⇑
(7)
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(1) ⇔ (5): write yˆ = (yˆ1, ..., yˆn−1, q̂), where yˆk = yk for all k 6= n − j, yˆn−j =
(
n
j
)
q¯ and
q̂ =
y¯n−j(
n
j
) . That is,
yˆ =
(
y1, . . . , yn−j−1,
(
n
j
)
q¯, yn−j+1, . . . , yn−1,
y¯n−j(
n
j
) ) .
First note that replacing yn−j and q by
(
n
j
)
q¯ and
y¯n−j(
n
j
) respectively, makes no difference
in the inequality in condition (4′). Thus, condition (4′) holds for the point y ( and for the
chosen j) if and only if (4′) holds for the point yˆ. Since we already proved the equivalence
of (1), (4) and (4′), we can conclude that the inequality in condition (1) holds for the
point y if and only if the inequalities in (4) hold for the point yˆ. Thus, condition (1) holds
if and only if the following holds :
|yj|2 −
∣∣∣∣(nj
)
q¯
∣∣∣∣2 +(nj
)2 ∣∣∣∣∣ y¯n−j(n
j
) ∣∣∣∣∣
2
+ 2
(
n
j
) ∣∣∣∣∣
(
n
j
)
q¯ − y¯j y¯n−j(n
j
) ∣∣∣∣∣ <
(
n
j
)2
and
∣∣∣∣(nj
)
q¯
∣∣∣∣ < (nj
)
,
that is,
|yj|2 −
(
n
j
)2
|q|2 + |yn−j|2 + 2
∣∣∣∣∣
(
n
j
)2
q¯ − y¯j y¯n−j
∣∣∣∣∣ <
(
n
j
)2
and
∣∣∣∣(nj
)
q¯
∣∣∣∣ < (nj
)
,
which is same as saying that
|yj|2 + |yn−j|2 −
(
n
j
)2
|q|2 + 2
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
and |q| < 1.
Hence (1)⇔ (5).
To complete the rest of the proof we need the following lemma, which can be proved by
simple calculations.
Lemma 3.1.2. If
Bj =

yj(
n
j
) bj
cj
yn−j(
n
j
)

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where bjcj =
yjyn−j(
n
j
)2 − q. Then detBj = q,
1−B∗jBj =

1− |yj|
2(
n
j
)2 − |cj|2 −bj y¯j(n
j
) − c¯j yn−j(n
j
)
−b¯j yj(n
j
) − cj y¯n−j(n
j
) 1− |yn−j|2(
n
j
)2 − |bj|2
 (3.10)
and
det(1−B∗jBj) = 1−
|yj|2(
n
j
)2 − |yn−j|2(n
j
)2 + |q|2 − |bj|2 − |cj|2 . (3.11)
Let us get back to the proof of the Theorem 3.1.1.
(5)⇒ (7): Suppose (5) holds. Consider the matrix
Bj =

yj(
n
j
) kj
kj
yn−j(
n
j
)

where kj is the square root(any) of
(
yjyn−j(
n
j
)2 − q
)
. Then detBj = q. By Lemma 3.1.2,
the diagonals of 1− B∗jBj are the following :
1− |yj|
2(
n
j
)2 −
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ and 1− |yn−j|2(n
j
)2 −
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ .
We have proved that condition (1) is equivalent to conditions (3), (3′) and (5). Thus if
condition (5) holds, then conditions (3) and (3′) also hold. Then by conditions (3) and
(3′), we have
1− |yj|
2(
n
j
)2 −
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ > 0 and 1− |yn−j|2(n
j
)2 −
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ > 0,
that is, the diagonals of 1−B∗jBj are positive. Again by Lemma 3.1.2 and condition (5),
we have
det(1− B∗jBj) = 1−
|yj|2(
n
j
)2 − |yn−j|2(n
j
)2 + |q|2 − 2
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ > 0.
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Thus ‖Bj‖< 1. Also we have yj =
(
n
j
)
[Bj ]11 and yn−j =
(
n
j
)
[Bj]22. Hence condition (7) is
satisfied.
(7)⇒ (6) : Obvious.
(6) ⇒ (5) : Suppose (6) holds. Then Bj is a 2 × 2 matrix such that [Bj ]11 = yj(n
j
) ,
[Bj ]22 =
yn−j(
n
j
) and [Bj ]12[Bj]21 = yjyn−j(n
j
)2 − q. Since (|[Bj]12| − |[Bj ]21|)2 ≥ 0, we have
|[Bj]12|2 + |[Bj ]21|2 ≥ 2 |[Bj]12[Bj ]21| = 2
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣ .
Since ‖Bj‖< 1, by lemma 3.1.2 we have
1− |yj|
2(
n
j
)2 − |yn−j|2(n
j
)2 + |q|2 − 2
∣∣∣∣∣yjyn−j(n
j
)2 − q
∣∣∣∣∣
≥ 1− |yj|
2(
n
j
)2 − |yn−j|2(n
j
)2 + |q|2 − |[Bj ]12|2 − |[Bj ]21|2
= det(1− B∗jBj)
> 0.
Therefore,
|yn−j|2 + |yj|2 −
(
n
j
)2
|q|2 + 2
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
.
The fact ‖Bj‖< 1 implies | detBj | < 1, and thus |q| < 1. Hence (5) holds and the proof
is complete.
Now we are in a position to characterize the points in G˜n. This is one of the main
results of this chapter.
Theorem 3.1.3. For a point y = (y1, . . . , yn−1, q) ∈ Cn, the following are equivalent:
(1) y ∈ G˜n;
(2)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ];
(3) |yn−j − y¯jq|+ |yj − y¯n−jq| <
(
n
j
)
(1− |q|2) for all j = 1, . . . , [n
2
]
.
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Proof. To proof the theorem we show the following :
(2) ⇐ (1)
⇓ ⇑
(3)
(1)⇒ (2): Suppose y = (y1, . . . , yn−1, q) ∈ G˜n. Then |q| < 1, and there exists (β1, . . . , βn−1) ∈
Cn−1 such that for each j ∈ {1, . . . , [n
2
]}
|βj|+ |βn−j| <
(
n
j
)
, yj = βj + β¯n−jq and yn−j = βn−j + β¯jq.
Hence
|yn−j| = |βn−j + β¯jq| ≤ |βn−j|+ |βj| <
(
n
j
)
.
Then, for each j = 1, . . . , [n
2
],
|yj|2 − |yn−j|2
= (βj + β¯n−jq)(β¯j + βn−j q¯)− (βn−j + β¯jq)(β¯n−j + βj q¯)
= |βj|2 + |βn−j|2|q|2 + 2Re(βjβn−j q¯)− |βn−j|2 − |βj |2|q|2 − 2Re(βjβn−j q¯)
= |βj|2(1− |q|2)− |βn−j|2(1− |q|2)
= (|βj|2 − |βn−j|2)(1− |q|2)
<
(
n
j
)
(|βj| − |βn−j|)(1− |q|2)
and
yn−j − y¯jq = βn−j + β¯jq − (β¯j + βn−j q¯)q = βn−j(1− |q|2).
Hence, for all j = 1, . . . , [n
2
],
|yj|2 − |yn−j|2 − 2
(
n
j
)
|yn−j − y¯jq|
<
(
n
j
)
(|βj| − |βn−j|)(1− |q|2) + 2
(
n
j
)
|βn−j|
∣∣1− |q|2∣∣
=
(
n
j
)
(|βj|+ |βn−j|)(1− |q|2) (since |q| < 1)
<
(
n
j
)2
(1− |q|2).
Thus, for all j = 1, . . . , [n
2
],
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 − 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
. (3.12)
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Therefore, condition (4) of the Theorem 3.1.1 holds. Then by equivalence of conditions
(1) and (4) of Theorem 3.1.1, we have(
n
j
)
− yjz − yn−jw +
(
n
j
)
qzw 6= 0 for all z, w ∈ D and for all j = 1, . . . , [n
2
]
Hence (2) holds.
(2) ⇒ (3): Suppose condition (2) holds. Let j ∈ {1, . . . , [n
2
]}
be arbitrary. Then, we
have (
n
j
)
− yjz − yn−jw +
(
n
j
)
qzw 6= 0 for all z, w ∈ D.
Hence condition (1) of Theorem 3.1.1 holds, thus conditions (4) and (4′) of Theorem 3.1.1
also hold. That is,
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
and |yn−j|2 − |yj|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yj − y¯n−jq| <
(
n
j
)2
.
By adding the above two inequalities, we get
2 |yn−j − y¯jq|+ 2 |yj − y¯n−jq| < 2
(
n
j
)
(1− |q|2),
that is,
|yn−j − y¯jq|+ |yj − y¯n−jq| <
(
n
j
)
(1− |q|2). (3.13)
Since j is chosen arbitrarily, inequality 3.13 holds for each j ∈ {1, . . . , [n
2
]}
. Hence
(2)⇒ (3). Further note that if inequation in condition (2) holds for some j ∈ {1, . . . , [n
2
]}
,
then the inequality in condition (3) holds for the same j.
(3)⇒ (1): Suppose condition (3) holds. Clearly |q| < 1. For each j = 1, . . . , [n
2
]
, consider
βj =
yj − y¯n−jq
1− |q|2 and βn−j =
yn−j − y¯jq
1− |q|2 .
Then
βj + β¯n−jq = yj and βn−j + β¯jq = yn−j,
for all j = 1, . . . ,
[
n
2
]
. That is,
βj + β¯n−jq = yj,
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for all j = 1, . . . , n− 1. By condition (3) of this theorem, we have
|βj |+ |βn−j| <
(
n
j
)
for each j = 1, . . . ,
[n
2
]
.
Hence for the point y = (y1, . . . , yn−1, q) ∈ Cn, there exists (β1, . . . , βn−1) ∈ Cn−1 such
that yj = βj + β¯n−jq and |βj | + |βn−j| <
(
n
j
)
for all j = 1, . . . , n − 1. Therefore y ∈ G˜n,
and the proof is complete.
Being armed with the previous two theorems, now we are in a position to present the
characterization theorem for G˜n.
Theorem 3.1.4. For a point y = (y1, . . . , yn−1, q) ∈ Cn, the following are equivalent:
(1) y ∈ G˜n;
(2)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ];
(3) for all j = 1, . . . ,
[
n
2
]
either
‖Φj(., y)‖H∞< 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yn−j| <
(
n
j
)
or
‖Φn−j(., y)‖H∞< 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yj| <
(
n
j
)
;
(4) for all j = 1, . . . ,
[
n
2
]
either(
n
j
)
|yj − y¯n−jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
− |yn−j|2
or (
n
j
)
|yn−j − y¯jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ <
(
n
j
)2
− |yj|2;
(5) for all j = 1, . . . ,
[
n
2
]
either
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| <
(
n
j
)2
and |yn−j| <
(
n
j
)
or
|yn−j|2 − |yj|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yj − y¯n−jq| <
(
n
j
)2
and |yj| <
(
n
j
)
;
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(6) |q| < 1 and |yj|2+ |yn−j|2−
(
n
j
)2|q|2+2 ∣∣∣yjyn−j − (nj)2q∣∣∣ < (nj)2 for all j = 1, . . . , [n2 ];
(7) |yn−j − y¯jq|+ |yj − y¯n−jq| <
(
n
j
)
(1− |q|2) for all j = 1, . . . , [n
2
]
;
(8) there exist
[
n
2
]
number of 2 × 2 matrices B1, . . . , B[n2 ] such that ‖Bj‖< 1, yj =(
n
j
)
[Bj ]11, yn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = · · · = detB[n2 ] = q ;
(9) there exist
[
n
2
]
number of 2×2 symmetric matrices B1, . . . , B[n2 ] such that ‖Bj‖< 1,
yj =
(
n
j
)
[Bj]11, yn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = · · · = detB[n2 ] = q .
Proof. The equivalence of (1), (2) and (7) is already proved in Theorem 3.1.3. We show
that the rest of the conditions are equivalent to condition (2). Suppose condition (2)
of this theorem holds. Let j ∈ {1, . . . , [n
2
]}
be arbitrary. Then, by the equivalence of
the conditions (1), (2) and (2′) of Theorem 3.1.1, both of the inequalities in condition (3)
hold for the same j. This is true for any j ∈ {1, . . . , [n
2
]}
and consequently (2) ⇒ (3).
Conversely, if either of the two inequalities of condition (3) holds for a j ∈ {1, . . . , [n
2
]}
then, again by Theorem 3.1.1, the inequation in condition (2) holds for the same j. Thus
(2) ⇔ (3). Similarly, by the equivalence of (1), (3) and (3′) of Theorem 3.1.1 we have
(2)⇔ (4), and by the equivalence of (1), (4) and (4′) of Theorem 3.1.1 we have (2)⇔ (5).
Note that the inequality in condition (6) of this theorem is same as the inequality in
condition (5) of Theorem 3.1.1. Thus, by the equivalence of (1) and (5) of Theorem 3.1.1,
the inequation in condition (2) of this theorem holds if and only if the inequality in con-
dition (6) of this theorem holds for a j ∈ {1, . . . , [n
2
]}
. Consequently we have (2)⇔ (6).
Therefore, we have the equivalence of (1)− (7) of this theorem.
Suppose condition (2) of this theorem holds. Let j ∈ {1, . . . , [n
2
]}
. Then by equiva-
lence of (1) and (6) of Theorem 3.1.1, there exists a 2× 2 matrix Bj such that ‖Bj‖< 1,
detBj = q, yj =
(
n
j
)
[Bj]11 and yn−j =
(
n
j
)
[Bj ]22. Since, this is true for each j = 1, . . . ,
[
n
2
]
,
there exist
[
n
2
]
number of matrices satisfying the constraints of condition (8). Note
that each of these matrices has determinant q. Hence (2) ⇒ (8). Conversely, for any
j ∈ {1, . . . , [n
2
]}
, if there exists such a matrix Bj then, by Theorem 3.1.1, the inequation
in condition (2) of this theorem holds for the same j. Consequently (2)⇔ (8). Similarly
from the equivalence of (1) and (7) of Theorem 3.1.1 we have (2)⇔ (9). Hence we have
the equivalence of all conditions of this theorem.
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Remark 3.1.5. Condition (3) of Theorem 3.1.4 describes 2
[n2 ] numbers of possible com-
binations, each of which is equivalent to the condition y = (y1, . . . , yn−1, q) ∈ G˜n. Also
each of those combination are equivalent to each other. Same kind of observation persists
for condition (4) and condition (5) of Theorem 3.1.4 also.
Corollary 3.1.6. Let y = (y1, . . . , yn−1, q) and j ∈
{
1, . . . ,
[
n
2
]}
, write y˜j = (y˜1, . . . , y˜n−1, q˜)
where
y˜k = yk for k 6= j, n− j; y˜j = yn−j, y˜n−j = yj and q˜ = q,
that is,
y˜j = (y1, . . . , yj−1, yn−j, yj+1, . . . , yn−j−1, yj, yn−j+1, . . . , yn−1, q).
Then y ∈ G˜n(or Γ˜n) if and only if y˜j ∈ G˜n(or Γ˜n).
3.2 Characterizations of a point in Γ˜n
In this section, we state and prove an analog of Theorem 3.1.4 for G˜n(= Γ˜n). We follow
similar strategy as in the previous section to establish a preparatory theorem before
proceeding to the main result.
Theorem 3.2.1. For a point y = (y1, . . . , yn−1, q) ∈ Cn and for any chosen but fixed
j ∈ {1, . . . , [n
2
]} the following are equivalent:
(1)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D;
(2) ‖Φj(., y)‖H∞≤ 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yn−j| ≤
(
n
j
)
;
(2′) ‖Φn−j(., y)‖H∞≤ 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yj| ≤
(
n
j
)
;
(3)
(
n
j
) |yj − y¯n−jq| + ∣∣∣yjyn−j − (nj)2q∣∣∣ ≤ (nj)2 − |yn−j|2 and if yjyn−j = (nj)2q then, in
addition, |yj| ≤
(
n
j
)
;
(3′)
(
n
j
) |yn−j − y¯jq| + ∣∣∣yjyn−j − (nj)2q∣∣∣ ≤ (nj)2 − |yj|2 and if yjyn−j = (nj)2q then, in
addition, |yn−j| ≤
(
n
j
)
;
(4) |yj|2 − |yn−j|2 +
(
n
j
)2|q|2 + 2(n
j
) |yn−j − y¯jq| ≤ (nj)2 and |yn−j| ≤ (nj);
(4′) |yn−j|2 − |yj|2 +
(
n
j
)2|q|2 + 2(n
j
) |yj − y¯n−jq| ≤ (nj)2 and |yj| ≤ (nj);
(5) |yj|2 + |yn−j|2 −
(
n
j
)2|q|2 + 2 ∣∣∣yjyn−j − (nj)2q∣∣∣ ≤ (nj)2 and |q| ≤ 1;
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(6) there exists a 2 × 2 matrix Bj such that ‖Bj‖≤ 1, detBj = q, yj =
(
n
j
)
[Bj ]11 and
yn−j =
(
n
j
)
[Bj ]22;
(7) there exists a 2 × 2 symmetric matrix Bj such that ‖Bj‖≤ 1, detBj = q, yj =(
n
j
)
[Bj ]11 and yn−j =
(
n
j
)
[Bj ]22.
Proof. The proof is similar to the proof of Theorem 3.1.1. For the case yyyn−j =
(
n
j
)2
q,
each condition is equivalent to the pair of statements |yj| ≤
(
n
j
)
and |yn−j| ≤
(
n
j
)
. The
explanations for each case are similar to the proof (for the corresponding case) of Theorem
3.1.1. In this case, we explain the reason for the parts (3) and (3′) as they are slightly
different form the similar parts in Theorem 3.1.1.
(3) : Since yjyn−j =
(
n
j
)2
q, we have the following:
(
n
j
)
|yj − y¯n−jq| ≤
(
n
j
)2
− |yn−j|2
⇔
(
n
j
) ∣∣∣∣∣yj − y¯n−j yjyn−j(n
j
)2
∣∣∣∣∣ ≤
(
n
j
)2
− |yn−j|2
⇔ |yj|(n
j
) ∣∣∣∣∣
(
n
j
)2
− |yn−j|2
∣∣∣∣∣ ≤
(
n
j
)2
− |yn−j|2 (3.14)
⇒ |yn−j| ≤
(
n
j
)
.
Since |yn−j| >
(
n
j
)
provides a contradiction, as the left hand side of the inequality (3.14)
becomes positive while the right hand side becomes negative. Hence statement (3) implies
|yj| ≤
(
n
j
)
and |yn−j| ≤
(
n
j
)
. On the other hand
|yj| <
(
n
j
)
and |yn−j| <
(
n
j
)
⇒ |yj|(n
j
) ∣∣∣∣∣
(
n
j
)2
− |yn−j|2
∣∣∣∣∣ ≤
(
n
j
)2
− |yn−j|2
⇔
(
n
j
)
|yj − y¯n−jq| ≤
(
n
j
)2
− |yn−j|2.
That is, |yj| ≤
(
n
j
)
and |yn−j| ≤
(
n
j
)
together imply statement (3) for the case yyyn−j =(
n
j
)2
q.
34
(3′) : Similarly, statement (3′) is equivalent to the inequality
|yn−j|(
n
j
) ∣∣∣∣∣
(
n
j
)2
− |yj|2
∣∣∣∣∣ <
(
n
j
)2
− |yj|2
which implies |yj| <
(
n
j
)
. Hence statement (3′) implies |yj| ≤
(
n
j
)
and |yn−j| ≤
(
n
j
)
. Also,
|yj| ≤
(
n
j
)
and |yn−j| ≤
(
n
j
)
together imply statement (3′) for this case.
For the case yyyn−j 6=
(
n
j
)2
q, the proofs of the equivalences are also similar as that are
in Theorem 3.1.1, hence we skip them.
Next we state and proof an analog of Theorem 3.1.3.
Theorem 3.2.2. For a point y = (y1, . . . , yn−1, q) ∈ Cn, the following are equivalent:
(1) y ∈ Γ˜n;
(2)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ];
(3) |yn−j − y¯jq|+ |yj − y¯n−jq| ≤
(
n
j
)
(1− |q|2) for all j = 1, . . . , [n
2
]
, and if |q| = 1 then,
in addition, |yj| ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
.
(4) |q| ≤ 1 and there exists (β1, . . . , βn−1) ∈ Cn−1 such that yj = βj + β¯n−jq, yn−j =
βn−j + β¯jq and |βj|+ |βn−j| ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
.
Proof. (1) ⇔ (2): Suppose (2) holds. For any ζ, η ∈ D and for any r ∈ (0, 1) we have
rζ, rη ∈ D. Hence(
n
j
)
− yjrζ − yn−jrη +
(
n
j
)
qr2ζη 6= 0 for all j = 1, . . . ,
[n
2
]
.
Since the above is true for any ζ, η ∈ D and any r ∈ (0, 1), by Theorem 3.1.3, we have
(ry1, ry2, . . . , ryn−1, r2q) ∈ G˜n
for any r ∈ (0, 1). Therefore, y = (y1, . . . , yn−1, q) ∈ G˜n = Γ˜n.
Conversely, suppose y = (y1, . . . , yn−1, q) ∈ Γ˜n. Also suppose (2) does not hold, that
is, for some j = 1, . . . ,
[
n
2
]
(
n
j
)
− yjz − yn−jw +
(
n
j
)
qzw = 0 for some z, w ∈ D
⇒ z
((
n
j
)
qw − yj
)
=
(
yn−jw −
(
n
j
))
for some z, w ∈ D.
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Since y ∈ Γ˜n, we have |yn−j| ≤
(
n
j
)
and hence yn−jw −
(
n
j
) 6= 0 for all w ∈ D. Therefore,
z
(
n
j
)
qw − yj
yn−jw −
(
n
j
) = zΦj(w, y) = 1 for some z, w ∈ D
and consequently |Φj(w, y)| > 1 for some w ∈ D. But Theorem 3.1.4 states that,
|Φj(w, ζ)| < 1 whenever w ∈ D and ζ ∈ G˜n. Since y ∈ Γ˜n, we must have |Φj(w, y)| ≤ 1
for any w ∈ D, a contradiction. Hence (2) must holds, if y ∈ Γ˜n.
(2)⇒ (3): we can have similar proof as in the corresponding part of Theorem 3.1.3.
(3) ⇒ (4): Suppose condition (3) holds, then |q| ≤ 1. For |q| < 1, the part (3) ⇒ (1) of
the proof of Theorem 3.1.3 works here, that is, take
βj =
yj − y¯n−jq
1− |q|2 and βn−j =
yn−j − y¯jq
1− |q|2 for j = 1, . . . ,
[n
2
]
to obtain statement (4) of this theorem. If |q| = 1, then condition (3) implies yj = y¯n−jq
and yn−j = y¯jq, for all j = 1, . . . ,
[
n
2
]
. Hence |yn−j| = |yj| ≤
(
n
j
)
. Choose r1, . . . , r[n
2
] ∈
[0, 1]. Consider
βj = rjyj and βn−j = (1− rj)yn−j for all j = 1, . . . ,
[n
2
]
.
Then for all j = 1, . . . ,
[
n
2
]
we have the following
|βj|+ |βn−j| ≤
(
n
j
)
rj +
(
n
j
)
(1− rj) =
(
n
j
)
,
βj + β¯n−jq = rjyj + (1− rj)y¯n−jq = rjyj + (1− rj)yj = yj
and βn−j + β¯jq = (1− rj)yn−j + rj y¯jq = (1− rj)yn−j + rjyn−j = yn−j.
Thus for both the cases, there exist (β1, . . . , βn−1) ∈ Cn such that yj = βj + β¯n−jq,
yn−j = βn−j + β¯jq and |βj|+ |βn−j| ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
. Hence (4) holds.
(4) ⇒ (2): Suppose (4) holds. Then |q| ≤ 1, and there is (β1, . . . , βn−1) ∈ Cn such that
for any j ∈ {1, . . . , [n
2
]}
|βj|+ |βn−j| ≤
(
n
j
)
, yj = βj + β¯n−jq and yn−j = βn−j + β¯jq.
Hence
|yn−j| = |βn−j + β¯jq| ≤ |βn−j|+ |βj| ≤
(
n
j
)
.
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Let j ∈ {1, . . . , [n
2
]}
be arbitrary. Then
|yj|2 − |yn−j|2 = |βj|2 + |βn−j|2|q|2 + 2Re(βjβn−j q¯)− |βn−j|2 − |βj|2|q|2 − 2Re(βjβn−j q¯)
= |βj|2(1− |q|2)− |βn−j|2(1− |q|2)
= (|βj|2 − |βn−j|2)(1− |q|2)
≤
(
n
j
)
(|βj| − |βn−j|)(1− |q|2),
and
yn−j − y¯jq = βn−j + β¯jq − (β¯j + βn−j q¯)q = βn−j(1− |q|2).
Hence
|yj|2 − |yn−j|2 − 2
(
n
j
)
|yn−j − y¯jq|
≤
(
n
j
)
(|βj| − |βn−j|)(1− |q|2) + 2
(
n
j
)
|βn−j|
∣∣1− |q|2∣∣
=
(
n
j
)
(|βj|+ |βn−j|)(1− |q|2) (since |q| ≤ 1)
≤
(
n
j
)2
(1− |q|2),
that is,
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 − 2
(
n
j
)
|yn−j − y¯jq| ≤
(
n
j
)2
.
Thus, condition (4) of the Theorem 3.2.1 holds. Then by the equivalence of conditions
(1) and (4) of Theorem 3.2.1, we have(
n
j
)
− yjz − yn−jw +
(
n
j
)
qzw 6= 0 for all z, w ∈ D.
Since j was chosen arbitrarily, the above inequation holds for all j = 1, . . . ,
[
n
2
]
. Hence
condition (2) of this theorem holds. Consequently, the proof is complete.
Therefore, the set Γ˜n can be described as follows :
Γ˜n :=
{
(y1, . . . , yn−1, q) ∈ Cn : q ∈ D, yj = βj + β¯n−jq, βj ∈ C and
|βj|+ |βn−j| ≤
(
n
j
)
for j = 1, . . . , n− 1
}
.
Hence we reach the following characterization theorem for Γ˜n.
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Theorem 3.2.3. For a point y = (y1, . . . , yn−1, q) ∈ Cn, the following are equivalent:
(1) y ∈ Γ˜n;
(2)
(
n
j
)− yjz − yn−jw + (nj)qzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ];
(3) for all j = 1, . . . ,
[
n
2
]
either
‖Φj(., y)‖H∞≤ 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yn−j| ≤
(
n
j
)
or
‖Φn−j(., y)‖H∞≤ 1 and if yjyn−j =
(
n
j
)2
q then, in addition, |yj| ≤
(
n
j
)
;
(4) for all j = 1, . . . ,
[
n
2
]
either(
n
j
)
|yj − y¯n−jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ ≤
(
n
j
)2
− |yn−j|2 and if yjyn−j =
(
n
j
)2
q
then, in addition, |yj| ≤
(
n
j
)
or(
n
j
)
|yn−j − y¯jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ ≤
(
n
j
)2
− |yj|2 and if yjyn−j =
(
n
j
)2
q
then, in addition, |yn−j| ≤
(
n
j
)
;
(5) for all j = 1, . . . ,
[
n
2
]
either
|yj|2 − |yn−j|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yn−j − y¯jq| ≤
(
n
j
)2
and |yn−j| ≤
(
n
j
)
or
|yn−j|2 − |yj|2 +
(
n
j
)2
|q|2 + 2
(
n
j
)
|yj − y¯n−jq| ≤
(
n
j
)2
and |yj| ≤
(
n
j
)
;
(6) |q| ≤ 1 and |yj|2+ |yn−j|2−
(
n
j
)2|q|2+2 ∣∣∣yjyn−j − (nj)2q∣∣∣ ≤ (nj)2 for all j = 1, . . . , [n2 ];
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(7) |yn−j − y¯jq|+ |yj − y¯n−jq| ≤
(
n
j
)
(1−|q|2) for all j = 1, . . . ,
[n
2
]
, and if |q| = 1 then,
in addition, |yj| ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
;
(8) there exist
[
n
2
]
number of 2 × 2 matrices B1, . . . , B[n2 ] such that ‖Bj‖≤ 1, yj =(
n
j
)
[Bj]11, yn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = · · · = detB[n2 ] = q ;
(9) there exist
[
n
2
]
number of 2×2 symmetric matrices B1, . . . , B[n2 ] such that ‖Bj‖≤ 1,
yj =
(
n
j
)
[Bj ]11, yn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = · · · = detB[n2 ] = q.
3.3 Some more geometric properties of G˜n and Γ˜n
In this section, we further study the geometry of the domain G˜n and Γ˜n and obtain few
more interesting features. We show that G˜n is simply connected. We also prove that Γ˜n
is not convex but is polynomially convex. Consider the points a = (n, 0, . . . , 0, ni, i) ∈ Cn
and b = (−ni, 0 . . . , 0, n,−i) ∈ Cn. Then a, b ∈ Γ˜n, because, both the points a and b
satisfy condition (7) of Theorem 3.2.3. The mid point of the line joining a and b is
c =
1
2
(a+ b) =
(
n− ni
2
, 0, . . . , 0,
ni+ n
2
, 0
)
∈ Cn.
The point c /∈ Γ˜n. This is because the inequality in condition (7) of Theorem 3.2.3,
corresponding to the point c and j = 1, doesn’t hold. Indeed, after substituting the
values in that particular inequality we get the following∣∣∣∣ni+ n2
∣∣∣∣ + ∣∣∣∣n− ni2
∣∣∣∣ = √2n  (n1
)
.
Hence, the line segment joining a and b doesn’t entirely lie within Γ˜n and consequently
Γ˜n is not convex.
We now show that Γ˜n is polynomially convex. The polynomial convexity is a salient
feature of a domain. The techniques that we use to prove polynomial convexity of Γ˜n are
similar to that in [2], where the authors established that the tetrablock is polynomially
convex.
Theorem 3.3.1. Γ˜n is polynomially convex.
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Proof. Consider a point y = (y1, . . . , yn−1, q) ∈ Cn \ Γ˜n. To show Γ˜n is polynomially
convex, it is enough to find a polynomial f in n variables, such that |f | ≤ 1 on Γ˜n
and |f(y)| > 1 . Let |yj| >
(
n
j
)
for some j = 1, . . . ,
[
n
2
]
. Then f ((x1, . . . , xn)) =
xj(
n
j
)
has the required property, since for any x ∈ Γ˜n, |xj | ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
. If
|q| > 1 then take f ((x1, . . . , xn)) = xn . Thus assume y to be such that |yj| ≤
(
n
j
)
for
all j = 1, . . . , n − 1; and |q| < 1. Since y /∈ Γ˜n, by condition (3) of Theorem 3.1.4 there
exist some j ∈ {1, . . . , [n
2
]}
such that ‖Φj(., y)‖> 1. That is, there exist z ∈ D and some
j ∈ {1, . . . , [n
2
]}
such that |Φj(z, y)| > 1. Fix that j and z. Note the following cases :
case 1 : If yjyn−j =
(
n
j
)2
q, then |Φj(z, y)| = |yj|(n
j
) . Hence |yj| > (nj) and then the function
f ((x1, . . . , xn)) =
xj(
n
j
) is the required function.
case 2 : If yjyn−j 6=
(
n
j
)2
q, then Φj(z, y) =
(
n
j
)
qz − yj
yn−jz −
(
n
j
) . For m ∈ N, define a polynomial
fm in n variables as follows
fm (x1, . . . , xn) =
(
xj(
n
j
) − xnz
)1 + xn−jz(n
j
) +(xn−jz(n
j
) )2 + · · ·+(xn−jz(n
j
) )m
 .
Let
W =
{
(w1, . . . , wn) ∈ Cn : |wj| ≤
(
n
j
)
, j = 1, . . . .n
}
.
Then Γ˜n ⊂ W and also y ∈ W. For x ∈ W, we have
∣∣∣∣∣xn−jz(n
j
) ∣∣∣∣∣ ≤ |z| < 1 and hence Φj(z, x)
can be written in the following form
Φj(z, x) =
xj(
n
j
) − xnz
1− xn−j(n
j
) z
=
(
xj(
n
j
) − xnz
)1 + xn−jz(n
j
) +(xn−jz(n
j
) )2 + · · ·
 .
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For x ∈ W, we also have∣∣∣∣∣ xj(n
j
) − xnz
∣∣∣∣∣ ≤
∣∣∣∣∣ xj(n
j
)∣∣∣∣∣+ |xn||z| ≤ 2 (as z ∈ D)
and
∣∣∣∣∣1− xn−jz(n
j
) ∣∣∣∣∣ ≥ 1−
∣∣∣∣∣xn−jz(n
j
) ∣∣∣∣∣ ≥ 1− |z|.
Then for any x ∈ W and for any m ∈ N, we have
|fm(x)− Φj(z, x)| =
∣∣∣∣∣ xj(n
j
) − xnz
∣∣∣∣∣
∣∣∣∣∣∣
(
xn−jz(
n
j
) )m+1 +(xn−jz(n
j
) )m+2 + · · ·
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣
(
xn−jz(
n
j
) )m+1
∣∣∣∣∣∣
∣∣∣∣∣∣1 + xn−jz(nj) +
(
xn−jz(
n
j
) )2 + · · ·
∣∣∣∣∣∣
= 2
∣∣∣∣∣∣
(
xn−jz(
n
j
) )m+1
∣∣∣∣∣∣∣∣∣∣∣1− xn−jz(n
j
) ∣∣∣∣∣
≤ 2|z|
m+1
1− |z| .
Let 0 < ǫ <
1
3
(|Φj(z, y)| − 1). Note that z ∈ D implies |z|m+1 → 0 as m → ∞. Hence
there exists k ∈ N, large enough, such that 2|z|
k+1
1− |z| < ǫ. Since
|fm(x)− Φj(z, x)| ≤ 2|z|
m+1
1− |z| for all x ∈ W and for any m ∈ N,
we have
|fk(x)− Φj(z, x)| < ǫ for all x ∈ W.
Again since Γ˜n ⊂ W and |Φj(z, x)| ≤ 1 for all x ∈ Γ˜n, we have
|fk| ≤ |fk − Φj(z, x)|+ |Φj(z, x)| ≤ 1 + ǫ for all x ∈ Γ˜n.
Note that, |Φj(z, y)| > 1 + 3ǫ. Since y ∈ W, we have |Φj(z, y)− fk(y)| < ǫ, that is
|Φj(z, y)| − |fk(y)| ≤ |Φj(z, y)− fk(y)| < ǫ.
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Therefore,
|fk(y)| > |Φj(z, y)| − ǫ > 1 + 2ǫ.
Now take f = (1 + ǫ)−1fk. Then |f(x)| ≤ 1 for all x ∈ Γ˜n, and
|f(y)| = |fk(y)|
1 + ǫ
>
1 + 2ǫ
1 + ǫ
> 1.
Hence f is the required polynomial.
Needless to mention that G˜n is path connected. Is it starlike or circled ? The next
theorem answers these questions.
Theorem 3.3.2. G˜n and Γ˜n are both starlike about (0, . . . , 0). But none of them are
circled.
Proof. Let y = (y1, . . . , yn−1, q) ∈ Γ˜n and let 0 ≤ r < 1. To prove that G˜n and Γ˜n are
starlike about (0, 0, 0), it is enough to show that ry ∈ G˜n for all such y and r. First note
that, for r > 0, z ∈ C and j = 1, . . . , n− 1 we have :∣∣∣∣(nj
)
− rzyn−j
∣∣∣∣2 − ∣∣∣∣ryj −(nj
)
rzq
∣∣∣∣2
=
(
n
j
)2
− 2
(
n
j
)
rRe(zyn−j) + r2|zyn−j|2 −
∣∣∣∣ryj −(nj
)
rzq
∣∣∣∣2
=
(
n
j
)2
r2 −
(
n
j
)
r2zyn−j −
(
n
j
)
r2z¯y¯n−j + r2|zyn−j|2 −
∣∣∣∣ryj − (nj
)
rzq
∣∣∣∣2
+
(
n
j
)2
− 2
(
n
j
)
rRe(zyn−j)−
(
n
j
)2
r2 + 2
(
n
j
)
r2Re(zyn−j)
=
∣∣∣∣(nj
)
r − rzyn−j
∣∣∣∣2 − ∣∣∣∣ryj − (nj
)
rzq
∣∣∣∣2 + (nj
)2
−
(
n
j
)2
r2 + 2
(
n
j
)
r2Re(zyn−j)
− 2
(
n
j
)
rRe(zyn−j)
=r2
∣∣∣∣(nj
)
− zyn−j
∣∣∣∣2 − r2 ∣∣∣∣yj − (nj
)
zq
∣∣∣∣2 + (nj
)2
(1 + r)(1− r)
− 2
(
n
j
)
rRe(zyn−j)(1− r)
=r2
{∣∣∣∣(nj
)
− zyn−j
∣∣∣∣2 − ∣∣∣∣yj −(nj
)
zq
∣∣∣∣2
}
+ (1− r)
((
n
j
)2
+
(
n
j
)2
r − 2
(
n
j
)
rRe(zyn−j)
)
. (3.15)
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Since y ∈ Γ˜n, by condition (3) of Theorem 3.2.3, we have ‖Φj(., y)‖≤ 1 for all j =
1, . . . ,
[
n
2
]
. Hence, for each j = 1, . . . ,
[
n
2
]
‖Φj(., y)‖≤ 1
⇔|Φj(z, y)| ≤ 1 for all z ∈ D
⇔
∣∣∣yj − (nj)zq∣∣∣∣∣∣(nj)− zyn−j∣∣∣ ≤ 1 for all z ∈ D
⇔
∣∣∣∣(nj
)
− zyn−j
∣∣∣∣2 − ∣∣∣∣yj − (nj
)
zq
∣∣∣∣2 ≥ 0 for any z ∈ D.
Again for any z ∈ D and for all j = 1, . . . , [n
2
]
, we have(
n
j
)2
+
(
n
j
)2
r − 2
(
n
j
)
rRe(zyn−j)
=
(
n
j
)2
+
(
n
j
)2
r − 2
(
n
j
)
rRe(zyn−j) + r|zyn−j|2 − r|zyn−j|2
=
((
n
j
)2
− r|zyn−j|2
)
+ r
∣∣∣∣(nj
)
− zyn−j
∣∣∣∣2 > 0 .
Because, r|zyn−j|2 < |zyn−j |2 ≤ |yn−j|2 ≤
(
n
j
)2
(as y ∈ Γ˜n). Hence from equation (3.15),
we have ∣∣∣∣(nj
)
− rzyn−j
∣∣∣∣2 − ∣∣∣∣ryj −(nj
)
rzq
∣∣∣∣2 > 0 ,
for any r ∈ [0, 1), z ∈ D and for all j = 1, . . . , [n
2
]
. Therefore,
|Φj(z, ry)| =
∣∣∣ryj − (nj)rzq∣∣∣∣∣∣(nj)− rzyn−j∣∣∣ < 1 for all j = 1, . . . ,
[n
2
]
,
whenever y ∈ Γ˜n, z ∈ D and 0 ≤ r < 1. Thus, ‖Φj(., ry)‖< 1 for all j = 1, . . . ,
[
n
2
]
,
whenever y ∈ Γ˜n and 0 ≤ r < 1. Therefore, by Theorem 3.1.4, ry ∈ G˜n whenever y ∈ Γ˜n
and 0 ≤ r < 1. Hence G˜n and Γ˜n are starlike about (0, . . . , 0).
Next we show that Γ˜n is not a circled, which implies that G˜n is not a circled domain
either. Let y = (y1, . . . , yn−1, q) ∈ Cn be such that yj =
(
n
j
)
for j = 1, . . . ,
[
n
2
]
. and q = 1,
that is,
y =
((
n
1
)
, . . . ,
(
n
n− 1
)
, 1
)
.
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To prove Γ˜n is not a circled, we show that y ∈ Γ˜n but iy /∈ Γ˜n. Note that, for the above
mentioned point y, we have yjyn−j =
(
n
j
)2
q, and
(
n
j
)
|yj − y¯n−jq|+
∣∣∣∣∣yjyn−j −
(
n
j
)2
q
∣∣∣∣∣ = 0, for each j = 1, . . . , [n2 ]
and (
n
j
)2
− |yn−j|2 = 0, for each j = 1, . . . ,
[n
2
]
.
Therefore, by condition (4) of Theorem 3.1.4, y ∈ Γ˜n. Now consider the point
y˜ = iy =
(
i
(
n
1
)
, . . . , i
(
n
n− 1
)
, i
)
.
Then, for each j = 1, . . . ,
[
n
2
]
, (
n
j
)2
− |y˜n−j|2 = 0.
But, for each j = 1, . . . ,
[
n
2
]
,(
n
j
)
|y˜j − ¯˜yn−jq|+
∣∣∣∣∣y˜j y˜n−j −
(
n
j
)2
q
∣∣∣∣∣
=
(
n
j
) ∣∣∣∣i(nj
)
+
(
n
j
)∣∣∣∣ +
∣∣∣∣∣−
(
n
j
)2
−
(
n
j
)2
i
∣∣∣∣∣
= 2
(
n
j
)2
|1 + i| > 0.
Thus y˜ does not satisfy condition (4) of Theorem 3.1.4 and hence y˜ = iy /∈ Γ˜n. Thus Γ˜n
is not circled.
Thus it is merely mentioned that G˜n is simply connected.
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Chapter 4
Geometry of Gn and Γn
In this chapter, we describe a set of necessary and sufficient conditions each of which
characterizes a point in the symmetrized polydisc Gn and its closure Γn. The conditions
are obtained from Theorem 3.1.4 and Theorem 3.2.3 as Gn ⊂ G˜n.
4.1 Characterizations of a point in Gn
Theorem 4.1.1. Let (s1, . . . , sn−1, p) ∈ Cn and let
Q =
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Cn−1.
Then (s1, . . . , sn−1, p) ∈ Gn if and only if (s1, . . . , sn−1, p) ∈ G˜n and Q ∈ Gn−1.
Proof. Suppose (s1, . . . , sn−1, p) ∈ Gn. Then |p| < 1 and, by Theorem 3.6 of [28], there
exists (β1, . . . , βn−1) ∈ Gn−1 so that
sj = βj + β¯n−jp for each j = 1, . . . , n− 1.
Then for each j = 1, . . . , n− 1, we have
βj =
sj − s¯n−jp
1− |p|2 .
Thus, Q =
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
= (β1, . . . , βn−1) ∈ Gn−1. Clearly
(s1, . . . , sn−1, p) ∈ G˜n, as Gn ⊂ G˜n.
Conversely, suppose (s1, . . . , sn−1, p) ∈ G˜n and Q ∈ Gn−1. Then |p| < 1. For each
j = 1, . . . , n− 1, consider
βj =
sj − s¯n−jp
1− |p|2 .
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Then, we have βj + β¯n−jp = sj for each j = 1, . . . , n − 1. Clearly (β1, . . . , βn−1) = Q ∈
Gn−1. Hence, by Theorem 3.6 of [28], we have (s1, . . . , sn−1, p) ∈ Gn.
For a point x = (s1, . . . , sn−1, p) ∈ Cn, let K(x) be the following statement:
K(x) :≡
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Gn−1.
The next theorem is about the characterizations of a point in Gn.
Theorem 4.1.2. For a point x = (s1, . . . , sn−1, p) ∈ Cn, the following are equivalent:
(1) x ∈ Gn;
(2) the statement K(x) holds and(
n
j
)− sjz − sn−jw + (nj)pzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ] ;
(3) the statement K(x) holds and for all j = 1, . . . ,
[
n
2
]
either
‖Φj(., x)‖H∞< 1 and if sjsn−j =
(
n
j
)2
p then, in addition, |sn−j| <
(
n
j
)
or
‖Φn−j(., x)‖H∞< 1 and if sjsn−j =
(
n
j
)2
p then, in addition, |sj| <
(
n
j
)
;
(4) the statement K(x) holds and for all j = 1, . . . ,
[
n
2
]
either(
n
j
)
|sj − s¯n−jp|+
∣∣∣∣∣sjsn−j −
(
n
j
)2
p
∣∣∣∣∣ <
(
n
j
)2
− |sn−j|2
or (
n
j
)
|sn−j − s¯jp|+
∣∣∣∣∣sjsn−j −
(
n
j
)2
p
∣∣∣∣∣ <
(
n
j
)2
− |sj|2;
(5) the statement K(x) holds and for all j = 1, . . . ,
[
n
2
]
either
|sj|2 − |sn−j|2 +
(
n
j
)2
|p|2 + 2
(
n
j
)
|sn−j − s¯jp| <
(
n
j
)2
and |sn−j| <
(
n
j
)
or
|sn−j|2 − |sj|2 +
(
n
j
)2
|p|2 + 2
(
n
j
)
|sj − s¯n−jp| <
(
n
j
)2
and |sj| <
(
n
j
)
;
46
(6) the statement K(x) holds, |p| < 1 and
|sj|2 + |sn−j|2 −
(
n
j
)2|p|2 + 2 ∣∣∣sjsn−j − (nj)2p∣∣∣ < (nj)2 for all j = 1, . . . , [n2 ];
(7) the statement K(x) holds and
|sn−j − s¯jp|+ |sj − s¯n−jp| <
(
n
j
)
(1− |p|2) for all j = 1, . . . , [n
2
]
;
(8) the statement K(x) holds and there exist
[
n
2
]
number of 2× 2 matrices B1, . . . , B[n2 ]
such that ‖Bj‖< 1, sj =
(
n
j
)
[Bj]11, sn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = detB[n2 ]
= p ;
(9) the statement K(x) holds and there exist
[
n
2
]
number of 2 × 2 symmetric ma-
trices B1, . . . , B[n2 ]
such that ‖Bj‖< 1, sj =
(
n
j
)
[Bj ]11, sn−j =
(
n
j
)
[Bj ]22 for all
j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = detB[n2 ]
= p .
Proof. The proof immediately follows from Theorem 3.1.4 and Theorem 4.1.1.
4.2 Characterizations of a point in Γn
We recall that the distinguished boundary of a compact set K ⊂ Cn is the smallest closed
subset ∆ ⊂ K such that every function from K to C that is analytic in the interior of
K and continuous on K, attains its maximum modulus on ∆. In [24], the distinguished
boundary bΓn of Γn is characterized in the following way:
Theorem 4.2.1 ([24], Theorem 2.4). For (s1, . . . , sn−1, p) ∈ Cn the following are equiva-
lent:
1. (s1, . . . , sn−1, p) ∈ bΓn ;
2. (s1, . . . , sn−1, p) ∈ Γn and |p| = 1 ;
3. |p| = 1, sj = s¯n−jp and
(
n− 1
n
s1,
n− 2
n
s2, . . . ,
1
n
sn−1
)
∈ Γn−1 ;
4. |p| = 1 and there exists (β1, . . . , βn−1) ∈ bΓn−1 such that
sj = βj + β¯n−jp , for j = 1, . . . , n− 1.
Since we have reasonable descriptions for the points in bΓn, in order to characterize
the points in Γn it suffices if we find characterization of the points in Γn \ bΓn.
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Theorem 4.2.2. Let (s1, . . . , sn−1, p) ∈ Cn. Then the following are equivalent:
1. (s1, . . . , sn−1, p) ∈ Γn \ bΓn;
2. (s1, . . . , sn−1, p) ∈ Γn and(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Γn−1 \ bΓn−1.
Proof. Suppose (s1, . . . , sn−1, p) ∈ Γn \ bΓn. Then (s1, . . . , sn−1, p) ∈ Γ˜n and |p| ≤ 1. By
Theorem 4.2.1, we have |p| < 1. By Theorem 3.7 in [28], there exists (β1, . . . , βn−1) ∈ Γn−1
so that
sj = βj + β¯n−jp for each j = 1, . . . , n− 1.
Since |p| < 1, we have
βj =
sj − s¯n−jp
1− |p|2 for each j = 1, . . . , n− 1.
Thus,
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Γn−1. Since (s1, . . . , sn−1, p) /∈ bΓn, by
Theorem 4.2.1,
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Γn−1 \ bΓn−1. Thus (1) ⇒
(2).
Conversely, suppose (2) holds. Then |p| ≤ 1. First suppose |p| < 1 and consider
βj =
sj − s¯n−jp
1− |p|2 .
Then, we have βj + β¯n−jp = sj for each j = 1, . . . , n− 1. By hypothesis (β1, . . . , βn−1) ∈
Γn−1. Hence by Theorem 3.7 in [28], we have (s1, . . . , sn−1, p) ∈ Γn. Now suppose |p| =
1. Since
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
/∈ bΓn−1, by Theorem 4.2.1 we can
conclude that (s1, . . . , sn−1, p) /∈ bΓn. Hence (1) holds.
For a point x = (s1, . . . , sn−1, p) ∈ Cn, let K̂(x) is the following statement:
K̂(x) :≡
(
s1 − s¯n−1p
1− |p|2 ,
s2 − s¯n−2p
1− |p|2 , . . . ,
sn−1 − s¯1p
1− |p|2
)
∈ Γn−1 \ bΓn−1.
The following theorem is a consequence of Theorem 3.2.3 and Theorem 4.2.2 and
provides several characterizations of a point in Γn \ bΓn.
Theorem 4.2.3. For a point x = (s1, . . . , sn−1, p) ∈ Cn, the following are equivalent:
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(1) x ∈ Γn \ bΓn;
(2) The statement K̂(x) holds and(
n
j
)− sjz − sn−jw + (nj)pzw 6= 0, for all z, w ∈ D and for all j = 1, . . . , [n2 ] ;
(3) The statement K̂(x) holds and for all j = 1, . . . ,
[
n
2
]
either
‖Φj(., x)‖H∞≤ 1 and if sjsn−j =
(
n
j
)2
p then, in addition, |sn−j| ≤
(
n
j
)
or
‖Φn−j(., x)‖H∞≤ 1 and if sjsn−j =
(
n
j
)2
p then, in addition, |sj| ≤
(
n
j
)
;
(4) The statement K̂(x) holds and for all j = 1, . . . ,
[
n
2
]
either(
n
j
)
|sj − s¯n−jp|+
∣∣∣∣∣sjsn−j −
(
n
j
)2
p
∣∣∣∣∣ ≤
(
n
j
)2
− |sn−j|2 and if sjsn−j =
(
n
j
)2
p
then, in addition, |sj| ≤
(
n
j
)
or(
n
j
)
|sn−j − s¯jp|+
∣∣∣∣∣sjsn−j −
(
n
j
)2
p
∣∣∣∣∣ ≤
(
n
j
)2
− |sj|2 and if sjsn−j =
(
n
j
)2
p
then, in addition, |sn−j| ≤
(
n
j
)
;
(5) The statement K̂(x) holds and for all j = 1, . . . ,
[
n
2
]
either
|sj|2 − |sn−j|2 +
(
n
j
)2
|p|2 + 2
(
n
j
)
|sn−j − s¯jp| ≤
(
n
j
)2
and |sn−j| ≤
(
n
j
)
or
|sn−j|2 − |sj|2 +
(
n
j
)2
|p|2 + 2
(
n
j
)
|sj − s¯n−jp| ≤
(
n
j
)2
and |sj| ≤
(
n
j
)
;
(6) The statement K̂(x) holds, |p| ≤ 1 and
|sj|2 + |sn−j|2 −
(
n
j
)2|p|2 + 2 ∣∣∣sjsn−j − (nj)2p∣∣∣ ≤ (nj)2 for all j = 1, . . . , [n2 ];
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(7) The statement K̂(x) holds and
|sn−j − s¯jp|+ |sj − s¯n−jp| ≤
(
n
j
)
(1− |p|2) for all j = 1, . . . , [n
2
]
, and if |p| = 1 then,
in addition, |sj| ≤
(
n
j
)
for all j = 1, . . . ,
[
n
2
]
;
(8) The statement K̂(x) holds and there exist
[
n
2
]
number of 2×2 matrices B1, . . . , B[n2 ]
such that ‖Bj‖≤ 1, sj =
(
n
j
)
[Bj ]11, sn−j =
(
n
j
)
[Bj ]22 for all j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = detB[n2 ]
= p ;
(9) The statement K̂(x) holds and there exist
[
n
2
]
number of 2 × 2 symmetric ma-
trices B1, . . . , B[n2 ]
such that ‖Bj‖≤ 1, sj =
(
n
j
)
[Bj ]11, sn−j =
(
n
j
)
[Bj ]22 for all
j = 1, . . . ,
[
n
2
]
and
detB1 = detB2 = detB[n2 ]
= p .
The proof of this Theorem is an analogous to the proof of Theorem 4.1.2 and we skip
it.
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Chapter 5
A Schwarz lemma for G˜n
In this chapter, we shall make several sharp estimates which provide a Schwarz type
lemma for the extended symmetrized polydisc G˜n. We begin with the classical Schwarz
lemma in one variable.
Theorem 5.0.1. Let f be an analytic function on D such that
(a) |f(z)| ≤ 1 for all z ∈ D,
(b) f(0) = 0.
Then |f ′(0)| ≤ 1 and |f(z)| ≤ |z| for all z ∈ D. Moreover, if |f ′(0)| = 1 or if |f(z0)| = |z0|
for some z0 6= 0, then there is a constant c such that |c| = 1 and f(w) = cw for all w ∈ D.
The goal of this chapter is to establish an analogue for G˜n of a part of the classical
Schwarz lemma. We find several conditions which are equivalent to each other and are
necessary for the existence of an analytic map from D to G˜n that interpolates a prescribed
two-point data 0, λ0 ∈ D to (0, . . . , 0) and y0 = (y01, . . . , y0n−1, q0) respectively in G˜n. First
we accumulate a few preparatory results.
5.1 Preparatory results
For a strict 2×2 matrix contraction Z, a matricial Mo¨bius transformationMZ is defined
as
MZ(X) = (1− ZZ∗)− 12 (X − Z)(1− Z∗X)−1(1− Z∗Z) 12 , X ∈ C2×2 and ‖X‖< 1.
The mapMZ is an automorphism of the close unit ball of C2×2 which maps Z to the zero
matrix and M−1Z =M−Z .
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Lemma 5.1.1 ([2], Lemma 3.1). Let Z ∈ C2×2 be such that ‖Z‖< 1 and let 0 ≤ ρ < 1.
Let
KZ(ρ) =
[
[(1− ρ2Z∗Z)(1− Z∗Z)−1]11 [(1− ρ2)(1− ZZ∗)−1Z]21
[(1− ρ2)Z∗(1− ZZ∗)−1]12 [(ZZ∗ − ρ2)(1− ZZ∗)−1]22
]
. (5.1)
(1) There exists X ∈ C2×2 such that ‖X‖≤ ρ and [M−Z(X)]22 = 0 if and only if
detKZ(ρ) ≤ 0.
(2) For any 2× 2 matrix X, [M−Z(X)]22 = 0 if and only if there exists α ∈ C2 \ {0} such
that
X∗u(α) = v(α)
where
u(α) = (1− ZZ∗)− 12 (α1Ze1 + α2e2), (5.2)
v(α) = −(1 − Z∗Z)− 12 (α1e1 + α2Z∗e2)
and e1, e2 is the standard basis of C2.
(3) In particular, if detKZ(ρ) ≤ 0 then an X such that ‖X‖≤ ρ and
[M−Z(X)]22 = 0 is given by
X =

u(α)v(α)∗
‖u(α)‖2 if [Z]22 6= 0
0 if [Z]22 = 0
for any α ∈ C2 \ {0} such that 〈KZ(ρ)α, α〉 ≤ 0.
Lemma 5.1.2 ([2], Lemma 3.2). Let λ0 ∈ D \ {0} let Z ∈ C2×2 satisfy ‖Z‖< 1 and let
KZ(·) be given by equation (5.1),
(1) There exists a function G such that
G ∈ S2×2, [G(0)]22 = 0 and G(λ0) = Z (5.3)
if and only if detKZ(|λ0|) ≤ 0.
(2) A function G ∈ S2×2 satisfies the conditions (5.3) if and only if there exists α ∈ C2\{0}
such that 〈detKZ(|λ0|)α, α〉 ≤ 0 and a Schur function Q such that Q(0)∗λ¯0u(α) = v(α)
and G =M−Z ◦(BQ), where u(α), v(α) are given by equation (5.2) and B is the Blaschke
factor
B(λ) =
λ0 − λ
1− λ¯0λ
. (5.4)
(3) In particular, if [Z]22 6= 0 and α ∈ C2 \ {0} satisfies 〈detKZ(|λ0|)α, α〉 ≤ 0 then the
function
G(λ) =M−Z
(
B(λ)u(α)v(α)∗
λ0‖u(α)‖2
)
(5.5)
satisfies the condition (5.3).
52
Remark 5.1.3. If [Z]22 = 0, then the constant function G(λ) = Z satisfies the condition
(5.3).
Lemma 5.1.4. Let ψ : D −→ Γ˜n be an analytic function such that ψ(λ0) ∈ G˜n for some
λ0 ∈ D, then ψ(D) ⊂ G˜n.
Proof. Write ψ = (ψ1, . . . , ψn). Suppose ψ(λ0) ∈ G˜n, for some λ0 ∈ D. Then, by Theorem
3.1.4, we have for all j = 1, . . . ,
[
n
2
]
,
Φj(D, ψ(λ0)) ⊂ D and |ψn−j(λ0)| <
(
n
j
)
.
Let j ∈ {1, . . . , [n
2
]}
. Since the function ψ : D −→ Γ˜n is analytic, the function
ψn−j : D −→
{
z ∈ C : |z| ≤
(
n
j
)}
is also analytic. Therefore, by Open mapping theorem, |ψn−j(λ)| <
(
n
j
)
for any λ ∈ D.
Since ψ(λ) ∈ Γ˜n, by Theorem 3.2.3, we have ‖Φj(., ψ(λ))‖≤ 1 for any λ ∈ D. Hence,
|Φj(z, ψ(λ))| ≤ 1 for any λ ∈ D, z ∈ D and for any j ∈
{
1, . . . ,
[n
2
]}
.
For z ∈ D and j ∈ {1, . . . , [n
2
]}
, we define a function
gjz :D −→ D
λ 7−→ Φj(z, ψ(λ)).
Then the function gjz is analytic on D and g
j
z(λ0) = Φj(z, ψ(λ0)) ∈ D. Therefore, by
Open mapping theorem, gjz(λ) ⊂ D for all λ ∈ D. This is true for any z ∈ D and any
j ∈ {1, . . . , [n
2
]}
. Hence,
|Φj(z, ψ(λ))| < 1 for any λ ∈ D, z ∈ D and for any j ∈
{
1, . . . ,
[n
2
]}
.
So, for any λ ∈ D, we have
‖Φj(., ψ(λ))‖< 1 for any j ∈
{
1, . . . ,
[n
2
]}
.
Then using Theorem 3.1.4, we have ψ(λ) ∈ G˜n for any λ ∈ D. Hence ψ(D) ⊂ G˜n.
Corollary 5.1.5. Let λ0 ∈ D \ {0} and let y0 = (y01, . . . , y0n−1, q0) ∈ G˜n. Then the
following conditions are equivalent :
(1) there exists an analytic function ψ : D→ Γ˜n such that ψ(0) = (0, . . . , 0) and ψ(λ0) =
y0;
(2) there exists an analytic function ψ : D→ G˜n such that ψ(0) = (0, . . . , 0) and ψ(λ0) =
y0.
The proof is obvious.
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5.2 Schwarz lemma for G˜n
Let B1, . . . , Bk be 2 × 2 contractive matrices such that detB1 = detB2 = · · · = detBk.
We define two functions π2k+1 and π2k in the following way:
π2k+1 (B1, . . . , Bk) =
((
n
1
)
[B1]11, . . . ,
(
n
k
)
[Bk]11,
(
n
k
)
[Bk]22, . . . ,
(
n
1
)
[B1]22, detB1
)
and
π2k (B1, . . . , Bk) =
((
n
1
)
[B1]11, . . . ,
(
n
k − 1
)
[Bk−1]11,
(
n
k
)
([Bk]11 + [Bk]22)
2
,
(
n
k − 1
)
[Bk−1]22, . . . ,
(
n
1
)
[B1]22, detB1
)
.
Then by Theorem 3.1.4, we have
π2k (B1, . . . , Bk) ∈ G˜2k and π2k+1 (B1, . . . , Bk) ∈ G˜2k+1.
For n ≥ 3, let Jn be the following subset of G˜n :
Jn =
{
J oddn if n is odd
J evenn if n is even,
where
J oddn =
{
(y1, . . . , yn−1, yn) ∈ G˜n : yj =
(
n
j
)
n
y1, yn−j =
(
n
j
)
n
yn−1 , for j = 2, . . . ,
[n
2
]}
and
J evenn =
{
(y1, . . . , yn−1, yn) ∈ G˜n : y[n
2
] =
(
n
[n
2
]
)
n
y1 + yn−1
2
, yj =
(
n
j
)
n
y1 ,
yn−j =
(
n
j
)
n
yn−1, for j = 2, . . . ,
[n
2
]
− 1
}
.
It is evident from the definition that Jn = G˜n for n = 1, 2, 3. For y = (y1, . . . , yn−1, q) ∈
Cn, we consider two sets. If n is odd, then F1(y) is the following set:
F1(y) =
{
y˜ = (y˜1, . . . , y˜n−1, q˜) ∈Cn : q˜ = q
λ0
, either y˜j =
yj
λ0
and y˜n−j = yn−j,
or y˜j = yj and y˜n−j =
yn−j
λ0
, for j = 1, . . . ,
[n
2
]}
.
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If n is even then, F2(y) is given by
F2(y) =
{(
n + 1
n
y˜1, . . . ,
n + 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ Cn+1 :
q˜ =
q
λ0
, y˜n
2
=
yn
2
λ0
, y˜n
2
∗ = yn
2
and for j = 1, . . . ,
n
2
− 1,
either y˜j =
yj
λ0
and y˜n−j = yn−j, or y˜j = yj and y˜n−j =
yn−j
λ0
}
.
Note that for a point yˆ = (yˆ1, . . . , yˆn, q̂) ∈ F2(y) and for j = 1, . . . , n2 − 1, the j-th and
(n+ 1− j)-th component of yˆ are the following
yˆj =
(n+ 1)
(n+ 1− j) y˜j and yˆn+1−j =
(n + 1)
(n + 1− j) y˜n−j.
The n
2
-th and (n
2
+ 1)-th component of yˆ are
yˆn
2
=
n+ 1
n
2
+ 1
y˜n
2
and yˆn
2
+1 =
n+ 1
n
2
+ 1
y˜n
2
∗ .
Being armed with necessary results and tools, we are now in a position to state and prove
a Schwarz lemma for G˜n, which is one of the main results of this paper.
Theorem 5.2.1. Let λ0 ∈ D \ {0} and let y0 = (y01, . . . , y0n−1, q0) ∈ G˜n. Then in the set
of following conditions, (1) implies each of (2) − (11). Moreover, (3), (4), (6)− (11) are
all equivalent.
(1) There exists an analytic function ψ : D → G˜n such that ψ(0) = (0, . . . , 0) and
ψ(λ0) = y
0.
(2)
max
1≤j≤n−1
{‖Φj(., y0)‖H∞} ≤ |λ0| .
(3) For each j = 1, . . . ,
[
n
2
]
the following hold{
‖Φj(., y0)‖H∞≤ |λ0| if |y0n−j| ≤ |y0j |
‖Φn−j(., y0)‖H∞≤ |λ0| if |y0j | ≤ |y0n−j| .
(4) If n is odd and y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0) where
y˜j =
y0j
λ0
and y˜n−j = y0n−j when |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise
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for each j = 1, . . . ,
[
n
2
]
, then y˜ ∈ Γ˜n. If n is even and
yˆ =
(
n+1
n
y˜1, . . . ,
n+1
n
2
+1
y˜n
2
, n+1n
2
+1
y˜n
2
∗, n+1n
2
+2
y˜n
2
+1, . . . ,
n+1
n
y˜n−1, q˜
)
∈ F2(y0) where
y˜j =
y0j
λ0
and y˜n−j = y0n−j when |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise
for each j = 1, . . . , n
2
− 1, then yˆ ∈ Γ˜n+1.
(5) There exist
[
n
2
]
number of functions F1, F2, . . . F[n2 ]
in the Schur class such that Fj(0) =[
0 ∗
0 0
]
, and Fj(λ0) = Bj, for j = 1, . . . ,
[
n
2
]
, where detB1 = · · · = detB[n
2
] = q
0,
y0j =
(
n
j
)
[Bj ]11 and y
0
n−j =
(
n
j
)
[Bj ]22
(6) For each j = 1, . . . ,
[
n
2
]
the following hold
(
n
j
) ∣∣y0j − y0n−jq0∣∣+ ∣∣∣y0j y0n−j − (nj)2q0∣∣∣(
n
j
)2 − |y0n−j|2 ≤ |λ0| if |y0n−j| ≤ |y0j |(
n
j
) ∣∣∣y0n−j − y0j q0∣∣∣ + ∣∣∣y0jy0n−j − (nj)2q0∣∣∣(
n
j
)2 − |y0j |2 ≤ |λ0| if |y0j | ≤ |y0n−j| .
(7) For each j = 1, . . . ,
[
n
2
]
the following hold{(
n
j
)
λ0 − y0jz − y0n−jλ0w +
(
n
j
)
q0zw 6= 0, for all z, w ∈ D if |y0n−j| ≤ |y0j |(
n
j
)
λ0 − y0n−jz − y0jλ0w +
(
n
j
)
q0zw 6= 0, for all z, w ∈ D if |y0j | ≤ |y0n−j| .
(8) For each j = 1, . . . ,
[
n
2
]
the following hold{
|y0j |2 − |λ0|2|y0n−j|2 +
(
n
j
)2|q0|2 − (n
j
)2|λ0|2 + 2(nj) ∣∣|λ0|2y0n−j − y¯0j q0∣∣ ≤ 0 if |y0n−j| ≤ |y0j |
|y0n−j|2 − |λ0|2|y0j |2 +
(
n
j
)2|q0|2 − (n
j
)2|λ0|2 + 2(nj) ∣∣|λ0|2y0j − y¯0n−jq0∣∣ ≤ 0 if |y0j | ≤ |y0n−j| .
(9) |q0| ≤ |λ0| and for each j = 1, . . . ,
[
n
2
]
the following hold|y
0
j |2 + |λ0|2|y0n−j|2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 if |y0n−j| ≤ |y0j |
|y0n−j|2 + |λ0|2|y0j |2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 if |y0j | ≤ |y0n−j| .
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(10) For each j = 1, . . . ,
[
n
2
]
the following hold{∣∣|λ0|2y0n−j − y¯0j q0∣∣ + |λ0| ∣∣y0j − y¯0n−jq0∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 if |y0n−j| ≤ |y0j |∣∣|λ0|2y0j − y¯0n−jq0∣∣ + |λ0| ∣∣y0n−j − y¯0j q0∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 if |y0j | ≤ |y0n−j| .
(11) If n is odd number, then |q| ≤ |λ0| and there exist (β1, . . . , βn−1) ∈ Cn−1 such that for
each j = 1, . . . ,
[
n
2
]
, |βj|+ |βn−j| ≤
(
n
j
)
and the following hold{
yj = βjλ0 + β¯n−jq and yn−jλ0 = βn−jλ0 + β¯jq if |y0n−j| ≤ |y0j |
yjλ0 = βjλ0 + β¯n−jq and yn−j = βn−jλ0 + β¯jq if |y0j | < |y0n−j|
and if n is even number, then |q| ≤ |λ0| and there exist (β1, . . . , βn) ∈ Cn such that for
each j = 1, . . . , n
2
, |βj|+ |βn+1−j| ≤
(
n
j
)
and the following hold{
yj = βjλ0 + β¯n+1−jq and yn−jλ0 = βn+1−jλ0 + β¯jq if |y0n−j| ≤ |y0j |
yjλ0 = βjλ0 + β¯n+1−jq and yn−j = βn+1−jλ0 + β¯jq if |y0j | ≤ |y0n−j| .
Furthermore, if y0 ∈ Jn all the conditions (1)− (11) are equivalent. So in particular
the converse holds for n = 1, 2, 3.
Proof. We show the following:
(1) ⇒ (2) ⇒ (3)
⇓
(5)
and
(4) ⇔ (3) ⇔ (8)
m
(6)
and
(9)
m
(7) ⇔ (4) ⇔ (10)
m
(11)
(1) ⇒ (2) : Suppose ψ : D → G˜n is an analytic map such that ψ(0) = (0, . . . , 0) and
ψ(λ0) = y
0. Let z ∈ D and j ∈ {1, . . . , n− 1}, we define a map gjz by
gjz : D −→ C
λ 7−→ Φj(z, ψ(λ)) .
Since ψ(λ) ∈ G˜n, by Theorem 3.1.4, ‖Φj(., x)‖H∞< 1. Thus, for any z ∈ D and for any
j ∈ {1, . . . , n− 1} the map gjz is an analytic self-map of D. Note that
gjz(0) = Φj (z, (0, . . . , 0)) = 0.
Hence by Schwarz lemma in one variable,
|Φj(z, y0)| = |Φj(z, ψ(λ0))| = |gjz(λ0)| ≤ |λ0|.
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Since this is true for any z ∈ D and for any j ∈ {1, . . . , n− 1}, we have
‖Φj(., y0)‖H∞≤ |λ0|, for any j ∈ {1, . . . , n− 1} .
Therefore,
max
1≤j≤n−1
{‖Φj(., y0)‖H∞} ≤ |λ0| .
Hence (2) holds.
(2)⇒ (3) is Obvious
(3)⇒ (4): Suppose (3) holds. Let
A =
{
j ∈
{
1, . . . ,
[n
2
]}
: |y0n−j| ≤ |y0j |
}
and B = j ∈
{
1, . . . ,
[n
2
]}
\ A.
Thus if j ∈ A, ∣∣∣∣∣
(
n
j
)
q0z − y0j
y0n−jz −
(
n
j
)∣∣∣∣∣ = ∣∣Φj(z, y0)∣∣ ≤ |λ0| for all z ∈ D
⇒
∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
j
λ0
y0n−jz −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D. (5.6)
If j ∈ B, then |Φn−j(z, y0)| ≤ |λ0| for all z ∈ D and similarly∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
n−j
λ0
y0j z −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D. (5.7)
Case 1 : Consider the case when n is odd. Let y˜ be the point
y˜ = (y˜1, . . . , y˜n−1, q˜)
where q˜ =
q0
λ0
and for j = 1, . . . ,
[
n
2
]
,
y˜j =

y0j
λ0
if j ∈ A
y0j if j ∈ B
and y˜n−j =

y0n−j if j ∈ A
y0n−j
λ0
if j ∈ B.
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Clearly y˜ ∈ F1(y0). From equations (5.6) and (5.7), we have
‖Φj(., y˜)‖H∞=
∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
j
λ0
y0n−jz −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1, if j ∈ A
and ‖Φn−j(., y˜)‖H∞=
∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
n−j
λ0
y0j z −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1, if j ∈ B.
If j ∈ A, then |y˜n−j| = |y0n−j| ≤
(
n
j
)
and if j ∈ B, then |y˜j| = |y0j | ≤
(
n
j
)
. Therefore, by
Theorem 3.2.3, we have y˜ ∈ Γ˜n.
Case 2 : Consider the case when n is even. Let yˆ be the point
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n + 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
where q˜ =
q0
λ0
, y˜n
2
=
y0n
2
λ0
, y˜n
2
∗ = y0n
2
and for j = 1, . . . , n
2
− 1,
y˜j =

y0j
λ0
if j ∈ A \ {n
2
}
y0j if j ∈ B \
{
n
2
} and y˜n−j =

y0n−j if j ∈ A \
{
n
2
}
y0n−j
λ0
if j ∈ B \ {n
2
}
.
Note that, yˆn
2
=
n + 1
n
2
+ 1
y˜n
2
, yˆn
2
+1 =
n+ 1
n
2
+ 1
y˜n
2
∗ and for j = 1, . . . , n2 − 1,
yˆj =
(n+ 1)
(n+ 1− j) y˜j and yˆn+1−j =
(n + 1)
(n + 1− j) y˜n−j.
Clearly yˆ ∈ F1(y0). Since n is even,
[
n
2
]
= n
2
=
[
n+1
2
]
and so n− [n
2
]
= n
2
. Also note that
when n is even, y0n
2
= y0(n−n
2
) and hence j =
n
2
∈ A. Then, from the equations (5.6), we
get the following: ∣∣∣∣∣∣∣∣∣
(
n
n
2
) q0
λ0
z −
y0n
2
λ0
y0n
2
z − (nn
2
)
∣∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
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⇔∣∣∣∣∣∣∣∣∣∣
(n+ 1)(
n
2
+ 1
)(nn
2
) q0
λ0
z −
(n+ 1)y0n
2(
n
2
+ 1
)
λ0
(n + 1)(
n
2
+ 1
)y0n
2
z − (n+ 1)(
n
2
+ 1
)(nn
2
)
∣∣∣∣∣∣∣∣∣∣
≤ 1 for all z ∈ D
⇔
∣∣∣∣∣∣∣∣∣
(
n+1
n
2
)
q˜z − (n + 1)(
n
2
+ 1
) y˜n
2
(n+ 1)(
n
2
+ 1
) y˜n
2
∗z −
(
n+1
n
2
)
∣∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔
∣∣∣∣∣
(
n+1
n
2
)
q˜z − yˆn
2
yˆ(n
2
+1)z −
(
n+1
n
2
)∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔‖Φn
2
(z, yˆ)‖H∞=
∣∣∣∣∣
(
n+1
n
2
)
q˜z − yˆn
2
yˆ(n+1−n
2
)z −
(
n+1
n
2
)∣∣∣∣∣ ≤ 1 for all z ∈ D.
Hence ‖Φ[n+12 ](., yˆ)‖H∞= ‖Φn2 (., yˆ)‖H∞≤ 1. Again for j ∈ A \
{
n
2
}
, from the equations
(5.6), we have ∣∣∣∣∣∣∣∣
(n+1)
(n+1−j)
(
n
j
) q0
λ0
z − (n+1)
(n+1−j)
y0j
λ0
(n+1)
(n+1−j)y
0
n−jz − (n+1)(n+1−j)
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔
∣∣∣∣∣
(
n+1
j
)
q˜z − yˆj
yˆ(n+1−j)z −
(
n+1
j
)∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔|Φj(z, yˆ)| ≤ 1 for all z ∈ D
⇔‖Φj(., yˆ)‖H∞≤ 1.
Similarly for j ∈ B, from equation (5.7), we have∣∣∣∣∣∣∣∣
(n+1)
(n+1−j)
(
n
j
) q0
λ0
z − (n+1)
(n+1−j)
y0n−j
λ0
(n+1)
(n+1−j)y
0
jz − (n+1)(n+1−j)
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔
∣∣∣∣∣
(
n+1
j
)
q˜z − yˆ(n+1−j)
yˆjz −
(
n+1
j
) ∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔‖Φn+1−j(., yˆ)‖H∞≤ 1.
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Note that n
2
/∈ B and A ∪B = {1, . . . , [n+1
2
]}
. Hence
‖Φj(., yˆ)‖H∞≤ 1, if j ∈ A
and ‖Φn+1−j(., yˆ)‖H∞≤ 1, if j ∈ B.
Therefore, by the equivalence of conditions (1) and (3) of Theorem 3.2.3, we have yˆ ∈ Γ˜n+1.
Hence (4) holds.
(4)⇒ (3): Suppose (4) holds.
Case 1 : Let n be odd. Let y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0), where{
j ∈
{
1, . . . ,
[n
2
]}
: |y0n−j| ≤ |y0j |
}
=
{
j ∈
{
1, . . . ,
[n
2
]}
: y˜j =
y0j
λ0
}
(= A1, say).
Then y˜ ∈ Γ˜n. Consider the set B1 =
{
1, . . . ,
[
n
2
]} \ A1. Since y˜ ∈ Γ˜n, by Theorem 3.2.3,
we have ‖Φk(., y˜)‖H∞≤ 1 for all k ∈ A1 and ‖Φn−k(., y˜)‖H∞≤ 1 for all k ∈ B1. Then for
a j ∈ A1, we get
|Φj(z, y˜)| =
∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
j
λ0
y0n−jz −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣
(
n
j
)
q0z − y0j
y0n−jz −
(
n
j
)∣∣∣∣∣ ≤ |λ0| for all z ∈ D
⇒‖Φj(., y0)‖H∞≤ |λ0|.
Similarly, for a j ∈ B1 we have
|Φn−j(z, y˜)| =
∣∣∣∣∣∣∣∣
(
n
j
) q0
λ0
z − y
0
n−j
λ0
y0jz −
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣
(
n
j
)
q0z − y0n−j
y0jz −
(
n
j
) ∣∣∣∣∣ ≤ |λ0| for all z ∈ D
⇒‖Φn−j(., y0)‖H∞≤ |λ0|.
Therefore, for all j ∈ {1, . . . , [n
2
]}
{
‖Φj(., y0)‖H∞≤ |λ0| if |y0n−j| ≤ |y0j |
‖Φn−j(., y0)‖H∞≤ |λ0| if |y0j | ≤ |y0n−j| .
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Case 2 : Let n be even and let
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ F2(y0) ,
where{
j ∈
{
1, . . . ,
n
2
− 1
}
: |y0n−j| ≤ |y0j |
}
=
{
j ∈
{
1, . . . ,
n
2
− 1
}
: y˜j =
y0j
λ0
}
(= A2, say).
Then yˆ ∈ Γ˜n+1. Consider the set B2 =
{
1, . . . , n
2
− 1} \ A2. Since yˆ ∈ Γ˜n+1, by Theorem
3.2.3, we have ‖Φk(., y˜∗)‖H∞≤ 1 for all k ∈ A2 and ‖Φn
2
(., yˆ)‖H∞≤ 1 and ‖Φn−k(., yˆ)‖H∞≤
1 for all k ∈ B2. Note that
[
n+1
2
]
= n
2
and so
‖Φ[n+12 ](., yˆ)‖H∞=‖Φn2 (., yˆ)‖H∞≤ 1
⇔
∣∣∣∣∣∣∣∣∣
(
n+1
n
2
) q0
λ0
z −
(n + 1)y0n
2
(n
2
+ 1)λ0
(n + 1)
(n
2
+ 1)
y0n
2
z − (n+1n
2
)
∣∣∣∣∣∣∣∣∣
≤ 1 for all z ∈ D
⇔
∣∣∣∣∣∣∣∣∣
(
n
n
2
) q0
λ0
z −
y0n
2
λ0
y0n
2
z − (nn
2
)
∣∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇔
∣∣∣∣∣
(
n
n
2
)
q0z − y0n
2
y0n
2
z − (nn
2
) ∣∣∣∣∣ ≤ |λ0| for all z ∈ D
⇔‖Φn
2
(., y0)‖H∞≤ |λ0|.
For any j ∈ A2, we have
|Φj(z, yˆ)| =
∣∣∣∣∣
(
n+1
j
)
q˜z − yˆj
yˆn+1−jz −
(
n+1
j
)∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣∣∣∣
(n+1)
(n+1−j)
(
n
j
) q0
λ0
z − (n+1)
(n+1−j)
y0j
λ0
(n+1)
(n+1−j)y
0
n−jz − (n+1)(n+1−j)
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣
(
n
j
)
q0z − y0j
y0n−jz −
(
n
j
)∣∣∣∣∣ ≤ |λ0| for all z ∈ D
⇒‖Φj(., y0)‖H∞≤ |λ0|.
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Note that
B2 =
{
j ∈ {1, . . . , n
2
− 1} : y˜n−j = y0n−j
λ0
}
. Thus, for a j ∈ B2, we have
|Φn+1−j(z, yˆ)| =
∣∣∣∣∣
(
n+1
j
)
q˜z − yˆn+1−j
yˆjz −
(
n+1
j
) ∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣∣∣∣
(n+1)
(n+1−j)
(
n
j
) q0
λ0
z − (n+1)
(n+1−j)
y0n−j
λ0
(n+1)
(n+1−j)y
0
j z − (n+1)(n+1−j)
(
n
j
)
∣∣∣∣∣∣∣∣ ≤ 1 for all z ∈ D
⇒
∣∣∣∣∣
(
n
j
)
q0z − y0n−j
y0j z −
(
n
j
) ∣∣∣∣∣ ≤ |λ0| for all z ∈ D
⇒‖Φn−j(., y0)‖H∞≤ |λ0|.
Hence for all j ∈ {1, . . . , n
2
}{
‖Φj(., y0)‖H∞≤ |λ0| if j ∈ A2 ∪
{
n
2
}
‖Φn−j(., y0)‖H∞≤ |λ0| if j ∈ B2 ,
and so (3) holds.
(3)⇒ (5) :
Suppose (3) holds. For each j = 1, . . . ,
[
n
2
]
, we shall construct a matrix-valued function
Fj in the Schur class such that Fj(0) =
[
0 ∗
0 0
]
and Fj(λ0) = Bj where detBj = q
0,
[Bj]11 =
y0j(
n
j
) and [Bj ]22 = y0n−j(n
j
) . Let j ∈ {1, . . . , [n
2
]}
be arbitrary and let |y0n−j| ≤ |y0j |.
Then by hypothesis, ‖Φj(., y0)‖≤ |λ0|. First consider the case of y0jy0n−j =
(
n
j
)2
q0. Then
‖Φj(., y0)‖= Dj(y) =
|y0j |(
n
j
) ≤ |λ0|.
Hence
|y0n−j|(
n
j
) ≤ |yj|0(n
j
) ≤ |λ0| < 1.
Then by classical Schwarz lemma, there exist analytic maps fj , gj : D −→ D such that
fj(0) = 0, fj(λ0) =
y0j(
n
j
) , gj(0) = 0 and gj(λ0) = y0n−j(n
j
) . Then consider the function
Fj(λ) =
[
fj(λ) 0
0 gj(λ)
]
.
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Then Fj is clearly a Schur function and has the following properties
Fj(0) =
[
fj(0) 0
0 gj(0)
]
=
[
0 0
0 0
]
and
Fj(λ0) =
[
fj(λ0) 0
0 gj(λ0)
]
=

y0j(
n
j
) 0
0
y0n−j(
n
j
)
 = Bj(say).
Therefore detBj =
y0j y
0
n−j(
n
j
)2 = q0, [Bj ]11 = y0j(n
j
) and [Bj ]22 = y0n−j(n
j
) . Thus the desired Schur
function Fj is constructed for the case of y
0
jy
0
n−j =
(
n
j
)
q0.
Now consider the case y0j y
0
n−j 6=
(
n
j
)
q0. If we can construct a function Fj ∈ S2×2 such that
Fj(0) =
[
0 ∗
0 0
]
and Fj(λ0) =

y0j(
n
j
) wj
λ0wj
y0n−j(
n
j
)
 = Bj , (5.8)
where w2j =
y0jy
0
n−j(
n
j
)2 − q0
λ0
=
y0j y
0
n−j −
(
n
j
)2
q0(
n
j
)2
λ0
, then detBj = q
0, [Bj ]11 =
y0j(
n
j
) and [Bj]22 =
y0n−j(
n
j
) . Consequently the issue will be resolved for this case. Consider the matrix
Zj =

y0j(
n
j
)
λ0
wj
wj
y0n−j(
n
j
)
 . (5.9)
To construct a Schur function Fj satisfying condition (5.8) it is sufficient to find Gj ∈ S2×2
such that [Gj(0)]22 = 0 and Gj(λ0) = Zj. Because the function
Fj(λ) = Gj(λ)
[
λ 0
0 1
]
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is in Schur class and have the following properties
Fj(λ0) = Gj(λ0)
[
λ0 0
0 1
]
= Zj
[
λ0 0
0 1
]
=

y0j(
n
j
)
λ0
wj
wj
y0n−j(
n
j
)

[
λ0 0
0 1
]
=

y0j(
n
j
) wj
λ0wj
y0n−j(
n
j
)

and
F (0) = Gj(0)
[
0 0
0 1
]
=
[
[Gj ]11(0) [Gj ]12(0)
[Gj ]21(0) 0
] [
0 0
0 1
]
=
[
0 ∗
0 0
]
.
Thus our aim is to find a Gj ∈ S2×2 such that [Gj(0)]22 = 0 and Gj(λ0) = Zj. Lemma
5.1.2 gives an equivalent condition for the existence of such Gj, provided that ‖Zj‖< 1.
Now,
‖Φj(., y0)‖≤ |λ0|
⇒
(
n
j
) ∣∣y0j − y¯0n−jq0∣∣+ ∣∣∣y0j y0n−j − (nj)2q0∣∣∣(
n
j
)2 − |y0n−j|2 ≤ |λ0|
⇒
(
n
j
) ∣∣∣∣y0jλ0 − y¯0n−j q
0
λ0
∣∣∣∣ + ∣∣∣∣y0jλ0y0n−j − (nj)2 q
0
λ0
∣∣∣∣(
n
j
)2 − |y0n−j|2 ≤ 1
⇒
(
n
j
) ∣∣∣∣y0jλ0 − y¯0n−j q
0
λ0
∣∣∣∣ +
∣∣∣∣∣y0jλ0y0n−j −
(
n
j
)2
q0
λ0
∣∣∣∣∣ ≤
(
n
j
)2
− |y0n−j|2. (5.10)
Then, by the equivalence of conditions (3) and (5) of Theorem 3.2.1, we have
|y0j |2
|λ0|2 + |y
0
n−j|2 −
(
n
j
)2 |q0|2
|λ0|2 + 2
∣∣∣y0j y0n−j − (nj)2q0∣∣∣
|λ0| ≤
(
n
j
)2
,
that is, (
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 +
(
n
j
)2 |q0|2
|λ0|2 ≥ 2
∣∣∣y0j y0n−j − (nj)2q0∣∣∣
|λ0| . (5.11)
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Since |y0n−j| ≤ |y0j | and λ0 ∈ D, we have( |y0j |2
|λ0|2 + |y
0
n−j|2
)
−
(
|y0j |2 +
|y0n−j|2
|λ0|2
)
=
(
1
|λ0|2 − 1
)(|y0j |2 − |y0n−j|2) ≥ 0.
Hence (
n
j
)2
− |y0j |2 −
|y0n−j|2
|λ0|2 +
(
n
j
)2 |q0|2
|λ0|2 ≥
(
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 +
(
n
j
)2 |q0|2
|λ0|2
≥2
∣∣∣y0jy0n−j − (nj)2q0∣∣∣
|λ0| . (5.12)
For a j ∈ {1, . . . , [n
2
]}
, let
Xj :=
|λ0|
|y0jy0n−j −
(
n
j
)2
q0|
((
n
j
)2
− |y0j |2 −
|y0n−j|2
|λ0|2 +
(
n
j
)2|q0|2
|λ0|2
)
. (5.13)
and
Xn−j :=
|λ0|
|y0jy0n−j −
(
n
j
)2
q0|
((
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 +
(
n
j
)2|q0|2
|λ0|2
)
(5.14)
Then, by inequality (5.11) and (5.12), we have Xj ≥ 2 and Xn−j ≥ 2. Note that if
‖Φj(., y)‖< |λ0|, then the inequality in (5.10) and consequently inequalities (5.11) and
(5.12) will be strict. As a result we have Xj > 2 and Xn−j > 2 whenever ‖Φj(., y)‖< |λ0|.
At this point we need two lemmas to complete the proof. We state and prove the lemmas
first and then get back to the proof of this theorem again. We mention here that two
similar lemmas were stated and proved in [2], for obtaining a schwarz lemma for the
tetrablock E ⊂ C3.
Lemma 5.2.2. Let λ0 ∈ D \ {0} and y0 ∈ G˜n. Suppose j ∈
{
1, . . . ,
[
n
2
]}
and y0jy
0
n−j 6=(
n
j
)2
q0. Also suppose |y0n−j| ≤ |y0j | and ‖Φj(., y)‖≤ |λ0|. Let Zj be defined by equation
(5.9), where w2j =
y0jy
0
n−j −
(
n
j
)2
q0(
n
j
)2
λ0
. Then ‖Zj‖≤ 1. Moreover, ‖Zj‖= 1 if and only if
‖Φj(., y)‖= |λ0|.
Proof. Given that,
Zj =

y0j(
n
j
)
λ0
wj
wj
y0n−j(
n
j
)

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where w2j =
y0jy
0
n−j(
n
j
)2
λ0
− q0. Then by Lemma 3.1.2, we have
I − Z∗jZj =

1− |y
0
j |2(
n
j
)2|λ0|2 − |wj|2 − y¯
0
j(
n
j
)
λ¯0
wj −
y0n−j(
n
j
) w¯j
− y
0
j(
n
j
)
λ0
w¯j −
y¯0n−j(
n
j
) wj 1− |y0n−j|2(n
j
)2 − |wj|2

and
det(I − Z∗jZj) =
1(
n
j
)2
((
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 − 2
|y0jy0n−j −
(
n
j
)2
q0|
|λ0| +
(
n
j
)2
|q0|2
)
.
(5.15)
Since ‖Φj(., y)‖≤ |λ0|, by (5.10), we have(
n
j
) ∣∣∣∣y0jλ0 − y¯0n−j q
0
λ0
∣∣∣∣ +
∣∣∣∣∣y0jλ0y0n−j −
(
n
j
)2
q0
λ0
∣∣∣∣∣ ≤
(
n
j
)2
− |y0n−j|2. (5.16)
Then, by the equivalence of condition (3) and (5) of Theorem 3.2.1, we have(
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 − 2
|y0jy0n−j −
(
n
j
)2
q0|
|λ0| +
(
n
j
)2
|q0|2 ≥ 0, (5.17)
and by the equivalence of condition (3) and (3′) of Theorem 3.2.1, we have(
n
j
) ∣∣∣∣y0n−j − y¯0jλ¯0 q
0
λ0
∣∣∣∣ +
∣∣∣∣∣y0jλ0y0n−j −
(
n
j
)2
q0
λ0
∣∣∣∣∣ ≤
(
n
j
)2
− |y
0
j |2
|λ0|2 . (5.18)
Therefore, by inequalities (5.17), (5.18) and (5.16), we have
det(I − Z∗jZj) ≥ 0,
(I − Z∗jZj)11 = 1−
|y0j |2(
n
j
)2|λ0|2 −
|y0jy0n−j −
(
n
j
)2
q0|(
n
j
)2|λ0| ≥ 0
and (I − Z∗jZj)22 = 1−
|y0n−j|2(
n
j
)2 − |y0j y0n−j −
(
n
j
)2
q0|(
n
j
)2|λ0| ≥ 0
respectively. Hence, det(I − Z∗jZj) and the diagonal entries of (I − Z∗jZj) are all non-
negative and so ‖Zj‖≤ 1.
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Moreover, ‖Φj(., y)‖< |λ0| if and only if we have a strict inequality in (5.16). Conse-
quently, using the equivalence of conditions (3), (3′) and (5) of Theorem 3.1.1, we have a
strict inequality in both (5.18) and (5.16) if and only if ‖Φj(., y)‖< |λ0|. Therefore, the
diagonal entries and determinant of (I−Z∗jZj) are strictly positive and so ‖Zj‖< 1 if and
only if ‖Φj(., y)‖< |λ0|. Thus, ‖Zj‖= 1 if and only if ‖Φj(., y)‖= |λ0|
Lemma 5.2.3. Let λ0 ∈ D \ {0} and y0 ∈ G˜n. Suppose j ∈
{
1, . . . ,
[
n
2
]}
and y0jy
0
n−j 6=(
n
j
)2
q0. Also suppose |y0n−j| ≤ |y0j | and ‖Φj(., y)‖≤ |λ0|. Let Zj be defined by equation
(5.9), where w2j =
y0j y
0
n−j −
(
n
j
)2
q0(
n
j
)2
λ0
and corresponding KZj (·) is defined by (5.1). Then
KZj (|λ0|) det(1− Z∗jZj) =
1− |y
0
j |2(
n
j
)2 − |y0n−j|2(n
j
)2 + |q0|2 (1− |λ0|2)(wj + q0λ0 w¯j
)
−|y
0
j y
0
n−j −
(
n
j
)2
q0|(
n
j
)2 (|λ0|+ 1|λ0|
)
(1− |λ0|2)
(
w¯j +
q¯0
λ¯0
wj
)
−|λ0|2 +
|y0j |2(
n
j
)2 + |y0n−j|2(n
j
)2 − |q0|2|λ0|2
+
|y0jy0n−j −
(
n
j
)2
q0|(
n
j
)2 (|λ0|+ 1|λ0|
)

and
det
(KZj(|λ0|) det(1− Z∗jZj)) = −(k − kj)(k − kn−j)
where
k = 2
|y0jy0n−j −
(
n
j
)2
q0|(
n
j
)2
kj = |λ0|
(
1− |y
0
j |2(
n
j
)2 − |y0n−j|2(n
j
)2|λ0|2 + |q
0|2
|λ0|2
)
=
|y0jy0n−j −
(
n
j
)2
q0|(
n
j
)2 Xj
kn−j = |λ0|
(
1− |y
0
j |2(
n
j
)2|λ0|2 − |y
0
n−j|2(
n
j
)2 + |q0|2|λ0|2
)
=
|y0j y0n−j −
(
n
j
)2
q0|(
n
j
)2 Xn−j.
Proof. This is a straight forward but lengthy calculation which can be done in same
fashion as mentioned in the proof of Theorem 6.2.2 (with ν = 1).
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Now let us get back to the proof of Theorem 5.2.1. First consider the case ‖Φj(., y)‖<
|λ0|. Then, by Lemma 5.2.2, we have ‖Zj‖< 1 and so det(I − Z∗jZj) > 0. Again since
Xj, Xn−j > 2, by Lemma 5.2.3, we have
det
(KZj(|λ0|) det(I − Z∗jZj)) = −|y0j y0n−j −
(
n
j
)2
q0|2(
n
j
)4 (2−Xj)(2−Xn−j) < 0.
Then det(KZj(|λ0|) < 0. Thus by lemma 5.1.2, there exists Gj ∈ S2×2 such that
[Gj(0)]22 = 0 and Gj(λ0) = Zj. Hence an Fj with required properties is constructed
and we have (3)⇒ (5) in the case |y0n−j| ≤ |y0j |.
Now consider the case ‖Φj(., y)‖= |λ0|. Take ǫ > 0 so that |λǫ| < 1, where λǫ =
λ0(1 + ǫ)
2. Then ‖Φj(., y)‖= |λ0| < |λǫ| < 1 and
(
wj
1 + ǫ
)2
=
y0jy
0
n−j −
(
n
j
)2
q0(
n
j
)2
λǫ
.
By same reason as described above, for each ǫ > 0 with |λǫ| < 1, there exists F ǫj ∈ S2×2
such that
F ǫj (0) =
[
0 ∗
0 0
]
and F ǫj (λǫ) =

y0j(
n
j
) wj
1 + ǫ
(1 + ǫ)λ0wj
y0n−j(
n
j
)
 .
Since ‖F ǫj (λ)‖≤ 1, the set of functions
{F ǫj : ǫ > 0 and |λǫ| < 1}
is uniformly bounded on D and hence on each compact subsets of D. So by Montel’s
theorem, there exists a subsequence of {F ǫj } converging uniformly on each compact subset
of D, to an analytic function, say Fj, in the Schur class as ǫ −→ 0. Since λǫ −→ λ0 as
ǫ −→ 0, we have F ǫj (λǫ) −→ Fj(λ0) as ǫ −→ 0. Also
y0j(
n
j
) wj
1 + ǫ
(1 + ǫ)λ0wj
y0n−j(
n
j
)
 −→

y0j(
n
j
) wj
λ0wj
y0n−j(
n
j
)
 as ǫ −→ 0,
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Hence
Fj(0) =
[
0 ∗
0 0
]
and Fj(λ0) =

y0j(
n
j
) wj
λ0wj
y0n−j(
n
j
)
 ,
where w2j =
y0jy
0
n−j −
(
n
j
)2
q0(
n
j
)2
λ0
. This Fj has the required properties. Thus we are done for
the case |y0n−j| ≤ |y0j |. The case |y0j | ≤ |y0n−j| can be handled in a similar way. Since
j ∈ {1, . . . , [n
2
]}
was chosen arbitrarily, we can construct the required Schur function for
each j. Hence (3)⇒ (5).
(3)⇔ (6): For all j = 1, . . . , n− 1, we have
‖Φj(., y0)‖H∞=
(
n
j
) ∣∣y0j − y¯0n−jq0∣∣+ ∣∣∣y0j y0n−j − (nj)2q0∣∣∣(
n
j
)2 − |y0n−j|2 .
Therefore, the equivalence of (3) and (6) is clear.
Next we show that condition (3) or condition (4) is equivalent to the remaining con-
ditions, i.e., conditions (7)− (11). Consider the sets
A =
{
j ∈
{
1, . . . ,
[n
2
]}
: |y0n−j| ≤ |y0j |
}
and B =
{
1, . . . ,
[n
2
]}
\ A.
(4)⇔ (7) Suppose n is odd, and y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0), where
y˜j =
y0j
λ0
and y˜n−j = y0n−j if j ∈ A
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
if j ∈ B
for each j ∈ {1, . . . , [n
2
]}
. By hypothesis, y˜ ∈ Γ˜n. Note that q˜ = q
0
λ0
. By condition (2) of
Theorem 3.2.3, y˜ ∈ Γ˜n if and only if for each j ∈
{
1, . . . ,
[
n
2
]}
(
n
j
)
− y˜jz − y˜n−jw +
(
n
j
)
q˜zw 6= 0 for all z, w ∈ D.
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Then, y˜ ∈ Γ˜n if and only if for each j ∈
{
1, . . . ,
[
n
2
]}
(
n
j
)− y0j
λ0
z − y0n−jw +
(
n
j
) q0
λ0
zw 6= 0, for all z, w ∈ D if j ∈ A(
n
j
)− y0j z − y0n−jλ0 w + (nj) q
0
λ0
zw 6= 0, for all z, w ∈ D if j ∈ B.
That is, if and only if{(
n
j
)
λ0 − y0jz − y0n−jλ0w +
(
n
j
)
q0zw 6= 0, for all z, w ∈ D if j ∈ A(
n
j
)
λ0 − y0jλ0z − y0n−jw +
(
n
j
)
q0zw 6= 0, for all z, w ∈ D if j ∈ B,
Thus for the case n is odd, (4)⇔ (7).
Next suppose n is even and
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ F2(y0),
where, q˜ =
q0
λ0
, y˜n
2
=
y0n
2
λ0
, y˜n
2
∗ = y0n
2
and for j ∈ {1, . . . , n
2
− 1},
y˜j =
y0j
λ0
and y˜n−j = y0n−j if |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise.
By hypothesis, yˆ ∈ Γ˜n+1. By condition (2) of Theorem 3.2.3, yˆ ∈ Γ˜n+1 if and only if for
each j ∈ {1, . . . , [n+1
2
]}
(
n+ 1
j
)
− yˆjz − yˆn+1−jw +
(
n+ 1
j
)
q̂zw 6= 0 for all z, w ∈ D.
Since yˆj =
(n + 1)
(n+ 1− j) y˜j and yˆn+1−j =
(n + 1)
(n+ 1− j) y˜n−j for j ∈
{
1, . . . , n
2
− 1}, yˆ ∈ Γ˜n+1
if and only if(
n+ 1
n
2
)
− (n+ 1)(
n
2
+ 1
) y0n2
λ0
z − (n + 1)(
n
2
+ 1
)y0n
2
w +
(
n + 1
n
2
)
q0
λ0
zw 6= 0, for all z, w ∈ D
and for each j ∈ {1, . . . , n
2
− 1} and ∀ z, w ∈ D,
(
n+1
j
)− (n+ 1)
(n+ 1− j)
y0j
λ0
z − (n+ 1)
(n+ 1− j)y
0
n−jw +
(
n+1
j
) q0
λ0
zw 6= 0 if |y0n−j| ≤ |y0j |
(
n+1
j
)− (n+ 1)
(n+ 1− j)y
0
jz −
(n+ 1)
(n+ 1− j)
y0n−j
λ0
w +
(
n+1
j
) q0
λ0
zw 6= 0 otherwise.
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This happens, if and only if(
n
n
2
)
λ0 − y0n
2
z − y0n
2
λ0w +
(
n
n
2
)
q0zw 6= 0, for all z, w ∈ D
and for each j ∈ {1, . . . , n
2
− 1} and for all z, w ∈ D,{(
n
j
)
λ0 − y0j z − y0n−jλ0w +
(
n
j
)
q0zw 6= 0, if |y0n−j| ≤ |y0j |(
n
j
)
λ0 − y0jλ0z − y0n−jw +
(
n
j
)
q0zw 6= 0, otherwise.
Thus we have (4)⇔ (7).
(3)⇔ (8): By Maximum principle, the statement ‖Φj(., y0)‖H∞≤ |λ0| holds if and only if∣∣Φj(z, y0)∣∣ ≤ |λ0| for all z ∈ T.
Then for all z ∈ T, the following holds:∣∣∣(nj)q0z − y0j ∣∣∣∣∣∣y0n−jz − (nj)∣∣∣ ≤ |λ0|
⇔
∣∣∣∣(nj
)
q0z − y0j
∣∣∣∣2 ≤ |λ0|2 ∣∣∣∣y0n−jz − (nj
)∣∣∣∣2
⇔
(
n
j
)2
|q0z|2 + |y0j |2 − 2
(
n
j
)
Re(y¯0j q
0z) ≤ |λ0|2
(
|y0n−jz|2 +
(
n
j
)2
− 2
(
n
j
)
Re(y0n−jz)
)
⇔|y0j |2 − |λ0|2|y0n−j|2 +
(
n
j
)2
|q0|2 −
(
n
j
)2
|λ0|2 + 2
(
n
j
)
Re
(
z(|λ0|2y0n−j − y¯0j q0)
) ≤ 0
⇔|y0j |2 − |λ0|2|y0n−j|2 +
(
n
j
)2
|q0|2 −
(
n
j
)2
|λ0|2 + 2
(
n
j
) ∣∣|λ0|2y0n−j − y¯0j q0∣∣ ≤ 0.
(Since |x| < k ⇔ Re(zx) < k, for all z ∈ T .) Similarly,
‖Φn−j(., y0)‖H∞≤ |λ0|
⇔
∣∣∣(nj)q0z − y0n−j∣∣∣∣∣∣y0jz − (nj)∣∣∣ ≤ |λ0| for all z ∈ T
⇔|y0n−j|2 − |λ0|2|y0j |2 +
(
n
j
)2
|q0|2 −
(
n
j
)2
|λ0|2 + 2
(
n
j
) ∣∣|λ0|2y0j − y¯0n−jq0∣∣ ≤ 0.
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Therefore, (3)⇔ (8).
(4)⇔ (9) Suppose n is odd, and y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0), where
y˜j =
y0j
λ0
and y˜n−j = y0n−j if j ∈ A
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
if j ∈ B
for each j ∈ {1, . . . , [n
2
]}
. By hypothesis, y˜ ∈ Γ˜n. Note that q˜ = q
0
λ0
. By condition (6) of
Theorem 3.2.3, y˜ ∈ Γ˜n if and only if |q˜| ≤ 1 and for each j ∈
{
1, . . . ,
[
n
2
]}
|y˜j|2 + |y˜n−j|2 −
(
n
j
)2
|q˜|2 + 2
∣∣∣∣∣y˜j y˜n−j −
(
n
j
)2
q˜
∣∣∣∣∣ ≤
(
n
j
)2
.
Then, y˜ ∈ Γ˜n if and only if |q0| ≤ |λ0| and for each j ∈
{
1, . . . ,
[
n
2
]}

|y0j |2
|λ0|2 + |y
0
n−j|2 −
(
n
j
)2 |q0|2
|λ0|2 + 2
∣∣∣∣y0jλ0y0n−j − (nj)2 q
0
λ0
∣∣∣∣ ≤ (nj)2 if j ∈ A
|y0j |2 +
|y0n−j|2
|λ0|2 −
(
n
j
)2 |q0|2
|λ0|2 + 2
∣∣∣∣y0jλ0 y0n−j − (nj)2 q
0
λ0
∣∣∣∣ ≤ (nj)2 if j ∈ B.
This happens, if and only if |q0| ≤ |λ0| and for each j ∈
{
1, . . . ,
[
n
2
]}
|y
0
j |2 + |λ0|2|y0n−j|2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 if j ∈ A
|y0n−j|2 + |λ0|2|y0j |2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 if j ∈ B.
Thus, (4)⇔ (9) when n is odd. Next suppose n is even and
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ F2(y0),
where, q˜ =
q0
λ0
, y˜n
2
=
y0n
2
λ0
, y˜n
2
∗ = y0n
2
and for j ∈ {1, . . . , n
2
− 1},
y˜j =
y0j
λ0
and y˜n−j = y0n−j if |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise.
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By hypothesis, yˆ ∈ Γ˜n+1. By condition (6) of Theorem 3.2.3, yˆ ∈ Γ˜n+1 if and only if
|q̂| ≤ 1 and for each j ∈ {1, . . . , [n+1
2
]}
|yˆj|2 + |yˆn−j|2 −
(
n + 1
j
)2
|q̂|2 + 2
∣∣∣∣∣yˆj yˆn−j −
(
n+ 1
j
)2
q̂
∣∣∣∣∣ ≤
(
n+ 1
j
)2
.
Note that yˆj =
(n + 1)
(n+ 1− j) y˜j and yˆn+1−j =
(n + 1)
(n + 1− j) y˜n−j for j ∈
{
1, . . . , n
2
− 1}.
Therefore, yˆ ∈ Γ˜n+1 if and only if |q0| ≤ |λ0|,(
n+ 1
n
2
+ 1
)2 |y0n
2
|2
|λ0|2 +
(
n+ 1
n
2
+ 1
)2
|y0n
2
|2 −
(
n+ 1
n
2
)2 |q0|2
|λ0|2
+ 2
∣∣∣∣∣
(
n+ 1
n
2
+ 1
)2 y0n
2
λ0
y0n
2
−
(
n+ 1
n
2
)2
q0
λ0
∣∣∣∣∣ ≤
(
n + 1
j
)2
and for each j ∈ {1, . . . , n
2
− 1},
(
n+1
n+1−j
)2 |y0j |2
|λ0|2 +
(
n+1
n+1−j
)2
|y0n−j|2
−(n+1
j
)2 |q0|2
|λ0|2 + 2
∣∣∣∣( n+1n+1−j)2 y0jλ0y0n−j − (n+1j )2 q
0
λ0
∣∣∣∣ ≤ (nj)2 if |y0n−j| ≤ |y0j |
(
n+1
n+1−j
)2
|y0j |2 +
(
n+1
n+1−j
)2 |y0n−j|2
|λ0|2
−(n+1
j
)2 |q0|2
|λ0|2 + 2
∣∣∣∣( n+1n+1−j)2 y0jλ0yn−j − (n+1j )2 q
0
λ0
∣∣∣∣ ≤ (nj)2 otherwise .
This holds, if and only if |q0| ≤ |λ0|,
|y0n
2
|2 + |λ0|2|y0n
2
|2 −
(
n
n
2
)2
|q0|2 + 2|λ0|
∣∣∣∣∣y0n2 y0n2 −
(
n
n
2
)2
q0
∣∣∣∣∣ ≤
(
n
j
)2
|λ0|2
and for each j ∈ {1, . . . , n
2
− 1}|y
0
j |2 + |λ0|2|y0n−j|2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 if |y0n−j| ≤ |y0j |
|y0n−j|2 + |λ0|2|y0j |2 −
(
n
j
)2|q0|2 + 2|λ0| ∣∣∣y0jy0n−j − (nj)2q0∣∣∣ ≤ (nj)2|λ0|2 otherwise .
Thus we have (4)⇔ (9).
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(4)⇔ (10) Suppose n is odd, and y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0), where
y˜j =
y0j
λ0
and y˜n−j = y0n−j if j ∈ A
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
if j ∈ B
for each j ∈ {1, . . . , [n
2
]}
. By hypothesis, y˜ ∈ Γ˜n. Note that q˜ = q
0
λ0
. By condition (7) of
Theorem 3.2.3, y˜ ∈ Γ˜n if and only if for each j ∈
{
1, . . . ,
[
n
2
]}
|y˜n−j − ¯˜yj q˜|+ |y˜j − ¯˜yn−j q˜| ≤
(
n
j
)
(1− |q˜|2).
Then, y˜ ∈ Γ˜n if and only if for each j ∈
{
1, . . . ,
[
n
2
]}

∣∣∣∣y0n−j − y¯0jλ¯0 q
0
λ0
∣∣∣∣+ ∣∣∣∣y0jλ0 − y¯0n−j q
0
λ0
∣∣∣∣ < (nj)(1− |q0|2|λ0|2
)
if j ∈ A∣∣∣∣y0n−jλ0 − y¯0j q
0
λ0
∣∣∣∣+ ∣∣∣∣y0j − y¯0n−jλ¯0 q
0
λ0
∣∣∣∣ < (nj)(1− |q0|2|λ0|2
)
if j ∈ B.
Which holds, if and only if for each j ∈ {1, . . . , [n
2
]}
,{∣∣|λ0|2y0n−j − y¯0j q0∣∣+ |λ0| ∣∣y0j − y¯0n−jq∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 if j ∈ A∣∣|λ0|2y0j − y¯0n−jq0∣∣+ |λ0| ∣∣y0n−j − y¯0j q0∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 if j ∈ B.
Thus, (4)⇔ (10) when n is odd. Next suppose n is even and
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ F2(y0),
where, q˜ =
q0
λ0
, y˜n
2
=
y0n
2
λ0
, y˜n
2
∗ = y0n
2
and for j ∈ {1, . . . , n
2
− 1},
y˜j =
y0j
λ0
and y˜n−j = y0n−j if |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise.
By hypothesis, yˆ ∈ Γ˜n+1. By condition (7) of Theorem 3.2.3, yˆ ∈ Γ˜n+1 if and only if for
each j ∈ {1, . . . , [n+1
2
]}
∣∣yˆn−j − ¯ˆyj q̂∣∣+ ∣∣yˆj − ¯ˆyn−j q̂∣∣ ≤ (n
j
)
(1− |q̂|2).
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Since yˆj =
(n + 1)
(n + 1− j) y˜j and yˆn+1−j =
(n+ 1)
(n+ 1− j) y˜n−j for j ∈
{
1, . . . , n
2
− 1}, therefore,
yˆ ∈ Γ˜n+1 if and only if∣∣∣∣∣ (n + 1)(n
2
+ 1
)y0n
2
− (n+ 1)(
n
2
+ 1
) y¯0n2
λ¯0
q0
λ0
∣∣∣∣∣ +
∣∣∣∣∣ (n+ 1)(n
2
+ 1
) y0n2
λ0
− (n + 1)(
n
2
+ 1
) y¯0n
2
q0
λ0
∣∣∣∣∣ ≤
(
n+ 1
n
2
)(
1− |q
0|2
|λ0|2
)
and for each j ∈ {1, . . . , n
2
− 1},
∣∣∣∣ (n+ 1)(n+ 1− j)y0n−j − (n+ 1)(n+ 1− j) y¯0jλ¯0 q
0
λ0
∣∣∣∣
+
∣∣∣∣ (n+ 1)(n+ 1− j) y0jλ0 − (n + 1)(n+ 1− j) y¯0n−j q
0
λ0
∣∣∣∣ ≤ (n+1j )(1− |q0|2|λ0|2
)
if |y0n−j| ≤ |y0j |
∣∣∣∣ (n+ 1)(n+ 1− j) y0n−jλ0 − (n+ 1)(n+ 1− j) y¯0j q
0
λ0
∣∣∣∣
+
∣∣∣∣ (n+ 1)(n+ 1− j)y0j − (n+ 1)(n+ 1− j) y¯0n−jλ¯0 q
0
λ0
∣∣∣∣ ≤ (n+1j )(1− |q0|2|λ0|2
)
otherwise.
This happens, if and only if∣∣∣|λ0|2y0n
2
− y¯0n
2
q0
∣∣∣+ |λ0| ∣∣∣y0n
2
− y¯0n
2
q0
∣∣∣+ (n
j
)
|q0|2 ≤
(
n
j
)
|λ0|2
and for each j ∈ {1, . . . , n
2
− 1}
∣∣|λ0|2y0n−j − y¯0j q0∣∣ + |λ0| ∣∣y0j − y¯0n−jq0∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 if |y0n−j| ≤ |y0j |∣∣|λ0|2y0j − y¯0n−jq0∣∣ + |λ0| ∣∣y0n−j − y¯0j q0∣∣+ (nj)|q0|2 ≤ (nj)|λ0|2 otherwise.
Thus we have (4)⇔ (10).
(4)⇔ (11): Suppose n is odd, and y˜ = (y˜1, . . . , y˜n−1, q˜) ∈ F1(y0), where
y˜j =
y0j
λ0
and y˜n−j = y0n−j if j ∈ A
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
if j ∈ B
for each j ∈ {1, . . . , [n
2
]}
. By hypothesis, y˜ ∈ Γ˜n. Then by definition of Γ˜n, y˜ ∈ Γ˜n if and
only if
∣∣∣∣ q0λ0
∣∣∣∣ ≤ 1 and there exist (β1, . . . , βn−1) ∈ Cn−1 such that for each j ∈ {1, . . . , [n2 ]},
|βj|+ |βn−j| ≤
(
n
j
)
and y˜j = βj + β¯n−j q˜, y˜n−j = βn−j + β¯j q˜.
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Then, either 
y0j
λ0
= βj + β¯n−j
q0
λ0
and y0n−j = βn−j + β¯j
q0
λ0
if j ∈ A
y0j = βj + β¯n−j
q0
λ0
and
y0n−j
λ0
= βn−j + β¯j
q0
λ0
if j ∈ B.
Thus, y˜ ∈ Γ˜n if and only if |q0| ≤ |λ0| and there exists (β1, . . . , βn−1) ∈ Cn−1 such that
for each j ∈ {1, . . . , [n
2
]}
,we have |βj|+ |βn−j| ≤
(
n
j
)
and{
y0j = λ0βj + β¯n−jq
0 and y0n−jλ0 = βn−jλ0 + β¯jq
0 if j ∈ A
y0jλ0 = λ0βj + β¯n−jq
0 and y0n−j = βn−jλ0 + β¯jq
0 if j ∈ B.
Thus, (4)⇔ (11) if n is odd. Next suppose n is even number and
yˆ =
(
n+ 1
n
y˜1, . . . ,
n+ 1
n
2
+ 1
y˜n
2
,
n+ 1
n
2
+ 1
y˜n
2
∗,
n+ 1
n
2
+ 2
y˜n
2
+1, . . . ,
n+ 1
n
y˜n−1, q˜
)
∈ F2(y0),
where, q˜ =
q0
λ0
, y˜n
2
=
y0n
2
λ0
, y˜n
2
∗ = y0n
2
and for j ∈ {1, . . . , n
2
− 1},
y˜j =
y0j
λ0
and y˜n−j = y0n−j if |y0n−j| ≤ |y0j |
y˜j = y
0
j and y˜n−j =
y0n−j
λ0
otherwise.
By hypothesis, yˆ ∈ Γ˜n+1. By definition, yˆ ∈ Γ˜n+1 if and only if
∣∣∣∣ q0λ0
∣∣∣∣ ≤ 1, and there exist
(γ1, . . . , γn) ∈ Cn such that for each j ∈
{
1, . . . ,
[
n+1
2
]}
,
|γj|+ |γn+1−j| ≤
(
n+ 1
j
)
and yˆj = γj + γ¯n+1−j q˜, yˆn+1−j = γn+1−j + γ¯j q˜.
Since yˆj =
(n+ 1)
(n+ 1− j) y˜j and yˆn+1−j =
(n+ 1)
(n+ 1− j) y˜n−j, for j ∈
{
1, . . . , n
2
− 1}, we have
(n+ 1)
(n+ 1− j) y˜j = γj + γ¯n+1−j q˜ and
(n+ 1)
(n+ 1− j) y˜n−j = γn+1−j + γ¯j q˜.
Thus, for j ∈ {1, . . . , n
2
− 1}, we have
y˜j =
(n+ 1− j)
(n+ 1)
γj +
(n+ 1− j)
(n+ 1)
γ¯n+1−j q˜
and y˜n−j =
(n + 1− j)
(n + 1)
γn+1−j +
(n + 1− j)
(n+ 1)
γ¯j q˜.
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Now set
βj =
(n+ 1− j)
(n+ 1)
γj and βn+1−j =
(n+ 1− j)
(n+ 1)
γn+1−j, for j ∈
{
1, . . . ,
n
2
− 1
}
.
So, for j ∈ {1, . . . , n
2
− 1} we have
y˜j = βj + β¯n+1−j q˜ and y˜n−j = βn+1−j + β¯j q˜,
where |βj |+ |βn+1−j| ≤ (n+ 1− j)
(n+ 1)
(
n+1
j
)
=
(
n
j
)
. Then,

y0j
λ0
= βj + β¯n+1−j
q0
λ0
and y0n−j = βn+1−j + β¯j
q0
λ0
if |y0n−j| ≤ |y0j |
y0j = βj + β¯n+1−j
q0
λ0
and
y0n−j
λ0
= βn+1−j + β¯j
q0
λ0
otherwise.
Therefore, (4) holds if and only if
∣∣∣∣ q0λ0
∣∣∣∣ ≤ 1, and there exists (β1, . . . , βn) ∈ Cn such that
for j ∈ {1, . . . , n
2
− 1},{
y0j = λ0βj + β¯n+1−jq
0 and y0n−jλ0 = βn+1−jλ0 + β¯jq
0 if |y0n−j| ≤ |y0j |
y0jλ0 = λ0βj + β¯n+1−jq
0 and y0n−j = βn+1−jλ0 + β¯jq
0 otherwise.
Also we have,
n+ 1
n
2
+ 1
y˜n
2
= γn
2
+ γ¯n
2
+1q˜ and
n + 1
n
2
+ 1
y˜n
2
∗ = γn
2
+1 + γ¯n
2
q˜.
Set, βn
2
=
n
2
+ 1
n + 1
γn
2
and βn
2
+1 =
n
2
+ 1
n + 1
γn
2
+1. Then
y0n
2
λ0
= βn
2
+ β¯n
2
+1
q0
λ0
and y0n
2
= βn
2
+1 + β¯n
2
q0
λ0
.
Therefore, (4)⇔ (11).
Thus we have proved the following:
(1) ⇒ (2) ⇒ (3)
⇓
(5)
and
(4) ⇔ (3) ⇔ (8)
m
(6)
and
(9)
m
(7) ⇔ (4) ⇔ (10)
m
(11)
78
That is, Condition (3) and condition (4) are equivalent and they are equivalent to each of
the conditions (6)− (11). Note that these implications are true independent of the values
of n (that is, all of them hold for any n ∈ N).
It remains to prove the last part of the theorem, which says that all the conditions
(1) − (11) are equivalent when y0 ∈ Jn. It is enough to prove (5) ⇒ (1) in this case.
Suppose (5) holds, that is, there exist functions F1, F2, . . . F[n2 ]
in the Schur class such that
Fj(0) =
[
0 ∗
0 0
]
and Fj(λ0) = Bj , for j = 1, . . . ,
[
n
2
]
, where detB1 = · · · = detB[n
2
] =
q0, y0j =
(
n
j
)
[Bj]11 and y
0
n−j =
(
n
j
)
[Bj ]22. Suppose n is odd. Then [Bj ]11 = y1/n and
[Bj]22 = yn−1/n for j = 1, . . . ,
[
n
2
]
. Therefore F1(λ0) = · · · = F[n2 ](λ0). Set ψ(λ) =
π2[n
2
]+1(F1(λ), . . . , F1(λ)︸ ︷︷ ︸
[n
2
]-times
). Then ψ is an analytic function from D to G˜2[n
2
]+1 = G˜n such
that ψ(0) = (0, . . . , 0) and ψ(λ0) = y
0.
Suppose n is even, then [B[n
2
]]11 =
y1 + yn−1
2n
= [B[n
2
]]22, [Bj ]11 = y1/n and [Bj]22 = yn−1/n
for j = 1, . . . ,
[
n
2
]−1. Again by setting ψ(λ) = π2[n
2
](F1(λ), . . . , F1(λ)︸ ︷︷ ︸
[n
2
]-times
) we get an analytic
function from D to G˜2[n
2
] = G˜n such that ψ(0) = (0, . . . , 0) and ψ(λ0) = y0.
The proof is now complete.
Remark 5.2.4. 1. In the last part of the proof the above mentioned function ψ, when
y0 ∈ Jn, is actually a function from D to Jn.
2. Note that J3 = G˜3. Thus all the conditions (1) − (11) of the Theorem 5.2.1 are
equivalent for the case n = 3.
Corollary 5.2.5. Let (y1, y2, q) ∈ G˜3 and |y2| ≤ |y1|. Then
|3y2 − 3y¯1q|+ |y1y2 − 9q|
9− |y1|2 ≤
|3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 .
Proof. If (y1, y2, q) = (0, 0, 0) then clearly the inequality holds. For (y1, y2, q) 6= (0, 0, 0)
consider
λ0 =
|3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 .
Note that, as (y1, y2, q) ∈ G˜3 we have
|λ0| = |3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 = ‖Φ1(., (y1, y2, q))‖< 1.
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Since |y2| ≤ |y1| condition (3) of Theorem 5.2.1 is satisfied (for the case n = 3). Hence
condition (2) of the same Theorem holds and so the above inequality in the statement
follows.
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Chapter 6
The interpolating functions
In the previous chapter, we have seen that each of the conditions (2) − (11) guarantees
the existence of an analytic function ψ : D −→ G˜n that maps the origin to the origin and
takes a point λ0 of D to a prescribed point y0 = (y01, . . . , y
0
n−1, q
0) ∈ G˜n. In this chapter,
we shall show that the interpolating function ψ is not unique. We restrict our attention
to the case n = 3, because, non-uniqueness in the case n = 3 terminates the possibility
of uniqueness when n > 3. Also, following the methods described in [2], we describe all
such interpolating functions from D to G˜3.
6.1 Non-uniqueness
Let y = (y1, y2, q) =
(
3
2
,
3
4
,
1
2
)
, then y ∈ G˜3. Since |y2| < |y1|, from Corollary 5.2.5, we
have
max
{
|3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 ,
|3y2 − 3y¯1q|+ |y1y2 − 9q|
9− |y1|2
}
=
|3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 =
4
5
.
Let λ0 = −4
5
. We show that there are infinitely many analytic functions ψ : D −→ Γ˜3
such that ψ(0) = (0, 0, 0) and ψ(λ0) = y.
Let w2 =
y1y2 − 9q
9λ0
=
15
32
and
Zy =
[
y1/3λ0 w
w y2/3
]
=
[−5
8
w
w 1
4
]
.
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Since y1y2 6= 9q and ‖Φ1(., y)‖= |3y1 − 3y¯2q|+ |y1y2 − 9q|
9− |y2|2 = |λ0|, by Lemma 5.2.2 we
conclude ‖Zy‖= 1. The eigenvalues of Zy are −1 and 5/8, and

8√
39
w
−3√
39

and
4
√
2√
65
w
5
√
2√
65

are unit eigenvectors corresponding to the eigenvalues −1 and 5/8. Clearly these two
eigenvector are linearly independent. Thus Zy is diagonalizable and can be written as
Zy =
[−5/8 w
w 1/4
]
= Uy
[−1 0
0 5/8
]
U∗y ,
where Uy is the unitary matrix
Uy =

8√
39
w
4
√
2√
65
w
−3√
39
5
√
2√
65
 =
[
8w 4w
−3 5
][ 1√
39
0
0
√
2
65
]
.
Notice that, a function G is a Schur Function if and only if U∗GU is a Schur function. For
each scalar function g : D −→ D satisfying g(λ0) = 5
8
, we define a corresponding matrix
valued function
Hg(λ) =
[−1 0
0 g(λ)
]
, λ ∈ D .
Then clearly Hg is a Schur function. Now define a function by
Gg(λ) = UyHg(λ)U
∗
y for λ ∈ D.
Since Uy is unitary, ‖Uy‖= 1 = ‖U∗y ‖ and hence ‖Gg(λ)‖= ‖Hg(λ)‖ for each λ ∈ D. Then
Gg is a Schur function and
Gg(λ0) = Uy
[−1 0
0 g(λ0)
]
U∗y = Uy
[−1 0
0 5/8
]
U∗y = Zy.
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Note that,
Gg(0) = Uy
[−1 0
0 g(0)
]
U∗y =

− 8√
39
w
4
√
2√
65
wg(0)
3√
39
5
√
2√
65
g(0)


8√
39
w
−3√
39
4
√
2√
65
w
5
√
2√
65
 ,
and thus
[Gg(0)]22 = −
9
39
+
50
65
g(0) =
1
13
(10g(0)− 3).
Hence for each scalar Schur function g with
g(0) = 3/10 and g(−4/5) = 5/8, (6.1)
there will be a Schur function Gg satisfying
Gg(λ0) = Zy and
[
Gg(0)
]
22
= 0. (6.2)
For each scalar Schur function g satisfying condition (6.1), we define another matrix valued
function Fg
Fg(λ) = Gg(λ)
[
λ 0
0 1
]
for λ ∈ D .
Then ‖Fg(λ)‖≤ 1 for all λ ∈ D. Therefore, by Theorem 3.2.3, ([Fg(λ)]11, [Fg(λ)]22, detFg(λ)) ∈
Γ˜3. Notice that
Fg(λ0) = Gg(λ0)
[
λ0 0
0 1
]
= Zy
[
λ0 0
0 1
]
=
y1/3 w
λ0w y2/3

and
Fg(0) = Gg(0)
[
0 0
0 1
]
=
[
0 ∗
0 0
]
.
Finally for any scalar Schur function g satisfying condition (6.1), we define
ψg : D −→ Γ˜3
λ 7−→ ([Fg(λ)]11, [Fg(λ)]22, detFg(λ)) .
Then ψg is an analytic function such that ψg(0) = (0, 0, 0) and
ψg(λ0) =
(
y1, y2,
y1y2
9
− λ0w2
)
= (y1, y2, q) = y.
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Note that
Fg(λ) = Uy
[−1 0
0 g(λ)
]
U∗y
[
λ 0
0 1
]
for all λ ∈ D.
Since the matrix Uy is unitary, the third component of ψg is detFg(λ) = −λg(λ). Thus for
a set of distinct functions g, the set of functions ψg are distinct. The pseudo-hyperbolic
distance between the points
3
10
and
5
8
is
d
(
3
10
,
5
8
)
=
2
5
<
4
5
= |λ0| = d(0, λ0).
Hence there exist infinitely many scalar Schur functions g satisfying condition (6.1). Thus
existence of infinitely many distinct functions g in the Schur class satisfying conditions
(6.1) will give rise to infinitely many different analytic functions ψg, satisfying ψg(0) =
(0, 0, 0), ψg(λ0) = y.
6.2 The interpolating functions
In this section for λ0 ∈ D \ {0} and y0 = (y01, y02, q0) ∈ G˜3, we provide an explicit descrip-
tion of all analytic functions ψ : D −→ G˜3 such that ψ(0) = (0, 0, 0) and ψ(λ0) = y0.
Let π be the following map
π : C2×2 −→ C3
Z 7−→ (Z11, Z22, detZ) .
It is clear from the Theorem 3.1.4 that if F ∈ S2×2 (that is ‖F (λ)‖< 1 for all λ ∈ D) then
π ◦ F is a function from D to G˜3.
Lemma 6.2.1. Let λ0 ∈ D \ {0} and y0 = (y01, y02, q0) ∈ G˜3 and suppose that y01y02 6= 9q0,
|y02| ≤ |y01| and ‖Φ1(., y0)‖< |λ0|. For any ν > 0 let
Z(ν) =
y01/3λ0 νw
ν−1w y02/3
 (6.3)
where w2 =
y01y
0
2 − 9q0
9λ0
. Let KZν be defined by the equation (5.1). Also let θ1, θ2 be the
roots of the equation
z + 1/z =
|λ0|
|y01y02 − 9q0|
(
9− |y
0
1|2
|λ0|2 − |y
0
2|2 +
9|q0|2
|λ0|2
)
.
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Then for any ν such that
θ1 < ν
2 < θ2 (6.4)
we have ‖Z(ν)‖< 1 and KZν(|λ0|) is not positive definite.
Proof. First note that
1− Z∗νZν =

1− |y
0
1|2
9|λ0|2 −
|w|2
ν2
− y¯
0
1νw
3λ¯0
− y
0
2w¯
3ν
−y
0
1νw¯
3λ0
− y¯
0
2w
3ν
1− ν2|w|2 − |y
0
2|2
9
 .
Then we have (see the Appendix for the calculation)
det(1− Z∗νZν) = 1−
|y01|2
9|λ0|2 −
|y02|2
9
+
|q0|2
|λ0|2 −
|y01y02 − 9q0|
9|λ0| (ν + 1/ν
2). (6.5)
Thus, ‖Zν‖< 1 if and only if
1− |y
0
2|2
9
− ν2 |y
0
1y
0
2 − 9q0|
9|λ0| > 0
and 1− |y
0
1|2
9|λ0|2 −
|y02|2
9
+
|q0|2
|λ0|2 −
|y01y02 − 9q0|
9|λ0| (ν
2 + 1/ν2) > 0,
that is, if and only if
ν2 <
9|λ0|
(
1− |y
0
2|2
9
)
|y01y02 − 9q0|
and ν2 + 1/ν2 <
9|λ0|
(
1− |y
0
1|2
9|λ0|2 −
|y02|2
9
+
|q0|2
|λ0|2
)
|y01y02 − 9q0|
.
Let
J ≡
9|λ0|
(
1− |y
0
2|2
9
)
|y01y02 − 9q0|
=
|λ0|(9− |y02|2)
|y01y02 − 9q0|
. (6.6)
By (5.14), it is clear that
|λ0|
|y1y2 − 9q|
(
9− |y1|
2
|λ0|2 − |y2|
2 +
9|q|2
|λ0|2
)
= X2.
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Then, ‖Zν‖< 1 if and only if
ν2 < J and ν2 + 1/ν2 < X2.
Since |y02| < |y01|, we have y01 6= y¯02q0. Otherwise, y01 = y¯02q0 and hence |y01| = |y¯02||q0| <
|y¯02| = |y02|, a contradiction. By hypothesis ‖Φ1(., y0)‖< |λ0|. Then
|y01y02 − 9q0| < 3|y01 − y¯02q0|+ |y01y02 − 9q0| = (9− |y02|2)‖Φ1(., y0)‖< |λ0|(9− |y02|2).
Hence J > 1. Again by inequality (5.14), X2 > 2. Notice that (for calculation see the
Appendix)
J + 1/J −X2 = 9|y
0
1 − y¯02q0|2
|λ0|(9− |y02|2)|y01y02 − 9q0|
> 0. (6.7)
Hence
J + 1/J > X2. (6.8)
The graph of the function f(x) = x+
1
x
is the following :
The function f is continuous and has a point of minima at x = 1 and f(1) = 2. Since
X2 > 2, the line x = X2 intercepts the graph of f twice. Note that the equation
z + 1/z =
|λ0|
|y1y2 − 9q|
(
9− |y1|
2
|λ0|2 − |y2|
2 +
9|q|2
|λ0|2
)
is same as the equation z + 1/z = X2. Since θ1 and θ2 are two solutions of the equation
z+1/z = X2, it is clear from the above figure that ξ+1/ξ < X2 if and only if θ1 < ξ < θ2.
From the fact θ1 < 1 < θ2, J > 1 and from equation (6.8), we have J > θ2. If ξ+1/ξ < X2,
then θ1 < ξ < θ2 and hence ξ < J .
If θ1 < ν
2 < θ2, then ν
2 < J and hence ‖Zν‖< 1. Again ‖Zν‖< 1 implies θ1 < ν2 < θ2.
Therefore, ‖Zν‖< 1 if and only if θ1 < ν2 < θ2.
Next we show that, detKZν(|λ0|) < 0 whenever θ1 < ν2 < θ2. First note that :
KZν (|λ0|) =
[(1− |λ0|2Z∗νZν)(1− Z∗νZν)−1]11 [(1− |λ0|2)(1− ZνZ∗ν )−1Zν ]21
[(1− |λ0|2)Z∗ν(1− ZνZ∗ν )−1]12 [(ZνZ∗ν − |λ0|2)(1− ZνZ∗ν )−1]22
 .
Now
(1− |λ0|2Z∗νZν) =

1− |y
0
1|2
9|λ0|2 −
|λ0|2|w|2
ν2
−|λ0|y¯
0
1νw
3λ¯0
− |λ0|
2y02w¯
3ν
−|λ0|y
0
1νw¯
3λ0
− |λ0|
2y¯02w
3ν
1− |λ0|2ν2|w|2 − |λ0|
2|y02|2
9
 ,
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(1− Z∗νZν)−1 =
1
det(1− Z∗νZν)

1− ν2|w|2 − |y
0
2|2
9
y¯01νw
3λ¯0
+
y02w¯
3ν
y01νw¯
3λ0
+
y¯02w
3ν
1− |y
0
1|2
9|λ0|2 −
|w|2
ν2
 .
Then (see the Appendix),
[(1− |λ0|2Z∗νZν)(1− Z∗νZν)−1]11
=
1
det(1− Z∗νZν)
[
1− |y
0
1|2
9
− |y
0
2|2
9
+ |q0|2 − |y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)]
. (6.9)
So
[KZν (|λ0|) det(1− Z∗νZν)]11 = 1−
|y01|2
9
− |y
0
2|2
9
+ |q0|2 − |y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)
.
Again
(1− ZνZ∗ν) =

1− |y
0
1|2
9|λ0|2 − ν
2|w|2 − y
0
1w¯
3νλ0
− y¯
0
2νw
3
− y¯
0
1w
3νλ¯0
− y
0
2νw¯
3
1− |w|
2
ν2
− |y
0
2|2
9
 .
So using det(1− ZνZ∗ν ) = det(1− Z∗νZν), we have
(1− ZνZ∗ν)−1 =
1
det(1− Z∗νZν)

1− |w|
2
ν2
− |y
0
2|2
9
y01w¯
3νλ0
+
y¯02νw
3
y¯01w
3νλ¯0
+
y02νw¯
3
1− |y
0
1|2
9|λ0|2 − ν
2|w|2
 .
Then
(1− ZνZ∗ν)−1Zν
=
1
det(1− Z∗νZν)

1− |w|
2
ν2
− |y
0
2|2
9
y01w¯
3νλ0
+
y¯02νw
3
y¯01w
3νλ¯0
+
y02νw¯
3
1− |y
0
1|2
9|λ0|2 − ν
2|w|2

y01/3λ0 νw
ν−1w y02/3
 .
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So,
[(1− ZνZ∗ν)−1Zν ]21 =
1
det(1− Z∗νZν)
[
|y01|2w
9ν|λ0|2 +
y01y
0
2νw¯
9λ0
+
w
ν
− |y
0
1|2w
9ν|λ0|2 − νw|w|
2
]
=
1
det(1− Z∗νZν)
[w
ν
+
q0
λ0
νw¯
]
.
Thus
[KZν(|λ0|) det(1− Z∗νZν)]12 = (1− |λ0|2)
(w
ν
+
q0
λ0
νw¯
)
.
Again,
Z∗ν(1− ZνZ∗ν)−1
=
1
det(1− Z∗νZν)
y¯01/3λ¯0 ν−1w¯
νw¯ y¯02/3


1− |w|
2
ν2
− |y
0
2|2
9
y01w¯
3νλ0
+
y¯02νw
3
y¯01w
3νλ¯0
+
y02νw¯
3
1− |y
0
1|2
9|λ0|2 − ν
2|w|2
 .
So,
[(1− ZνZ∗ν)−1Zν ]12
=
1
det(1− Z∗νZν)
[
|y01|2w¯
9ν|λ0|2 +
y¯01 y¯
0
2νw
9λ¯0
+
w¯
ν
− |y
0
1|2w¯
9ν|λ0|2 − νw¯|w|
2
]
=
1
det(1− Z∗νZν)
[w¯
ν
+
q¯0
λ¯0
νw
]
,
and hence
[KZν(|λ0|) det(1− Z∗νZν)]21 = (1− |λ0|2)
( w¯
ν
+
q¯0
λ¯0
νw
)
.
Also
(ZνZ
∗
ν − |λ0|2)(1− ZνZ∗ν)−1
=
1
det(1− Z∗νZν)

|y01|2
9|λ0|2 + ν
2|w|2 − |λ0|2 y
0
1w¯
3νλ0
+
y¯02νw
3
y¯01w
3νλ¯0
+
y02νw¯
3
|w|2
ν2
+
|y02|2
9
− |λ0|2
×

1− |w|
2
ν2
− |y
0
2|2
9
y01w¯
3νλ0
+
y¯02νw
3
y¯01w
3νλ¯0
+
y02νw¯
3
1− |y
0
1|2
9|λ0|2 − ν
2|w|2
 .
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Again (see the Appendix)
[(ZνZ
∗
ν − |λ0|2)(1− ZνZ∗ν)−1]22
=
1
det(1− Z∗νZν)
[
|y01|2
9
+
|y02|2
9
− |λ0|2 + |y
0
1y
0
2 − 9q0|
9
(
ν2|λ0|+ 1
ν2|λ0|
)
− |q
0|2
|λ0|2
]
(6.10)
and hence
[KZν(|λ0|) det(1− Z∗νZν)]22
= −|λ0|2 − |y
0
1|2
9
− |y
0
2|2
9
+
|q0|2
|λ0|2 −
|y01y02 − 9q0|
9
(
|λ0|ν2 + 1
ν2|λ0|
)
.
Thus
KZν(|λ0|) det(1− Z∗νZν) =
1− |y
0
1|2
9
− |y
0
2|2
9
+ |q0|2 (1− |λ0|2)
(w
ν
+
q0
λ0
νw¯
)
−|y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)
−|λ0|2 + |y
0
1|2
9
+
|y02|2
9
− |q
0|2
|λ0|2
(1− |λ0|2)
(w¯
ν
+
q¯0
λ¯0
νw
)
−|y
0
1y
0
2 − 9q0|
9
(
ν2|λ0|+ 1
ν2|λ0|
)

.
Now by a straight forward calculation (see the Appendix)
det(KZν(|λ0|) det(1− Z∗νZν)) = −(kν − k1)(kν − k2), (6.11)
where
kν = |y01y02 − 9q0|
(
ν2 +
1
ν2
)
,
kj = |y01y02 − 9q0|Xj, j = 1, 2.
Since |y02| ≤ |y01|,
X1 −X2 = 1− |λ0|
2
|(y01y02 − 9q0)λ0|
(
|y01|2 − |y02|2
)
≥ 0
and consequently k2 ≤ k1. If θ1 < ν2 < θ2 then ν2 + 1
ν2
< X2 and hence kν <
|y01y02 − 9q0|X2 = k2 ≤ k1. Thus detKZν(|λ0|) < 0 when θ1 < ν2 < θ2. Hence for
any ν satisfying condition (6.4) we have ‖Zν‖< 1 and KZν (|λ0|) is not positive definite.
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Theorem 6.2.2. Let λ0 ∈ D\{0} and y0 = (y01, y02, q0) ∈ G˜3 and suppose that y01y02 6= 9q0,
|y02| ≤ |y01| and ‖Φ1(., y0)‖< |λ0|. Let R be the set of analytic functions ψ : D −→ G˜3
satisfying ψ(0) = (0, 0, 0) and ψ(λ0) = y
0. The function π ◦ F belongs to R where
F (λ) =M−Zν
(
(BQ)(λ)
)[
λ 0
0 1
]
(6.12)
where Z(ν) is given by (6.3) and ν satisfies (6.4), Q is a 2× 2 Schur function such that
Q(0)∗λ¯0u(α) = v(α), (6.13)
where u(α), v(α) are given by equation (5.2) and α ∈ C2 \ {0} satisfies
〈KZν(|λ0|)α, α〉 ≤ 0. (6.14)
Conversely, every function in R is of the form π ◦F where F given by equation (6.12) for
some choice of ν, α and Q satisfying the conditions (6.4), (6.14), (6.13), respectively.
Proof. Suppose ν satisfies (6.4). Thus θ1 < ν
2 < θ2, where θ1, θ2 be the roots of the
equation
z + 1/z =
|λ0|
|y1y2 − 9q|
(
9− |y1|
2
|λ0|2 − |y2|
2 +
9|q|2
|λ0|2
)
= X2.
Then by Lemma 6.2.1, ‖Zν‖< 1 and KZν(|λ0|) is not positive definite. Further, suppose
α ∈ C2 \ {(0, 0)} such that 〈KZν(|λ0|)α, α〉 ≤ 0 and Q is a Schur function such that
Q(0)∗λ¯0u(α) = v(α) Then using part (2) of Lemma 5.1.2, the function
G =M−Zν ◦ (BQ) ∈ S2×2 and [G(0)]22 = 0, G(λ0) = Zν .
Thus the function F , given by equation (6.12), is
F (λ) = G(λ)
[
λ 0
0 1
]
for λ ∈ D.
Hence,
‖F (λ)‖= ‖G(λ)‖|λ| ≤ ‖G(λ)‖< 1 for λ ∈ D,
that is, F ∈ S2×2. Also F has the following properties
F (0) = G(0)
[
0 0
0 1
]
=
[
0 ∗
0 0
]
and
F (λ0) = G(λ0)
[
λ0 0
0 1
]
= Zν
[
λ0 0
0 1
]
=
[
y01/3 νw
λ0ν
−1w y02/3
]
.
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Then the function ψ = π ◦ F satisfies ψ(0) = (0, 0, 0) and ψ(λ0) = (y01, y02, q0) = y0. Since
F ∈ S2×2 the function ψ is analytic from D to G˜3. Thus ψ ∈ R.
For the converse part suppose that ψ ∈ R. Then ψ(0) = (0, 0, 0) and ψ(λ0) =
(y01, y
0
2, q
0). By Fatou’s Lemma, ψ has radial limits almost everywhere on T. We denote
the radial limit function of ψ by ψ˜ which maps T almost everywhere to Γ˜3. Let
h(λ) =
ψ1(λ)ψ2(λ)
9
− ψ3(λ) for λ ∈ D.
Then h is a bounded analytic function on D (eventually a Schur function by condition (4)
of Theorem 3.1.4). By inner-outer factorization, there exist f, g ∈ H∞ such that
h(λ) = f(λ)g(λ) for λ ∈ D,
with |f˜ | = |g˜| almost everywhere on T. As fg(0) = 0, without loss of generality assume
g(0) = 0. Consider
F (λ) =

ψ1(λ)
3
f(λ)
g(λ)
ψ2(λ)
3
 for λ ∈ D. (6.15)
Since fg =
ψ1ψ2
9
− ψ3, by Lemma 3.1.2 we have detF = ψ3,
1− F ∗F =

1− |ψ1|
2
9
− |g|2 −f ψ¯1
3
− g¯ ψ2
3
−f¯ ψ1
3
− g ψ¯2
3
1− |ψ2|
2
9
− |f |2

and
det(1− F ∗F ) = 1− |ψ1|
2
9
− |ψ2|
2
9
+ |ψ3|2 − |f |2 − |g|2.
Since |f˜ | = |g˜| almost everywhere on T, we have
[1− F ∗F ]11 = 1−
|ψ˜1|2
9
−
∣∣∣∣∣ ψ˜1ψ˜29 − ψ˜3
∣∣∣∣∣ and [1− F ∗F ]22 = 1− |ψ˜2|29 −
∣∣∣∣∣ ψ˜1ψ˜29 − ψ˜3
∣∣∣∣∣
almost everywhere on T and
det(1− F ∗F ) = 1− |ψ˜1|
2
9
− |ψ˜2|
2
9
+ |ψ˜3|2 −
∣∣∣ ψ˜1ψ˜2
9
− ψ˜3
∣∣∣
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almost everywhere on T. Then by conditions (3), (3′) and (5) of Theorem 3.2.3, we have
[1− F ∗F ]11 ≥ 0, [1− F ∗F ]22 ≥ 0 and det(1− F ∗F ) ≥ 0 almost everywhere on T.
Thus ‖F‖≤ 1 almost everywhere on T. Thus by maximum modulus principle ‖F (λ)‖≤ 1
for all λ ∈ D. Clearly π ◦F = (ψ1, ψ2, ψ3) = ψ. Note that if F is constant function then ψ
is also constant. But the facts ψ(0) = (0, 0, 0), ψ(λ0) = (y
0
1, y
0
2, q
0) and y01y
0
2 6= 9p indicate
that ψ is non-constant. Hence F is non-constant. Therefore by maximum modulus
principle, ‖F (λ)‖< 1 for all λ ∈ D. Hence F ∈ S2×2.
Thus to complete the proof we need to show that F can be written in the form
(6.12) for some ν, α and Q satisfying (6.4), (6.14) and (6.13). Since y01y
0
2 6= 9q0, we have
fg(λ0) =
y01y
0
2
9
− q0 6= 0 and hence both f(λ0) and g(λ0) are nonzero. Now consider
ν =
f(λ0)
w
where w2 =
y01y
0
2 − 9q0
9λ0
. Then g(λ0) =
w2
f(λ0)
=
λ0w
ν
. Hence
F (λ0) =
[
y01/3 νw
λ0ν
−1w y02/3
]
.
We may assume that ν > 0 (otherwise we can replace F by U∗FU for a suitable diagonal
unitary matrix U). Consider
G(λ) = F (λ)
[
λ−1 0
0 1
]
for all λ ∈ D.
Then we have G ∈ S2×2 and
[G(0)]22 = [F (0)]22 = 0 and G(λ0) =
[
y01/3λ0 νw
ν−1w y02/3
]
= Zν .
Then F (λ) = G(λ)
[
λ 0
0 1
]
for all λ ∈ D. We have already proved that ‖Zν‖< 1 if and
only if θ1 < ν
2 < θ2. Since G ∈ S2×2, ‖Zν‖= ‖G(λ0)‖< 1 and hence θ1 < ν2 < θ2. That
is, condition (6.4) holds. Again since G ∈ S2×2, we have [G(0)]22 = 0 and G(λ0) = Zν ,
by part-(2) of Lemma 5.1.2, there exists some α ∈ C2 \ {0} such that 〈KZ(|λ0|)α, α〉 ≤ 0
and a Schur function Q such that Q(0)∗λ¯0u(α) = v(α) and
G =M−Zν ◦BQ,
where u(α), v(α) are given by equation (5.2). Thus the conditions (6.14) and (6.13) are
satisfied. Hence F (λ) = M−Zν (BQ(λ))
[
λ 0
0 1
]
that is, F can be written in the form
(6.12). Hence the proof is complete.
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Chapter 7
A Schwarz lemma for Gn
In this chapter, we establish a Schwarz type lemma for the symmetrized polydisc. In
[28], Costara introduced the following function to characterize a point in Gn. For a point
s = (s1, . . . , sn−1, p) ∈ Cn, let fs be the function defined as
fs(z) =
n(−1)npzn−1 + (n− 1)(−1)n−1sn−1zn−2 + · · ·+ (−s1)
n− (n− 1)s1z + · · ·+ (−1)n−1sn−1zn−1 . (7.1)
The function fs is a rational function whose poles are outside D. This rational function
characterizes the points in Gn and Γn in the following way.
Theorem 7.0.1 ([28], Theorem 3.1 and 3.2). Let s = (s1, . . . , sn−1, p) ∈ Cn, and let fs
be given by (7.1). Then the following assertions are equivalent.
1. The element s = (s1, . . . , sn−1, p) ∈ Gn (or ∈ Γn).
2. We have
sup
|z|≤1
|fs(z)| < 1 (or ≤ 1).
For r > 0, let Dr = {z ∈ C : |z| < r}. We denote the image of the set Dr × · · · × Dr︸ ︷︷ ︸
n−times
,
under the symmetrization map πn, as Gnr . Then
Gnr = πn(Dr × · · · × Dr︸ ︷︷ ︸
n−times
) =
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj , . . . ,
n∏
i=1
zi
)
: zi ∈ Dr, i = 1, . . . , n
}
.
Also denote Γnr as following
Γnr = πn(Dr × · · · × Dr︸ ︷︷ ︸
n−times
) =
{( ∑
1≤i≤n
zi,
∑
1≤i<j≤n
zizj, . . . ,
n∏
i=1
zi
)
: zi ∈ Dr, i = 1, . . . , n
}
.
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Theorem 7.0.2. Let (s1, . . . , sn−1, p) ∈ Cn, and let λ ∈ D \ {0}. Then the following are
equivalent
1. (s1, . . . , sn−1, p) ∈ Gn|λ| (or ∈ Γn|λ|).
2.
(s1
λ
, . . . ,
sn−1
λn−1
,
p
λn
)
∈ Gn (or ∈ Γn)
Proof. (1) ⇒ (2). Suppose (s1, . . . , sn−1, p) ∈ Gn|λ| . Then there exist z1, z2, . . . , zn ∈ D|λ|
such that
si(z) =
∑
1≤k1<k2···<ki≤n
zk1 · · · zki and p(z) =
n∏
i=1
zi .
Since zj ∈ D|λ|, we have zj
λ
∈ D for all j = 1, . . . , n. Also
πn
(z1
λ
, . . . ,
zn
λ
)
=
(s1
λ
, . . . ,
sn−1
λn−1
,
p
λn
)
.
Thus
(s1
λ
, . . . ,
sn−1
λn−1
,
p
λn
)
∈ Gn.
(2) ⇒ (1). Suppose
(s1
λ
, . . . ,
sn−1
λn−1
,
p
λn
)
∈ Gn. Then there exist w1, w2, . . . , wn ∈ D such
that
s1
λ
= w1 + · · ·+ wn, s2
λ2
=
∑
1≤j<k≤n
wjwk, . . . ,
p
λn
=
n∏
j=1
wj .
Clearly λwj ∈ D|λ| for all j = 1, . . . , n, and (s1, . . . , sn−1, p) = πn(λw1, . . . , λwn). There-
fore, (s1, . . . , sn−1, p) ∈ Gn|λ| .
We now present a Schwarz type lemma for the symmetrized polydisc Gn.
Theorem 7.0.3. Let s0 = (s01, . . . , s
0
n−1, p
0) ∈ Gn and let λ0 ∈ D \ {0}. Suppose there
exists an analytic function ψ : D → Gn such that ψ(0) = (0, . . . , 0) and ψ(λ0) = s0.
Then
(1)
sup
z∈D
∣∣∣∣n(−1)np0zn−1 + (n− 1)(−1)n−1s0n−1zn−2 + · · ·+ (−s01)n− (n− 1)s01z + · · ·+ (−1)n−1s0n−1zn−1
∣∣∣∣ ≤ |λ0|.
(2) The conditions (2)− (11) of Theorem 5.2.1 hold if the point y0 is replaced by s0.
Proof. Part (1) of the above theorem can be deduced from Corollary 3.1 of [28]. We give
an alternative proof here.
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(1) Let ψ : D→ Gn such that ψ(0) = (0, . . . , 0) and ψ(λ0) = s0. For ω ∈ T, consider the
function fω : Gn −→ C, defined as
fω : (s1, . . . , sn−1, p) 7−→ n(−1)
npωn−1 + (n− 1)(−1)n−1sn−1ωn−2 + · · ·+ (−s1)
n− (n− 1)s1ω + · · ·+ (−1)n−1sn−1ωn−1
By Theorem 7.0.2, the function fω is well defined and fω(Gn) = D. Then the function
gω = fω ◦ ψ : D→ D is analytic, gω(0) = (0, . . . , 0) and
gω(λ0) =
n(−1)np0ωn−1 + (n− 1)(−1)n−1s0n−1ωn−2 + · · ·+ (−s01)
n− (n− 1)s01ω + · · ·+ (−1)n−1s0n−1ωn−1
.
Therefore, by the Schwarz lemma for the disc we have∣∣∣∣n(−1)np0ωn−1 + (n− 1)(−1)n−1s0n−1ωn−2 + · · ·+ (−s01)n− (n− 1)s01ω + · · ·+ (−1)n−1s0n−1ωn−1
∣∣∣∣ ≤ |λ0|.
The above inequality is true for each ω ∈ T, hence
sup
ω∈T
∣∣∣∣n(−1)np0ωn−1 + (n− 1)(−1)n−1s0n−1ωn−2 + · · ·+ (−s01)n− (n− 1)s01ω + · · ·+ (−1)n−1s0n−1ωn−1
∣∣∣∣ ≤ |λ0|.
Then, by Maximum principle
sup
z∈D
∣∣∣∣n(−1)np0zn−1 + (n− 1)(−1)n−1s0n−1zn−2 + · · ·+ (−s01)n− (n− 1)s01z + · · ·+ (−1)n−1s0n−1zn−1
∣∣∣∣ ≤ |λ0|.
(2) Since ψ maps D into G˜n, it is evident from Theorem 5.2.1 that conditions (2) − (11)
of Theorem 5.2.1 follow necessarily if we replace y0 by s0.
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Chapter 8
Invariant distances for a subset of G˜n
In this chapter, we show that two holomorphically invariant families of function, namely
the Carathe´odory pseudo distance and the Lempert function, coincide for some points of
G˜n. Let us recall that for a domain Ω ⊂ Cn and two points z, w ∈ Ω, the Carathe´odory
pseudo-distance between z, w is
CΩ(z, w) := sup
{
ρ(f(z), f(w)) : f ∈ O(Ω,D)}
and the Lempert function for Ω is defined as
LΩ(z, w) := inf
{
ρ(α, β) : there is f ∈ O(D,Ω), f(α) = z, f(β) = w},
where ρ is the hyperbolic distance. It can be seen that for z, w ∈ D, ρ(z, w) = tanh−1(d(z, w))
where d is the Mo¨bius distance. The famous Lempert theorem states that CE = LE for
a domain E ⊂ Cn if E is convex. It was proved in 1981 and since then it was a long
standing open problem whether the converse to the Lempert’s theorem was true. In 2004,
Agler and Young proved (in [11]) that these two metrics coincide for the domain G2, the
symmetrized bidisc, which is polynoimally convex but not convex. Later in 2007, Nikolov,
Pflug and Zwonek proved in [47] that they do not agree for Gn if n ≥ 3. The tetrablock
E = {(x1, x2, x3) ∈ C3 : 1− zx1 − wx2 + zwx3 6= 0 for all z, w ∈ D} ,
was shown to be the second example of a non-convex domain for which CE = LE, [2, 32].
Since E is linearly isomorphic to G˜3 by the map (x1, x2, x3) 7→ (x1
3
,
x2
3
, x3) from G˜3 to E,
evidently Lempert’s theorem holds for G˜3.
We have already shown that G˜n is a non-convex but polynomially convex domain for
n ≥ 2. Here we shall prove that CE = LE for the points z, w in Jn ⊂ G˜n, where at
least one of z, w is equal to 0. We apply the same techniques as in [2] to establish this.
The set Jn was defined in the beginning of Section 5.2 and note that Jn = G˜n if n = 1, 2, 3.
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Theorem 8.0.1. Let y = (y1, . . . , yn−1, q) ∈ Jn ⊂ G˜n, then
CG˜n(0, y) = LG˜n(0, y) = max1≤j≤n−1

(
n
j
) |yj − y¯n−jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yn−j|2
 .
Proof. It is known that CΩ ≤ LΩ for any domain Ω ⊂ Cn. We only show CG˜n(0, y) ≥LG˜n(0, y) whenever y ∈ Jn. One can write
LG˜n(0, y) := inf
{
tanh−1 |λ| : there exists f ∈ O(D, G˜n)
such that f(0) = (0, . . . , 0), f(λ) = y
}
.
For any f ∈ O(D, G˜n) satisfying f(0) = (0, . . . , 0) and f(λ) = (y1, . . . , yn−1, q), using
Theorem 5.2.1 (the implication (1)⇒ (2)), we have
|λ| ≥ max
1≤j≤n−1
{‖Φj(., y0)‖H∞} .
Thus
LG˜n(0, y) ≥ max1≤j≤n−1
{
tanh−1‖Φj(., y)‖H∞
}
.
Since condition (2) of Theorem 5.2.1 holds for the choice
λ0 = max
1≤j≤n−1
{‖Φj(., y)‖H∞} ,
by (the implication (2)⇒ (1) of) Theorem 5.2.1, we get
LG˜n(0, y) = max1≤j≤n−1
{
tanh−1‖Φj(., y)‖H∞
}
= max
1≤j≤n−1
tanh−1
(
n
j
) |yj − y¯n−jq|+ ∣∣∣yjyn−j − (nj)2q∣∣∣(
n
j
)2 − |yn−j|2
 .
The Carathe´odory pseudo-distance can be expressed as
CG˜n(0, y) = sup
{
tanh−1 |f(y)| : f ∈ O(G˜n,D), f((0, . . . , 0)) = 0
}
.
For any ω ∈ T and any j ∈ {1, . . . , n− 1}, the function Φj(ω, .) is analytic from G˜n to D
and satisfies Φj(ω, (0, . . . , 0)) = 0. Thus
CG˜n(0, y) ≥ tanh−1 |Φj(ω, y)| for any ω ∈ T.
Hence CG˜n(0, y) ≥ tanh−1‖Φj(., y)‖H∞ for any 1 ≤ j ≤ n− 1. Therefore
CG˜n(0, y) ≥ max1≤j≤n−1
{
tanh−1‖Φj(., y)‖H∞
}
= LG˜3(0, y).
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Appendix
Proof of equation (5.15):
det(1− Z∗jZj)
= 1− |y
0
j |2(
n
j
)2|λ0|2 − |wj|2 − |wj|2 + |y
0
j |2(
n
j
)2|λ0|2 |wj|2 + |wj|4 − |y
0
n−j|2(
n
j
)2 + |y0j |2|y0n−j|2(n
j
)4|λ0|2
+
|wj|2|y0n−j|2(
n
j
)2 − |y0j |2(n
j
)2|λ0|2 |wj|2 − y
0
j y
0
n−j(
n
j
)2
λ0
w¯j
2 − y¯1y¯2(
n
j
)2
λ¯0
w2j −
|y0n−j|2|wj|2(
n
j
)2
= 1− |y
0
j |2(
n
j
)2|λ0|2 − 2|wj|2 − |y
0
n−j|2(
n
j
)2 + |wj|4 − y0j y0n−j(n
j
)2
λ0
w¯j
2 − y¯1y¯2(
n
j
)2
λ¯0
w2j +
|y0j |2|y0n−j|2(
n
j
)4|λ0|2
= 1− |y
0
j |2(
n
j
)2|λ0|2 − |y
0
n−j|2(
n
j
)2 − 2 |y0jy0n−j −
(
n
j
)2
q|(
n
j
)2|λ0| + |q|
2
|λ0|2
=
1(
n
j
)2
((
n
j
)2
− |y
0
j |2
|λ0|2 − |y
0
n−j|2 − 2
|y0jy0n−j −
(
n
j
)2
q|
|λ0| +
(
n
j
)2|q|2
|λ0|2
)
Proof of equation (6.5):
det(1− Z∗νZν)
= 1− |y
0
1|2
9|λ0|2 −
|w|2
ν2
− ν2|w|2 + |y
0
1|2ν2
9|λ0|2 |w|
2 + |w|4 − |y
0
2|2
9
+
|y01|2|y02|2
81|λ0|2
+
|w|2|y02|2
9ν2
− |y
0
1|2ν2
9|λ0|2 |w|
2 − y
0
1y
0
2
9λ0
w¯2 − y¯
0
1 y¯
0
2
9λ¯0
w2 − |y
0
2|2|w|2
9ν2
= 1− |y
0
1|2
9|λ0|2 − |w|
2(ν2 + 1/ν2)− |y
0
2|2
9
+ |w|4 − y
0
1y
0
2
9λ0
w¯2 − y¯
0
1 y¯
0
2
9λ¯0
w2 +
|y01|2|y02|2
81|λ0|2
= 1− |y
0
1|2
9|λ0|2 −
|y02|2
9
− |y
0
1y
0
2 − 9q0|
9|λ0| (ν
2 + 1/ν2)− y
0
1y
0
2 q¯
0
9|λ0|2 +
|q0|2
|λ0|2 +
y01y
0
2 q¯
0
9|λ0|2
= 1− |y
0
1|2
9|λ0|2 −
|y02|2
9
+
|q0|2
|λ0|2 −
|y01y02 − 9q0|
9|λ0| (ν + 1/ν
2).
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Proof of equation (6.7):
= K + 1/K −X2
=
|λ0|(9− |y02|2)
|y01y02 − 9q0|
+
|y01y02 − 9q0|
|λ0|(9− |y02|2)
− |λ0||y01y02 − 9q0|
(
9− |y
0
1|2
|λ0|2 − |y
0
2|2 +
9|q0|2
|λ0|2
)
=
|λ0|2(9− |y02|2) + |y01y02 − 9q0|2 − |λ0|2(9− |y02|2)
(
9− |y
0
1|2
|λ0|2 − |y
0
2|2 +
9|q0|2
|λ0|2
)
|λ0|(9− |y02|2)|y01y02 − 9q0|
=
9(y01 y¯
0
1 − y01y02 q¯0 − y¯01 y¯02q0 + q0q¯0y02 y¯02)
|λ0|(9− |y02|2)|y01y02 − 9q0|
=
9|y01 − y¯02q0|2
|λ0|(9− |y02|2)|y01y02 − 9q0|
> 0.
Proof of equation (6.9):
[(1− |λ0|2Z∗νZν)(1− Z∗νZν)−1]11
=
1
det(1− Z∗νZν)
[
1− |y
0
1|2
9
− |λ0|
2|w|2
ν2
− ν2|w|2 + |y
0
1|2ν2
9
|w|2 + |λ0|2|w|4
− |y
0
2|2
9
+
|y01|2|y02|2
81
+
|λ0|2|w|2|y02|2
9ν2
− |y
0
1|2ν2
9
|w|2
− λ¯0y
0
1y
0
2
9
w¯2 − y¯
0
1 y¯
0
2λ0
9λ¯0
w2 − |λ0|
2|y02|2|w|2
9ν2
]
=
1
det(1− Z∗νZν)
[
1− |y
0
1|2
9
− |y
0
2|2
9
− |y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)
− y
0
1y
0
2 q¯
0
9
+ |q0|2 + y
0
1y
0
2 q¯
0
9
]
=
1
det(1− Z∗νZν)
[
1− |y
0
1|2
9
− |y
0
2|2
9
+ |q0|2 − |y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)]
.
Proof of equation (6.10):
[(ZνZ
∗
ν − |λ0|2)(1− ZνZ∗ν)−1]22
=
1
det(1− Z∗νZν)
[
|y01|2|w|2
9ν|λ0|2 +
y01y
0
2w¯
2
9λ0
+
y¯01 y¯
0
2w
2
9λ¯0
+
|y02|2ν2|w|2
9
+
|w|2
ν2
|y02|2
9
− |λ0|2 − |y
0
1|2|w|2
9ν|λ0|2 −
|y01|2|y02|2
81|λ0|2 +
|y01|2
9
− |w|4
100
− |y
0
2|2ν2|w|2
9
+ ν2|λ0|2|w|2
]
=
1
det(1− Z∗νZν)
[
|y01|2
9
+
|y02|2
9
− |λ0|2 + |y
0
1y
0
2 − 9q0|
9
(
ν2|λ0|+ 1
ν2|λ0|
)
+
|y01|2|y02|2
81|λ0|2 −
y¯01 y¯
0
2q
0
9|λ0|2 +
y¯01 y¯
0
2 − 9q¯0
81|λ0|2 (9q
0)− |y
0
1|2|y02|2
81|λ0|2
]
=
1
det(1− Z∗νZν)
[
|y01|2
9
+
|y02|2
9
− |λ0|2 + |y
0
1y
0
2 − 9q0|
9
(
ν2|λ0|+ 1
ν2|λ0|
)
− |q
0|2
|λ0|2
]
.
Proof of equation (6.11):
L.H.S
= det(KZν(|λ0|) det(1− Z∗νZν))
= −|λ0|2 + |y
0
1|2
9
+
|y02|2
9
− |q
0|2
|λ0|2 −
|y01y02 − 9q0|
9
(
ν2|λ0|+ 1
ν2|λ0|
)
+
|λ0|2|y01|2
9
− |y
0
1|4
81
− |y
0
1|2|y02|2
81
+
|y01|2|q0|2
9|λ0|2
− |y
0
1|2|y01y02 − 9q0|
81
(
ν2|λ0|+ 1
ν2|λ0|
)
+
|y02|2|λ0|2
9
− |y
0
2|2|y01|2
81
− |y
0
2|4
81
+
|y02|2|q0|2
9|λ0|2
− |y
0
2|2|y01y02 − 9q0|
81
(
ν2|λ0|+ 1
ν2|λ0|
)
− |λ0|2|q0|2 + |y
0
1|2|q0|2
9
+
|y02|2|q0|2
9
− |q
0|4
|λ0|2
− |y
0
1y
0
2 − 9q0||q0|2
9
(
ν2|λ0|+ 1
ν2|λ0|
)
+
|y01y02 − 9q0|
9
( |λ0|3
ν2
+ ν2|λ0|
)
− |y
0
1y
0
2 − 9q0|
9
( |λ0|
ν2
+
ν2
|λ0|
)( |y01|2
9
+
|y02|2
9
− |q
0|2
|λ0|2
)
− |y
0
1y
0
2 − 9q0|2
81
(
|λ0|2 + ν4 + 1
ν4
+
1
|λ0|2
)
− (1− |λ0|2)2
( |w|2
ν2
+
q¯0w2
λ¯0
+
q0w¯2
λ0
+
|q0|2|w|2ν2
|λ0|2
)
=
[
− |λ0|2 + |y
0
1|2
9
+
|y02|2
9
+
|λ0|2|y01|2
9
− |y
0
1|4
81
+
|y01|2|q0|2
9|λ0|2 +
|y02|2|λ0|2
9
− |y
0
2|4
81
+
|y02|2|q0|2
9|λ0|2 +
|y01|2|q0|2
9
+
|y02|2|q0|2
9
− |q
0|4
|λ0|2
]
− |q
0|2
|λ0|2 −
|y01y02 − 9q0|
9
ν2|λ0|
101
− |y
0
1y
0
2 − 9q0|
9ν2|λ0| − 2
|y01|2|y02|2
81
− |y
0
1|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
1|2|y01y02 − 9q0|
81ν2|λ0|
− |y
0
2|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
2|2|y01y02 − 9q0|
81ν2|λ0| − |λ0|
2|q0|2 − |y
0
1y
0
2 − 9q0||q0|2
9
ν2|λ0|
− |y
0
1y
0
2 − 9q0||q0|2
9ν2|λ0| +
|y01y02 − 9q0||λ0|3
9ν2
+
|y01y02 − 9q0|
9
ν2|λ0| − |y
0
1|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
1|2|y01y02 − 9q0|ν2
81|λ0| −
|y02|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
2|2|y01y02 − 9q0|ν2
81|λ0|
+
|q0|2|y01y02 − 9q0||λ0|
9ν2|λ0|2 −
|q0|2|y01y02 − 9q0|ν2
9|λ0||λ0|2 −
|y01y02 − 9q0|2
81
|λ0|2
− |y
0
1y
0
2 − 9q0|2
81
ν4 − |y
0
1y
0
2 − 9q0|2
81ν4
− |y
0
1y
0
2 − 9q0|2
81|λ0|2
− (1− |λ0|2)2
( |w|2
ν2
+
q¯0w2
λ¯0
+
q0w¯2
λ0
+
|q0|2|w|2ν2
|λ0|2
)
= −|λ0|2 + |y
0
1|2
9
+
|y02|2
9
+
|λ0|2|y01|2
9
− |y
0
1|4
81
+
|y01|2|q0|2
9|λ0|2 +
|y02|2|λ0|2
9
− |y
0
2|4
81
+
|y02|2|q0|2
9|λ0|2
+
|y01|2|q0|2
9
+
|y02|2|q0|2
9
− |q
0|4
|λ0|2 −
|y01|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
1|2|y01y02 − 9q0|
81ν2|λ0|
− |y
0
2|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
2|2|y01y02 − 9q0|
81ν2|λ0| −
|y01y02 − 9q0||q0|2
9ν2|λ0| +
|y01y02 − 9q0|
9
ν2|λ0|
− |y
0
1|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
1|2|y01y02 − 9q0|ν2
81|λ0| −
|y02|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
2|2|y01y02 − 9q0|ν2
81|λ0|
+
|q0|2|y01y02 − 9q0|
9ν2|λ0| −
|y01y02 − 9q0|2
81
ν4 − |y
0
1y
0
2 − 9q0|2
81ν4
− |y
0
1y
0
2 − 9q0|
9
ν2|λ0| − |y
0
1y
0
2|2|λ0|2
81
− |y
0
1y
0
2|2
81|λ0|2 − 2
|y01|2|y02|2
81
− 4|q0|2 + 2y
0
1y
0
2 q¯
0
9
+
2y¯01y¯
0
2q
0
9
+ 2
|λ0||y01y02 − 9q0|
9ν2
+ 2
|q0|2ν2|y01y02 − 9q0|
9|λ0| .
R.H.S
= −(kν − k1)(kν − k2)
= −
[
|y01y02 − 9q0|
9
(
ν2 + 1/ν2
)− |y01y02 − 9q0|
9
X1
][
|y01y02 − 9q0|
9
(
ν2 + 1/ν2
)− |y01y02 − 9q0|
9
X2
]
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= −
[
|y01y02 − 9q0|
9
(
ν2 + 1/ν2
)− |λ0|+ |y01|2|λ0|
9
+
|y02|2
9|λ0| −
|q0|2
|λ0|
]
×[
|y01y02 − 9q0|
9
(
ν2 + 1/ν2
)− |λ0|+ |y01|2
9|λ0| +
|y02|2|λ0|
9
− |q
0|2
|λ0|
]
= −|y
0
1y
0
2 − 9q0|2
81
(
ν4 + 2 + 1/ν4
)
+
|y01y02 − 9q0|
9
(
ν2 + 1/ν2
)|λ0| − |y01y02 − 9q0|
81
(
ν2 + 1/ν2
)|y01|2|λ0|
− |y
0
1y
0
2 − 9q0||y02|2
81|λ0|
(
ν2 + 1/ν2
)
+
|y01y02 − 9q0||q0|2
9|λ0|
(
ν2 + 1/ν2
)
+
|y01y02 − 9q0||λ0|
9
(
ν2 + 1/ν2
)
− |λ0|2 + |y
0
1|2|λ0|2
9
+
|y02|2
9
− |q0|2 − |y
0
1y
0
2 − 9q0||y01|2
81|λ0|
(
ν2 + 1/ν2
)
+
|y01|2
9
− |y
0
1|4
81
− |y
0
1|2|y02|2|λ0|2
81
+
|y01|2|q0|2
9
− |y
0
1y
0
2 − 9q0|
81
(
ν2 + 1/ν2
)|y02|2|λ0|
+
|y02|2|λ0|2
9
− |y
0
1|2|y02|2
81|λ0|2 −
|y02|4
81
+
|q0|2|y02|2
9
+
|y01y02 − 9q0||q0|2
9|λ0|
(
ν2 + 1/ν2
)
− |q0|2 + |y
0
1|2|q0|2
9|λ0|2 +
|y02|2|q0|2
9|λ0|2 −
|q0|4
|λ0|2
= −|λ0|2 + |y
0
1|2
9
+
|y02|2
9
+
|λ0|2|y01|2
9
− |y
0
1|4
81
+
|y01|2|q0|2
9|λ0|2 +
|y02|2|λ0|2
9
− |y
0
2|4
81
+
|y02|2|q0|2
9|λ0|2
+
|y01|2|q0|2
9
+
|y02|2|q0|2
9
− |q
0|4
|λ0|2 −
|y01|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
1|2|y01y02 − 9q0|
81ν2|λ0|
− |y
0
2|2|y01y02 − 9q0|
81
ν2|λ0| − |y
0
2|2|y01y02 − 9q0|
81ν2|λ0| −
|y01y02 − 9q0||q0|2
9ν2|λ0| +
|y01y02 − 9q0|
9
ν2|λ0|
− |y
0
1|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
1|2|y01y02 − 9q0|ν2
81|λ0| −
|y02|2|y01y02 − 9q0||λ0|
81ν2
− |y
0
2|2|y01y02 − 9q0|ν2
81|λ0|
+
|q0|2|y01y02 − 9q0|
9ν2|λ0| −
|y01y02 − 9q0|2
81
ν4 − |y
0
1y
0
2 − 9q0|2
81ν4
− |y
0
1y
0
2 − 9q0|
9
ν2|λ0| − |y
0
1y
0
2|2|λ0|2
81
− |y
0
1y
0
2|2
81|λ0|2 − 2
|y01|2|y02|2
81
− 4|q0|2 + 2y
0
1y
0
2 q¯
0
9
+
2y¯01 y¯
0
2q
0
9
+ 2
|λ0||y01y02 − 9q0|
9ν2
+ 2
|q0|2ν2|y01y02 − 9q0|
9|λ0| .
Therefore, L.H.S = R.H.S and the proof is complete.
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