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Abstract
Weprove lower bounds on the joint linear complexity proﬁle of multisequences obtained by explicit
inversive methods and show that for some suitable choices of parameters these joint linear complexity
proﬁles are close to be perfect.
© 2004 Elsevier Inc. All rights reserved.
Keywords: Linear complexity proﬁle; Multisequences; Nonlinear pseudorandom numbers; Inversive method;
Parallelization
1. Introduction
Let N be a positive integer and S = (n)∞n=0 be a sequence with terms in a ﬁnite ﬁeld Fq
of q elements. Then theNth linear complexityLN(S) is the least order of a linear recurrence
relation over Fq that generates the ﬁrst N terms of S, i.e., LN(S) is the smallest positive
integer such that there exist coefﬁcients 0, . . . , L−1 ∈ Fq with
n+L = L−1n+L−1 + · · · + 0n, 0nN − L− 1.
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If S starts with N − 1 zeros then we deﬁne LN(S) = 0 if N−1 = 0 and LN(S) = N if
N−1 = 0. The linear complexity L(S) of S is deﬁned by
L(S) = sup
N1
LN(S)
and the function L(N) = LN(S), N1, is called the linear complexity proﬁle of S. For a
periodic sequence S of period T we have
LN(S)T , N1.
Linear complexity and linear complexity proﬁle are important characteristics of a sequence
for applications in cryptography and Monte Carlo methods (see [2,4,6,13,15–17]). Both,
linear complexity and linear complexity proﬁle of a given sequence can be determined with
the well-known Berlekamp–Massey algorithm (see [1,7]). In [12,20] it has been shown that
the expected value of the Nth linear complexity of a random sequence is approximately
N/2 and the linear complexity proﬁle of a random sequence follows closely the N/2-line,
where the increases of the linear complexity are performed symmetrical with respect to the
N/2-line. This observation leads to the deﬁnition of the perfect linear complexity proﬁle (cf.
[11]). A sequence S with terms in a ﬁnite ﬁeld Fq is said to have a perfect linear complexity
proﬁle if LN(S) = 	(N + 1)/2
,N1. Because of the symmetric increase behavior of the
linear complexity it is sufﬁcient to demand that LN(S)N/2, N1.
The concept of the linear complexity has been generalized to vector sequences or mul-
tisequences, i.e., m parallel sequences S1, . . . , Sm with terms in a ﬁnite ﬁeld. Let S =
(S1, . . . , Sm) be m sequences with terms in the ﬁnite ﬁeld Fq . Then the Nth joint linear
complexity LN(S) = LN(S1, . . . , Sm) is the least order of a linear recurrence relation over
Fq that simultaneously generates the ﬁrst N terms of each sequence Sj , 1jm. If no
linear recurrence relation over Fq generates the ﬁrst N terms of each sequence simultane-
ously, then the Nth joint linear complexity is deﬁned to be N. The joint linear complexity
L(S) = L(S1, . . . , Sm) is deﬁned by
L(S) = sup
N1
LN(S)
and the function L(N) = LN(S), N1, is called the joint linear complexity proﬁle of
S = (S1, . . . , Sm). An extension of the Berlekamp–Massey algorithm for multisequences
is described in [5]. Recently, multisequences and their linear complexity became a wide
research area (see [8,21,22,24], and for a recent comprehensive overview see [16]). In [24]
the deﬁnition of the perfect linear complexity proﬁle has beengeneralized tomultisequences.
A multisequence S = (S1, . . . , Sm) with terms in a ﬁnite ﬁeld Fq is said to have a perfect
linear complexity proﬁle if
LN(S)mN/(m+ 1) (1)
for all N1.
Let q = pr with a prime p and a positive integer r. For a ﬁxed basis {1, . . . , r} of Fq
over Fp and 0n < q deﬁne
n = n11 + n22 + · · · + nrr
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if
n = n1 + n2p + · · · + nrpr−1, 0ni < p, i = 1, 2, . . . , r.
For r = 1wemay choose 1 = 1 and have n = n for 0n < p.We continue this sequence
periodically with period q by
n+q = n, n0.
For 1 im we choose parameters i = 0 and i in Fq such that the elements −1i i are
pairwise distinct and deﬁne m parallel q-periodic sequences Si = ((i)n )∞n=0, i = 1, . . . , m,
with terms in Fq or the multisequence Sr = (S1, . . . , Sm), respectively, by
(i)n =
{
(in + i )−1, n = −i/i ,
0, n = −i/i , n0 (2)
for 1 im. Form = 1 these explicit inversive pseudorandomnumber generators of period
q were introduced in [3] (r = 1) and [18] (arbitrary r).
Similarlywe can use themultiplicative structure ofFq to deﬁne amultisequence generator
producing t-periodic multisequences with terms in Fq , where t |q − 1. Let  ∈ Fq be an
element of order t. Then for i ,i ∈ F∗q , 1 im, with pairwise distinct −1i i we deﬁne
m parallel t-periodic sequences Z(i) = ((i)n )∞n=0, i = 1, . . . , m, with terms in Fq or the
multisequence Z = (Z1, . . . , Zm), respectively, by
(i)n =
{
(in + i )−1, n = −i/i ,
0, n = −i/i , n0 (3)
for 1 im. Single explicit inversive pseudorandom number generators of period t were
recently introduced in [10].
For m = 1 the linear complexity proﬁles of Sr and Z have been analyzed in [9,10]. The
Nth linear complexity of a single sequence deﬁned as in (2) satisﬁes
LN(S1) ≥


(N − 1)/3, 1N(3p − 7)/2,
N − p + 2, (3p − 5)/2N2p − 3,
p − 1, N2p − 2
(4)
and for r2,
LN(Sr ) ≥


	√N/4
 + 1, 2Nq − 2+√q − 2/4,
N − q + 2, q − 2+√q − 2/4 < N2q − q/p − 2,
q − q/p, N2q − q/p − 1,
(5)
respectively. The linear complexity proﬁle of a single sequence deﬁned as in (3) satisﬁes
LN(Z) min
(
N − 1
3
,
t − 1
2
)
. (6)
If  is a primitive element we also know the improvement
LN(Z) min
(
q − q
p
,N − q + q
p
+ 1
)
if t = q − 1. (7)
W. Meidl, A. Winterhof / Journal of Complexity 21 (2005) 324–336 327
Trivially the bounds (4)–(7) are lower bounds for the multisequence case.
For themultisequence S1 wewill improve bound (4) in Section 2. Section 3 deals with the
multisequence Sr for r2. Section 4 contains analogs for multisequence (3). For a suitable
choice of the parameters i ,i the lower bounds for S1 and Z are close to (1). Moreover,
constructions of sequences and multisequences of the form S1 and (3) are presented for
which we can show that (1) is true as long as N is not too large.
The results of this paper and the results of [14,19,23] on the statistical independence of
parallel streams of explicit inversive generators suggest them as attractive candidates for
parallelization if the parameters are carefully chosen.
2. The joint linear complexity proﬁle of S1
To present the results of this section we will use the following notation. Given a multise-
quence S1 of form (2) we put
′i := −1i i , 1 im.
We deﬁne d1 and D1 to be the minimal, respectively, maximal (Lee)-distance modulo p
between two ′i’s, or more accurately for m2,
d1 := min
1 i<jm
min
z∈Z
|′i − ′j + zp|,
D1 := max
1 i<jm
min
z∈Z
|′i − ′j + zp|.
For m = 1 we deﬁne d1 := D1 := p.
Proposition 1. Let S1 be a multisequence of form (2). The Nth linear complexity LN(S1)
of S1 satisﬁes
LN(S1) min
(
mN − 1
m+ 2 ,
d1m− 1
2
)
, N1.
Proof. Suppose that LN(S1) < N and
(i)n+L = L−1(i)n+L−1 + · · · + 0(i)n , 0nN − L− 1, 1 im, (8)
is a recurrence relation that jointly generates the ﬁrst N terms of the m parallel sequences
(S1, . . . , Sm) = S1. With our deﬁnition of ′i this is equivalent to
−(n+ ′i + L)p−2 + L−1(n+ ′i + L− 1)p−2 + · · · + 0(n+ ′i )p−2 = 0, (9)
0nN − L− 1, 1 im. For pairs (n, i) satisfying the condition
n+ ′i + j /≡ 0mod p for 0jL
we can write (9) as
−(n+ ′i + L)−1 + L−1(n+ ′i + L− 1)−1 + · · · + 0(n+ ′i )−1 = 0.
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Thus all elements of the form
u = n+ ′i , 0nN − L− 1, 1 im and
u+ j /≡ 0mod p for 0jL (10)
are roots of the polynomial
f (x) = −
L−1∏
l=0
(x + l)+ L−1
L∏
l=0
l =L−1
(x + l)+ · · · + 0
L∏
l=1
(x + l) (11)
of degree at most L. For mN = 1 the result is trivial and for mN2 we obviously have
L1. We may also assume L < p. Hence,
f (−L) = −
L∏
l=1
(−l) = 0
and f (x) is not the zero polynomial over Fp. Consequently, L is at least the number K of
different elements of form (10).
If Nd1 + L then n1 + ′i1 ≡ n2 + ′i2 mod p yields n1 = n2 and i1 = i2. Thus
m(N −L) different elements are of the form u = n+ i , 0nN −L− 1, 1 im. At
most L+ 1 of those elements do not satisfy the condition u+ j ≡ 0mod p for 0jL.
Hence Lm(N − L)− (L+ 1) which yields the desired formula.
If N > d1 + L then
LLN(S1)Ld1+L(S1)
m(d1 + L)− 1
m+ 2
and the result follows. 
If 1′i < p andNp−′i for all 1 im, then no term n+ l+′i , 0nN−L−1,
0 lL, is zero and slight modiﬁcations of the proof yield
LN(S1) min
(
mN
m+ 1 ,md1
)
, 1Np − max
1 im
′i .
Since
(j)n = −1j i(i)n+′j−′i
the sequence Sj is up to a multiplicative constant, which is not important for the linear
complexity, a shift of Si by ′j − ′i positions. Hence, the dependence of the lower bound
on the Lee-distance of the ′i is natural.
For larger N we can establish a better bound expressed in terms of D1.
Proposition 2. Let S1 be a multisequence of form (2). The Nth linear complexity LN(S1)
of S1 satisﬁes
LN(S1) min
(
N −D1 + 1, p − 12
)
, N1.
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Proof. Suppose that for an integer N < (p − 1)/2 + D1 we have N − LD1, i.e.,
LN −D1, where L is again the length of a recurrence relation that jointly generates the
ﬁrst N terms of the m parallel sequences (S1, . . . , Sm) = S1. Then each u ∈ Fp can be
expressed as u = n + i for appropriate n, i with 0nN − L − 1, 1 im. Hence
except from theL+1 values uwith u+j ≡ 0mod p for an integer j, 0jL, all elements
of Fp have to be roots of polynomial (11) in the proof of Proposition 1. Consequently we
have Lp− (L+ 1) or equivalently L(p− 1)/2 and thus N(p− 1)/2+D1, which
is a contradiction.
For ND1 + (p − 1)/2 we have LN(S1)LD1+(p−3)/2(S1)(p − 1)/2. 
Now we combine (4), Propositions 1 and 2. Using d11 and D1p −m+ 1 we get a
result which is independent of the choice of i ,i , i = 1, . . . , m. Hence, it covers the worst
case.
Corollary 1. Let S1 be a multisequence of form (2). The Nth linear complexity LN(S1) of
S1 is at least

(mN − 1)/(m+ 2), 1N	(m+ 1)/2
,
(m− 1)/2, 	(m+ 3)/2
Np −m+ 	(m− 1)/2
,
N − p +m, p −m+ 	(m+ 1)/2
Np −m+ (p − 1)/2,
(p − 1)/2, p −m+ (p + 1)/2N(3p − 5)/2,
N − p + 2, (3p − 3)/2N2p − 3,
p − 1, N2p − 2.
In practice wemay choose the parameters i ,i in a best possible way. The next corollary
describes this best case. However, Corollary 1 is still of theoretical interest.
Corollary 2. Let S1 be a multisequence of form (2) such that
′i = ′1 +
⌊
(i − 1)p
m
⌋
, i = 1, . . . , m.
Then the Nth linear complexity LN(S1) of S1 is at least

mN−1
m+2 , 1N	((m+ 2)p/m −m− 3)/2
,
N −  p
m
 + 1, 	((m+ 2)p/m −m− 1)/2
N(p − 3)/2+ p/m,
(p − 1)/2, (p − 1)/2+ p/mN(3p − 5)/2,
N − p + 2, (3p − 3)/2N2p − 3,
p − 1, N2p − 2.
3. The joint linear complexity proﬁle of Sr , r2
With similar methods we can establish a nontrivial but somewhat weaker bound on the
joint linear complexity proﬁle of the multisequence Sr , r2, deﬁned by (2). Again we put
′i = −1i i , deﬁne 0ni < q by ′i = ni , and let the minimal or maximal distance dr or
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Dr , respectively, between two ′i’s be
dr := min
1 i<jm
min
z∈Z
|ni − nj + zq|, m2,
Dr := max
1 i<jm
min
z∈Z
|ni − nj + zq|, m2
and Dr := dr := q if m = 1.
First we prove an extension of Proposition 1.
Proposition 3. Let Sr , r2, be a multisequence of form (2). The Nth linear complexity
LN(Sr ) of Sr satisﬁes
LN(Sr ) min
(
N
2
,
√
mN
12
, dr ,
√
mdr
12
)
, N1.
Proof. We proceed as in the proof of Proposition 1.Again we can reduce the caseNL+
dr +1 to the caseNL+dr and restrict ourselves to the latter case. In the considered case
the recurrence relation (8) yields
(n+L + ′i )q−2 = n+L−1(n+L−1 + ′i )q−2 + · · · + 0(n + ′i )q−2
for 0nN − L− 1, 1 im. For those n which additionally satisfy n+l + ′i = 0 for
0 lL and any 1 im, this gives
−(n+L + ′i )−1 + n+L−1(n+L−1 + ′i )−1 + · · · + 0(n + ′i )−1 = 0
which yields
−
L−1∏
l=0
(n+l + ′i )+ n−L−1
L∏
l=0
l =L−1
(n+l + ′i )+ · · · + 0
L∏
l=1
(n+l + ′i ) = 0.
(12)
We exclusively consider those n, 0nN − L − 1, for which we additionally have
n+l = n + l for 0 lL. Then (12) is equivalent to
−
L−1∏
l=0
(n + ′i + l )+ n−L−1
L∏
l=0
l =L−1
(n + ′i + l )
+ · · · + 0
L∏
l=1
(n + ′i + l ) = 0.
Hence all elements of the form
u= n + ′i for any 0nN − L− 1, 1 im, with
n+l = n + l and u+ l = 0 for 0 lL
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are roots of the polynomial
f (x) = −
L−1∏
l=0
(x + l )+ n−L−1
L∏
l=0
l =L−1
(x + l )+ · · · + 0
L∏
l=1
(x + l )
of degree at most L. Since f (−L) = 0 we see that f (x) is not the zero polynomial.
Let v,w and 1Nv,Lw < p be the integers deﬁned by
Nvp
vN < (Nv + 1)pv and LwpwL < (Lw + 1)pw.
Since LN we have wv.
If w < v then we have n+l = n + l for all l = 0, . . . , L for at least
Nv(p − Lw)pv−w−1 > Nv
Nv + 1
(p − Lw)Lw
p
N
L
 N
4L
distinct elements, namely, n with
n = nwpw + · · · + nvpv,
where
0nw+1, . . . , nv−1 < p, 0nw < p − Lw, and 0nv < Nv.
Hence, f (x) has at least
mN
4L
− L− 1
zeros and we get 3L2L+ 1mN/(4L). Thus
L
√
mN
12
if w < v.
If w = v and Lv = Nv then we have
LNvpv >
Nv
Nv + 1N >
N
2
.
If w = v, NvLv + 12, and
m >
(
3Lv
Nv + 1
)2
N
then we have n+l = n + l for all l = 0, . . . , L for at least (Nv − Lv) distinct elements,
namely n with n = nvpv , Lvnv < Nv and get
Lm(Nv − Lv)
3
>
√
mN
(Nv − Lv)Lv
Nv + 1 
√
mN
3
.
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Otherwise we have
LLvpv >
Lv
Nv + 1N
√
mN
3
.
Altogether we have
L min
(
N
2
,
√
mN
3
)
if w = v.
So
L min
(
N
2
,
√
mN
12
)
if NL+ dr
and if NL+ dr + 1 then LLN(Sr)Ld1+L(Sr) yields
L min
(
dr ,
(
mdr
12
+
(m
24
)2)1/2 + m
24
)
and the result follows. 
Now we extend Proposition 2.
Proposition 4. Let Sr , r2, be a multisequence of form (2). The Nth linear complexity
LN(Sr ) of Sr satisﬁes
LN(Sr ) min
(
N −Dr + 1,
√
q
6
)
, N1.
Proof. We may assume L min(N − Dr, q − 1). We use the notation of the proof of
Proposition 3. As in the proof of Proposition 2 the polynomial f (x) has at least
(p − Lw)pr−w−1 − L− 1 q2L − 2L
zeros and the result follows. 
Now we combine Propositions 3 and 4 and (5). We restrict ourselves to the case that dr
is not too small.
Corollary 3. Let Sr , r2, be a multisequence of form (2). The Nth linear complexity
LN(S1) of S1 is at least

N/2, 1N	m/3
,
√mN/12, 	m/3
 + 1Ndr ,
√mdr/12, dr + 1Nq −m+ √mdr/12,
N − q +m, q −m+ 1+ √mdr/12N2q − q/p −m,
q − q/p, N2q − q/p −m+ 1,
if drm/12.
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4. The joint linear complexity proﬁle of Z
Given a multisequence of form (3) we put ′i := i−1i , i = 1, . . . , r . We deﬁne
‖‖t = |n| if  = n with − t/2n < t/2
and ‖‖t = t if  ∈ F∗q is not of the form n. Then we put for m2,
dt := min
1 i<jm
‖′i′−1j ‖t ,
Dt := max
1 i<jm
‖′i′−1j ‖t ,
with the convention dt := Dt := t if m = 1. Propositions 5 and 6 are the analogs of
Propositions 1 and 2 for multisequence (3).
Proposition 5. Let  ∈ F∗q be an element of order t and Z a multisequence of form (3). The
Nth linear complexity LN(Z) of Z satisﬁes
LN(Z) min
(
Nm− 1
m+ 2 ,
dtm− 1
2
, t
)
, N1.
Proof. Suppose that LN(Z) < N and
(i)n+L = L−1(i)n+L−1 + · · · + 0(i)n , 0nN − L− 1, 1 im
is a recurrence relation that jointly generates the ﬁrst N terms of the m parallel sequences
(Z1, . . . , Zm) = Z. With our deﬁnition of ′i this yields
−(′inL + 1)q−2 + L−1(′inL−1 + 1)q−2 + · · · + 0(′in + 1)q−2 = 0, (13)
0nN−L−1, 1 im. For those integers n and indices i that also satisfy ′in+l = −1
for 0 lL, Eq. (13) can be written in the form
−(′inL + 1)−1 + L−1(′inL−1 + 1)−1 + · · · + 0(′in + 1)−1 = 0.
Hence all elements of the form
u = ′in, 0nN − L− 1, 1 im and
′in+l = −1 for 0 lL
are roots of the polynomial
g(x) = −
L−1∏
l=0
(xl + 1)+ L−1
L∏
l=0
l =L−1
(xl + 1)+ · · · + 0
L∏
l=1
(xl + 1)
of degree at most L. Since g(−−L) = −∏L−1l=0 (−−l + 1) = 0 if 1L < t the poly-
nomial g(x) is not the zero polynomial over Fq . As in the proof of Proposition 1 we get
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LN(S)(mN − 1)/(m+ 2) if we assumeNdt +L and LN(dtm− 1)/2 if we assume
N > dt + L. 
Proposition 6. Let  ∈ F∗q be an element of order t and Z be a multisequence of form (3).
The Nth linear complexity LN(Z) of Z satisﬁes
LN(Z) min
(
N −Dt + 1, t − 12
)
, N1.
Proof. Substituting t for p and exchanging the additive group Fp with the group generated
by  in the proof of Proposition 2 we get the requested bound. 
Corollary 4 is the analog of Corollary 1.
Corollary 4. Let Z be a multisequence of form (3). The Nth linear complexity LN(Z) of Z
is at least

(mN − 1)/(m+ 2), 1N	(m+ 1)/2
,
(m− 1)/2, 	(m+ 3)/2
N t −m+ 	(m− 1)/2
,
N − t +m, t −m+ 	(m+ 1)/2
N t −m+ (t − 1)/2,
(t − 1)/2, N t −m+ (p + 1)/2.
Now we consider the case when t < q − 1 only. If we assume that the coset which
contains the element−1 does not contain any ′i , then we can improve the bound onLN(Z).
In this case ′in+l will never be −1. Thus we do not have to exclude L + 1 values at the
calculation of our bound and we will get Lm(N −L). We summarize this observation in
the subsequent corollary.
Corollary 5. Let  be an element of Fq of order t < q−1, letG = 〈〉 be the multiplicative
subgroup generated by , and let Z be a multisequence of form (3). Suppose that for all
1 im, ′i is not an element of the coset of G which contains −1. Then the Nth linear
complexity LN(Z) of Z satisﬁes
LN(Z) min
(
mN
m+ 1 ,mdt , t
)
, N1.
Corollary 5 shows that in the considered case the sequenceZ satisﬁes (1) for small values
of N.
If q − 1 = ht then we can choose m < h cosets of G = 〈〉 which do not contain
the element −1. If each of those cosets contains exactly one ′i then for the resulting
m-dimensional multisequence the minimal distance dt equals t. This leads to the following
corollary.
Corollary 6. Let q−1 = ht ,h > 1, let  ∈ Fq be an element of order t, and letC1, . . . , Cm,
m < h, be different cosets of the group G = 〈〉 which do not contain the element −1.
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For 1 im we choose exactly one ′i in each of the cosets Ci . Then the resulting m-
dimensional t-periodic multisequence Z of form (3) satisﬁes
LN(Z) min
(
mN
m+ 1 , t
)
, N1.
The multisequence constructed in Corollary 6 exhibits a perfect joint linear complexity
proﬁle until we reach N = 	(m+ 1)t/m
 + 1.
Finally, we mention an interesting property of some single inversive sequences of period
t < q − 1.
Corollary 7. Let  ∈ Fq be an element of order t < q − 1 and , ∈ F∗q such that −1
is not in the coset of 〈〉 containing −1. Then the linear complexity proﬁle of any shifted
sequence Zk of a sequence Z deﬁned by
yn = (n + )q−2, n0,
satisﬁes
LN(Zk) = min
(⌊
N + 1
2
⌋
, t
)
, N1.
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