A wide variety of paleoclimatic records have revealed the existence of sudden and recurrent climatic changes. An important part of this variability might be related to transitions between stable equilibrium states of the ocean thermohaline circulation. Although the relation between the recorded climatic changes and the dynamical transitions of the thermohaline circulation seems well established, the mechanism and magnitude of the forcings that could generate such transitions are still unknown. Here, we show that in the presence of environmental uctuations, a small periodic perturbation in the fresh water uxes, as small as 5% of the mean fresh water ux, can induce quasiperiodic transitions between the stable states of the thermohaline circulation. This enhanced response occurs for a wide range of frequencies and forcing amplitudes. The mechanism that allows such response of the system under small perturbations arise from a nonlinear cooperation between the periodic perturbations and the uctuations. Through this nonlinear mechanism, called stochastic resonance, signi cant climatic variability may be originated due to small perturbations enhanced by environmental noise and dynamics. 
Introduction
The thermohaline circulation (hereinafter, THC) is that part of the global ocean circulation driven by large scale density di erences. These density di erences are ultimately governed by heat and freshwater uxes at the ocean surface, which means that ocean-atmosphere interaction is fundamental in governing the THC. The presentday THC (Gordon, 1986 ) is characterized by deep water formation in the North Atlantic (by convection in the Norwegian and Labrador sea). After formation, the deep water moves southward, at a depth of 2-3 Km, across the equator and joins the circumpolar current on its path to the Indian and Paci c Ocean where it upwells and returns to the North Atlantic. This circulation pattern provides the dominant transport of heat in the ocean and it has a large in uence on the distribution of surface temperature. On annual average, warm near-surface water crosses the equator northward in the Atlantic, causing a cross-equatorial volume transport of about 17 Sv with an associated heat transport between 0.5 10 15 W and 1.5 10 15 W (Roemmich and Wunsch, 1985; Gordon, 1986) . This heat transport, representing 30 % of the solar heat reaching the surface of the Atlantic within the region north of 35 N, has an especially strong impact on the climate of Europe. As a result of this transport the Atlantic is kept, on average, 4 C warmer than the Paci c (Levitus, 1982) . Another important characteristic of the THC is the anomalous heat transport of the Atlantic ocean that transports heat north at all latitudes, unlike the Paci c and Indian oceans which move heat from the tropics to the high latitudes in both hemispheres.
The important roles played by the THC regulating the climate have allowed a link between past climate shifts and changes in the THC to be established (Bond, 1995; Bond et al, 1992 Bond et al, , 1993 Dansgaard et al., 1993; Lehman, 1993) . Studies based on paleoclimate data show that the Paci c Ocean has been able to form deep water during glacial time (Broecker et al., 1985) , while the present-day circulation, described above, was shut down. These records also show the existence of a privileged, or more probable, state for the THC in each climatic age. At present, the state with northern sinking is the more probable. In the past, the situation has been changing since records show a mean state of weak circulation with abrupt transitions to a northern sinking state (Bond, 1995) . Deep records also show that there is a range of frequencies that appear in the THC variability. These observations seem to indicate the existence of at least two working states for the THC. This multiple equilibria property of the THC has been also con rmed by results obtained from di erent numerical models, ranging from simple one or two-hemisphere box models to coupled ocean-atmosphere general circulation models (GCM's) (Stommel, 1961; Cessi, 1994; Marotzke et al, 1988; Thual and McWilliams, 1992; Marotzke and Willebrand, 1991; Hughes and Weaver, 1994; Rahsmtorf 1994 Rahsmtorf , 1995 Manabe and Stou er, 1988) . In summary, paleoclimatic data and models show that the THC has a bistable nature, with climatic variability originated by fast ip-op between the steady states of the THC. These ip-ops of the THC could be produced by changes in the atmospheric forcing (Dansgaard et al., 1993; Kennet and Scott, 1991) , thus inducing an external variability in the THC that it does not have by itself. On the other hand climate records also show uctuations in the rate of formation of north Atlantic deep water (Broecker et al., 1985; Bond et al., 1993 Bond et al., , 1995 , indicating that the THC has been also subjected to the e ects of environmental uctuations. In other words, the THC can be seen as a bistable system embedded in a uctuating environment.
Nonlinear systems characterized by a bistable nature show a rich physical behaviour in the presence of noise. One of the characteristic phenomena related to these kind of systems is called stochastic resonance (hereinafter SR). The basic idea underlying SR is that the uctuation induced transitions between the stable states of the nonlinear system can be synchronized by very weak periodic forcings yielding a strong enhance-ment of the system response. SR was originally developed to explain the almost periodic variability of the ice ages (Benzi et al., 1981 (Benzi et al., , 1982 Nicolis, 1982) . In this speci c case, the environmental uctuations are synchronized with the weak periodic changes of the earth-orbit eccentricity. This synchronization generates a noise induced enhancement of the response of the climatic system, the ice ages. SR occurs in a wide range of physical systems, electrical engineering and even in neurobiology and (Benzi et al., 1981 (Benzi et al., , 1982 Nicolis, 1981 Nicolis, , 1982 Gammaitoni et al., 1989; Imbrie et al., 1993 ; reviews are given in Wiesenfeld and Moss, 1995) , so the phenomena is quite common implying that it is a universal mechanism present in nature.
The main goal of this work is to propose SR as a possible mechanism able to generate the observed transitions in the THC. To test the hypothesis of SR in the THC it seems reasonable to look for a model that is as simple as possible, but that is also able to capture the main aspects of its nature, especially its bistable character, with a relative stability between states that can change with a control parameter. The simplest models for this purpose are the well known box models (Stommel, 1961; Rooth, 1982; Cessi, 1994) which represent the coarsest possible general circulation models (GCM) of the ocean. These simple models allow us to discriminate between the di erent mechanisms that force the THC and test ideas that would need enormous amount of computation time to be tested in full GCMs. Atmospheric versions of such box models are the Energy Balanced Models that allowed the discovery of the ice-albedo feedback and its consequence in the ice-ages (Benzi et al., 1982 ; review is given in Ghill and Childress, 1987) .
To study SR in a simple context, we have chosen the model developed by Cessi (1994) . This choice is based on previous work carried out by this author, who considered the importance of noise and found a di erential stability regime, which is coherent with previous studies and with observations. This model represents the thermohaline circulation in a single hemisphere. The results are however applicable to inter-hemispheric circulations (as proposed by Rahmstorf, 1995) since the main idea of our study is on the bistable character of the system, although the frequencies and noise strength that will push the system from one state to another could be di erent.
The organization of the paper is as follows: in section 2 we present the numerical model. Section 3 describes the stochastic resonance mechanism; section 4 shows the results obtained in the di erent simulations. Finally, in section 5 we discuss the importance of SR in the THC and present the conclusions of this study.
The Model
The box model that we are using here is basically the one used by Cessi (1994) with slight changes in some parameters as explained in subsection 2.2, see (Fig. 1 ). It is a two box model consisting of a high latitude box (box 2) and a low latitude box (box 1) that models the vertically averaged circulation in a single hemisphere. 
The second terms on the right hand sides represent the transport of heat and salt between the boxes, while the rst terms represent the airsea interaction for which mixed boundary conditions are used. Mixed boundary conditions are an essential component in a model that is designed to capture the main characteristics of the THC. Temperature is forced by a Newtonian restoring condition, which parameterize the heat transfer from the atmosphere, using a time scale of t r equal for both boxes, and relaxation temperatures T h and T e for high and low latitude boxes, respectively. Salinity forcing consists of atmospheric vapour transports, converted to an equivalent salt transport by multiplication by -S 0 , where S 0 = 35 psu is a xed reference salinity.
We only consider the e ect of freshwater forcing (F ) on salinity, neglecting its e ect on the mass balance. The boxes are assumed to be well mixed and convective mixing is not explicitly parameterized. In this case the exchange function between the boxes can be written as:
after Cessi and Young (1992) and Cessi (1994) , where = 1 ? 2 is the di erence in density between boxes. In (2) t d is a di usive scale and t a represent the advective time scale. The significance of a quadratic dependence of Q on is discussed later.
Nondimensional equations
The four equations (1) are not independent and therefore the system can be simpli ed by subtracting the equations (1b) from (1a) and (2b) from (2a). This gives a pair of coupled equations for the salinity and temperature di erences between the boxes:
where S = S 1 ? S 2 , T = T 1 ? T 2 , T = T e ? T h .
The model equations (2) and (3) can be written in nondimensional form. The variables are scaled using the natural scale for them, this is: di usive time for time, high-low latitude temperature di erences for temperature and the value of S when the density di erence become zero using the high-low latitude temperature di erences for temperature:
Using these new variables the model becomes:
where the dot mean derivative with respect to the nondimensional time and
Note that q = 1+ 2 (x?y) 2 is the nondimensional transport function.
Parameters
A typical value for the di usion time t d is about 219 years. The relaxation time scale for temperature has been chosen as t r = 220 days, ten times bigger than the value used by Cessi (1994) . This change is based on the work by Rahmstorf and Willebrand (1995) , where the restoring condition for the heat exchange with the atmosphere on large spatial scales has been revised. As a consequence, the role of the atmosphere is a negative feedback rather than an almost constant sink of heat. With this t r , the value of is about 3:6 10 2 . The di erence in air temperature between high and low latitude has been chosen as T = 20 C . The present-day North Atlantic transport is 17 Sv (Roemmich and Wunsch, 1985) . We can estimate the transport volume as V = LHW, where H 4500 m is the average depth, L 8220 km is the northsouth scale and W 500 km is the width of the western boundary current. These values, which have been chosen to simulate the transport by the deep western boundary currents, yield an advective time t a 35 yr and therefore 2 = 6:25.
An estimate of the mean freshwater ux into the North Atlantic is about 2:3 m/yr (Schmitt et al., 1989) . Therefore, we have chosen the mean value of the freshwater ux as F 7:3 10 ?4 yr ?1 , and therefore p = 1:1 from (4c).
Time-depend freshwater uxes
To investigate stochastic resonance in the box model we consider the forcing by the freshwater ux to be time-dependent:
The rst term on the right is the mean value, while the second is a periodic forcing with amplitude A, and period T = 2 =!. Fig. 2a,b shows the steady states for the system using the values for and 2 given in the previous section. The horizontal axis is the control parameter p (related to the freshwater forcing) and the vertical axis are the steady-state nondimensional transport q s and density di erence y s ? x s . Note that y s ? x s < 0 corresponds to s < 0 which means the more buoyant water is in the box 1 (low latitudes). We obtain a hysteresis curve, characteristic of a bistable system, with two saddle node points as found in classical studies (Stommel, 1961) .
The states on the upper branch (labeled TD, thermally driven) are states with stronger transport of heat (Q T) and salt (Q S) from the equator towards higher latitudes and can be associated with the present-day circulation, i.e. with strong North Atlantic deep water (NADW) formation. The states on this branch are thermally driven since the thermal contribution to is bigger than the salinity one. On the other hand, the states on the lower branch (labeled SD, salinity driven) are states characterized by weaker transport of heat and salt towards higher latitudes, and may be associated with the circulation in some periods of the past with weak NADW formation. The states on this branch are salinity driven since the salinity contribution to is bigger than the thermal contribution. It is important to note that even when the density difference y s ?x s is positive, with the more buoyant water in the high latitude box 2 (Fig. 2b) , the transport function (q s ) is positive (Fig. 2a) . This is consistent with the vertically averaged character of the model, where Q must be always seen as heat transport Q T and salt transport Q S.
Both of these transports are always positive since the heat and salt are transported from low towards high latitudes by the THC. Thus, is more appropriate to say that the box model represent the transport of the THC rather than the particular directions of the currents.
In the region bounded by 0:95 < p < 1:28, the TD and SD branches coexist, and are connected through an unstable branch (labeled as U). Starting from an arbitrary initial condition, and without the e ect of the noise, the system will always reach one of the stable steady solutions. Beyond the critical value of p c > 1:28, the system is no longer bistable, since only the the weaker state exits. In this situation, the salinity forcing is bigger than the thermal forcing and therefore, the system is now salinity driven, unlike the present-day circulation that is thermally driven. For p c < 0:95 only the strong circulation state remains.
Physical description of the stochastic resonance mechanism
In this section we present and describe the mechanism of stochastic resonance using a potential version of the equations that de ne the box model. Some of the aspects presented here are well-known in areas such as statistical physics. However, since they are quite uncommon in physical oceanography we have included them in this section for completeness.
Potential
Under the assumption of 1 the fast variable can be adiabatically eliminated from the dynamical equations and kept xed at the value x = 1. As a result, the system will be described only by the nondimensional salinity di erence, y: 2 ) ? p( )y :
(8b) Figure 3 shows the potential as a function of y, for three values of p within the range 0:95 < p < 1:28. The potential is characterized by two minima, corresponding to the stable steady state, and a maximum, which corresponds to the unstable steady state. The minimum with the larger y value represents the weak THC circulation (denoted W ) while the minimum with the smaller y value represents the present-day strong THC circulation (denoted S). In the absence of any external forcing, friction will cause the system to settle down near the bottom of a well; this is in either of the two stable states. The existence of a periodic forcing in the freshwater ux can be seen as a modi cation of the potential. Fig. 3 shows the potential described by (8b) in three con gurations, given by the three di erent values of the freshwater forcing that characterize the periodic forcing: p = p (denoted as (0) . Under small forcing the system will just move around the initial steady-state position, and only under a much stronger disturbance will it surmount the wall and enter the other well, therefore jumping to a di erent regime. If the periodic forcing is too weak to cause the system to scale the potential barrier, we call the forcing sub-threshold. Under this amplitude of the forcing, the system will be trapped forever in either the weak or the strong circulation.
Mean escape times
The presence of Gaussian white noise will eventually push the system from one well to the other, with characteristic mean escape times t S!W and t W !S . The asymmetry of the potential implies that these times are di erent. For small noise, the mean escape time has an exponential dependence of the ratio of the height of the potential barrier, V , and the noise variance, ", (Gardiner, 1985): T / e ( V =") :
Since a periodic forcing will make the height of the potential barrier vary with time, the coexistence of a periodic forcing with noise will pro-duce a change in the mean escape times. Following the previous previous notation, we will write with t (+) the mean escape time when p = p + A, with t (?) when p = p ? A and with t (0) when p = p (see Fig. 3 ). We then have the following relationship between the mean escape time in the extremes of the periodic cycle: t (+)W!S < t (0)W!S < t (?)W!S (9a) t (?)S!W < t (0)S!W < t (+)S!W : (9b) Let us suppose that the period T of the forcing is such that: t (+)W!S T=2 t (?)W!S > T=2 ; (10a) and t (?)S!W T=2 t (+)S!W > T=2 : (10b) Then for a system initially in the state W, when the potential goes to the con guration (+), the probability for a jump from W to S will be high (higher the probability smaller the mean residence time, as indicate in (7a)). In the same way once the system is in S it will have a maximum transition probability when the con guration is (?) and hence a higher probability of a jump back to S. The system will have maximum transition probability between the two steady states with a similar period as the forcing and in phase with it. As the jumps are induced by stochastic uctuations, the might not take place in all the modulation periods. Equations (10) give a range of modulation periods where the synchronization between the noise and the forcing is such that the transitions will occur in the way described before. With a xed forcing frequency, eq. (10), together with the exact expression for the mean escape time (Gardiner, 1985) , will give a range of noise variance where the transition phenomena occurs. The stochastic resonance (SR) de nition can be given as the coherence introduced by the cooperation between the input signal (periodic forcing) and the noise.
Signal to noise ratio
This coherence between the periodic signal and the noise can be quanti ed by the power spectrum, S(!), of a 'state' time series. This is a series of (+1) and (-1) representing the strong and weak circulation, respectively. To de ne the circulation states, the values bigger than the intermediate (unstable) state in Fig. 2a where de ned as the strong (+1), while the smaller values represented the weaker circulation (?1). We then compute the power spectrum from this state series. Otherwise, since the periodic forcing changes slightly the position of the steady state (circulation), the power spectrum will always show a peak at the forcing frequency, even without transitions. An appropriate way to quantify the response of the system is by measuring the signal to noise ratio (SNR) of the power spectrum at the forcing frequency, S(! 0 ), SNR = 10 log 10 (S(! 0 )=B) ;
where B is the background of the spectrum.
The characteristic shape of the SNR curve as a function of B is a ngerprint of the SR mechanism: SNR will increase with the noise variance, reaching a maximum value corresponding to the maximum cooperation between the signal and the noise. For large values of the noise variance the jumps will become less synchronized with the forcing and the systems behaviour will be noise dominated, showing a slow decaying SNR curve.
Simulations and results
We have performed numerical simulations of the model (4) with the freshwater forcing given by (5). The time series of the nondimensional transports (q) were transformed into states series (see section 3) and the power spectrum of that series were computed. Figure 4a shows the dynamical evolution of the system under the combined in uence of a periodic forcing with period T = 19:6 kyrs, amplitude A= 0:05 (this is 4:5% of the mean freshwater ux p) and random uctuations of vari-ance " = 0:022. Jumps between the two states are clearly observed and the power spectrum (Fig. 4b ) of the state series shows a sharp peak located at the forcing frequency, riding on a broadband noise background. This indicates that the transitions between the two stable states of the two box thermohaline circulation preferably occur with the same periodicity as the deterministic forcing. The SNR curve (Fig. 5 ) also shows the characteristic signature of stochastic resonance, as described in section 3. A maximum in SNR takes place at an optimal value of the noise intensity which, for the parameters given in section 2, is around " = 0:022. Fig. 4a and Fig. 4c ), we must be aware that it is only due to the fact that the number of periods shown in each simulation is di erent. This is con rmed in Fig. 6 , where the SNR curves the two simulations are shown to be quite close.
In Fig. 6 we show the computed SNR curves for di erent forcing frequencies. It can be seen that SR appears for periods as short as 2 kyrs or larger than 130 kyrs. As expected, the response is greater at longer periods, where the match between the period of the periodic forcing and the mean escape time associated with the noise increases due to longer residence in each of the states. Focusing on the lower limit of perturbation amplitudes, we have found stochastic resonance even for perturbations less than 5% of the mean fresh water ux as shown in Fig. 5 . The wide frequency range and the small amplitude required for the forcing indicates that more than an isolated phenomena, stochastic resonance in the conveyor could be quite common.
Discussion and conclusions
A box model representing the thermohaline circulation has been studied under time dependent freshwater uxes. The variability in these uxes was represented both by a weak periodic forcing and by natural environmental stochastic uctuations. With forcing amplitudes smaller than 5% of the mean fresh water ux the system is pushed from one stable state to the other at the frequency induced by the periodic forcing.
The idea of noise inducing transitions between the di erent states of the thermohaline circulation is not new since it has been used in previous studies (among others Cessi, 1994; Weaver and Hughes, 1994) . There are two mayor di erences between our study and the previous ones. First, we concentrate on the existence of a nonlinear cooperative e ect between the environmental noise and a weak periodic forcing that can induce transitions between the di erent states. Second, in our case, the induced transitions are now quasi-periodic, with the same periodicity as the forcing. As the mechanism of stochastic resonance involves the existence of uctuations, transitions do not exactly match one by one the periods of the subthreshold periodic forcing. Consequently, periods of maximum amplitude forcing can also coexist with the North Atlantic operating in a mode opposite to the tendencies induced by the forcing. This cooperation is called stochastic resonance, and permits transitions with lower noise strength which are coherent with the external forcing. This occurs even when the amplitude of the periodic forcing is an order of magnitude smaller than the threshold value as discussed in section 4.
In the model described in section 2, a quadratic relationship between the density di erences and the transport was chosen as expressed in (2a). The reason for such a choice are discussed here. Some GCM experiments show a linear relationship between the NADW ow and the di erence between the average density at two latitudinal strips. Due to the vertically averaged character of the box model, a linear relationship will yield an absolute value function of in (2a). Since the derivative of the absolute value function is singular at the origin, we chose a smooth quadratic function for , as was already proposed by Cessi and Young (1992) and Cessi (1994) .
The existence of SR is not exclusive of pure periodic forcings. The enhancement noise response induced by SR may be found when the forcing is a composition of periodic signals, or even if it is chaotic. In such cases what results is a correlation between the forcing and the response of the system as a consequence of the cooperative e ect of the forcing and the noise (Collins et al., 1995) . This point must be taken into account when an estimate of the period of forcing in nature is proposed. Such a estimate is not easy to make, because, like in other natural phenomena (among others baroclinic stability), we have evidence of both the signal and the forcing in the observational records, all together. The only source of information for low-frequency climate variability are the cores, ice or ocean, and they show variations that are consistent with the hypothesis that stochastic resonance is playing an important role. But, these cores will also show, over imposed, the signal due to the state transitions as well as the signal of the atmospheric forcing. In such a situation, it is hard to identify a speci c candidate for the forcing. The common idea of the atmosphere having a passive behavior for long time scales yields the result that the source of climate variability on long time scales can only be due to intrinsic variability of the ocean.
It could be possible however, that intrinsic long term variability in the ocean feeds back (through the atmosphere) to the ocean thereby producing the periodic freshwater forcing necessary to drive SR in the ocean. For instance, in the studies dealing with the CO 2 problem, it could be possible that the carbon cycle in the atmosphereocean system has associated a cycle of freshwater ux with long time scales that can force the ocean via the SR phenomena. One important point not included in our model is the ice. It is well known that ice sheets can have a mechanical instability that yields a periodic formation of icebergs. The periodic formation and melting of icebergs can make possible the small (less that 5% of the mean freshwater forcing) amount of freshwater necessary to trigger transitions through the SR mechanism. An interesting point in this hypothesis is that the existence of variability in the cores is much more signi cant during the glacial periods, than during the interglacial. This observation could be the consequence of SR forced by the icesheet instability, which is known to occur more frequently during glacial periods. To summarize the discussion about the atmospheric forcing we can say that studies of climatic variability must take into account the fact that the presence of noise can enhance the system response to a subthreshold quasi-periodic forcing. The existence of such a forcing is almost certain due to the complexity of the Atmosphere-Ocean-Ice system.
The results provided here show evidence for the existence of a new extrinsic nonlinear response of the thermohaline circulation that might have to be considered for predicting climate change and also to understand climate variability in the past. If, as suggested, even small subthreshold periodic perturbations may be su cient to force climate transitions when environmental uctuations are present, then the climate system seems to be less robust than previously considered. Recent ice core data (Bond et al, 1992 Lehman, 1993) have revealed this lack of stability of the climate system, and a high resolution picture of climate dynamics during the last 250 kyrs (Dansgaard et al., 1993) has been obtained. This mapping has shown the existence of abrupt circum-North Atlantic climate oscillations with periods ranging from a century (Younger Dryas events) to millenial (Dansgaard Oeschger events) and 10 15 kyrs (Heinrich events (Bond et al., 1992 ). The characteristics of these oscillations seem to support the idea that there was a bistable climate regime in the North Atlantic during the glacial period related to the circulation in the North Atlantic Ocean as suggested by Broecker et al. (1985) .
We suggest that thermohaline state transitions, and the associated climate uctuations in the North Atlantic region, could be produced by periodic (or quasi-periodic, see above) pulses of fresh water, even if the pulses by themselves would not be su cient to induce such a transition. Finally, we stress that if the existence of stochastic resonance for the thermohaline circulation is con rmed, the climate system would appear as a system less robust and more sensitive to small perturbations than previously thought. has a temperature T 1 (t) and box 2 (the high-latitude cold water) has a temperature T 2 (t). The salinities are S 1 (t) and S 2 (t), respectively. Figure 6. SNR curves obtained for di erent forcing periods: 1.9 kyrs, 2.7 kyrs, 6.9 kyrs, 15.3 kyrs, 19.6 kyrs, 27.5 kyrs, 45.8 kyrs and 137.6 kyrs. All SNR curves have been calculated with the same perturbation amplitude A=0.05.
