Based on a simple circuit model of a tunneling phase logic (TPL) element that is driven by a sinusoidal voltage source and biased by a DC voltage source, we present simulations of operations in cellular nonlinear networks (CNN) that could potentially be used to perform general computations in 2D arrays of simple, locally connected nanoscale devices. Some examples are presented to demonstrate the image computation capability of TPL-CNN. In particular, we use a simple 2D TPL-CNN structure to perform edge detection, image enhancement and image segmentation. Some cellular automata (CA)-like behaviors of our 2D TPL-CNN are also presented.
Introduction
Image processing is an extremely demanding application for integrated circuit technology, and one that could benefit greatly from improvements in circuit integration levels. The cellular nonlinear network (CNN) paradigm described by Chua and coworkers [Chua, 1998; Chua & Yang, 1988a , 1988b is a promising approach for realizing high performance image processing systems. Impressive results have been demonstrated by CNN implemented in current CMOS technology, however, the scalability of this approach is limited. The implementation of CNN in a nanoscale technology capable of ultrahigh integration levels beyond CMOS could have a dramatic impact on image processing systems. Thus, an important question is what types of device elements could provide an attractive basis for a nanoelectronic CNN system.
A nanoscale device concept that is a radical departure from other device approaches and potentially offers a number of possibilities for novel types of circuitry has been described by Kiehl and Ohshima [1995] . The device uses phase locking of electron tunneling in an ultrasmall junction. This approach, which is called tunneling phase logic (TPL), uses Coulomb blockade to produce phase locking of the electron tunneling at a subharmonic of a pump, or reference, signal. Logic states are represented by the electrical phase of the locked tunneling process, measured with respect to the pump. Simulations and time-return map analysis have shown [Ohshima & Kiehl, 1996] that under certain conditions, a bistability results, providing two phase states. These can be used to implement majority logic through additive and subtractive combinations of inputs with different phases. It has also been shown that more than two logic states are possible, giving rise to the possibility of multiplevalued logic [Liu et al., 1999] . In addition to the use of TPL elements in Boolean logic circuitry, the possibility of exploiting locally interconnected TPL elements in cellular automata architectures has also been suggested [Ohshima & Kiehl, 1996] .
Recently, Yang and Chua took the first step in the study of locally interconnected TPL cellular automata by using the theory of impulsive differential equations to examine the dynamics in 1D and 2D arrays [Chua & Yang, 2000] . Their results confirmed the existence of two phase states in a TPL element and defined conditions under which the attractors generated by two coupled TPL elements will be confined to the vicinity of periodic orbits. Their work provides the theoretical foundation needed for the detailed study of the dynamics in TPL based CNN systems.
In this paper, we go beyond prior work by examining the implementation of simple image processing functions by TPL-CNN arrays. We begin by reviewing the deterministic model and the time-return map analysis used in the study of TPL elements. The nonautonomous impulsive differential equations approach used in the present analysis is discussed next. Of particular interest is the case of locally interconnected, four-connected, von Neumann neighborhood. Next, several simple image processing capabilities of TPL-CNN are investigated. We examine image enhancement and segmentation in a simple array design in which inputs are supplied via the bias voltages. The results demonstrate that useful image processing tasks are possible even in such primitive TPL-CNN designs. Concluding remarks on directions for future study of this new and highly promising approach are discussed in the final section of this paper.
Deterministic Model of Isolated Tunneling Phase Logic Element
A basic TPL element consists of an ultrasmall tunneling junction and a series resistance, as shown in Fig. 1 , where the schematic for an isolated TPL element biased by a DC voltage source V b and driven by a sinusoidal pump v p (t) is given. The small box denotes a tunnel junction with junction capacitance C. The voltage across the junction is denoted by v C and the sinusoidal voltage source (pump) is defined by v p (t) = V p cos(ω p t) .
A DC voltage source V b (not shown) is connected in series with the resistor R.
As discussed in prior work [Ohshima & Kiehl, 1996] , although electron tunneling is inherently a stochastic process, for sufficiently low temperature and for a high ratio of series resistance to tunneling resistance, the dynamics of the basic TPL element in Fig. 1 can be modeled by the following nonautonomous impulsive differential equation:
where {t 1 , t 2 , . . . , t i , . . .} are discrete times where v C (t i ) = V T . Here v C (t) is the junction voltage, and V T = e 2C is the Coulomb voltage, where e is the electron charge and C is the junction capacitance. By simple algebra we can normalize (1) into the following dimensionless form:
where
Without loss of generality (2) can be simplified as
Let the set {τ i } be
For convenience, we use t to denote the normalized time τ in Eq. (3) and rewrite (3) into the following more compact form of nonautonomous impulsive differential equations:
where {τ 1 , τ 2 , . . . , τ i , . . .} are discrete times when θ(t) = π.
One-Dimensional TPL CNN
Unlike a standard CNN array the boundary cells in a TPL-CNN must be clearly defined. In this section, we set up the model of a 1D TPL-CNN as shown in the upper part of Fig. 2 . Suppose that there are n cells in a 1D TPL-CNN array, where the first and the nth cells are the left and the right boundary cells, respectively. For three coupled TPL elements, the left and the right elements can be viewed as the left and right boundary cells, respectively. Similarly, the center cell in a three coupled TPL elements represents an example of an inner cell in a 1D TPL-CNN. We have the following dimensionless form of a 1D TPL-CNN with n ≥ 3 cells:
. . .
where θ i denotes the state variables of the ith element and ϑ i denotes the state variables of the coupling capacitor between the ith and the (i + 1)th elements.
Two-Dimensional TPL CNN
In this section we consider a 2D TPL-CNN with a 4-connected (von Neumann) neighborhood system, as shown in the lower part of Fig. 2 . This class of CNN can be modeled by the following nonautonomous impulsive differential equations. Let us suppose that the CNN array consists of M × N TPL cells, where each inner cell C ij , 1 < i < M, 1 < j < N, is modeled by
where x ij is the state variable of the TPL at location (i, j), p ij is the state variable modeling the capacitive coupling between cells C i−1,j and C ij , and q ij is the state variable modeling the capacitive coupling between cells C i,j−1 and C ij . Since the boundary conditions in a TPL-CNN array play very important roles in the dynamics of the entire array, we should define the boundary condition explicitly. We define the boundary cells in the first and the last columns as follows:
kπ and
We define the boundary cells in the first and the last rows as follows:
and
We define the four corner cells as follows:
kπ
Observe that the DC biases in the TPLs are now replaced by the input image array {u ij } to be processed. Unlike standard CMOS-CNN structures where the coupling weights are programmable at the expense of cell complexity, in the simplest form of TPL-CNN, the coupling capacitors would be fixed by physical distances and thus difficult to change. In this case, the cellular operations that are defined by local rules could be implemented through externally controllable variables such as the DC bias of each TPL element, or the pump voltage source for the entire TPL-CNN array.
Let us define next the output of a TPL-CNN cell. We cannot use the value of the junction voltage or charge to represent the output of a cell because the inevitable noise will make it very difficult to obtain reliable outputs. Instead, we will use the phase information of the tunneling events as our output because phase information is more robust than the static information represented by DC voltages. To extract the phase information we use the phase of the pump as the reference signal. Without loss of generality, let us suppose that the starting time of a TPL-CNN operation is at t 0 = 0, and the output of cell C ij is given by
where {τ
ij } is the tunneling moments of the cell C ij and φ(t) is the phase reference of the pump. If we represent the phase information as the real numbers over interval [0, 2π), then we can assign either gray-scale or binary outputs for TPL cells. For example, we can set f (·, ·) as
which defines the output y ij (t) as a gray-value over the real interval [−1, 1). We can also set set f (·, ·) as
which defines the output y ij (t) as a bipolar value −1 or 1.
CA-Like Behaviors of TPL CNN
In this section let us study the phase states of TPL-CNNs under different DC biases and couplings between cells. Based on different read-out technologies that may be available in the future, the outputs of a TPL-CNN can be either digital or analogue. In this section we assume that the output of a TPL-CNN cell can be chosen from any one listed in Table 1 . Observe that the output assigning strategy in Table 1 is in favor of 4π-periodic solutions which can provide two phase states. Also observe that there is a third state 0 representing the cases when there are no tunneling events in the cell.
In Fig. 3 the simulation results of TPL-CNN are shown with parameters b = 10, γ = 0.1, ε = 0.1 and k = 10. u ij shown in Fig. 3(o) is a two-valued square pattern with 1.0 and 1.77 in blue and red, respectively. As shown in Fig. 3(a) , at the very beginning there is no tunneling event across the entire CNN array due to a transient process. As shown in Figs. 3(b) and 3(c), after a while tunneling events with two different phases are triggered mainly by the two-valued DC bias. In Figs. 3(d) and 3(f) the boundaries of the square input are clearly marked. In fact, the boundaries shown in Fig. 3(f) are exactly what a conventional CNN can detect. Along the evolution process shown in Figs. 3(g)-3 (n), we observe a series of pattern formation that is driven by the two-valued DC bias input.
We then reduce the amplitude of the pump signal from 10 to 5. In Fig. 4 the simulation results of TPL-CNN are shown with parameters b = 5, γ = 0.1, ε = 0.1 and k = 10. u ij is the same as in Fig. 3(o) . Figure 4 (a) shows that this CNN can reveal the structure of the input image within 100 time units while as shown in Fig. 3(a) the previous CNN has a longer transient time. The results in Fig. 4 show that the synchronization that is contributed by the central square becomes weaker and finally all cells within the square are out of synchronization as if the DC bias has no effect.
We then reduce further the amplitude of the pump signal from 5 to 1. In Fig. 5 the simulation results of TPL-CNN are shown with parameters b = 1, γ = 0.1, ε = 0.1 and k = 10. u ij is the same as in Fig. 3(o) . We then reduce further the amplitude of the pump signal from 1 to 0.1. In Fig. 6 the simulation results of TPL-CNN are shown with parameters b = 0.1, γ = 0.1, ε = 0.1 and k = 10. u ij is the same as in Fig. 3(o) . Figure 6 (a) shows that this CNN can reveal the structure of the input image within 100 time units. Figures 6(b) and 6(c) show that the tunneling effects can be suppressed in some cells at the early stage of the pattern evolution. Observe that along the pattern evolution process, this CNN reveals circular patterns due to (i) the constant driven effects from the square-shaped input pattern. The pattern evolves in a way like an irregular target wave as shown in Figs. 6(l) and 6(m).
Image Processing Abilities
In this section we present some image processing examples to show how the phase information of tunneling events in TPL-CNN can be used to process images. ij (red)} and φ blue = {τ
Edge detection
kl (blue)] mod 2π = 0 , for some p, q ∈ N ; 2. edge cells will introduce new phase states other than φ red and φ blue when the isolated cells are coupled into a TPL-CNN array.
In our simulations, we fixed the parameters b = 1, γ = 1/4, ε = 0.1 and k = 0.1. From the results in [Chua & Yang, 2000] we know that an isolated TPL cell has 4π-and 8π-periodic solutions when a = 1.77 and a = 1.0, respectively. Comparing these with the conditions for designing an edge detection TPL-CNN we find that these two sets of parameters are good candidates except that we are not sure what kind of new phase state the edge cells will introduce into the entire array. Using computer simulations we find that if we set u ij = 1.77 and u ij = 1.0 for the blue and the red cells, respectively, we can achieve sharp edge detection results. The simulation results are shown in Fig. 7. 
Image enhancement and segmentation
The strong nonlinearity of the TPL-CNN can be used to perform some other difficult image processing tasks. In this section, we use a TPL-CNN to enhance and segment gray-scale images which have very poor contrast. Since the gray-scale input image {u ij } corresponds to the bifurcation parameter a for isolated cells as shown in [Chua & Yang, 2000] , the output of the TPL-CNN cells will converge to different attractors. Thus, TPL-CNN provides us with some unique image processing capability which are difficult to implement by standard linear image processing technology. Some simulation results are shown in Fig. 8 . Observe that in Fig. 8(a) the contrast between the objects and background is very low and we cannot distinguish the image of the Great Wall from its background. 
Concluding Remarks
Although we have presented only some simple examples illustrating the applications of 2D TPLCNNs to cellular operations, the extremely complex dynamical behaviors of each TPL cell provides us with a wide range of flexibility to design different cellular operations. In this study, we only considered the case when the DC bias is used as an "input image". In general, several other parameters can potentially be used to change the dynamics of a TPL-CNN, such as the pump parameters, the intercell coupling parameters. Thus, the implementation of many more types of cellular operation should be possible.
