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The paper is devoted to the study of nonlinear stochastic Schro¨-
dinger equations driven by standard cylindrical Brownian motions
(NSSEs) arising from the unraveling of quantum master equations.
Under the Born–Markov approximations, this class of stochastic evo-
lutions equations on Hilbert spaces provides characterizations of both
continuous quantum measurement processes and the evolution of
quantum systems. First, we deal with the existence and uniqueness of
regular solutions to NSSEs. Second, we provide two general criteria
for the existence of regular invariant measures for NSSEs. We apply
our results to a forced and damped quantum oscillator.
1. Introduction.
1.1. Objectives. In this work we focus on the nonlinear stochastic
Schro¨dinger equations driven by standard cylindrical Brownian motions that
describe open quantum systems under the Born–Markov approximation.
More precisely, this paper concentrates on stochastic evolution equations
on a separable complex Hilbert space (h, 〈·, ·〉) of the form
Xt =X0 +
∞∑
k=1
∫ t
0
(LkXs −Re〈Xs,LkXs〉Xs)dW ks(1)
+
∫ t
0
(
GXs +
∞∑
k=1
(Re〈Xs,LkXs〉LkXs − 12Re2〈Xs,LkXs〉Xs)
)
ds,
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where ‖X0‖= 1 a.s., W 1,W 2, . . . , are real valued independent Wiener pro-
cesses on a filtered complete probability space (Ω,F, (Ft)t≥0,P) and G,L1,
L2, . . . , are linear operators in h with Dom(G) ⊂ Dom(Lk), for any k ∈ N,
such that
2Re〈x,Gx〉+
∞∑
k=1
‖Lkx‖2 = 0(2)
whenever x ∈ Dom(G). We are mainly interested in two problems: (i) ex-
istence and uniqueness of the solution of (1); and (ii) existence of regular
invariant measures for (1).
1.2. Motivation. The primary motivation for this article is to develop
the mathematical modeling of infinite-dimensional open quantum systems
by means of stochastic processes. Our interest in the study of the nonlinear
stochastic Schro¨dinger equation (1) arises mainly from the following three
applications.
First, (1) provides characterizations of the evolution of density operators
and quantum observables. The classical model of open quantum systems
consists of a small quantum system, whose state space is h and its internal
dynamics is governed by the Hamiltonian H , interacting with a heat bath
or reservoir. Under the Born–Markov approximation, the time evolution of
the density operators (positive operators in h with unit trace [16, 56]) obeys
the following quantum master equation in Lindblad form:
ρt = ρ0 +
∫ t
0
(
Gρs + ρsG
∗ +
∞∑
k=1
LkρsL
∗
k
)
ds.
Here L1,L2, . . . , take into account the effect of the environment and G is
the effective Hamiltonian, that is, G=−iH − 12
∑∞
k=1L
∗
kLk (see [13, 28] for
more details). Let us present a concrete physical model.
Example 1 (Forced and damped quantum oscillator). Let h = l2(Z+).
Suppose that (en)n∈Z+ is the canonical orthonormal basis on the space
l2(Z+). The linear operators a
† and a are defined in {x ∈ l2(Z+) :
∑
n≥0 n|xn|2 <
∞} by a†en =
√
n+ 1en+1 and
aen =
{
0, if n= 0,√
nen−1, if n > 0.
Set N = a†a, the number operator.
Choose H = iβ1(a
† − a) + β2N + β3(a†)2a2. The interaction of the small
system with the reservoir is simulated by L1 = α1a, L2 = α2a
†, L3 = α3N ,
L4 = α4a
2, L5 = α5(a
†)2, and L6 = α6N
2, where β1, β2, β3 are real numbers
and α1, . . . , α6 are complex numbers. Consider Lk = 0 for all k ≥ 7.
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In Example 1, h represents the state space of a single mode of a quantized
electromagnetic field and the vectors en, with n ∈ Z+, provide the energy
levels of the system. Because a destroys a photon, L1,L4 model photon
emissions. The operator a† describes the creation of a photon (see, e.g.,
[16, 56]).
Using (1), we can obtain a probabilistic representation of ρt. Indeed, it is
to be expected that ρt = E|Xt〉〈Xt| (see, e.g., [6, 31, 51]). In Dirac notation,
|x〉〈x|, with x ∈ h, stands for the linear operator defined by |x〉〈x|(z) =
〈x, z〉x for any z ∈ h. Therefore, the probability that a measurement finds
the system in the pure state x at time t ≥ 0 is E|〈x,Xt〉|2 assuming that
E|X0〉〈X0| is the initial density operator and x is a vector of h of norm 1.
On the other hand, the value of the observable A at time t Tt(A) satisfies
E〈Xt,AXt〉 = E〈X0,Tt(A)X0〉 (see, e.g., [3, 34, 35]). Recall that quantum
observables are represented by self-adjoint operators in h.
Second,Xt is interpreted as the evolution of the state of a quantum system
conditioned on continuous measurement (see, e.g., [4, 8, 19, 30, 51, 59]). For
instance, the following example describes the simultaneous monitoring of
position and momentum of a quantum system whose evolution is governed
by the Hamiltonian H (see, e.g., [32, 57]).
Example 2 (Continuous quantum measurement process). Let h=L2(R,C).
The position operator Q :h→ h is given by Qf(u) = uf(u) for any u ∈ R.
The momentum operator P :h→ h is defined by P =−iD, where Df stands
for the weak or distributional derivative of a function f ∈ H1(R,C). Then,
in the setting of (1) choose L1 =
κ
σQ and L2 = κσP , with κ,σ ∈ ]0,+∞[. Set
Lk = 0 for all k ≥ 3.
Third, (1) plays a relevant role in the numerical simulation of the time
evolution of quantum systems (see, e.g., [31, 46, 51, 58]). In fact, using (1), we
can overcome the difficulties arising in the direct numerical integration of the
master Markov equations (i.e., quantum master equations and Heisenberg
equations of motion) in Lindblad form when the dimension of the Hilbert
space required for numerical computations is large (see, e.g., [13, 17, 51, 58]).
Another motivation for this paper came from investigations in which (1)
represents objective (independent of any observer) trajectories for quantum
systems (see, e.g., [31, 51] and the comments of [61]). Furthermore, (1) ap-
pears in the quantum filtering theory (see, e.g., [8, 10, 11]). This interesting
application has been developed by Belavkin in the framework of quantum
stochastic calculus [23, 33, 43, 49].
1.3. Outline of the paper. If h is finite-dimensional and at most a finite
number of Lk are different from 0, then the existence and uniqueness of a
strong solution of (1) can be obtained by means of customary techniques
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employed in stochastic differential equations with locally Lipschitz coeffi-
cients (see, e.g., Lemma 5 of [46]). In [5], Barchielli and Holevo covered the
existence of a weak solution of (1) when G and L1,L2, . . . , are bounded
operators.
Using the linear stochastic Schro¨dinger equation
ϕt(ξ) = ξ +
∫ t
0
Gϕs(ξ)ds+
∞∑
k=1
∫ t
0
Lkϕs(ξ)dW
k
s ,(3)
Girsanov’s theorem and Itoˆ’s formula, Gatarek and Gisin treated in [29] the
existence of solutions of (1) in two examples: (a) H = 0, L1 self-adjoint and
Lk = 0 for any k ≥ 2; (b) h= L2(R,C), H = P 2, L1 =Q, with P,Q defined
as in Example 2, and Lk = 0 whenever k ≥ 2. Exploiting L1 is a self-adjoint
operator, [29] also verified the pathwise uniqueness of solutions of (1) in
(a) and (b). From the work of Kolokoltsov (see, e.g., [41]) it may deduce
a generalization of the results of [29] for some multidimensional versions of
the case (b). In [34, 35], Holevo sketched the proof of the existence of a
weak solution of (1) in situations where, for any t > 0, (‖ϕs(ξ)‖2)s∈[0,t] is
uniform integrable and E‖ϕt(ξ)‖2 = E‖ξ‖2. To the best of our knowledge,
the question of uniqueness of solutions of (1) is still unanswered (even in the
case where G,L1,L2, . . . , are bounded operators).
In order to provide a sound basis for the study of infinite-dimensional
open quantum systems by means of (1), Section 2 establishes the existence
and uniqueness in distribution of the regular solution of (1) under a nonex-
plosion condition on G and L1,L2, . . . , similar to that used by Chebotarev
and Fagnola to prove the Markov property of minimal quantum dynamical
semigroups in [14] (see also [15, 23]). To this end, we combine the method
of drift transformation (see, e.g., [36, 44, 53]) with the subtleties of (1).
In recent years the large time behavior of quantumMarkov semigroups has
been the subject of a number of investigations (see, e.g., [2, 24, 25, 26, 60]).
However, general results on the large time behavior of stochastic Schro¨dinger
equations on infinite-dimensional Hilbert spaces of the types (1) and (3)
are lacking in the literature. It is worth pointing out that Kolokoltsov [40]
obtained that Xt is asymptotically similar as t→∞ to a Gaussian function
with certain time-dependent random parameters in case h= L2(R,C), H =
~P 2/2, L1 =Q and L2 = L3 = · · ·= 0, where ~ denotes the Planck constant
and P,Q are as in Example 2. For this purpose [40] uses an explicit solution
of (3) (see, e.g., [9]).
Since ‖Xt‖= 1 a.s., standard techniques of finite-dimensional stochastic
processes yield the existence of stationary distributions for (1) when the
dimension of h is finite (see, e.g., [22]). A few attempts have been made to
develop sufficient conditions for the uniqueness of an invariant measure for
(1) in case dimh<∞ (see, e.g., [7, 39]).
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Section 3 deals with the basic problem (ii). Under underlying assumptions
similar to those in [24], Section 3 states the existence of an invariant proba-
bility measure Γ for (1) satisfying
∫
h ‖Az‖2Γ(dz)<∞, with A belonging to
certain class of linear operators. This regularity property leads to the exis-
tence of a quantum stationary state ρ∞ for which the trace of Aρ∞ is well
defined for a broad class of unbounded operators A. Here, our main criterion
for the existence of regular invariant measures is based on characteristics of
the operators G and Lk. Moreover, this criterion involves the existence of a
Lyapunov function inherent in the open quantum systems set-up. As a by-
product, Section 3 provides the continuous dependence of the distribution
of X on the initial data and the Markov property of X .
Finally, Section 4 illustrates our main results with a forced and damped
quantum oscillator. We select Example 1 as a model problem due to the
role played by the one-dimensional quantum harmonic oscillators in the
understanding of quantum systems (see, e.g., [16, 56]).
2. Existence and uniqueness. This section provides a detailed study of
the problem (i) in a context similar to that of [14] (see also [15, 23, 35]). We
begin by specifying notation.
2.1. Notation. Throughout this paper, the scalar product 〈·, ·〉 is linear in
the second variable and anti-linear in the first one. Furthermore, we assume
that (en)n∈Z+ is an orthonormal basis of h. Let hn be the linear manifold
spanned by e0, . . . , en. We define Pn :h→ hn to be the orthogonal projection
of h over hn.
Let A be a linear operator in h. Then Dom(A) stands for the domain of
A and A∗ denotes the adjoint of A. The function piA :h→ h is defined by
piA(x) =
{
x, if x ∈Dom(A),
0, if x /∈Dom(A).
Suppose that C is a self-adjoint positive operator in h. For any x, y ∈
Dom(C), we set 〈x, y〉C = 〈x, y〉+ 〈Cx,Cy〉 and ‖x‖C =
√〈x,x〉C . Since C
is a closed operator, (Dom(C), 〈·, ·〉C) is a Hilbert space. We write A instead
of A ◦ piC as soon as the context avoid any confusion.
The Borel σ-algebra of the topological space E is written B(E).
2.2. Main result. In this section we suppose the existence of a reference
operator C with the following properties.
Hypothesis 1. The linear operator C :h→ h is a self-adjoint positive
operator such that:
(H1.1) Dom(C)⊂Dom(G) ∩Dom(G∗).
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(H1.2) For any n ∈ Z+, hn ⊂Dom(C) and
∑∞
k=1 ‖L∗ken‖2 <∞.
(H1.3) There exist constants α,β ∈ [0,+∞[ satisfying
2Re〈Cx,CPnGx〉+
∞∑
k=1
‖CPnLkx‖2 ≤ α(‖Cx‖2 + ‖x‖2 + β)
for any n ∈ Z+ and x ∈ hn.
(H1.4) For all x ∈Dom(C), supn∈Z+ ‖CPnx‖ ≤ ‖Cx‖.
Remark 1. Hypothesis 1 is a nonexplosion condition inherent in the
open quantum systems context (see, e.g., [15, 23]). It applies to a broad
range of applications as, for instance, models for heavy ion collisions [14],
quantum oscillators (see, e.g., Section 4.3 of [23]) and quantum exclusion
processes [47].
The notion of a regular solution of (1) given below is deeply inspired on
the concept of a smooth classical solution of a partial differential equation.
Loosely speaking, Definition 1 replaces the partial derivatives of a function
by operators C satisfying Hypothesis 1 in order to describe the smoothness
of a solution of (3).
Definition 1. Let C satisfy Hypothesis 1. Suppose that T is either
[0,+∞[ or [0, T ], provided T ∈ [0,+∞[. We say that (Ω,F, (Ft)t∈T,P,
(Xt)t∈T, (W
k
t )
k∈N
t∈T ) is a solution of class C of (1) with initial distribution
θ on the interval T if:
• W 1,W 2, . . . , are real valued independent Brownian motions on the filtered
complete probability space (Ω,F, (Ft)t∈T,P).
• (Xt)t∈T is an h-valued process with continuous sample paths such that
the law of X0 coincides with θ and P(‖Xt‖= 1 for all t ∈ T) = 1.
• For every t ∈ T, Xt ∈Dom(C) P-a.s. and sups∈[0,t]EP‖CXs‖2 <∞.
• P-a.s., for all t ∈ T,
Xt =X0 +
∫ t
0
G(Xs)ds+
∞∑
k=1
∫ t
0
Lk(Xs)dW
k
s ,(4)
where, for any y ∈ h,
G(y) =G ◦ piC(y)
(5)
+
∞∑
k=1
(Re〈y,Lk ◦ piC(y)〉Lk ◦ piC(y)− 12Re2〈y,Lk ◦ piC(y)〉y)
and for any y ∈ h and k ∈N,
Lk(y) = Lk ◦ piC(y)−Re〈y,Lk ◦ piC(y)〉y.(6)
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For abbreviation, we simply say (P, (Xt)t∈T, (Wt)t∈T) is a C-solution of (1)
when no confusion can arise.
The following theorem asserts the existence and uniqueness of the weak
(in the probabilistic sense) regular solution of (1).
Theorem 1. Let C satisfy Hypothesis 1. Suppose that θ is a proba-
bility measure on B(h) such that θ(Dom(C) ∩ {x ∈ h :‖x‖ = 1}) = 1 and∫
h ‖Cx‖2θ(dx)<∞. Then, (1) has a unique C-solution (Q, (Xt)t≥0, (Bt)t≥0)
with initial distribution θ. Furthermore, for any t≥ 0, we have
EQ‖CXt‖2 ≤ exp(αt)(EQ‖CX0‖2 + tα(EQ‖X0‖2 + β)).(7)
Theorem 1 shows that Example 2 equipped with a standard Hamiltonian
is mathematically sound.
Corollary 1. Let assumptions of Example 2 hold. Select H = αP 2 +
βQ2, with α≥ 0 and β ∈R, and consider the self-adjoint operator [in L2(R,C)]
N = (Q2+P 2−I)/2. Suppose that θ is a probability measure on B(L2(R,C))
such that, for a given p ∈N, θ(Dom(Np)∩{x ∈L2(R,C) :‖x‖= 1}) = 1 and∫
h ‖Npx‖2θ(dx)<∞. Then, (1) has a unique solution of class Np with initial
distribution θ.
Proof. According to Subsection 4.1 of [47], we have Np satisfies Hy-
pothesis 1. Then, Theorem 1 yields the desired result. 
2.3. Proof of Theorem 1. Motivated by the nonlinear filtering theory,
the proof of Theorem 1 combines characteristics of (1) with classical tech-
niques based on Girsanov’s theorem. We start by recalling the result on the
existence and uniqueness of the regular strong solution of (3) given by [47]
(see also [45]).
Definition 2. Let C satisfy Hypothesis 1. Suppose that T is either
[0,+∞[ or [0, T ] with T ∈ [0,+∞[. We say that the stochastic process (ϕt(ξ))t∈T
is a strong solution of class C of (3) on the interval T (for simplicity, C-strong
solution) if:
• (ϕt(ξ))t∈T is an adapted process taking values in h with continuous sample
paths.
• For any t ∈ T, E‖ϕt(ξ)‖2 ≤ E‖ξ‖2, ϕt(ξ) ∈ Dom(C) P-a.s. and
sups∈[0,t]E‖Cϕs(ξ)‖2 <∞.
• P-a.s., for all t ∈ T,
ϕt(ξ) = ξ +
∫ t
0
G ◦ piC(ϕs(ξ))ds+
∞∑
k=1
∫ t
0
Lk ◦ piC(ϕs(ξ))dW ks .(8)
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Theorem 2. Let C satisfy Hypothesis 1. Suppose that ξ is a F0-random
variable taking values in h such that ξ ∈ Dom(C) a.s. and E‖ξ‖2C <∞.
Assume that T is either [0,+∞[ or [0, T ] whenever T ∈ [0,+∞[. Then, there
exists a unique C-strong solution (ϕt(ξ))t∈T of (3). In addition, for all t ∈ T,
we have the following:
(i) E‖ϕt(ξ)‖2 = E‖ξ‖2.
(ii) E‖Cϕt(ξ)‖2 ≤ exp(αt)(E‖Cξ‖2 + αt(E‖ξ‖2 + β)).
We now point out some immediate consequences of (H1.1), (H1.2) and
(H1.4) (see [47] for more details).
Remark 2. Let assumptions (H1.1) and (H1.2) hold. Using the closed
graph theorem, we see that G can be considered as a bounded operator
from (Dom(C), 〈·, ·〉C ) into h. By (2), for any x ∈Dom(C),
∑∞
k=1 ‖Lkx‖2 ≤
K‖Cx‖2C , with K > 0.
Remark 3. Suppose that conditions (H1.2) and (H1.4) hold. Then, for
any x in Dom(C), limn→∞CPnx=Cx. It follows that
Dom(C) = {x ∈ h : (CPnx)n∈Z+ is a convergent sequence},
because C is a closed operator.
Remark 4. Let C satisfy Hypothesis 1. Applying Remarks 2 and 3,
we see that G ◦ piC and Lk ◦ piC , with k ∈ N, are B(h)upslopeB(h)-measurable
functions.
The following proposition constructs a C-solution of (1) on [0, T ] whenever
T ∈ [0,+∞[ with the help of (3).
Proposition 1. Suppose that hypotheses of Theorem 1 hold. Let (ϕt(ξ))t≥0
be the C-strong solution of (3), where ξ is distributed according to θ. Define
Q= ‖ϕT (ξ)‖2 · P, where T ∈ ]0,+∞[. For any t ∈ [0, T ], we set
Xt =
{
ϕt(ξ)/‖ϕt(ξ)‖, if ϕt(ξ) 6= 0,
0, if ϕt(ξ) = 0,
and
Bkt =W
k
t −
∫ t
0
1
‖ϕs(ξ)‖2 d[W
k, ϕ(ξ)]s,(9)
with k ∈ N. Then (Ω,F, (Ft)t∈[0,T ],Q, (Xt)t∈[0,T ], (Bkt )k∈Nt∈[0,T ]) is a C-solution
of (1) with initial distribution θ.
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Proof. Applying Itoˆ’s formula (or Lemma 2.1 of [47]), we obtain
‖ϕt(ξ)‖2 = ‖ξ‖2 +
∞∑
k=1
∫ t
0
2Re〈ϕs(ξ),Lkϕs(ξ)〉dW ks .(10)
Consider the stopping time Tn = inf{t ≥ 0 :‖ϕt(ξ)‖ > n} ∧ T , with n ∈ N.
From Remark 2 and Theorem 2 we see that
∞∑
k=1
E
∫ Tn
0
Re2〈ϕs(ξ),Lkϕs(ξ)〉ds≤ n2KT (E‖ξ‖2C +1),
where KT is a constant depending on T . It follows that(
∞∑
k=1
∫ t∧Tn
0
2Re〈ϕs(ξ),Lkϕs(ξ)〉dW ks
)
t∈[0,T ]
is a square integrable martingale. Conditional Fatou’s lemma now shows
that (‖ϕt(ξ)‖2)t∈[0,T ] is a supermartingale. Since E‖ϕt(ξ)‖2 = E‖ξ‖2 for all
t≥ 0, (‖ϕt(ξ)‖2)t∈[0,T ] is a martingale on (Ω,F, (Ft)t∈[0,T ],P).
Let Q be the probability measure on F given by Q = ‖ϕT (ξ)‖2 · P, that
is, Q is absolutely continuous with respect to P and the Radon–Nikodym
derivative of Q with respect to P is ‖ϕT (ξ)‖2. The Girsanov–Meyer theo-
rem shows that Bk given by (9) is a continuous (Ω,F, (Ft)t∈[0,T ],Q)-local
martingale. Since
Bkt =W
k
t −
∫ t
0
2Re〈ϕs(ξ),Lkϕs(ξ)〉
‖ϕs(ξ)‖2 ds
(11)
for all t ∈ [0, T ], [Bk,Bj]t =
{
1, if k = j,
0, if k 6= j.
According to Le´vy’s theorem, B1,B2, . . . , are independent Brownian mo-
tions on (Ω,F, (Ft)t∈[0,T ],Q).
For all t ∈ [0, T ], Q(ϕt(ξ) = 0) = 0. Hence, combining (10) with (11) yields
‖ϕt(ξ)‖2 = ‖ξ‖2 +
∞∑
k=1
∫ t
0
‖ϕs(ξ)‖24Re2〈Xs,LkXs〉ds
(12)
+
∞∑
k=1
∫ t
0
‖ϕs(ξ)‖22Re〈Xs,LkXs〉dBks .
Let Mt =
∑∞
k=1
∫ t
0 2Re〈Xs,LkXs〉dBks . From Remark 2, Theorem 2 and
EQRe
2〈Xs,LkXs〉 ≤ EQ‖LkXs‖2
= EP‖Lkϕs(ξ)‖2,
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we have (Mt)t∈[0,T ] is a continuous square integrable martingale. By (12),
‖ϕt(ξ)‖2 = ‖ξ‖2 +
∫ t
0
‖ϕs(ξ)‖2 d(M + [M,M ])s.
Therefore, ‖ϕt(ξ)‖2 = exp(Mt + [M,M ]t/2)‖ξ‖2, which implies
‖ϕt(ξ)‖−1 = exp(−Mt/2− [M,M ]t/4)‖ξ‖−1.
Hence,
‖ϕt(ξ)‖−1 = ‖ξ‖−1 − 12
∞∑
k=1
∫ t
0
‖ϕs(ξ)‖−1Re2〈Xs,Lk ◦Xs〉ds
(13)
−
∞∑
k=1
∫ t
0
‖ϕs(ξ)‖−1Re〈Xs,LkXs〉dBks .
Using Itoˆ’s formula, (8) and (13), we obtain (4) with W replaced by B. 
Remark 5. Let assumptions of Proposition 1 hold. By the previous
proof, the process (‖ϕt(ξ)‖2)t≥0 is a martingale on (Ω,F, (Ft)t∈[0,T ],P). Then
for every T > 0, (‖ϕt(ξ)‖2)t∈[0,T ] is a uniformly integrable martingale as both
Section 4 of [34] and Section 4 of [35] stated without proof.
Notation 1. Let E be a normed space. In the sequel, C([0, T ],E) stands
for the space of all continuous functions from the interval [0, T ] to E endowed
with the uniform norm ‖ · ‖∞. Moreover, we define C([0, T ],R∞) to be the
Cartesian product space
∏∞
k=1C([0, T ],R) equipped with the metric
d((fk)k∈N, (g
k)k∈N) =
∞∑
k=1
2−kmin{1,‖fk − gk‖∞}.
Proposition 2 deals with the uniqueness of solutions of class C for (1) in
the sense of joint probability law when T is a bounded interval.
Proposition 2. Let hypotheses of Theorem 1 hold. Take (Xt, (B
k
t )
k∈N)t∈[0,T ]
as in Proposition 1. If (Q˜, (X˜t)t∈[0,T ], (B˜t)t∈[0,T ]) is a C-solution of (1) with
initial distribution θ, then (X˜t, (B˜
k
t )
k∈N)t∈[0,T ] and (Xt, (B
k
t )
k∈N)t∈[0,T ] have
the same finite-dimensional distributions.
Proof. We begin by recalling that
B(C([0, T ],R∞)) =
∞⊗
k=1
B(C([0, T ],R)).
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Then, (Bkt )
k∈N
t∈[0,T ] and (B˜
k
t )
k∈N
t∈[0,T ] are random variables taking values in C([0, T ],
R∞). Since C([0, T ],R∞) is a Polish space, classical arguments (see, e.g., the
proof of Proposition IX.1.4 of [53]) reduce our proof to the case X0 = x and
X˜0 = x for x ∈Dom(C) with ‖x‖= 1.
To deal with the above situation, we consider Θ=C([0, T ],h)×C([0, T ],h)×
C([0, T ],R∞) equipped with the usual product topology. For any f =
(f1, f2, f3) ∈ Θ, we set Zk(f) = fk, provided k = 1,2,3. By the Yamada–
Watanabe construction (see, e.g., proof of Theorem IV.1.1 of [36] or proof
of Theorem IX.1.7 of [53]), there exists a probability measure µ on B(Θ)
with the following properties:
• µ ◦ (Z1,Z3)−1 = Q˜ ◦ (X,B)−1 and µ ◦ (Z2,Z3)−1 = Q˜ ◦ (X˜, B˜)−1.
• (Z3t )t∈[0,T ] is a sequence of real valued independent Brownian motions on
(Θ,G, (Gt)t∈[0,T ], µ). Here (Θ,G, µ) is the completion of (Θ,B(Θ), µ) and
for each t ∈ [0, T ],
Gt =
⋂
ε>0
(σ(f(s) : s ∈ [0, (t+ ε) ∧ T ])∪ {A ∈G :µ(A) = 0}).
In the sequel, j is either 1 or 2. From Remark 2 we have
∞∑
k=1
∫ T
0
EµRe
2〈Zjs ,LkZjs〉ds≤K
∫ T
0
(1 +Eµ‖CZjs‖2)ds,
and so
∑∞
k=1
∫ T
0 EµRe
2〈Zjs ,LkZjs 〉ds <∞. Then (Ht)t∈[0,T ] described by
Ht =−
∞∑
k=1
∫ t
0
2Re〈Zjs ,LkZjs〉d(Z3)ks
is a continuous square integrable martingale. For each n ∈N, we define
T jn = inf
{
t ∈ [0, T ] :
∫ t
0
‖CZjs‖2 ds > n
}
∧ T.
Therefore, T jn is a stopping time and [H
T jn ,HT
j
n ]t ≤ Km(n + T ). Accord-
ing to Novikov’s criterion (see, e.g., Proposition VIII.1.15 of [53]), we have
(exp(HT
j
n
t − [HT
j
n ,HT
j
n ]t/2))t∈[0,T ] is a uniformly integrable martingale. For
any k ∈N, we choose
W k,jt = (Z
3)kt +
∫ t∧T jn
0
2Re〈Zjs ,LkZjs〉ds.(14)
Applying Girsanov’s theorem, we deduce that (W k,jt )
k∈N
t∈[0,T ] is a sequence of
real valued independent Brownian motions on (Θ,G, (Gt)t∈[0,T ], µ
j), where
µj = exp(HT
j
n
T − [HT
j
n ,HT
j
n ]T /2) · µ.
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Because (Zjt ,Z
3
t )t∈[0,T ] satisfies (4) with (X,B) replaced by (Z
j ,Z3) (see,
e.g., Theorems 8.3 and 8.6 of [48] or Exercise IV.5.16 of [53]), we see that
(Zj)T
j
n
t = x+
∫ t∧T jn
0
(
GZjs +
3
2
∞∑
k=1
Re2〈Zjs ,LkZjs〉Zjs
)
ds
−
∫ t∧T jn
0
(
∞∑
k=1
Re〈Zjs ,LkZjs〉LkZjs
)
ds
+
∞∑
k=1
∫ t∧T jn
0
Lk(Z
j
s )dW
k,j
s .
For any t ∈ [0, T ], we set ηt = exp(−Ht/2 + [H,H]t/4). By, for instance,
Theorem II.37 of [50],
ηT
j
n
t = 1− 12
∞∑
k=1
∫ t∧T jn
0
ηsRe
2〈Zjs ,LkZjs〉ds
+
∞∑
k=1
∫ t∧T jn
0
ηsRe〈Zjs ,LkZjs〉dW k,js .
The Itoˆ formula leads to
(Zjη)T
j
n
t = x+
∫ t∧T jn
0
G(Zjη)T
j
n
s ds+
∞∑
k=1
∫ t∧T jn
0
Lk(Z
jη)T
j
n
s dW
k,j
s .
Let (ϕjt (x))t∈[0,T ] be the solution of (8) described by Theorem 2 when
the underlying filtered probability space is (Θ,G, (Gt)t∈[0,T ], µ
j). In order
to prove that (Zjη
t∧T jn
)t∈[0,T ] and (ϕ
j
t∧T jn
(x))t∈[0,T ] are indistinguishable, we
use the optional stopping theorem to obtain
Eµ(exp(H
T jn
T − [HT
j
n ,HT
j
n ]T /2)|Gs∧T jn )
= exp(HT
j
n
s∧T jn
− [HT jn ,HT jn ]
s∧T jn
/2),
where s ∈ [0, T ]. Hence,
Eµj
∫ t∧T jn
0
‖C(Zjη)T jns ‖2 ds
=
∫ t
0
Eµ(1[0,T jn]
(s)η2
s∧T jn
‖CZj
s∧T jn
‖2
×Eµ(exp(HT
j
n
T − [HT
j
n ,HT
j
n ]T /2)|Gs∧T jn))ds.
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Then
Eµj
∫ t∧T jn
0
‖C(Zjη)T jns ‖2 ds=
∫ t
0
Eµ(1[0,T jn]
(s)‖CZj
s∧T jn
‖2)ds
= Eµ
∫ t∧T jn
0
1
[0,T jn]
(s)‖CZjs‖2 ds.
This implies Eµj
∫ t∧T jn
0 ‖C(Zjη)T
j
n
s ‖2 ds ≤ n. Similarly, Eµj‖(Zjη)T
j
n
s ‖2 = 1.
Then, Itoˆ’s formula shows that µj-a.s., for all t ∈ [0, T ], (Zjη)
t∧T jn
= ϕj
t∧T jn
(x).
Since Eµ
∫ T
0 ‖CZjt ‖2 dt <∞, we see that
µ(H
T jn
− [H,H]
T jn
/2 = +∞) = 0.(15)
The integration by parts formula yields
Eµ
(∫ T jn
0
2Re〈Zjs ,LkZjs〉d(Z3)ks
)2
<∞.
By (15), µ is absolutely continuous with respect to µj . It follows that µ-a.s.,
for all t ∈ [0, T ],
(Zjη)
t∧T jn
= ϕj
t∧T jn
(x).(16)
Using again Eµ
∫ T
0 ‖CZjt ‖2 dt <∞, we have µ-a.s., for all t ∈ [0, T ], ηt > 0.
Due to (16), we get µ-a.s.∫ t
0
‖Cϕjs(x)/‖ϕjs(x)‖‖2 ds=
∫ t
0
‖CZjs‖2 ds,(17)
for any t≤ T jn. By µ(
∫ T
0 ‖CZjs‖2 ds=∞) = 0, t 7→
∫ t
0 ‖CZjs‖2 ds is a continu-
ous function µ-a.s. Hence µ(T jn = Tor
∫ T jn
0 ‖CZjs‖2 ds= n) = 1. Applying (17)
gives ∫ T jn
0
‖Cϕjs(x)/‖ϕjs(x)‖‖2 ds= n,
provided T jn <T . In addition, (17) shows that
∫ t
0 ‖Cϕjs(x)/‖ϕjs(x)‖‖2 ds < n,
for any t < T jn . Therefore, µ-a.s.
T jn = inf
{
t ∈ [0, T ] :
∫ t
0
‖Cϕjs(x)/‖ϕjs(x)‖‖2 ds≥ n
}
∧ T.(18)
Combining the Yamada–Watanabe construction with the uniqueness of
the pathwise solution of (8) given in Theorem 2, we obtain
µ1 ◦ (ϕ1(x),W ·,1)−1 = µ2 ◦ (ϕ2(x),W ·,2)−1
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on B(C([0, T ],h) ×C([0, T ],R∞)). One way to see this is reasoning like in
the proof of Theorem IX.1.7 of [53]. From (18) we get
(‖ϕ1T 1n (x)‖
2 · µ1) ◦ (ϕ1(x),W ·,1, T 1n)−1
(19)
= (‖ϕ2T 2n (x)‖
2 · µ2) ◦ (ϕ2(x),W ·,2, T 2n)−1
on B(C([0, T ],h)×C([0, T ],R∞)× [0, T ]). Since
‖ϕj
T jn
(x)‖2 = (η
T jn
)2
= exp(−H
T jn
+ [H,H]
T jn
/2),
we see that ‖ϕj
T jn
(x)‖2 · µj = µ. Then
µ ◦ (ϕ1(x),W ·,1, T 1n)−1 = µ ◦ (ϕ2(x),W ·,2, T 2n)−1.
According to (14), (16) and (19), we have
µ ◦ ((Z1)T 1n ,Z3)−1 = µ ◦ ((Z2)T 2n ,Z3)−1.
Because Eµ(
∫ T
0 ‖CZ1s‖2 ds) < ∞, T jn րn→∞ T µ-a.s. Letting n → +∞
yields µ ◦ (Z1,X3)−1 = µ ◦ (Z2,X3)−1 on B(C([0, T ],h) × C([0, T ],R∞) ×
[0, T ]). Then,Q◦ (X,B)−1 = Q˜◦ (X˜, B˜)−1 onB(C([0, T ],h)×C([0, T ],R∞)×
[0, T ]). 
We now obtain easily Theorem 1 combining Propositions 1 and 2 together
with Kolmogorov’s theorem.
Proof of Theorem 1. Proposition 2 leads to the uniqueness of the
C-solution of (1) with initial distribution θ on [0,+∞[.
By Proposition 1, there exists a solution (Pn, (X
n
t )t∈[0,n], (B
·,n
t )t∈[0,n]) of
class C of (1) with initial distribution θ on [0, n] for any n ∈ N. Here
(Xn,B·,n) takes values in C([0, n],h)×C([0, n],R∞). Let (X,B) be the co-
ordinate mapping process defined on Ω = C([0,+∞[,h) × C([0,+∞[,R∞).
Choose F0 =B(Ω) and F0t = σ((Xs,Bs) : s≤ t). For every A ∈B(C([0, n],h)×
C([0, n],R∞)), we define
Qn(pi
−1
n (A)) = Pn((X
n,Bn) ∈A),
where pin :Ω→ C([0, n],h) × C([0, n],R∞) is given by pin(ω) = (ωt)t∈[0,n].
Therefore, Qn is a probability measure on (Ω,F
0
n). Moreover, Proposition 2
leads to (Qn)n∈N being a consistent family of probability measure. Since
(Ω,F0) is a standard measurable space, there exists a probability measure
Q0 on (Ω,F0) such that Q0 restricted on F0n coincides with Qn for every
n ∈ N. Let (F,Q) be the completion of (F0,Q0). Let (Ft)t≥0 be the usual
augmentation of (Ft)t≥0. Using Proposition 1 yields (Q, (Xt)t≥0, (Bt)t≥0) is
a C-solution of (1) with initial distribution θ on [0,+∞[. To see this, we can
use, for instance, Theorems 8.3 and 8.6 of [48]. 
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3. Regular invariant measures. As a step toward understanding the large
time behavior of the open quantum systems, this section treats Problem (ii).
3.1. Main result. We first apply standard arguments to obtain the Markov
property of the solution of (1).
Theorem 3. Assume that hypotheses of Theorem 1 hold. Let f : (h,B(h))→
(R,B(R)) be a bounded measurable function. Suppose that (Q, (Xt)t≥0, (Wt)t≥0)
is the C-solution of (1). Then for any s, t≥ 0,
E(f(Xs+t)|Fs) = E(f(Xs+t)|Xs).(20)
In addition, we have
E(f(Xs+t)|Fs) =
∫
h
f(z)Pt(Xs, dz),(21)
where
Pt(x,A) =
{
Qx(X
x
t ∈A), x ∈Dom(C),
δx(A), x /∈Dom(C),(22)
provided A ∈B(h) and (Qx, (Xxt )t≥0, (B·,xt )t≥0) is the C-solution of (1) with
initial data x ∈Dom(C).
Proof. The proof is deferred to the Appendix. 
We now adopt a set-up similar to that in Section 2 of [24], where it is
discussed as the existence of quantum stationary states.
Hypothesis 2. Suppose that D satisfies Hypothesis 1 with C substi-
tuted by D. Assume in addition that:
(H2.1) The set {x ∈ h :‖Dx‖2 + ‖x‖2 ≤ 1} is compact in the topology of h.
(H2.2) There exists a vector xˆ belonging to Dom(D) such that ‖xˆ‖= 1 and∫ t
0
E‖DX xˆs ‖2 ds≤Kxˆt,
where Kxˆ is a constant depending on xˆ and (Q, (X
xˆ
t )t≥0, (B
·,xˆ
t )t≥0)
is the D-solution of (1) with initial data xˆ.
The next theorem provides a general criterion for the existence of a regular
invariant measure for (1).
Theorem 4. Let D satisfy Hypothesis 2. Then there exists a probability
measure Γ on the Borel σ-algebra of h, that is, B(h), such that :
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(i) Γ(Dom(D)∩ {x ∈ h :‖x‖= 1}) = 1.
(ii) Let Pt(x,A) be given by (22) with C replaced by D. Then
Γ(A) =
∫
Pt(x,A)Γ(dx),(23)
for any t≥ 0, x∈ h and A ∈B(h).
(iii)
∫
h ‖Dz‖2Γ(dz)<∞.
We can check directly condition (H2.2) of Hypothesis 2, for instance, in
certain systems formed by an arbitrary number of identical Fermi parti-
cles (see, e.g., Section 4.2 of [47]). Nevertheless, this assumption has the
disadvantage of involving the solution of (1). This motivates the following
hypothesis on the operators G and Lk that guarantees the fulfillment of
condition (H2.2).
Hypothesis 3. The pair (C,D) of self-adjoint positive operators in h
has the following properties:
(H3.1) The operator C satisfies conditions (H1.2) and (H1.4) of Hypothesis
1.
(H3.2) Dom(C)⊂Dom(D).
(H3.3) There exist constants β ∈ [0,+∞[ and N ∈ Z+ satisfying
2Re〈Cx,CPnGx〉+
∞∑
k=1
‖CPnLkx‖2 ≤−‖Dx‖2 + β(1 + ‖x‖2)
whenever n≥N and x ∈ hn.
(H3.4) The operator D satisfies condition (H2.1) of Hypothesis 2 and con-
ditions (H1.1), (H1.3) and (H1.4) of Hypothesis 1 with C replaced
by D.
Remark 6. In many situations we can find an operator C such that
the pair (C,
√
αC) obeys Hypothesis 3 for some α > 0. This is the case,
for instance, of the Jaynes–Cummings model of quantum optics and the
multimode Dicke laser models (see Section 5 of [24] and Remark 2.1 of [47]
for details).
Remark 7. In Hypothesis 3 the function x 7−→ ‖Cx‖2 plays the role
of the Lyapunov function. In fact, the relation between the infinitesimal
generator for an ordinary stochastic differential equation and the standard
Lyapunov function (see, e.g., [1, 22, 38, 42]) is replaced by condition (H3.3).
The theorem below provides an intrinsic sufficient condition for the exis-
tence of regular invariant probability measures.
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Theorem 5. Suppose that (C,D) satisfies Hypothesis 3. Then there ex-
ists a probability measure Γ on B(h) for which properties (i)–(iii) of Theorem
4 hold.
It follows from the next lemma that condition (H2.1) of Hypothesis 2 can
be expressed as the following:
(H2.1)′ D has finite-dimensional spectral projections associated with bounded
intervals.
Then the setting of Theorem 5 coincides essentially with the framework of
Section 4 of [24], where it is treated as the existence of quantum stationary
states.
Lemma 1. Let D be a self-adjoint positive operator in h such that D is
unbounded. Then conditions (H2.1) and (H2.1)′ are equivalent.
Remark 8. In Section 4, we apply Theorem 5 to a general model of
harmonic oscillators with one mode. Moreover, [24] verifies essentially Hy-
pothesis 3 in both the Jaynes–Cummings model and a multimode Dicke
laser model. The analysis used in these three examples suggest to us that
our main criterion for the existence of invariant measures is easy to check
in a wide class of physical applications. Nevertheless, it is interesting to see
how this criterion applies to other concrete quantum mechanics models.
3.2. Proofs. We begin by establishing that the C-solution of (1) depends
continuously on the initial data in a distribution sense. Theorem 6 is of
independent interest.
Theorem 6. Suppose that C satisfies Hypothesis 1. Let (xn)n∈N be a
sequence of vectors of Dom(C) of norm 1. Assume that there exists x ∈
Dom(C) for which limn→∞ ‖xn−x‖= 0. Let (Qn, (Xxnt )t≥0, (B·,nt )t≥0), with
n ∈ N , be the C-solution of (1) with initial data xn (i.e., Xxn0 = xn a.s.).
Then for all t ∈ [0,+∞[,
Qn ◦ (Xxnt )−1 →n⇒∞ Q ◦ (Xxt )−1,(24)
provided (Q, (Xt)t≥0, (Bt)t≥0) is the C-solution of (1) with initial data x.
Here the symbol ⇒ denotes weak convergence of probability measures.
Proof. From Propositions 1 and 2 we see that, for any t ∈ [0,+∞[,
Qn ◦ (Xxnt )−1 = (‖ϕt(xn)‖2 · P) ◦ (ϕt(xn)/‖ϕt(xn)‖)−1
and Q ◦ (Xxt )−1 = (‖ϕt(x)‖2 · P) ◦ (ϕt(x)/‖ϕt(x)‖)−1. Here (ϕt(ξ))t≥0 is the
C-strong solution of (3).
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Let f :h→R be a bounded continuous function. Then
EPf(ϕt(xn))‖ϕt(xn)‖2 −EPf(ϕt(x))‖ϕt(x)‖2 =H1n +H2n,
where H1n = EPf(ϕt(xn))(‖ϕt(xn)‖2 − ‖ϕt(x)‖2) and
H2n = EP(f(ϕt(xn))− f(ϕt(x)))‖ϕt(x)‖2.
Since (3) is linear,
EP‖ϕt(xn)−ϕt(x)‖2 = EP‖ϕt(xn − x)‖2 ≤ ‖xn − x‖2.(25)
Using the Cauchy–Schwarz inequality yields
H1n ≤ sup
z∈h
|f(z)|(EP‖ϕt(xn)−ϕt(x)‖2)1/2(EP(‖ϕt(xn)‖+ ‖ϕt(x)‖)2)1/2
≤
√
2 sup
z∈h
|f(z)|(EP‖ϕt(xn)−ϕt(x)‖2)1/2(‖xn‖2 + ‖(x)‖2)1/2.
It follows that H1n→ 0 as n→∞.
By (25), P◦(ϕt(xn))−1 converge weakly to P◦(ϕt(x))−1 as n→∞. Hence,
there exists a probability space (Ω˜, F˜, P˜) where a h-valued random variable
α (resp. αn) is defined, with distribution P◦ (ϕt(x))−1 [resp. P◦ (ϕt(xn))−1],
and such that αn converge a.s. to α (see, e.g., Theorem 11.7.2 of [20] or
Theorem 3.1.8 of [22]). Since E
P˜
‖α‖2 = EP‖ϕt(x)‖2 ≤ ‖x‖2, Lebesgue’s dom-
inated convergence theorem leads to H2n = EP˜(f(αn)−f(α))‖α‖2 −→n→∞ 0.
Therefore,
(‖ϕt(xn)‖2 · P) ◦ (ϕt(xn))−1 ⇒n→∞ (‖ϕt(x)‖2 · P) ◦ (ϕt(x))−1.(26)
For any x ∈ h, set
pi(x) =
{
x/‖x‖, if x 6= 0,
0, if x= 0.
Since (‖ϕt(x)‖2 · P) ◦ (ϕt(x))−1({0}) = 0, (26) implies
((‖ϕt(xn)‖2 · P) ◦ (ϕt(xn))−1) ◦ pi−1
⇒n→∞ ((‖ϕt(x)‖2 · P) ◦ (ϕt(x))−1) ◦ pi−1
(see, e.g., Theorem 1.5.1 of [12]). This becomes∫
f
(
ϕt(xn)
‖ϕt(xn)‖
)
d(‖ϕt(xn)‖2 · P)
→n→∞
∫
f
(
ϕt(xn)
‖ϕt(xn)‖
)
d(‖ϕt(x)‖2 · P)
whenever f :h→R is a bounded continuous function, which establishes (24).

NONLINEAR STOCHASTIC SCHRO¨DINGER EQUATIONS 19
Remark 9. Let u = Dom(C) ∩ {x ∈ h :‖x‖ = 1}. The map from h to
R given by x 7→ EQxf(Xxt )1Dom(C)∩u(x) + f(x)(1 − 1Dom(C)∩u(x)) is mea-
surable as soon as f :h→ R is bounded and continuous. This follows from
Theorem 6 and Remark 3. Then, a functional form of the monotone class
theorem (see, e.g., Theorem I.21 of [18]) yields that, for any A ∈ B(h),
x 7→ Pt(x,A) is a measurable function from h to R.
Proof of Theorem 4. Let xˆ be as in condition (H2.2) of Hypothesis
2. Set u= {x ∈ h :‖x‖= 1}. For every A ∈B(u), we define
Γn(A) =
1
n
∫ n
0
Q(Xs ∈A)ds,
where (Q, (Xt)t≥0, (Bt)t≥0) is the D-solution of (1) with initial data xˆ. Using
approximations by simple functions, we can assert that∫
u
g(x)Γn(dx) =
1
n
∫ n
0
Eg(Xs)ds,(27)
the function g : (u,B(u))→ (R,B(R)) being positive and measurable.
Set Sl = {x ∈ u :‖Dx‖2 ≤ l}, whenever l > 0. Combining Chebyshev’s in-
equality with condition (H2.2) of Hypothesis 2, we see that
Γn(ur Sl) =
1
n
∫ n
0
Q(‖DXs‖2 > l)ds
≤ 1
nl
∫ n
0
E‖DXs‖2 ds
≤Kxˆ/l.
It follows that (Γn)n∈N is a tight family of probability measures, since Sl is
compact. Therefore, there exist a subsequence (Γnk)k∈N and a probability
measure Γ on B(u) such that Γnk converge weakly to Γ as k→∞ (see, e.g.,
Section 1.6 of [12] or Theorem 11.5.4 of [20]).
Let fn,m :u→ R be given by fn,m(z) = min{supk≤n ‖DPkz‖2,m}, with
n,m ∈ N. Using (27), condition (H1.4) of Hypothesis 1 with D = C and
condition (H2.2) of Hypothesis 2 yields∫
u
fn,m(z)Γnk(dz) =
1
nk
∫ nk
0
Efn,m(Xs)ds
≤ 1
nk
∫ nk
0
E‖DXs‖2 ds
≤Kxˆ.
The function fn,m is bounded and continuous, and so∫
u
fn,m(z)Γnk(dz)−→k→∞
∫
u
fn,m(z)Γ(dz).
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Hence, ∫
u
fn,m(z)Γ(dz)≤Kxˆ.(28)
Suppose that supn∈N ‖DPnz‖2 <∞. Then for any y ∈Dom(D),
|〈z,Dy〉|= lim
n→∞
|〈Pnz,Dy〉|
≤ ‖y‖ sup
n∈N
‖DPnz‖2.
Hence, z ∈Dom(D∗) =Dom(D). By Remark 3, we have supn∈N ‖DPnz‖2 <
∞ if and only if z ∈Dom(D). Therefore, for all z ∈ h,
fn,n(z)րn→∞ f(z) where f(z) =
{‖Dz‖2, if z ∈Dom(D),
+∞, if z /∈Dom(D).
Applying the monotone convergence theorem and using (28), we get∫
u f(z)Γ(dz)≤Kxˆ. Thus, Γ(urDom(D)) = 0 and
∫
u ‖Dz‖2Γ(dz)≤Kxˆ.
For every probability measure µ on B(u), we choose
Ptµ(A) =
∫
u
Pt(x,A)µ(dx),
provided A ∈B(u). Let g : (u,B(u))→ (R,B(R)) be a bounded measurable
function. Approximating g by simple functions gives∫
A
g(x)Ptµ(dx) =
∫
A
(∫
u
g(z)Pt(x,dz)
)
µ(dx)(29)
Since
Γnk(u∩Dom(D)) = Γ(u∩Dom(D)) = 1,(30)
the restriction of Γnk to B(u∩Dom(D)) converge weakly to the restriction
of Γ to B(u ∩ Dom(D)). Here u ∩ Dom(D) is equipped with the relative
topology induced on it by h. Assume that g :u→R is a bounded continuous
function. From Theorem 6 we see that the function from u∩Dom(D) to R
given by x 7→ ∫u g(z)Pt(x,dz) is continuous. Then (29) becomes∫
u∩Dom(D)
g(z)PtΓnk(dz) =
∫
u∩Dom(D)
(∫
u
g(z)Pt(x,dz)
)
Γnk(dx)
→k→∞
∫
u∩Dom(D)
(∫
u
g(z)Pt(x,dz)
)
Γ(dx)
=
∫
u∩Dom(D)
g(z)PtΓ(dz).
From (30), we obtain that (see, e.g., Corollary 3.3.2 of [22])
PtΓnk ⇒k→∞ PtΓ on u.(31)
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Using (21) and (27) yields
PtΓnk(A) =
1
nk
∫ nk
0
EPt(Xs,A)ds
=
1
nk
∫ nk
0
E(E(1A(Xs+t)|Fs))ds,
where A ∈B(u). It follows that PtΓnk(A) = 1nk
∫ nk
0 P(Xs+t ∈ A)ds. Hence,
for any close set F in u,
lim sup
k→∞
PtΓnk(F )
= lim sup
k→∞
(
Γnk(F ) +
1
nk
(∫ nk+t
nk
P(Xs ∈ F )ds−
∫ t
0
P(Xs ∈ F )ds
))
= lim sup
k→∞
Γnk(F ).
Applying the Portmanteau theorem, we see that
lim sup
k→∞
PtΓnk(F )≤ Γ(F ).
Therefore, PtΓnk ⇒k→∞ Γ on u. From (31) we have PtΓ = Γ. For any A ∈
B(h), we set Γ(A) = Γ(A∩ u), and the theorem follows. 
To prove Theorem 5, we need the following lemma which provides global
estimates for E‖DXt‖2.
Lemma 2. Let the hypotheses of Theorem 5 hold. Suppose that θ is a
probability measure on B(h) such that θ(Dom(C) ∩ {x ∈ h :‖x‖ = 1}) = 1
and
∫
h ‖Cx‖2θ(dx) <∞. Let (Q, (Xt)t≥0, (Bt)t≥0) be the C-solution of (1)
with initial distribution θ. Then for all t≥ 0,∫ t
0
EQ‖DXs‖2 ds≤ EQ‖CX0‖2 +2βt.(32)
Proof. Assume that ξ is distributed according to θ. Let ψ
·,n(ξ) be the
continuous strong solution of the following stochastic differential equation
on hn:
ψt,n(ξ) = Pnξ +
∫ t
0
PnGψs,n(ξ)ds+
n∑
k=1
∫ t
0
PnLkψs,n(ξ)dW
k
s .(33)
Applying Itoˆ’s formula yields (see, e.g., [47])
E‖ψt,n(ξ)‖2 ≤ E‖ξ‖2.(34)
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Combining Itoˆ’s formula with condition (H3.3) of Hypothesis 3, we obtain
that, for any n≥N ,
E‖Cψt,n(ξ)‖2
≤ E‖Cψ0,n(ξ)‖2 +E
∫ t
0
(−‖Dψs,n(ξ)‖2 + β(1 + ‖ψt,n(ξ)‖2))ds.
Then, (34) becomes∫ t
0
E‖Dψs,n(ξ)‖2 ds≤ E‖CPnξ‖2 +2βT(35)
for all n≥N .
Let ν be the Lebesgue measure on B([0, T ]), where T is a positive real
number. Because the unit ball of L2(Ω × [0, T ],P⊗ ν; (Dom(D), 〈·, ·〉D)) is
weak* compact, (34) and (35) imply that there exists a subsequence (ψ
·,nl(ξ))l∈N
such that ψ
·,nl(ξ) converge weakly in L
2(Ω× [0, T ],P⊗ ν; (Dom(D), 〈·, ·〉D))
as l→∞. From Section 3.2 of [47] we have E‖ψt,nl(ξ) − ϕt(ξ)‖2 →l→∞ 0,
and so ψ
·,nl(ξ) converge weakly to ϕ·(ξ) as l→∞ in L2(Ω × [0, T ],P⊗ ν;
(Dom(D), 〈·, ·〉D)). Hence,∫ T
0
E‖ϕt(ξ)‖2D dt≤ lim inf
l→∞
∫ T
0
E‖ψt,nl(ξ)‖2D dt.
By (34) and property (i) of Theorem 2,∫ T
0
E‖Dϕt(ξ)‖2 dt≤ lim inf
l→∞
∫ T
0
E‖Dψt,nl(ξ)‖2 dt.(36)
According to (35) and (36), we have
∫ T
0 E‖Dϕt(ξ)‖2 dt ≤ E‖Cξ‖2 + 2βT .
Applying Propositions 1 and 2, we get (32). 
Proof of Theorem 5. Since Dom(C) ⊂ Dom(D), the C-solution of
(1) with initial distribution θ coincides with the D-solution of (1) with initial
distribution θ. Combining Theorem 4 with Lemma 2, we obtain the assertion
of the theorem. 
Proof of Lemma 1. Suppose that assumption (H2.1)′ holds. We define
E to be the spectral decomposition of D (see, e.g., [55]). Then the following
property holds.
Property P. Every bounded interval I , with E(I) 6= 0, contains a point
p such that
E({p}) 6= 0.(37) 
In fact, there exists a nonzero vector y in the range of E(I) since E(I) 6= 0.
We write Ey,y for the finite positive measure 〈y,Ey〉. Take I1 = I . We define
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the interval In+1, with n ∈N, by the recurrence relation In+1 = Ijnn , provided
jn ∈ {0,1} satisfies
Ey,y(I
jn
n )≥Ey,y(I1−jnn ).(38)
Here I0n, I
1
n is a partition of In into two disjoint subintervals of the same
length.
Condition (H2.1)′ implies that the dimension of the range of E(I) is equal
to a natural number N . Then I = {n ∈ N :Ey,y(In) 6= Ey,y(In+1)} has at
most N − 1 elements. Conversely, suppose that n1, . . . , nN belong to I . By
Ey,y(In) =Ey,y(I
0
n) +Ey,y(I
1
n),(39)
for any n ∈ N, we have Ey,y(I1−jnn ) 6= 0 whenever n ∈ {n1, . . . , nN}. Since
I
1−jn1
n1 , . . . , I
1−jnN
nN , I
jnN
nN are disjoint, E(I
1−jn1
n1 ), . . . ,E(I
1−jnN
nN ) and E(I
jnN
nN )
are orthogonal to each other. It follows that the dimension of the range of
E(I) is greater than or equal to N +1, which is impossible. Therefore, there
exists N0 ∈N such that Ey,y(In) =Ey,y(IN0) for all n≥N0.
Applying Lebesgue’s dominated convergence theorem yields
Ey,y
(⋂
n∈N
In
)
= lim
n→∞
∫
R
1In(t)Ey,y(dt)
= Ey,y(IN0).
Combining (38) with (39), we obtain Ey,y(IN0) > 0. Thus,
⋂
n∈N In = {p}.
From
‖E({p})y‖2 = 〈y,E({p})y〉
= Ey,y({p}),
we have (37).
Combining the definition of the resolution of the identity (see, e.g., Defini-
tion 12.17 of [55]) with repeated application of Property P, we see that there
exist real numbers pj , where j are natural numbers less thanM ∈N∪{+∞},
such that, for any k ∈N, the number of elements of {j :pj ∈ [0, k]} is at most
the dimension of the range of E([0, k]) and E([0, k]) =
∑
pj∈[0,k]E({pj}). By
the spectrum of D is concentrated on [0,+∞[, for any x ∈ Dom(D) and
y ∈ h, we have
〈y,Dx〉=
∑
j<M
pj〈y,E({pj})x〉.
Using the Banach–Steinhaus theorem yields Dx =
∑
j<M pjE({pj})x (see,
e.g., Theorem 12.6 of [55]). The operator D is unbounded, and so M =
∞. Then pj →∞ as j →∞, which yields D satisfies condition (H2.1) of
Hypothesis 2.
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On the other hand, assume that condition (H2.1) holds. Then (D2+ I)−1
is a compact self-adjoint operator in h. Since 0 is not an eigenvalue of
(D2+I)−1, there exist an orthonormal basis (en)n∈Z+ of h and a sequence of
positive real numbers (βn)n∈Z+ for which limn→∞ βn = 0 and (D
2 + I)−1 =∑
n∈Z+ βn〈en, ·〉en (see, e.g., Theorem 19B of [62]). Hence, βn ∈ ]0,1], pro-
vided n ∈ Z+, and
D =
∑
n∈Z+
√
1/βn − 1〈en, ·〉en.
This implies assumption (H2.1)′. 
4. Application. This section illustrates the main results of this paper
with a one-dimensional harmonic oscillator.
Theorem 7. Let the assumptions of Example 1 hold. Suppose that p
is a natural number greater than or equal to 4. Assume that θ is a prob-
ability measure on B(h) such that θ(Dom(Np) ∩ {x ∈ h :‖x‖= 1}) = 1 and∫
h ‖Npx‖2θ(dx)<∞. Then, (1) has a unique solution of class Np with initial
distribution θ provided |α4| ≥ |α5|.
Proof. Let (ej)j∈Z+ be the canonical orthonormal basis on l
2(Z+).
Then Dom(Np) = {x ∈ h :∑∞j=0 j2p|〈ej , x〉|2 <∞} and Np =∑∞j=0 jp〈ej , ·〉.
It follows that Np is a self-adjoint positive operator in l2(Z+) and the con-
ditions (H1.2) and (H1.4) hold. Furthermore, the set {x ∈ l2(Z+) :‖Npx‖2+
‖x‖2 ≤ 1} is compact since limj→∞ jp =∞.
By Dom(N4) ⊂ Dom(H) ∩⋂6k=1(Dom(L∗k) ∩Dom(L∗kLk)), the operator
Np satisfies hypothesis (H1.1).
For simplicity, assume that n≥ 2. A long easy computation shows that,
for any x belonging to the linear span of e0, . . . , en,
2Re〈Npx,NpPnGx〉+
6∑
k=1
‖NpPnLkx‖2 ≤
n∑
j=0
cj |xj |2,(40)
where xj = 〈ej , x〉 and
cj = |β1|(2p(
√
j +
√
j +1)j2p−1 +
√
jP2p−2(j) +
√
j +1P2p−2(j))
+ |α1|2(−2pj2p + p(2p− 1)j2p−1 + P2p−2(j))
+ |α2|2(2pj2p + p(2p+1)j2p−1 +P2p−2(j))
+ |α4|2(−4pj2p+1 +8p2j2p +P2p−1(j))
+ |α5|2(4pj2p+1 +8p(p+ 1)j2p +P2p−1(j)).
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Here we use the same symbol Pl for different polynomials of degree l whose
coefficients depend only on l. It follows that condition (H1.3) holds when
|α4| ≥ |α5|. Theorem 1 now leads to our claim. 
Theorem 8. Let the assumptions of Example 1 hold. Assume that p is
a natural number greater than or equal to 4. Suppose that either |α4|> |α5|
or |α4| = |α5| with |α2|2 − |α1|2 + 4(2p + 1)|α4|2 < 0. Then there exists a
probability measure Γ on B(h) satisfying (23) such that
∫
h ‖Np‖2Γ(dz)<∞
and
Γ(Dom(Np)∩ {x ∈ h :‖x‖= 1}) = 1.
Proof. We return to the proof of Theorem 7. Let |α4|> |α5|. By (40),
2Re〈Npx,NpPnGx〉+
6∑
k=1
‖NpPnLkx‖2
≤K|x0|2 +
n∑
j=1
|xj |2j2p(4pj(|α5|2 − |α4|2) +O2p(j)/j2p),
where K is a positive constant and n≥ 2. Here (O2p(j))j∈Z+ is a sequence
for which limj→∞O2p(j)/j2p exists. For any r > 0,
lim
j→∞
(rj(|α5|2 − |α4|2) +O2p(j)/j2p) =−∞,
and so the pair (C,
√
αC) obeys condition (H2.3) for any α ∈ ]0,4p(|α4|2 −
|α5|2)[.
Suppose that |α4|= |α5| and |α2|2−|α1|2+4(2p+1)|α4|2 < 0. From (40),
we obtain
2Re〈Npx,NpPnGx〉+
6∑
k=1
‖NpPnLkx‖2
≤K|x0|2 +
n∑
j=1
|xj |2j2p(8p(2p+ 1)|α4|2 +2p(|α2|2 − |α1|2)
+ o2p(j)/j
2p),
where n≥ 2 and K > 0. Here (o2p(j))j∈Z+ is a sequence such that
lim
j→∞
o2p(j)/j
2p = 0.
Therefore, (C,
√
αC) satisfies the condition (H2.3) for any
α ∈ ]0,2p(|α1|2 − |α2|2 − 4(2p+1)|α4|2)[.
From Theorem 5 we now obtain the claim of this theorem. 
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A particular case of Theorem 8 applies in the following simple damped
harmonic oscillator.
Example 3. In the setting of Example 1, consider β1 = 0, β2 = ω, β3 =
0, α1 =
√
A(ν + 1), α2 =
√
Aν and αj = 0, (3≤ j ≤ 6). Here ω, A and ν are
positive real numbers.
Example 3 describes a mode of the quantized radiation field of an ideal
resonator which interacts with two-level atoms that pass through the res-
onator (see, e.g., [21]). In this situation, A is the energy decay rate, ν is
the number of thermal excitations in the steady state and ω is the natural
(circular) frequency. Since |α2|2−|α1|2 =−A< 0, Theorem 8 gives the exis-
tence of a regular stationary measure. This is in agreement with Section 4.1
of [52], where the existence of a unique faithful stationary state is studied.
Theorem 8 also covers the next basic radiation-matter interaction me-
chanics.
Example 4. In the context of Example 1, we define β1, β2, α1, α2, α3
and α6 to be equal to 0. Moreover, we set β3 ∈R, α4 > 0 and α5 ≥ 0.
Example 4 simulates a two-photon absorption and emission process. Since
the phenomenon of two-photon absorption was observed by Kaiser and Gar-
ret in [37], models like Example 4 have been discussed in the physical lit-
erature (see, e.g., [54]). Using Theorem 8 yields the existence of a regular
invariant measure whenever α4 > α5, which is in agreement with [27]. In [27],
Fagnola and Quezada characterized all the invariant states corresponding to
Example 4 with α4 > α5.
APPENDIX
We can prove the Markov property of the C-solution of (1) using tech-
niques of well-posed martingale problems.
Proof of Theorem 3. To prove (20), we modify the proof of Theo-
rem 4.4.2(a) of [22]. Let s≥ 0. Consider the set A in Fs such that Q(A)> 0.
For any B ∈ F , we define Q1(B) = E(1AE(1B |Fs))/Q(A) and Q2(B) =
E(1AE(1B |Xs))/Q(A). Then Q1,Q2≪Q, that is, Q1, Q2 are absolutely con-
tinuous with respect to Q.
Let r ≥ 0. For any bounded measurable function g : (Ω,Fs+r)→ (R,B(R)),
we have E((W ks+t −W ks+r)g|Fs+r) = 0, provided t≥ r and k ∈N. Hence, for
any j = 1,2 and k ∈N, EQj((W ks+t −W ks+r)g) = 0, and so
EQj(W
k
s+t|Fs+r) =W ks+r.(41)
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Write Bkt =W
k
s+t −W kt whenever t≥ 0 and k ∈ N. Since Qj ≪ Q, Qj-a.s.,
for all t ∈ [0,+∞[,
Xs+t =Xs +
∫ s+t
s
G(Xr)dr+
∞∑
k=1
∫ s+t
s
Lk(Xr)dB
k
r .
Using (41), Qj ≪Q and the Le´vy characterization of Brownian motion, we
obtain that B1,B2, . . . , is a sequence of independent Brownian motions on
(Ω,F, (Fs+t)t≥0,Qj). Therefore, (Ω,F, (Fs+t)t≥0,Qj, (Xs+t)t≥0, (B
k
t )
k∈N
t≥0 ) is a
C-solution of (1) with initial data distributed according to the law of Xs.
By
Q1 ◦ (Xs)−1 =Q2 ◦ (Xs)−1 =Q(Xs ∈ ·|A),
Theorem 1 leads to EQ1(f(Xs+t)) = EQ2(f(Xs+t)) for any t≥ 0. This gives
(20).
Let Q be the regular conditional distribution for (X,W ) with range space
C([0,+∞[,h)×C([0,+∞[,R∞) given (X0,W0). From Theorem 1 we deduce
that Q-a.s. for all ω ∈ Ω, QX0(ω) ◦ (XX0(ω),BX0(ω))−1 = Q(ω, ·). This fol-
lows paraphrasing the proof of Proposition IX.1.4 of [53]. Then for ω in a
set of probability 1 for Q, Pt(X0(ω),A) = Q(ω,pi
−1(A)), where A ∈ B(h)
and the map pi is defined by pi(a, b) = a(t) for any a ∈ C([0,+∞[,h) and
b ∈ C([0,+∞[,R∞). Using the definition of regular conditional distribution
yields
E(1A(Xt)|X0) = Pt(X0,A), Q-a.s.(42)
for any A ∈B(h).
Suppose that s is greater than 0. Set Bkt =W
k
s+t−W ks . Then (Bkt )k∈Nt≥0 is a
sequence of independent (Fs+t)t≥0-Brownian motions. Furthermore, we have
(Ω,F, (Fs+t)t≥0,Q, (Xs+t)t≥0, (B
k
t )
k∈N
t≥0 ) is the C-solution of (1) with initial
data distributed according to the law of Xs. According to (42),
E(1A(Xs+t)|Xs) = Pt(Xs,A), Q-a.s.
whenever A ∈B(h), and so (21) follows. 
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