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In this paper, we purpose a neuron model based on dendritic mechanisms (NBDM) 
and the phase space reconstruction (PSR) to analysis the Shanghai Stock Exchange 
(SSE) Composite Index, Deutscher Aktien Index (DAX), Nikkei 225 (N225) and Dow 
Jones Industrial (DJI) Average. The PSR makes it possible to reconstruct the 
financial time series, so that attractors of the constructed systems can be proved to be 
existed. The obtained attractors can thus be intuitively observed from 3-dimensional 
search space, aiming to excavate the characteristics of dynamic systems. In addition, 
by the reconstructed phase space we adopt the maximum Lyapunov exponent to 
identify the chaotic properties and the reciprocal to determine the limit of prediction 
which can be utilized in the forecasting procedure. Thereafter, we conduct a 
short-term prediction based on a dendritic neuron model. Experimental results show 
that the proposed methodology is superior to the traditional multi-layered perceptron 
(MLP) and the Elman network in terms of prediction accuracy and training time. 
In the last two decades, several computational analytic tools have received an 
increasing interest and matured that  assist    decoding questions that were 
antecedently arduous  nor impossible to answer. Some modern analytic apparatus, 
be sure of all as artificial intelligence appliance, containing ANN, dynamic methods, 
chaos theory or nonlinear data analysis. It has newly been mixed in with them as 
well as to better traditional accesses, like statistical analysis, to explain highly 
confront issues. 
In my research of defending PhD, I study artificial neural networks, dynamic 
systems, chaos theory and nonlinear data analysis. My recently research has been 
illustrated as follows: 
The thesis is organized as follows: Chapter 1 gives a brief introduction about the 
Advantage of the hybrid methodology that generally has a better accuracy than single 
forecasting method. In Chapter 2, the theory of Neural Networks is introduced. 
Chapter 3 gives an introduction to the basic rules of chaos theory. It is described in 
Chapter 4 that nonlinear dynamic systems and attractors that illustrates the 
dynamical characteristics of the model. In Chapter 5, not only some typical models of 
time series are mentioned, but also a state-new dendritic neuron model combined 
with phase space reconstruction theory is proposed, and it gives a notable result in 
predicting financial time series. Chapter 6 describes the characteristics of time series 
in terms of a brand new vision that is the fractal and correlation dimension. Finally, 




























  （２）本学位論文では，Takens のアトラクタ再構造学説との融合を図り，力
学系の観点から一種の新型予測モデルを提案し，それを金融市場時系列予測に
応用した。システムに関する内部情報は，外部から全く観察することができず，
直接解析が可能なデータは，観測データだけであるのが通例である。そのため，
どのような理論展開においても，システムの内部構造，あるいはデータの生成
メカニズムを直接捉えられないことを前提にしなければならない。例えば，景
気を代表する指標として日経平均指数などがあるが，これもまた経済活動に関
する全ての情報を与えるものではない。システムの状態変数は未知で，ただ一
つの観測時系列{X_n }が与えられているとする。本研究では，時系列を適当な
状態空間へ射影し，元の力学系あるいはそのシステムを記述するための数学的
なモデルを開発した。実験結果から，見かけ上全く秩序がない時系列は穏やか
なアトラクターを含んでいることから，非線形ダイナミックスの解析が可能で
ある。さらに，非線形構造を有する樹枝状ニューロンモデルは非線形データと
整合する上で，精確な予測結果又は高速な計算能力が見られることが示され，
新しい計算方法の有効性が証明された。 
主に経済分野で発展してきた時系列解析に，ニューラルネットワークを用い
ると，入出力データ間に存在する非線形関係がある程度自動的に抽出できるこ
とから，非線形メカニズムから生成される時系列への応用が注目されるように
なってきた。 
 学位申請論文で提案したモデルは時系列を状態空間へ射影する位相点を予測
するという点で新規性が高く，金融市場時系列解析への応用から非線形ニュー
ラルネットワークを用いて予測精度や計算速度を向上させることが示され，そ
れらモデルの有効性が実証された。 
 よって，当博士論文審査委員会は本博士学位申請論文が博士の学位を授与す
ることに十分に値するものと認め，合格と判断した。 
 
