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Abstract—A plant/controller integrated design strategy based
on the nested optimization strategy and guaranteed cost con-
trol for a motor driving system is developed. Because of the
coupling between the plant design and the controller design,
the conventional sequential design methods cannot guarantee
an overall optimality for the controlled motor driving system.
The integrated design strategy proposed in this paper aims to
tackle this problem by simultaneously optimizing the controller
design and plant design. The integrated design objective is to
drive the largest load and guarantee the satisfactory robust
control performance for reference tracking subject to parametric
uncertainties. This is enabled by integrating a guaranteed cost
controller into the integrated design strategy and improves the
reliability of the control scheme. A novel combined performance
index including the plant design objective and the control
performance is developed as the integrated design cost function
for the motor driving system. A nested optimization strategy is
employed so that the optimality of the system can be calculated in
an efficient and reliable way. Experimental results demonstrate
the effectiveness of the proposed integrated design method.
Index Terms—Integrated design of plant/controller, Guaran-
teed cost control, Motor driving system, Nested optimization
method.
I. INTRODUCTION
AS a kind of mechatronic system, motor driving systemshave drawn wide attention due to the broad application
field. Many advance control methods have been employed to
achieve a satisfactory control performance, such as adaptive
control [1] and switching control [2]. The conventional design
procedure for a control system, especially for a motor driving
system, proceeds sequentially and separately, that is, the plant
design is followed by the controller design [3]–[6]. However,
this conventional design procedure simplifies the design pro-
cess at the expense of performance degradation [7] because the
coupling of the plant and controller designs is not considered
and the optimality of the whole system including the physical
plant and the controller cannot be guaranteed. The control
performance of a motor driving system can be significantly
influenced by the plant design because of the complex system
structure. To enhance the control performance of a motor
This work was supported by National Natural Science Foundation of China
under Grant 61433003, Grant 61973274 and Grant 61973036. (Corresponding
authors: Yao Zhang and Guang Li).
T. Zeng and X. Ren are with the College of Automation, Beijing Institute
of Technology, Beijing, 100081 China. (e-mail: tyzeng0525@outlook.com;
xmren@bit.edu.cn).
Y. Zhang and Guang Li are with Queen Mary University of London,
London, E1 4NS, UK. (e-mail: yao.zhang@qmul.ac.uk; g.li@qmul.ac.uk).
J. Na is with the Faculty of Mechanical and Electrical Engineering,
Kunming University of Science and Technology, Kunming 650500, China.
(e-mail: najing25@163.com).
driving system, the plant/controller integrated design method
can be employed by integrating the controller design into the
plant design, so that an overall optimality for both plant and
controller can be achieved simultaneously.
The integrated design, also known as co-design, has found
its applications in many areas. The main benefit of the inte-
grated design method is that the coupling existing between
the plant design and the controller design can be explicitly
considered to obtain the overall system optimality so that the
system performance can be improved [8]. To enhance the
performance of a micro-positioner, the parameters of both
plant and controller are used as the optimization variables
in one performance index [9]. Similar methods have been
adopted for large space structures [10], [11], such as space
antennas [12], and curved shell structures [13]. [14] addresses
the integrated design of a wind turbine, which is a motor-
driving system. In [15], several optimization methods were
developed to solve the integrated design problem. It is shown
that more computational effort is required for the iterative
strategy than the developed integrated design strategy espe-
cially when the model uncertainties exist. An integrated design
optimization method aims to resolve an optimization problem
with a combined plant performance index and a controller
performance index by optimizing the plant and the controller
parameters simultaneously and explicitly incorporating cou-
pling constraints of the plant and the controller. The integrated
design performance index combining the plant performance
index and the controller performance index normally results in
a non-convex optimization problem, even though each separate
performance indexes of the plant design and the controller
design is convex respectively [16]. The plant/controller cou-
pling effect in the integrated design problem was investigated
in [17] which reveals that the optimization problem can be
decoupled if a necessary condition is satisfied. For this reason,
the combined integrated design problem cannot be solved
efficiently using conventional methods, such as the sequential
optimization and the iterative optimization, which do not
account for the coupling and thus cannot ensure the optimal
solution to converge to the system-level optimality efficiently
[18]. To derive a reliable and efficient optimal solution of
the integrated design method and reduce the complexity of
the integrated design optimization problem, the proposed in-
tegrated design adopts the nested optimization strategy, which
can integrate a controller optimization problem into a plant
optimization [19]. The nested strategy, as known as the bi-
level optimization, is a special optimization method where
one optimization problem is embedded into another. It has
been widely used in estimating the demand for transportation
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[20], profitability management [21], engineering truss design
problem [22]. The bi-level programming model is introduced
in [23] to solve the collaborative logistics network resource
matching problem. Using the nested optimization method, the
integrated design problem can be simplified for each loop so
that the system-level optimum can be achieved efficiently with
low computational load. Compared with the integrated design
methods based on intelligence optimization algorithms, the
integrated design based on the nested-optimization has much
lower computation burden as evidenced in [17].
An important issue we aim to address in this paper is
the parametric modelling uncertainties, which are commonly
encountered in integrated design applications. Due to the com-
plicated structure of the motor driving system, the parametric
uncertainties can be nontrivial in its modeling development.
The control performance can be degraded if the parametric
uncertainties are not fully considered in an integrated design
[24]. To deal with the parametric uncertainties of a motor
driving system including the load, a guaranteed cost controller
is developed and adopted in the integrated design scheme in
this paper. The controller is motivated by the concept of the
guaranteed cost control proposed in [25], which can stabilize
a control system subject to uncertainties with guaranteed
performance. The guaranteed cost control has the advantage
of providing an upper bound of a given performance index
and thus the controlled motor driving system performance
degradation incurred by the uncertainties is guaranteed to be
less than the worst case [26], [27]. This advantage of using
guaranteed cost control to cope with uncertainties is inher-
ited by the proposed integrated design approach so that the
guaranteed overall plant/controller performance optimality can
be achieved for a system subject to parametric uncertainties,
which guarantees the reliability of the control scheme. This
newly added benefit does not increase extra complexity of
the integrated design compared with other existing design
methods, since the guaranteed cost control law can be written
in a closed analytic form and then integrated into the efficient
nested optimization scheme to achieve the overall optimality.
The computational complexity is comparable to the existing
LQR-based integrated design [17]. Thus, the integrated design
approach proposed in this paper extends the LQR-based inte-
grated design, which does not explicitly cope with parametric
uncertainties.
The main contributions of this paper are summarized as
follows:
1) An optimization index combining both the plant design
and the controller design objectives is established to ad-
dress the plant/controller integrated design. By choosing
the inertia moment of the load as the plant optimization
variable, the largest load with the satisfactory control
performance can be achieved.
2) The unknown disturbances and parametric uncertainties
in the plant are addressed by developing a guaranteed cost
control in the integrated design scheme. The proposed
method has improved robustness and reliability compared
with the conventional LQR-based integrated design.
3) A nested optimization scheme is built to solve the in-
tegrated optimization problem, such that the integrated
Fig. 1. Motor driving system
Fig. 2. Block diagram of a motor driving system
design problem can be simplified with economic compu-
tational efficiency.
The rest of this paper is organized as follows: In Section II,
the model of a motor driving system is set up. A guaranteed
cost robust controller is developed for the tracking control
problem of the motor driving system in Section III. In Sec-
tion IV, the optimization index combining the plant design and
controller design is proposed for the integrated design problem
of the motor driving system. A nested optimization strategy
is employed to resolve the integrated design optimization
problem reliably and efficiently. To illustrate the feasibility and
effectiveness of the proposed strategy, experimental results of
the motor driving system are presented in Section V. Finally,
the paper is concluded in Section VI.
II. CONTROL-ORIENTED MODEL ESTABLISHMENT
In this section, control-oriented models for a motor driving
system are presented. A motor driving system contains a
driving motor and a load linked by a gear box as shown
in Fig 1. The existence of the gear clearance is represented
by a deadzone nonlinearity which is approximated by a
combination of a linear term and a bounded term. The block
diagram of the motor driving system is shown in Fig 2. The
model can be described as:{
Jmθ¨m + bmθ˙m = u− τ
JLθ¨L + bLθ˙L = τ
(1)
Here θm and θL are the angular positions of the driving
motor and the load; Jm and JL are moments of inertia of
the driving motor and the load; bm and bL are the viscous
friction coefficients of the driving motor and the load; u is
the control input; τ is the transmission torque of the gear box
which can be expressed as
τ = kf(δ) (2)
Here k is the torsional coefficient; δ is the angle position error
between the motor and the load, i.e. δ := θm − θL; f(δ) is
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the deadzone nonlinearity expressed as
f(δ) =

δ − α, δ ≥ α
0, |δ| < α
δ + α, δ ≤ −α
(3)
where α is the width of the gear clearance. To simplify the
controller design, the deadzone nonlinearity is expressed as
f(δ) = δ + dα(δ) (4)
where
dα(δ) =

−α, δ ≥ α
−δ, |δ| < α
α, δ ≤ −α
(5)
Remark 1. From (4) and (5), the deadzone nonlinearity
caused by the gear clearance is represented as a combination
of a linear term and a saturated term satisfying |dα(δ)| ≤ α.
This can be treated as a parametric uncertainty later in the
controller design and the integrated design procedure.
If system states are chosen as x1 = θm, x2 = θ˙m, x3 = θL,
x4 = θ˙L, then the state-space model is
x˙1 = x2
x˙2 = − bmJmx2 + 1Jmu− kJm (x1 − x3)− kJm dα(δ)
x˙3 = x4
x˙4 = − bLJLx4 + kJL (x1 − x3) + kJL dα(δ)
(6)
To incorporate the parametric uncertainties of the motor driv-
ing system, (6) can be modified as
x˙1 = x2
x˙2 = −(am1 + ∆am1)x2 + (au + ∆au)u
−(am2 + ∆am2)(x1 − x3 + dα(δ))
x˙3 = x4
x˙4 = −(aL1 + ∆aL1)x4 + (aL2 + ∆aL2)(x1 − x3 + dα(δ))
(7)
Here, am1 = bmJm , am2 =
k
Jm
, au = 1Jm , aL1 =
bL
JL
,
aL2 =
k
JL
; ∆am1, ∆am2, ∆au, ∆aL1 and ∆aL2 are bounded
parametric uncertainties. Specifically, ∆am1, ∆am2 and ∆au
stand for bounded parametric uncertainties existing in the
driving motor; ∆aL1 and ∆aL2 stand for bounded parametric
uncertainties existing in the load. Hence, parametric uncertain-
ties along with the plant including the driving motor and the
load are both taken into consideration.
The paper aims to use the plant/controller integrated design
method to develop a tracking controller which can drive the
system output y = θL to track a reference output yd, subject to
bounded parametric uncertainties and a deadzone nonlinearity,
while at the same time maximizing the load to be driven. Note
that the plant consists of the motor driving system and the
load. The load’s moment of inertia is considered as a design
parameter of the plant in the integrated design.
III. CONTROLLER DESIGN
In this section, a guaranteed cost controller is developed to
tackle the tracking problem of the motor driving system with
parametric uncertainties. In addition, the developed controller
will be embedded in the integrated design scheme in the
next section to drive the largest load in order to achieve the
system level optimum. According to (7), the system model
with parametric uncertainties can be rewritten concisely as
x˙ = Ax+Buc + ∆f(x) (8)
Here A =

0 1 0 0
−am2 −am1 am2 0
0 0 0 1
aL2 0 −aL2 −aL1
, B =

0
au
0
0
 and
∆f =
[
0 ∆f1 0 ∆f2
]T
is the lumped parametric uncer-
tainty with ∆f1 = ∆auuc−∆am1x2−∆am2(x1−x3+dα(δ))
and ∆f2 = ∆aL2(x1−x3 +dα(δ))−∆aL1x4; uc is the guar-
anteed cost control law to be designed. Throughout this paper,
we assign an explicit structure to parametric uncertainties with
the following assumption:
Assumption 1. Assume that parametric uncertainties ∆f(x)
can be described as follows:
∆f(x) = Gd(x) (9)
where
dT (x)d(x) ≤ xT ξx (10)
Here, G = diag{0, 1, 0, 1} and xT ξx are determined by the
structure of the lumped uncertainty. d(·) is a function satisfying
d(0) = 0 and ξ is a positive definite matrix relevant to the
bound of parametric uncertainties [27].
The tracking error of the motor driving system e is defined
as e := yd−θL. Considering the following performance index
J =
∫ t
t0
(eTQe+ uTc Ruc)dt (11)
Here Q and R are positive constants. The Hamiltonian func-
tion for (8) with the performance index (11) is
H(x, uc) = e
TQe+uTc Ruc +λ
T (Ax+Buc + ∆f(x)) (12)
Definition 1. If there exists a control input uc and a desirable
cost J∗ such that
1) the system (8) is stable, and
2) the cost function value satisfies J ≤ J∗,
then J∗ is called a guaranteed cost for system (8). Further-
more, uc is called the corresponding guaranteed cost control
input [28].
To investigate the parametric uncertainties and develop the
guaranteed cost control, we present the following lemma:
Lemma 1. For the system model with parametric uncertainties
(7), and the guaranteed cost control input uc, we have
λT∆f(x) ≤ Ξ(x) (13)
with
Ξ(x) = xT ξx+
1
4
λTGGTλ (14)
Here λ is the vector of Lagrange multiplier.
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Proof.
Ξ(x)− λT∆f(x)
= xT ξx+
1
4
λTGGTλ− λT∆f(x)
≥ dT (x)d(x) + 1
4
λTGGTλ− λT∆f(x)
= (d(x)− 1
2
GTλ)T ((d(x)− 1
2
GTλ) ≥ 0
(15)
Hence λT∆f(x) ≤ Ξ(x).
Remark 2. As shown in [27], Lemma 1 provides Ξ(x) with
a specific form (14) which satisfies the following
eTQe+ uTc Ruc + λ
T (Ax+Buc) + Ξ(x) = 0 (16)
where the Lagrange multiplier λ as introduced in Lemma 1
stands for the partial derivative of the cost function J∗ with
respect to x, i.e. λ = ∂J∗/∂x.
Next, to establish the relationship between J defined by (11)
and the guaranteed cost J∗ defined in Definition 1, we consider
the nominal system (7) without parametric uncertainties{
x˙ = Ax+Buc
y = Cx
(17)
with the following performance index
J∗(x(t0), uc) =
∫ t
t0
(eTQe+ uTc Ruc + Ξ(x))dς (18)
and its corresponding Hamiltonian function is
H∗(x, uc) = eTQe+ uTc Ruc + Ξ(x) + λ
T (Ax+Buc) (19)
From the necessary optimality conditions{
∂H∗
∂uc
= 0
λ˙ = −∂H∗∂x
(20)
we have the control law
uc = −1
2
R−1BTλ (21)
and[
x˙
λ˙
]
=
[
A −BR−1BT
−2CTQC − 2ξ −AT
] [
x
λ
]
+
[
0
2CTQyd
]
(22)
λ can be computed by [29],
λ = Px− Pt (23)
Here, P and Pt are positive definite matrices and can be
resolved from the algebraic Riccati equation shown as follows:
ATP + PA− PBR−1BTP + 2CTQC + 2ξ = 0 (24)
Pt = 2(PBR
−1BT −AT )−1CTQyd (25)
The following theorem aims to prove that J∗ is a guaranteed
cost for the system (8) satisfying Definition 1.
Theorem 1. J∗ defined by (18) is a guaranteed cost for the
system (8) with respect to J defined by (11).
Proof. A Lyapunov candidate is chosen as
V = J∗(x(t0), uc) (26)
Then,
V˙ =
∂V
∂x
x˙ = λT x˙ = λT (Ax+Buc + ∆f(x)) (27)
According to Lemma 1,
V˙ ≤ λT (Ax+Buc) + Ξ(x) (28)
According to Remark 2, we have
V˙ ≤ −eTQe− uTc Ruc < 0 (29)
Hence, the system is asymptotically stable with the designed
controller. Next, we show that J∗ is an upper bound of J
subject to the nominal system (17).
Considering J∗ in (18), we have
J˙∗ =
∂J∗
∂x
∂x
∂t
= λT (Ax+Buc + ∆f(x)) (30)
Then
0 = −J˙∗ + λT (Ax+Buc + ∆f(x))
eTQe+ uTc Ruc = −J˙∗ + λT (Ax+Buc + ∆f(x))
+ eTQe+ uTc Ruc
(31)
From Lemma 1, we have λ = ∂J∗/∂x. Then,
eTQe+ uTc Ruc ≤ −J˙∗ + λT (Ax+Buc) + Ξ(x)
+ eTQe+ uTc Ruc
(32)
According to Remark 2, we have
eTQe+ uTc Ruc ≤ −J˙∗ (33)
Integrating (32) from t0 to t yields∫ t
t0
(eTQe+ uTc Ruc)dς ≤ −J∗(x(t)) + J∗(x(t0)) (34)
Since the system is asymptotically stable, with (11), we have
J(x(t0), uc) ≤ J∗(x(t0), uc) (35)
When ∆f(x) = 0, we have J(x(t0), uc) = J∗(x(t0), uc).
Summing up the above, the cost index (11) satisfies the
following inequality
J(x(t0), uc) ≤ J∗(x(t0), uc) (36)
Remark 3. According to Definition 1, uc designed for the
nominal system (17) with the cost function (18) provides
a guaranteed cost control for the system (8) with the cost
function (11). Hence, the reliability design of the control
system can be achieved by the proposed guaranteed cost
control.
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IV. PLANT/CONTROLLER INTEGRATED DESIGN METHOD
In this section, a combined integrated design optimization
index is established and the coupling between the plant and
controller optimization problems is analyzed. Then, the guar-
anteed cost control is embedded into a nested optimization
strategy to solve the integrated design problem so that the
largest load which can be driven with the satisfactory control
performance is achieved. Finally, it is proved that the over-
all system-level optimality can be guaranteed by the nested
optimization strategy.
For the system (7), we choose the load’s moment of
inertia JL as a design parameter for plant design and (18) as
the control optimization index. A combined controller/plant
integrated design optimization index is [18]:
χ = min
JL,P
{wpfp + wcfc}
s.t. g(JL) ≤ 0, h(JL) = 0
(37)
Here wp and wc are weights reflecting the trade-off between
the emphasis on the plant design and the controller design;
h(JL) = 0 is the equality constraint including system dy-
namics; g(JL) is the inequality constraint and for this case
it can be expressed as Jlow ≤ JL ≤ Jhigh; fp = 1JL and
fc =
∫ t
t0
(eTQe+ uTc Ruc + Ξ(x))dς are the plant and control
optimization objectives, respectively. The optimal solution of
(37) is expressed as
Φ∗ = arg min
JL,P
χ (38)
Remark 4. The purpose of the integrated design optimization
problem (37) is to seek the largest inertia moment of the load
without degrading the control performance.
Remark 5. All the system states are assumed to be measur-
able; otherwise, a state observer needs to be designed. The
weights wp and wc are determined by different integrated
design scenarios. By tuning wp > wc, a larger load can
be achieved along with the increase of the control input; On
the contrary, if we selected wp < wc, a smaller load can
be achieved with a smaller control cost, i.e. a smaller torque
required from the driving motor. Once they are determined, the
integrated design approach aims to find the optimal solution
for both of the plant design and the controller design. The
weights for the integrated design of a motor driving system
can be determined by the requirement of reference tracking
performance, the maximum load and other hardware spec-
ifications such as the power and cost of motors. A sample
motor selection for different scenario can be referred by the
integrated design results which indicate the feasibility of the
developed mechatronic system. Relevant results are illustrated
in Section V.
Note that a sequential design strategy cannot guarantee
the system-level optimality because the coupling of the plant
design and controller design cannot be taken into account
[17]. A necessary condition for decoupling these two designs
is developed in [17]. It shows that for the two designs in
a sequential approach to be decoupled, the weights must
satisfy wcwp → 0, which means that the plant objective is
infinitely more important than the controller objective. To
overcome this issue, we develop an integrated design method
where the weight parameters can be chosen based on practical
scenarios and a guaranteed cost can be achieved for a system
subject to bounded parametric uncertainties. Specifically, an
integrated design method based on the nested optimization
and the guaranteed cost control to solve the problem of (37)
is proposed as follow:
Outer Loop:
J∗L = arg min
{
wp
1
JL
+ wcf
∗
c (JL)
}
s.t. Jlow ≤ JL ≤ Jhigh,
f∗c (JL) = results of the inner loop.
(39)
Inner Loop:
f∗c (JL) = min
∫ t
t0
(eTQe+ uTc Ruc + Ξ(x))dς
s.t. x˙ = Ax+Buc, x(t0) = x0.
(40)
Here, uc is the guaranteed cost control designed in Section III:
u∗c = −
1
2
R−1BTλ,
λ = Px− Pt
0 = ATP + PA− PBR−1BTP + 2CTQC + 2ξ
Pt = 2(PBR
−1BT −AT )−1CTQyd
(41)
Remark 6. The outer loop is for the plant optimization; the
inner loop is for the controller optimization with feasible plant
design chosen by the outer loop. The proposed integrated
design scheme ensures the overall system-level optimality can
be achieved. Note that the plant optimization is resolved in the
outer loop; otherwise, its solution is always the largest value
of JL within the constraints, which is not desirable.
To illustrate the implementation of the proposed integrated
design method, a flow chart is presented in Fig. 3(a). For com-
parison, a schematic diagram of the iterative design method is
shown in Fig. 3(b).
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(a) Integrated design with nested optimization strategy
(b) Iterative design procedure
Fig. 3. Flowcharts of nested integrated design and iterative design
As shown in Fig 3, reiteration the controller design and the
plant design with a convergence index, the iterative design can
only guarantee the optimality of subsystems. By introducing
the proposed method, the dynamic optimization (inner loop) is
embedded into the static optimization (outer loop), which ob-
tains the system-level optimality because both the plant design
and the controller design are considered simultaneously. In
addition, the separation achieved by the two loops makes each
of them can be solved using accordingly befitting methods
[30].
The following definitions are to be used later in Theorem 2
and its proof.
Definition 2. Ψ is a set of feasible solutions of the nested
optimization method.
Definition 3. For a given controller, there is a set of feasible
solutions for the plant Ψp(P ) = {JL : (JL, P ) ∈ Ψ}.
Definition 4. For a given plant, there is a set of feasible
solutions for the controller Ψc(JL) = {P : (JL, P ) ∈ Ψ}.
The following theorem guarantees that the overall optimality
for the controlled motor driving system can be achieved by the
integrated design proposed in this paper, i.e. (39) and (40).
Theorem 2. Let Ψ∗ be the solution of the nested optimization
method proposed in (39) and (40). Then Ψ∗ = Φ∗.
Proof. ∀(JL, P ), JL ∈ Ψp and P ∈ Ψc(JL), with the
Definitions 3 and 4, JL ∈ Ψp(P ). Thus, Ψp = Ψ(P ∗) and
(39) can be modified as
f∗p = min
JL∈Ψp(f∗c )
{
wp
1
JL
+ wcf
∗
c (JL)
}
(42)
Define the optimal plant/controller solutions of (37) respec-
tively as
J∗L = arg min
JL∈Ψp(P∗)
χ(JL, P
∗) (43)
P ∗ = arg min
P∈Ψc(J∗L)
χ(J∗L, P ) (44)
Then we have (J∗L, P
∗) ∈ Ψ∗. According to (40), for the
optimality of the plant J∗L, we have P
∗ = f∗c (J
∗
L) in (43) and
(44). Then
J∗L = arg min
JL∈Ψp(P∗)
χ(JL, f
∗
c (J
∗
L)), (45)
which is (39). Thus,
(J∗L, P
∗) ∈ Φ∗ ∀ (J∗L, P ∗) ∈ Ψ∗ (46)
which means Ψ∗ ⊆ Φ∗.
Suppose that (J∗L, P
∗) ∈ Φ∗, then (J∗L, P ∗) satisfies (43)
and (44). Since f∗c (J
∗
L) = P
∗, (43) can be modified as
min
JL(P∗)
{
wp
1
JL
+ wcf
∗
c
}
, (47)
which is (43). Then,
(J∗L, P
∗) ∈ Ψ∗ ∀ (J∗L, P ∗) ∈ Φ∗ (48)
Thus we have Φ∗ ⊆ Ψ∗.
Therefore, we have Φ∗ = Ψ∗, which completes the proof.
Remark 7. With the integrated design method based on the
nested optimization method, the plant/controller integrated
design problem can be divided into a constrained nonlinear
programming (NLP) problem for the outer loop and a guaran-
teed cost control in the inner loop. A constrained NLP problem
can be solved by many existing software packages. In this
paper, we choose ‘fmincon’ in MATLAB.
Remark 8. With the integrated design scheme proposed
above, the complexity of combined plant/controller optimiza-
tion problems can be reduced without compromising the over-
all system optimality [17]. The integrated design problem is
simplified for each loop so that the system-level optimality can
be obtained which makes the feasibility of the control system
can be further guaranteed.
V. EXPERIMENTAL VERIFICATION
To experimentally validate the effectiveness of the proposed
integrated design method, a motor driving system test rig is
established as shown in Fig. 4.
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TABLE I
SYSTEM PARAMETERS
Parameter Value Unit
Jm 0.026 kg · m2
bm 1.3 Nm · s/rad
bl 1.3 Nm · s/rad
α 0.2 rad
k 560 Nm/rad
Fig. 4. Motor driving system setup
The system comprises a driving motor with the pulse
width modulation (PWM) amplifier located in the driving card
(Panasonic MCDDT3520), an electromotor (180ST-M 35105)
with 64000 counts per rotation resolution encoder as the load,
a digital signal processing (TMS320 2812) unit performing
for communication, and a Pentium 3.0 GHz industrial control
computer by running C++ program in CCS 5.0 developing
environment. The load is driven by the driving motor through
the transmission gear. The industrial computer receives the
signals of the driving motor and load from the encoder,
and provides the corresponding control action for real-time
control. The sampling time is ts = 0.001 s. A sinusoidal
signal yd = 10sin( 25pit) rad is chosen as a reference signal.
The system parameters are shown in the Table I. Because
system parameters of the test rig are not exactly known,
values in Table I are given by estimations based on our
experiences, which inevitably introduces parametric uncertain-
ties. According to the estimations, parametric uncertainties
vary within 5% of the nominal values of the parameters
shown in Table I. The load’s moment of inertia can be
adjusted by adding additional load components. The detailed
parameter tunings are as follows: Select the weight parameters
as wp = wc = 1, plant constraints as Jlow = 0.009 kg·m2
and Jhigh = 0.556 kg·m2, and the guaranteed cost controller
parameters Q = 30, R = 1 and ξ = diag{0.05, 0.5, 0.05, 0.5}.
Note that the values of wp and wc chosen here are merely
for demonstration purpose, and experimental validation can
be done with different values. In the following, an existing
integrated design approach [17] based on the LQR control is
tested for comparison with the proposed integrated design with
the guaranteed cost control. A Monte Carlo analysis is also
presented to show the effectiveness of the proposed control
law for different initial states. Comparative results are given to
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demonstrate the effectiveness of the integrated design scheme.
A. Controller Verification
Using the integrated design method raised in this paper,
we can derive J∗L = 0.3233 kg·m2 and uc = −kcx + 1.2yd
where kc =
[
0.47 0.19 0.54 0.05
]
. For comparison pur-
pose, we also test an existing integrated design approach
based on the LQR control for this motor driving test rig
[17]. The cost function in the inner loop is defined as (11).
J∗L = 0.3250 kg·m2 is achieved when using the LQR-based
integrated design method with the same choice of weight
parameters and constraints. Note that although a tiny larger
load can be achieved by the LQR-based integrated design, the
parametric uncertainty is not taken into consideration which
degrades the control performance as shown in the following
results. A comparison of tracking performance of the two
integrated designs respectively based on the LQR controller
and the guaranteed cost controller is shown in Fig. 5 and
Fig. 6.
Fig. 5 and Fig. 6 show that when using the integrated design
based on the guaranteed cost control, the motor driving system
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can track the reference signal with satisfactory performance.
Fig. 6 shows a larger tracking error when the LQR controller
is employed designed in the integrated design method. The
tracking performance of the LQR controller is more easily
influenced by parametric uncertainties, whilst a better control
performance can be obtained with the proposed integrated
design based on the guaranteed cost controller.
To further show the robustness of the presented method,
a numerical Monte Carlo analysis of 200 cases with different
initial states based on the proposed integrated design approach
is presented in Fig. 7 and Fig. 8. To verify the robustness
of the proposed guaranteed cost control, a large parametric
uncertainty is taken into consideration in the Monte Carlo
analysis. The mean value of initial position is 0 rad, and
the standard deviation of initial position is 3 rad; the mean
value of initial velocity is 0 rad, and the standard deviation
of initial velocity is 0.5 rad/s. An time varying uncertainty
d(x) = 0.2 sin(t) is introduced to further testify the efficacy
of the proposed controller.
Fig. 7 and Fig. 8 show that the largest tracking error is
0.0885 rad and 90% tracking errors locate in the range of
[0.085, 0.088] rad. Hence, the satisfactory control performance
can be achieved with the initial perturbation and the time-
varying parametric uncertainty which guarantees the reliability
of proposed method.
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Fig. 9. Integrated design performance index
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B. Integrated Design Scheme Verification
To verify the optimality of the plant/controller integrated
design problem achieved using the proposed integrated design
scheme in this paper, the optimal values of the combined
cost function of (37) are shown in Fig. 9, from which
we can see that χ is convex and the optimal solution is
J∗L = 0.3233 kg ·m2. Theoretically, the tracking performance
is influenced by the inertia moment of the load significantly.
The tracking performance for the inertia moment of the load
decreases from J∗L = 0.3233 kg ·m2 to JL = 0.1130 kg ·m2,
as shown in Fig. 10. It can be also seen from Fig. 10 that with
different moments of inertia of the load, the same tracking
performance can be achieved. Note that JL = 0.1130 kg·m2
is a frequently-used plant parameter. With the proposed inte-
grated design method, the additional moment of inertia of the
load can be driven without degrading tracking performance. As
another advantage of the integrated design method developed
in this paper, the weight parameters wp and wc can be tuned
for different scenarios. The Pareto surface is shown in Fig. 11
for wc ranging from 1 to 100 and for wp from 1 to 10. We
can see that by tuning weight parameters, different optimal
solutions of the integrated design can be achieved. To further
investigate the influence of weight parameters, we choose
wc = 20 and let wp change within the range of [2, 10]. Control
inputs with different weight parameters are shown in Fig 12.
Combining Fig 11 and Fig 12, we can see that by tuning
wp > wc, a larger load can be achieved; however, a larger
control input is needed. Specifically, in Fig 12, by choosing
wp = 2 and wp = 10, the corresponding amplitude of the
control input is 12V and 21V , respectively, which leads a
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Fig. 12. Control inputs with different weight parameters
different torque requirement providing by the driving motor.
A sample motor selection for different scenario can be referred
by the integrated design results which indicate the torque
requirement rating of the driving motor. This means that
the initial system design, which is a control-optimal design,
requires the use of a motor capable of providing such torque.
In practical system setup, driving motors can be selected based
on the co-design result which makes the reliability design
can be further guaranteed for the mechatronic system. Hence,
weight parameters can be tuned based on different practical
requirements as stated in Remark 5.
VI. CONCLUSION
A novel plant/controller integrated design method is devel-
oped for a motor driving system in this paper. A guaranteed
cost tracking controller is embedded into the integrated design
to deal with the parametric uncertainty of the motor driving
system. To improve the tracking performance of the system, an
optimization index combining both the plant and the controller
is built and solved using the nested optimization strategy.
Using the proposed optimization strategy, the optimality of
the integrated design method can be guaranteed by reasonably
accounting for the relative importance between the plant and
the controller. The efficacy of the proposed integrated design
method is experimentally validated.
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