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DEDICATED TO THE MEMORY OF L. E. DICKSON (18741954) 
Dickson discovered a certain family of three-dimensional commutative 
nonassociative division algebras. They appeared first in [2] (a paper com- 
municated by Hilbert on July 22, 1905). He studied them further in [3-51 
and gave a capsule summary on page 69 of his monograph [6]. I repeat 
Dickson’s description, keeping his notation. Let F be any field of charac- 
teristic +2. Let B, /I, b be elements of F such that x3 - Bx2 - @c - b is 
irreducible over F. Define an algebra with basis 1, i, j by 
i2 - f 
1, ij = ji = b + /Ii + Bj, jz = 4bB - p2 - 8bi - 2/3j. 
Then this is a division algebra, nonassociative except in the purely inseparable 
case (characteristic 3, B = /3 = 0). He further showed that any three- 
dimensional commutative division algebra over a finite field of characteristic 
f2 is a field or one of these algebras. 
I feel that Dickson’s use of the adjective “remarkable” in discussing his 
algebras was fully warranted. As far as I know, the only follow-up in the 
literature is an interesting invasion of the noncommutative case by Zelinsky 
in [8]. 
On the centenary anniversary of his birth I dedicate to Dickson with 
admiration this renewed look at his algebras. 
To come right to the point, I examined what his algebras become over the 
algebraic closure of F and found an algebra which I call D. D is of course 
commutative and has a basis u, z.9, w with multiplication table 
u2 E 73 = w2 = 0 7 
2uv = u. + 2’ - w, 2uw = u + w - v, 2vw = v + w - u. 
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D is simple and has unit element u + z’ + w. Permutations of u, z’, w induce 
automorphisms of D, and these in fact form the automorphism group 
of D. 
There is another pleasant property of D. Before stating it, I recall the 
definition of the norm form of an algebra A. I consider only the commutative 
case, and therefore make no distinction between the left and right norm 
forms. Let ur ,..., u, be a basis of A and let .~r ,..., x,~ be indeterminates. 
Multiplication by the “generic” element X = xiur + ... + x,~u,, is repre- 
sented by a matrix. Its determinant n(X) is the norm form, a form of degree rz 
in xi ,..., h”, . I f  the basis is changed, n(X) is changed by the corresponding 
nonsingular linear transformation on the xi’s 
In the case of the algebra D, the matrix representing X = xu f  3’~ + zw is 
1 ‘3’+-” 
i 
y--z -Y -tz 
- x--z 
2 
s + z -x+x . 
X-Y -x fy x I 1 Y i 
Its characteristic polynomial is h 3 - pX2 + qA - Y, with p, q, and Y the 
elementary symmetric functions: p = 5 + y  -+ z, q = xy + xz + yz, 
Y =:= “~‘2. This is exactly the same as what one gets for the algebra which 
is a direct sum of three copies of the field. In particular, n(X) =: .r?,z. 
Since the matrix for X satisfies its characteristic equation, we have 
X3 - $X2 + qX - r = 0. A modest computation shows further that 
x2x2 = 4pr - q2 - 8rX + 2qX”. 
(In comparing with Dickson’s formula, note that p = B, q = -p, r =: b.) 
It is now clear that Dickson’s algebras are precisely the forms of D over F. 
But why are Dickson’s algebras division algebras when the cubic is 
irreducible? Here is Dickson’s proof, again in his notation. Take the cubic 
field K overF determined by the irreducible cubic. Using the general element 
r + si + tj form the norm form d of K. (This r is different from the r above.) 
Now replace Y, s, t by r + ,&, s + 2Bt, -2t. It is a fact (and it is “remarkable”) 
that this switches us to the norm form 6 of the Dickson algebra. Since il 
vanishes only for r = s = t = 0, the same is true for 6, and the algebra is a 
division algebra. 
This can be made to appear a little less miraculous. Introduce the associative 
algebra A with basis 1, X, X2 subject to X3 - pX2 + qX - r = 0. We 
compare the norm forms of A and D and we need new indeterminates 
E, 7, 5. The norm form of A is 
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The three factors are obtainable by applying to the row vector [, 7, < the 
Vandermonde matrix on the right of 
Likewise the three factors of the norm form of D relative to the basis 1, X, Sz 
are obtained by applying to the row 6, 17, 5 the matrix on the left of (1) (this 
matrix expresses 1, X, X2 in terms of u, V, w). Equation (1) then gives what is 
wanted. 
It is tolerably clear how to generalize all this to higher dimensions the 
moment one has an algebra that shares the crucial properties of IZ). On this 
I have very little information at present. 
In the remainder of the paper I shall examine three-dimensional division 
algebras a little more. The first theorem shows that the case of characteristic 2 
is really different. 
THEOREM 1. Let E be a three-dimensional commutative division algebra 
over a $eld F of characteristic 2. Let K be any field containing F and E’ the 
extension of E to K. Then in E’ there are no nonxero elements with square 0. 
Proof. Take a basis 1, u, u2 of E. Say u2u2 = A + Bu + Cu2 (A, B, C EF). 
Suppose that t = a + bu + cu2 in E’ satisfies t2 = 0 (a, b, c E K). We have 
t2 = a* + b2u2 + c2(A + Bu + Cu”) = 0. 
Hence c2B = 0. We cannot have c = 0 for then a = b = 0. Thus B = 0. 
Let G be the coefficient of u in the expression of u3 in terms of 1, U, u2. Then 
E(G + ua) is contained in the subspace spanned by 1 and u2, a contradiction. 
Remark. IfF is perfect, then for any dimension we have that nonsingularity 
of the semilinear map given by squaring is preserved in the transition from 
E to E’. Thus if E has no nonzero elements of square 0, the same is true for E’. 
But if F is not perfect the theorem does not extend to dimension > 3 (see the 
discussion in [l, pp. 297-2981). 
It will be handy to have a name for algebras with the following property: 
The norm form is a product of linearly independent linear factors. I propose 
to call them Dickson algebras. For example, D is a Dickson algebra. There is 
a converse. 
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THEOREM 2. Let A be a three-dimensional commutative simple Dickson 
algebra with unit element over an algebraically closedjeld K. Then the charac- 
teristic of K is not 2, and A is isomorphic to D. 
Theorem 2 is in essence a paraphrase of a portion of Dickson’s work. The 
“algebraically closed” method makes the computation a little simpler than 
Dickson’s use of the Hessian, and characteristics 2 and 3 fit in better. 
In proving Theorem 2 we use a result which is perhaps of some general 
interest. 
THEOREM 3. Any nonzero @rite-dimensional algebra over an algebraically 
closed field has a one-dimensional subalgebra. 
Proof. Let ur ,..., u, be a basis of the algebra. Write x = x xiui . Then 
x2 = c q& ) where the q’s are quadratic forms. We study the equation 
x2 = x, which expands to the n quadratic equations pi - xi _- 0. Solutions 
at infinity correspond to nonzero elements x with x2 = 0. The existence of 
such an element solves our problem, so we may assume that there are no 
solutions at infinity. I f  there are infinitely many solutions, there certainly 
exists a nonzero one, and again we are done. Assume therefore that there are 
only a finite number of solutions. B&out’s theorem then applies to tell us 
that there are precisely 2” solutions, provided that each is counted with its 
appropriate multiplicity. All we need concerning multiplicity is the fact that 
the multiplicity at a point is 1 if the linear terms in the expansion about the 
point are linearly independent. At x = 0 the linear terms are x1 ,..., X, , 
and so the multiplicity at 0 is 1. This accounts for only one solution out of 
2% 3 2. 
Remarks. 1. In the associative case the theorem holds over an arbitrary 
field, not necessarily algebraically closed. But this is not so without asso- 
ciativity. Here is an easy exercise. The following assertions concerning a field 
F are equivalent: (1) F has no cubic extensions, (2) any two-dimensional 
algebra over F contains a one-dimensional subalgebra. 
2. A slight modification of the proof establishes the following, which I 
did not find in the literature. Let P be a projective space over an algebraically 
closed field. Then any morphism of P into itself has a fixed point. 
I f  the algebra under scrutiny has a unit element, Theorem 3 of course says 
nothing. There is an appropriate variant. 
THEOREM 4. Let A be a finite-dimensional algebra over a field K. Assume 
that K is algebraically closed, that A has dimension at least two, and that A has a 
unit element 1. Then there is a two-dimensional subalgebra of A that contains 1. 
In other words, tlrere exists in A an element x # 0, 1 such that x2 = 0 or x. 
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Proof. Let R be a subspace of A which has codimension one and does not 
contain 1. Multiplication in B followed by projection from A to B induces an 
algebra structure on R. Apply Theorem 3. 
Proof of Theorem 2. By Theorem 4, we can begin a basis of A with 1 and 
IL, where u2 m- 0 or U. We shall normalize the third basis element v  as much as 
possible. Best of all would be er ’ = 0 or V, but this cannot always be achieved. 
Set u2 2 EU, E == 0 or 1. Make a provisional choice of 2, and write uz’ = 
n + bu + czv, c’? :: d + eu +- fz. We seek to change zi so as to make e -= 0 
(after which 7: can be further normalized so as to satisfy u2 = 0 or v). Set 
t = w f  gu. The coefficient of u in the expression for t’ in terms of 1, u, t is 
(c - 2c)g' + (2b - f)g + e. 
This can be made to vanish by an appropriate choice of g unless 
E--C =26--f-O, e # 0. (2) 
This leads us to distinguish six cases in all. In the first three cases we deny (2); 
these can be treated simultaneously for a while. 
I-III. u3 = FU, T? = VZ, E and 7 both equal to 0 or 1. We have 
UfO (3) 
for otherwise u and 7: span an ideal. I f  E = 1 we can map A homomorphically 
onto K by sending u to 1 and v  to 0 or 7, provided a + b + qc equals 0 or 7 
respectively. Hence 
E --- 1 implies a + b f  0 and a+b+qc#q. (4) 
A computation shows that the norm form of A is 
x3 + (< + c) x2?, + (rl + b) x2x + EC.Y~~ + ?Ibxz” - l y”z - ~uyzz 
+ (ET) - 2a)xyz. (5) 
I. t=lj = 0. The norm form (5) has a factor X. After division by x 
we have a quadratic form which factors if and only if bc == -2~. If  2a 7.1 0 
there is a repeated factor X. This rules out characteristic 2, and also shows 
that b and c are nonzero (as also follows from (3)). Replace u and v  by u/c and 
v/b. Then UZ’ = -1 + u + z’. With w = 1 - u - v  as third basis element, 
we recognize the algebra D. 
We continue with the discussion of Cases II and III. I\;ow (5) is not divisible 
by X. This, combined with the absence of terms in ya and x3, implies that a 
factorization of (5) into linear factors can be written 
(x + Py + Qz)(x + f+)(x + Sz). (6) 
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On equating coefficients in (5) and (6) we get seven equations: 
P+R=e+c, (7) 
PR = EC, (8) 
Q+S=?l+b, (9) 
QS = rib, (10) 
PRS = --Ea, (11) 
QRS = -qa, (12) 
RS+PS+QR=q-2a. (13) 
At this point we distinguish Cases II and III. 
II. E = 7 = 1. By (3) and (1 l), R and S are nonzero. Then (11) and 
(12) yield PRS = QRS, P = Q. If  P = 1 we find R = c, S = b from (8) 
and (lo), bc = -a from (1 l), and finally a + b + c = 1 from (13), contra- 
dicting (4). So P f  1. Then (7) and (8) h s ow that R = 1, P = c; likewise (9) 
and (10) yield S = 1, P = b. By (1 l), b = -a, again contradicting (4). 
III. E = I, 17 = 0. From (12), QRS = 0. From (11) and (3), RS # 0. 
Hence Q = 0. On combining (7), (8), (9), (1 l), and (13) we get a + b = 0, 
once more a contradiction of (4). 
With Cases I-III settled we turn to the three cases which arise from 
assuming that (2) holds. 
IV. Assume (2) and characteristic 2. Then E has to be 0, and we have 
f  = 0. We can normalize ZY to make 7.1~ = u. The norm form is 
x3 + cx’y + b.x2z + cxxp + az3. (14) 
We treat this case by the following observation: If  (14) factors into linearly 
independent linear factors, its variety consists of three nonconcurrent lines 
and thus has three singularities. To find the singularities, set the partial 
derivatives equal to 0. The derivatives with respect to x and y  give 
x2 + c.$ = 0, cx2 = 0. The possibility c = 0 is ruled out since y  does not 
then appear in (14). We find only one singularity, given by x = z = 0. 
V. Assume (2), characteristic # 2, and E = 0. Then c = 0 andf = 2b. 
We can normalize ‘u so that d = 0, e = 1. Now take t = z1 - b as third basis 
element. Then ut = a, t2 = b2 + u. The norm form is x3 - 2axyz - 
b2zz2 + a,z3. We cannot have a = 0, for then y  would be missing. It is then 
immediate that no factorization into linear factors is possible. 
VI. Assume (2), characteristic # 2, and E = 1. Then c = 4. Multi- 
plication by u has characteristic roots 1, 0, and 4. Take t to be a characteristic 
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vector for $, so that ut == it. There is no t-component in P, since f  = 26 
and b is now 0. Moreover, simplicity implies that the scalar component of t2 
is not 0. Thus t2 can be normalized to 1 + eu. The norm form is 
x3 + 3xz$2 + ($$ - (1 + (J)e)xz’ - ($)@. 
In this final cast we revert to the brutal factorization (6). Three of the 
resulting equations read PR = &, PRS := 0, QRS -- - i and are inconsistent. 
The proof of Theorem 2 is complete. 
Theorem 2 can be applied to the study of a three-dimensional commutative 
division algebra A over a finite fieldF. Dickson [5] proved that overthe algebraic 
closure of F, A extends to a Dickson algebra. (The crucial point, in modern 
terminology, is that an elliptic curve defined over a finite field F contains an 
F-rational point. This is true more generally for abelian varieties-see, for 
instance, [7, Theorem 3, p. 2051.) F or characteristic # 2, we recapture in this 
way Dickson’s theorem that three-dimensional commutative division algebras 
over finite fields are of the form he discovered. (Note that a three-dimensional 
nonassociative division algebra is necessarily central simple and therefore 
maintains its simplicitv when the base field is extended.) Furthermore, the 
case of characteristic 2 is impossible. According to the [4, p. 202, footnote], 
this was known to Dickson; in [2, p. 3861, he had previously treated the case 
of a base field with two or four elements. 
Three final remarks are offered. 
1. In the light of Theorem 1, only Case II of Theorem 2 is needed in 
the treatment of division algebras of characteristic 2. 
2. The hypothesis of simplicity was not fully used in the proof of 
Theorem 2-only the absence of two-dimensional ideals. So in that context 
the absence of two-dimentional ideals implies simplicity. 
3. There is of course a connection between Dickson’s division algebras 
and the three-dimensional commutative case of Albert’s twisted fields [l]. 
When the cubic field involved in a Dickson division algebra is normal, the 
algebra is a twisted field; in any event it becomes a twisted field when the 
square root of the discriminant is adjoined. The connection can be exploited 
to give an alternate proof that Dickson’s algebras are division algebras. 
Note added in proof (May 28, 1976). (1) A sequel to this paper has already appeared 
(Houston J. of Math. 1 (1975), 63-79). (2) A paper by G. Menichetti (Ann. Mat. 
Pura Appl. 97 (1973), 283-301) is pertinent. 
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