Waring-Goldbach problem in short intervals by Wang, Mengdi
ar
X
iv
:1
91
2.
02
31
0v
1 
 [m
ath
.N
T]
  4
 D
ec
 20
19
WARING-GOLDBACH PROBLEM IN SHORT INTERVALS
MENGDI WANG
Abstract. Let k ≥ 2 and s be positive integers. Let θ ∈ (0, 1) be a real number. In
this paper, we establish that if s > k(k + 1) and θ > 0.55, then every sufficiently large
natural number n, subjects to certain congruence conditions, can be written as
n = pk1 + · · ·+ p
k
s ,
where pi(1 ≤ i ≤ s) are primes in the interval ((
n
s
)
1
k − n
θ
k , (n
s
)
1
k + n
θ
k ]. The second
result of this paper is to show that if s > k(k+1)2 and θ > 0.55, then almost all integers
n, subject to certain congruence conditions, have above representation.
1. Introduction
Suppose that k ≥ 2 is a positive integer and p is a prime. Let τ = τ(k, p) be the integer
such that pτ‖k, which means that pτ |k but pτ+1 ∤ k. Define γ = γ(k, p) by taking
γ =
{
τ + 2 if p = 2 and τ > 0;
τ + 1 otherwise.
(1)
We now put
Rk =
∏
(p−1)|k
pγ . (2)
Waring-Goldbach problem asks whether sufficiently large number n with n ≡ s (mod Rk)
can be expressed as a sum of s terms of k-th powers of primes, where s is a positive
number depending on k. The first result was obtained by Hua [Hua38], who showed that
when s ≥ 2k + 1 every sufficiently large natural number n with n ≡ s (mod Rk) can be
represented as
n = pk1 + · · ·+ p
k
s ,
where p1, · · · , ps are prime numbers. Subsequent works are focus on reducing the value
of s. The lastest development for general k is that in 2017, Kumchev and Wooley [KW]
showed that above statement is true for large values of k and s > (4k−1) log k−(2 log 2−
1)k − 3.
One interesting generalazation of Waring-Goldbach problem is to restrict the prime
variables to a short interval. We use θk,s to represent the least exponent θ such that{
n = pk1 + · · ·+ p
k
s ;
|
(
n
s
)1/k
− pi| ≤
(
n
s
) θ
k (1 ≤ i ≤ s)
(3)
2010 Mathematics Subject Classification. 11P55,11N35,11B30.
1
is solvable for any θ > θk,s, and for sufficiently large n with n ≡ s (mod Rk). In 2015,
Wei and Wooley [WW] proved that when s > max{6, 2k(k − 1)},
θk,s ≤

19
24
, if k = 2;
4
5
, if k = 3;
5
6
, if k ≥ 4.
This result has been improved by Huang [Huang], Kumchev and Liu [KL], Matoma¨ki and
Shao [MS] successively. Matoma¨ki and Shao showed that when k ≥ 2 and s > k(k+1)+2
one could get θk,s ≤
2
3
. So far as we are concerned the improvements to θk,s always rely
on two aspects: either by estimating∑
X<x≤X+H
Λ(x)e(xkα) (4)
for a smaller H , such as [MS], where Λ is the von Mangoldt function; or considering using
(4) in a more efficient way, such as [Wang], by making use of an argument in [Zhao], also
in [KZ]. Recently, Salmensuu [Sal] applied the transference principle to this problem to
prove that when s > k(k + 1),
θk,s ≤

0.644, if k = 2;
0.578, if k = 3;
0.55, if k ≥ 4.
Green [Gr] proposed the transference principle to handle translation-invariant additive
problems. Matoma¨ki, Maynard, Shao [MMS] and Salmensuu [Sal] extended the transfer-
ence principle to general (non translation-invariant) additive problems. Compared with
previous results in Waring-Goldbach problem with almost equal summands, the appli-
cation of transference principle cannot give the asymptotic formula for the number of
solutions to (3). On the other hand, instead of (4), we consider estimating the exponen-
tial sums ∑
X<x≤X+H
ν(x)e(xkα), (5)
where ν(x) is a suitable sieve majorant, which is a potentically easier task. We would
lead readers to a survey [Pre] written by Prendiville for a detailed introduction to various
version of the transference principle. To our knowledge, in order to estimate (4), the
classical method of applying Vaughan’s identity reduces the task to dealing with both
type I sum and type II sum. But, it is not hard to find in the following (indeed in
Lemma 4) that we just need to consider type I sum in estimating (5). This simplifies the
exponential sum estimates in minor arcs. Constrasted with [Sal], we obtain smaller H in
the price of worse upper bound of (5).
Theorem 1. Suppose that 2 ≤ k < s are positive integers. Suppose that ε > 0 and
θ ∈ (1
2
, 1). Let α− be a positive number such that for any large enough x, any interval
I ⊂ [x, x+xθ+ε] with |I| ≥ xθ−ε, and any c, d ∈ N with (c, d) = 1 and d ≤ log x we always
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have ∑
n ∈ I
n is a prime
n ≡ c (mod d)
1 ≥
α−|I|
φ(d) log x
. (6)
Then when
s > max{
2
α−θ
, k(k + 1)}
every sufficiently large integer n ≡ s (mod Rk), where Rk is defined in (2), there exist
primes p1, · · · , ps ∈ [
(
n
s
)1/k
− n
θ
k ,
(
n
s
)1/k
+ n
θ
k ] such that
n = pk1 + · · ·+ p
k
s .
[Har, Theorem 10.3] yields that when θ > 11/20 inequality (6) holds for α− = 99/100.
On recalling θk,s, which is defined in (3) , Theorem 1 leads us to θk,k(k+1)+1 ≤ 0.55(k ≥ 2).
This improves Salmensuu’s result when k = 2, 3.
In traditional circle method, we can usually get a result of exceptional sets correspond-
ing to (3) by making use of Bessel’s inequality (see [WW, Section 9] as an example).
Here we handle the exceptional sets by establishing almost all version of the transference
principle.
Theorem 2. Suppose that 2 ≤ k < s are positive integers. Suppose that ε > 0 and θ ∈
(1
2
, 1). Let α− be the parameter defined in Theorem 1. Then when s > max{ 2
α−θ
, k(k+1)
2
},
for almost all integers n ≡ s (mod Rk), one can find primes p1, · · · , ps in the interval
|
(
n
s
)1/k
− pi| ≤ n
θ
k (1 ≤ i ≤ s) such that
n = pk1 + · · ·+ p
k
s .
Let M be a sufficiently large positive number. Let θ′k,s be the smallest θ such that the
following equation is solvable for almost all n ∈ (M − (M
s
)
k−1+θ
k ,M ]{
n = pk1 + · · ·+ p
k
s ;
|
(
M
s
)1/k
− pi| ≤ M
θ
k (1 ≤ i ≤ s).
Then one can deduce from Theorem 2 and [Har, Theorem 10.3] that θ′
k, k(k+1)
2
+1
≤ 0.55+ ε
when k ≥ 2. This improves [KL, Theorem 2] who proved that θ′
k, k(k+1)
2
+1
≤ 31
40
+ ε.
2. Notations
We would like to introduce here some basic notation common to the whole paper. Let ε
be a sufficiently small positive number, besides, ε is allowed to change at different occur-
rences. With or without subscript, letters p and pi(i = 1, 2, · · · ) denote prime numbers.
If X is a positive integer, we would write [X ] for the discrete interval {1, 2, · · · , X}. We
would also abbreviate e2piix to e(x).
Assume that f : R → C and g : R → R≥0 are two functions, we make the following
notations:
• f ≪ g means that there exists some constant C > 0 and a real number x0 such
that for all x ≥ x0 we have |f(x)| ≤ Cg(x);
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• f = O(g) is the same as f ≪ g;
• f ≍ g means that f ≪ g and g ≪ f (f should be real-valued and positive);
• f = o(g) if g 6= 0 and limx→∞
f(x)
g(x)
= 0.
Besides, in this paper we will be doing Fourier analysis on Z. For a finitely supported
function f : Z→ C define its Fourier transform as
f̂(α) =
∑
n
f(n)e(nα),
where α ∈ T. For two finitely supported functions f, g : Z → C, the convolution f ∗ g is
defined by
f ∗ g(n) =
∑
m
f(m)g(n−m).
If f : A→ C is a function and B is a non-empty finite subset of A, we define
Ex∈Bf(x) =
1
|B|
∑
x∈B
f(x),
as the average of f on B.
3. Proof of Theorem 1
The strategy is the same as Salmensuu’s, but we’ll construct sieve majorant differently.
We begin with standardizing some symbols. Let m ∈ N, w = log log logm and N is
a large positive integer. Similar to [Sal, (19)-(22))], assume that X, Y,W, b are natural
numbers such that (b,W ) = 1 and
W = 2k2[̺−1]!2
∏
p≤w
p;
X =Wm+ b,
Y = WN, (7)
where ̺ > 0 is a sufficiently small number (indeed, ̺ is the number chosen in mean
condition, see condition 1 of Proposition 6 as an example). Besides, X and Y satisfy the
relationship
Y = (1 + o(1))
ks+ k
s
X1−
1
k
+ θ
k . (8)
According to the definition one finds that
W ≪ log logX. (9)
In addition, we set
z = Xδ/2, D = z2, (10)
where δ ∈ (0, 1) is a parameter to be chosen later. In what follows, we shall show that for
n ≍ Y , the desired representation n = pk1 + · · ·+ p
k
s exists.
We’ll construct a standard Selberg’s sieve majorant as follows. Following the notations
in [Shao, p.15], let P be the product of all primes p < z and (p,W ) = 1. Let ρd be
4
weights which are supported on d < z and satisfy |ρd| ≤ 1 and ρ1 = 1. Moreover, the new
variables
yd = µ(d)φ(d)
∑
d|m
ρm
m
satisfy yd = J
−1 for d < z, where
J =
∑
d|P
d<z
1
φ(d)
=
∑
d<z
(d,W )=1
1
φ(d)
.
From the definition it is clear that for any d|P , (d,W ) = 1 always holds. Furthermore,
we would set
α+ =
φ(W )
kW
logX
∑
d1,d2|P
ρd1ρd2
[d1, d2]
, (11)
and define ρ+ by
ρ+(n) =
 ∑
d|(n,P )
ρd
2 . (12)
It is worth mentioning that one can deduce from [Shao, (A.1)], [Shao, Lemma A.3] and
(10) that
α+ =
1
k
logX
log z
+OW (
1
logX
) =
2
kδ
+OW (
1
logX
). (13)
Now let fb, vb : [N ]→ R≥0 be functions defined as [Sal, (26)-(28)], that is,
fb(n) =
{
φ(W )
α+WσW (b)
X1−
1
k logX if W (m+ n) + b = pk for some p;
0 otherwise,
(14)
vb(n) =
{
φ(W )
α+WσW (b)
X1−
1
k logXρ+(t) if W (m+ n) + b = tk;
0 otherwise,
(15)
and
σW (b) = #{z ∈ [W ] : z
k ≡ b (mod W )}. (16)
Lemma 3 (Pseudorandomness Condition). Let α ∈ T, θ ∈ (1
2
, 1) and k ≥ 2. Let
vb : [N ]→ R≥0 be the function defined in (15). When δ <
θ
k
(recall (10)) we can get
|v̂b(α)− 1̂[N ](α)| = o(N).
In order to prove this lemma we shall use the Hardy-Littlewood method. We would
discuss both cases divided according to whether α is near a rational number with small
denominator. Let
Q = (logX)ckA, T =
Y
Q
, (17)
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where ck is a positive number depending on k, A is a sufficiently large positive number
and Y is defined in (7). Then we define the major arcs and minor arcs as
M =
⋃
q≤Q
⋃
1≤a≤q
(a,q)=1
M(q, a),
m = T\M,
where M(q, a) = {α : |α− a
q
| ≤ 1
qT
}.
Recalling the definition of vb in (15) and recalling (12), one can deduce from Fourier
analysis that for any α ∈ T,
v̂b(α) =
∑
n
vb(n)e(nα)
= e
(
−(
b
W
+m)α
)
φ(W )
α+WσW (b)
X1−
1
k logXEb(α), (18)
where
Eb(α) =
∑
X<tk≤X+Y
tk≡b (modW )
∑
d|(P,t)
ρd
2 eW (tkα), (19)
and eW (·) = e(
·
W
).
We are going to apply [MS, Proposition 2.1] (a minor arc type I estimate) to treat
Eb(α) when α belongs to minor arcs in Lemma 4; and in Lemma 5, we would treat the
major arcs in a similar manner of [Sal, Section 7].
Lemma 4. Let θ ∈ (1
2
, 1), k ≥ 2, when δ < θ
k
we can get
sup
α∈m
|v̂b(α)− 1̂[N ](α)| = o(N).
Proof. Clearly
sup
α∈m
1̂[N ](α) = o(N).
Therefore, we just need to show that v̂b(α) = o(N) whenever α belongs to minor arcs.
By (7), (8), (13) and (18), it suffices to prove that when α ∈ m
Eb(α) = o(X
θ
k (logX)−2).
With the help of [MS, Proposition 2.1], we will prove this result by contradiction. Assume
that ϑ = (logX)−A, where A is a large positive number. Let
σW (b)
ϑX
θ
k
W
(logX)14 ≤ |Eb(α)|. (20)
On recalling (19) and then expanding the square, we would have
Eb(α) =
∑
X<tk≤X+Y
tk≡b (modW )
∑
d1,d2|(P,t)
ρd1ρd2eW (t
kα).
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Next, we exchange the order of summation to obtain
Eb(α) =
∑
d1,d2|P
ρd1ρd2
∑
X<tk≤X+Y
[d1,d2]|t
tk≡b (modW )
eW (t
kα).
For simplicity of writing, now let x = X
1
k , y = (X+Y )
1
k −X
1
k . It is not hard to find from
(8) that y ≍ xθ. Let d = [d1, d2] be the least common multiple of d1, d2, one can see from
d1, d2|P that (d,W ) = 1. Due to #{(d1, d2) : lcm[d1, d2] = d} < (τ(d))
2 < τ3(d), where τl
is the l-fold divisor function, thereby one has
|Eb(α)| ≤
∑
d|P 2
τ3(d)ρ
2
d
∑
z∈[W ]
zk≡b (modW )
∣∣∣∣ ∑
x<dl≤x+y
dl≡z (modW )
eW (d
klkα)
∣∣∣∣
=
∑
z∈[W ]
zk≡b (modW )
∑
d|P 2
τ3(d)ρ
2
d
∣∣∣∣ ∑
x
d
<l≤
x+y
d
l≡ z
d
(modW )
eW (d
klkα)
∣∣∣∣.
We now assume that l = z
d
+ uW , and then divide the summation over d into dyadic
intervals to get
|Eb(α)| ≪ log x
∑
z∈[W ]
zk≡b (modW )
∑
d∼M
τ3(d)ρ
2
d
∣∣∣∣∣∣
∑
x
dW
− z
dW
<u≤x+y
dW
− z
dW
eW ((z +Wdu)
kα)
∣∣∣∣∣∣ ,
where M ≤ z2 = D. Then assumption (20) yields that there exists at least one z ∈ [W ]
such that
ϑy
W
(log x)13 ≪
∑
d∼M
τ3(d)ρ
2
d
∣∣∣∣∣∣
∑
x
dW
− z
dW
<u≤x+y
dW
− z
dW
eW ((z +Wdu)
kα)
∣∣∣∣∣∣ .
Let
g(du) =
(z +Wdu)kα
W
=
∑
0≤j≤k
(
k
j
)
W j−1xk−jα
(
du−
x
W
+
z
W
)j
=
∑
0≤j≤k
αj
(
du−
x
W
+
z
W
)j
,
where αj =
(
k
j
)
W j−1xk−jα. Since δ < θ
k
and W ≪ log log x, which is shown in (9),
it makes clear that M ≤ Dδ ≤ ϑC y
W
for some constant C. Recalling our assumption
|ρd| ≤ 1, we now apply [MS, Proposition 2.1] to obtain that there exists a positive integer
q ≤ ϑ−Ok(1) such that for each 1 ≤ j ≤ k, ‖qαj‖ ≤ ϑ
−Ok(1)
(
W
y
)j
, i.e.∥∥∥∥(kj
)
W j−1xk−jqα
∥∥∥∥ ≤ ϑ−Ok(1)(Wy
)j
(1 ≤ j ≤ k). (21)
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Now we suppose that q′ = [
(
k
1
)
q, · · · ,
(
k
k−1
)
W k−2q,W k−1q], then q′ ≤ ϑ−Ok(1)W k ≤ ϑ−Ok(1),
by recalling (9) and ϑ ≍ (log x)−A again. Specially, when j = k we can deduce from (21)
that
‖q′α‖ ≤ ‖qW k−1α‖ ≤ ϑ−Ok(1)
(
W
y
)k
.
And for general 1 ≤ k − j ≤ k, if we assume that
‖q′α‖ ≤
∥∥∥∥( kk − j
)
W k−j−1qα
∥∥∥∥ ≤ ϑ−Ok(1) W kxjyk−j , (22)
and consider the case of k − (j + 1). On the one hand, one can see from (21) that
‖q′xj+1α‖ ≤
∥∥∥∥( kk − (j + 1)
)
W k−j−2xj+1qα
∥∥∥∥ ≤ ϑ−Ok(1)(Wy
)k−(j+1)
.
On the other hand, one deduces from the hypothesis (22) that
xj+1‖q′α‖ ≤ ϑ−Ok(1)
xW k
yk−j
.
On recalling that y ≍ xθ and θ ∈ (1/2, 1), above expression is less than 1
2
if and only if
k − j ≥ 2, i.e. j ≤ k − 2. In total, on combining above discussion, one may find when
j ≤ k − 2
xj+1‖q′α‖ = ‖q′xj+1α‖ ≤ ϑ−Ok(1)
(
W
y
)k−(j+1)
.
In other word, when j ≤ k − 2 one could have
‖q′α‖ ≤ ϑ−Ok(1)
W k
xj+1yk−(j+1)
.
In particular, when j = k − 2 we have
‖q′α‖ ≤ ϑ−Ok(1)
W k
xk−1y
.
Due to ϑ = (logX)−A, the above conclusion can be written as—if (20) holds, there exists
q ≤ (logX)ckA such that
‖qα‖ ≤
(logX)ckA
xk−1y
.
Since in the case of α ∈ m either q > (logX)ckA or ‖qα‖ > (logX)
ckA
Y
, this lemma therefore
follows from Y ≍ X1−
1
k
+ θ
k ≍ xk−1y. 
Remark 1. If the second result of [Va, Theorem 4.1] can be applied, similar minor arcs
results should be obtained by making use of the methods in proving [WW, Lemma 4.2].
However, the appearance of W-trick makes the calculation rather complicated.
On recalling (19), we can rewrite Eb(α) as
8
Eb(α) =
∑
d1,d2|P
ρd1ρd2
∑
X1/k
[d1,d2]
<t≤
(X+Y )1/k
[d1,d2]
[d1,d2]
ktk≡b (modW )
eW (t
k[d1, d2]
kα)
=
∑
d1,d2|P
ρd1ρd2f(b, [d1, d2], α), (23)
where f(b, [d1, d2], α) is a function defined as [Sal, (37)].
Lemma 5. Suppose that θ ∈ (1
2
, 1), k ≥ 2, α ∈M, then when δ < θ
k
we have
|v̂b(α)− 1̂[N ](α)| = o(N).
Proof. We can suppose that α ∈ M(q, a) for some q ≤ Q and (a, q) = 1, by setting
α = a
q
+ β, [Sal, Lemma 20] yields that
f(b, [d1, d2], α) =
Vq(a[d1, d2]
k, b, [d1, d2], 0)
qk[d1, d2]
X
1
k
−1
∑
X<t≤X+Y
t≡b (modW )
eW (βt)
+O
(
(q, [d1, d2])W
2q
1
2
+ε
(
1 +
|β|Y
W
)
logX + Y 2X
1
k
−2 1
[d1, d2]
)
, (24)
where Vq is defined as [Sal, (51)].
The first thing need to do next is to give [Sal, Lemma 22] a substitution in the version
of Selberg’s upper bound sieve weights (12), to be exact, to bound from above∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0).
When q = 1, then a = 0 and β = α, it is immediate from the definition of Vq, [Sal, (51)],
that above representation becomes
∑
d1,d2|P
ρd1ρd2
[d1, d2]
∑
z∈[W ]
zk≡b (modW )
eW (az
k) ≤ σW (b)
∣∣∣∣∣∣
∑
d1,d2|P
ρd1ρd2
[d1, d2]
∣∣∣∣∣∣ .
By making use of [Shao, Lemma A.3], one has∑
d1,d2|P
ρd1ρd2
[d1, d2]
∑
z∈[W ]
zk≡b (modW )
eW (az
k) ≤ σW (b)J
−1.
Now we rewrite q = q1q2 where q1 is w-smooth and (q2,W ) = 1. Then when q 6= 1, q1 ∤ k
or q ≤ w, we can deduce from [Sal, Lemma 21] that∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0) = 0.
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It remains to treat the case when q 6= 1, q1|k and q > w. Let us first classify the summation
over d1 and d2 in the light of the greatest common divisor of [d1, d2] and q,∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0) =
∑
t|q
∑
d1,d2|P
t|[d1,d2]
([d1,d2],
q
t
)=1
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0).
Then another application of [Sal, Lemma 21] leads us to
∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)
=
∑
t|q
∑
d1,d2|P
t|[d1,d2]
([d1,d2],
q
t
)=1
ρd1ρd2
[d1, d2]
q1
∑
r (mod q2)
eq2(aψq([d1, d2])
kq1Wr
k)
∑
z∈[W ]
zk([d1,d2],q)
k≡b (modW )
χ(z, ([d1, d2], q))
=
∑
t|q
∑
d1,d2|P
t|[d1,d2]
([d1,d2],
q
t
)=1
ρd1ρd2
[d1, d2]
q1
∑
r (mod q2)
eq2(at
kq1Wr
k)
∑
z∈[W ]
zktk≡b (modW )
χ(z, t).
Some review of the last line is required. The assumption d1, d2|P yields that d1, d2 are
square-free. And recalling ψq(d) =
∏
pt‖d
p|q
pt = (d, q∞), which is defined in [Sal, Lemma 21],
we can deduce from t = ([d1, d2], q) and [d1, d2] square-free that ψq([d1, d2]) = ψq(t) = t.
Since (d1d2,W ) = 1, t|[d1, d2] and q1 ≤ k, we see that∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)
≪k σW (b)
∑
t|q
∣∣∣∣∣∣
∑
r (mod q2)
eq2(at
kq1Wr
k)
∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣
∑
d1,d2|P
t|[d1,d2]
ρd1ρd2
[d1, d2]
∣∣∣∣∣∣∣ .
By means of (q2, aq1W ) = 1, it is evident from [Va, Theorem 4.2] that
∑
r (mod q2)
eq2(at
kq1Wr
k)≪ q2
(
(q2, t
k)
q2
) 1
k
≪ q
1− 1
k
2 (q2, t
k)
1
k ;
we can also deduce from [Shao, Lemma A3] that
∑
d1,d2|P
t|[d1,d2]
ρd1ρd2
[d1, d2]
≪ J −1t−1+ε.
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Therefore, ∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)
≪ J −1σW (b)q
1− 1
k
+ε
∑
t|q
(q, tk)
1
k
t
= J −1σW (b)q
1− 1
k
+ε
 ∑
t|q:(tk ,q)=tk
+
∑
t|q:(tk,q)=q
 (q, tk) 1k
t
.
On noting that t ≥ q
1
k when (q, tk) = q, we can conclude that in this case∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)
≪ J −1σW (b)q
1− 1
k
+ε
 ∑
t|q:(tk ,q)=tk
1 +
∑
t|q:(tk,q)=q
1

≪ J −1σW (b)q
1− 1
k
+ε.
Combine all of the above three cases, we can get∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)≪ J
−1σW (b)q
1− 1
k
+ε.
We now apply [Shao, (A.1)] together with (10) to deduce that
∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0)≪
σW (b)W
φ(W )
q1−
1
k
+ε
logD
. (25)
Now let’s turn our attention back to v̂b(α). By taking note that∑
d1,d2|P
ρd1ρd2([d1, d2], q) ≤
∑
d|P 2
dε(d, q) ≤
∑
d≤D
dε(d, q)≪ Dqε,
one can substitute (23) and (24) into (18) to get
v̂b(α) = e
(
−(
b
W
+m)α
)
φ(W )
α+WσW (b)
logX
qk
∑
X<t≤X+Y
t≡b (modW )
eW (βt)
∑
d1,d2|P
ρd1ρd2
[d1, d2]
· Vq(a[d1, d2]
k, b, [d1, d2], 0) +O
(
DX1−
1
kW 2q
1
2
+ε
(
1 +
|β|Y
W
)
(logX)2 + Y 2X−1(logX)2
)
.
Let us deal first the above O-term. To begin with, (7), (8) and θ ∈ (1
2
, 1) lead us to
Y 2X−1(logX)2 ≪ Y X
θ−1
k
+ε = o(N).
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Secondly, one deduces from q ≤ Q, |β| ≤ Q
qY
, together with (9), (10) and (17) that
DX1−
1
kW 2q
1
2
+ε
(
1 +
|β|Y
W
)
(logX)2
≪ X1−
1
k
+δW (WQ1/2+ε +Q1+ε)
≪ NXδ−
θ
kW (WQ1/2+ε +Q1+ε),
and when δ < θ
k
this is o(N). Hence, we find that
v̂b(α) = e
(
−(
b
W
+m)α
)
φ(W )
α+WσW (b)
logX
qk
∑
X<t≤X+Y
t≡b (modW )
eW (βt)
·
∑
d1,d2|P
ρd1ρd2
[d1, d2]
Vq(a[d1, d2]
k, b, [d1, d2], 0) + o(N) (26)
As for the main term, when q > 1, we substitute (25) into (26) to get
v̂b(α)≪ε,k
∣∣∣∣ ∑
X<t≤X+Y
t≡b (modW )
eW (βt)
∣∣∣∣qε− 1k + o(N) = o(N).
In addition, when q > 1, [Sal, (66)] tells us that 1̂[N ](α) = o(N).
When q = 1, then a = 0 and α = β. By Fourier transform and variable transition
t = b+W (m+ n) we have
1̂[N ](α) =
∑
n≤N
e(nα)
= e
(
−(
b
W
+m)α
) ∑
X<t≤X+Y
t≡b (modW )
eW (βt). (27)
We also notice that when q = 1, (26) becomes
v̂b(α) = e
(
−(
b
W
+m)α
)
φ(W )
α+W
logX
k
∑
d1,d2|P
ρd1ρd2
[d1, d2]
∑
X<t≤X+Y
t≡b (modW )
eW (αt) + o(N). (28)
Combine (27) with (28) and recall (11) to get when q = 1
v̂b(α) = 1̂[N ](α) + o(N).
Therefore, the proof of this lemma is completed.

By combining Lemma 4 and Lemma 5 one finds that when k ≥ 2, θ ∈ (1
2
, 1) and δ < θ
k
,
we would have
|v̂b(α)− 1̂[N ](α)| = o(N),
for every α ∈ T. And this is Lemma 3.
Proof of Theorem 1.
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For any large enough integer n, subject to n ≡ s (mod Rk), we assume that x = (
n
s
)
1
k ,
m and N are defined in [Sal, (31)]. When s ≥ 3k, by taking q = W in [Sal, Lemma 10],
one can find b1, · · · , bs ≤ W with (b1 · · · bs,W ) = 1 such that
n ≡ b1 + · · ·+ bs (mod W ).
Let n0 =
n−(b1+···+bs)−smW
W
. The readers may find that this n0 lies in the interval [
N
2
, N ].
Next, define functions fbi(1 ≤ i ≤ s) and vbi(1 ≤ i ≤ s) by taking b = bi in (14) and (15)
respectively. [Sal, Lemma 6 -Lemma 7, Lemma 9] together with Lemma 3 reveal that
when s > max{ 2
α−θ
, k(k+1)}, for any n0 ∈ [
N
2
, N ] there exist positive integers n1, · · · , ns
and primes p1 · · · , ps such that{
n0 = n1 + · · ·+ ns
W (m+ ni) + bi = p
k
i (1 ≤ i ≤ s).
Therefore, Theorem 1 may be established by taking note that those pki (1 ≤ i ≤ s) lie in
the intervals [Wm+ bi,Wm+WN + bi] and
n = Wn0 + b1 + · · ·+ bs + smW.

4. An almost all version of transference principle
We would like to establish almost all version of the transference principle, and consider
to apply it to our problem in this section.
Proposition 6. Let ε ∈ (0, 1) be a parameter. Let N be a sufficiently large number. Let
η = o(1) be another parameter, which is positive and depends on N . Let f1, · · · , fs : [N ]→
R≥0 be functions. And each f ∈ {f1, · · · , fs} satisfies the following three assumptions:
1)(Mean Condition). There exists a parameter ̺ ∈ (0, 1) which depends on both ε and
s, such that for each arithmetic progression P ⊂ [N ] with |P | ≥ ̺N we can obtain
En∈Pf(n) ≥
1
s
+ ε;
2)(Pseudorandomness Condition). There exists a majorant ν : [N ] → R≥0 with
f ≤ ν pointwise such that ‖ν̂ − 1̂[N ]‖∞ ≤ ηN ;
3)(Restriction Estimate). There exists q ∈ (2s− 1, 2s) such that ‖f̂‖q ≪ N
1− 1
q .
Then for almost all n ∈ [N ] we could obtain
f1 ∗ · · · ∗ fs(n) ≥ (c(ε)− Oε,k,q(η))N
s−1.
Proof. We are going to use the notations appeared in [MMS, Lemma 4.3]. Let T be the
set of large frequencies of f , and then define a Bohr set B using these frequencies. Let
g(n) = Ex1,x2∈Bf(n+ x1 − x2),
and
h(n) = f(n)− g(n).
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The proof of [MMS, Lemma 4.3] tells us that g is eventually 1-bounded, and by the mean
condition (condition 1) one has
En∈P g(n) ≥
1
s
+ ε,
whenever P is an arithmetic progression with |P | ≥ ̺N . An application of [Sal, Lemma
5] to g1, · · · , gs yields that for almost all n ∈ [N ], we always have
g1 ∗ · · · ∗ gs(n)≫ε,s N
s−1.
(We need to declare that Salmensuu indeed proves the result for n ∈ [N
2
, N ], but his proof
also holds for almost all n ∈ [N ].) Moreover, following the proof of [MMS, Lemma 4.3]
one can also find that for each α ∈ T
|ĝ(α)|, |ĥ(α)| ≤ |f̂(α)|, (29)
and
‖ĥ‖∞ ≤ ηN, (30)
where η is the parameter in pseudorandomness condition (condition 2).
It therefore suffices to show that
y1 ∗ · · · ∗ ys(n) = o(N
s−1)
for almost all n ∈ [N ], yi is either gi or hi, and at least one yi is equal to hi. Without loss
of generation, we can assume that y1 = h1. Let A be an arbitrary positive density subset
of [1, N ], all we need to do is to show that∑
n∈A
|y1 ∗ · · · ∗ ys(n)| =
∑
n∈A
|h1 ∗ y2 ∗ · · · ∗ ys(n)| = o(N
s).
Indeed, one can take Cauchy-Schwarz inequality to get
∑
n∈A
|h1 ∗ · · · ∗ ys(n)| ≤ |A|
1
2
(∑
n∈A
∣∣h1 ∗ · · · ∗ ys(n)∣∣2)
1
2
≤ |A|
1
2
∑
n∈[N ]
∣∣h1 ∗ · · · ∗ ys(n)∣∣2
 12
The making use of Plancherel formula leads us to∑
n∈[N ]
∣∣h1 ∗ · · · ∗ ys(n)∣∣2 = ∫
T
| ̂h1 ∗ · · · ∗ ys(α)|
2dα
=
∫
T
|ĥ1(α) · · · ŷs(α)|
2dα
≤ ‖ĥ1‖
2s−q
∞
∫
T
|ĥ1(α)|
2−(2s−q)|ŷ2(α)|
2 · · · |ŷs(α)|
2dα.
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By combining the above two expressions and by making use of Ho¨lder’s inequality together
with (29), (30) and the restriction estimate (condition 3), we totally have∑
n∈A
|h1 ∗ · · · ∗ ys(n)| ≤ |A|
1
2
(
‖ĥ1‖
2s−q
∞
∫
T
|ĥ1(α)|
2−(2s−q)|ŷ2(α)|
2 · · · |ŷs(α)|
2dα
)1
2
≤ |A|
1
2‖ĥ1‖
s− q
2
∞ max
i
‖f̂i‖
q
2
q
≪ ηs−
q
2N s = o(N s).

We are going to continue using the assumptions of s, k,W,m,N appeared in Section 3,
and assume that b1, · · · , bs are positive, less than W and coprime with W . Besides, let
fbi : [N ]→ R≥0 be those functions by taking b = bi in (14), i.e.
fbi(n) =
{
φ(W )
α+WσW (b)
X1−
1
k logX, if W (n+m) + bi = p
k;
0, otherwise,
(31)
and define majorants vbi in the same way.
Setting fi = fbi(1 ≤ i ≤ s) in Proposition 6, and assume that the corresponding
majorants are vbi(1 ≤ i ≤ s), the pseudorandomness condition in Proposition 6 can be
checked by Lemma 3 together with the definition of fbi and vbi. By taking η = ̺ in [Sal,
Lemma 7], this lemma yields that when α
−
α+
(1 − ε) > 1
s
one can get En∈Pfbi(n) ≥
1
s
+ ε.
On recalling (13), one has α
−
α+
> α
−kδ
2
. Thus a sufficient condition of the mean condition
in Proposition 6 is s > 2
α−kδ
. When 2s > k(k + 1), one can deduce from q ∈ (2s− 1, 2s)
that q > k(k + 1). The application of [Sal, Lemma 9] leads us to ‖f̂bi‖q ≤ N
1− 1
q , and
thus the restriction estimate in Proposition 6 has been checked. To sum up, we get the
following conclusion.
Corollary 7. Let α− > 0 be in Theorem 1, ε ∈ (0, 1) and η = η(N) ∈ (0, 1). Then when
s > max{ 2
α−θ
, k(k+1)
2
} for almost all n ∈ [N ] we can get
fb1 ∗ · · · ∗ fbs(n) ≥ (c(ε)− Oε,k,q(η))N
s−1.
5. Proof of Theorem 2
Lemma 8. Let k ≥ 2, s > k(k+1)
2
and h be positive integers. Let m ∈ Zh such that m ≡ s
(mod (h,Rk)), where Rk is defined in (2) and (h,Rk) is the greatest common divisor of h
and Rk. Let
Ms(h,m) = #{(y1, · · · , ys) ∈ Z
∗
h × · · · × Z
∗
h : y
k
1 + · · ·+ y
k
s ≡ m (mod h)}.
Then we have Ms(h,m) > 0.
Proof. It can be shown that Ms(h,m) is multiplicative as a function of h. So we can just
consider the case of h = pt. According to the proof of [Sal, Lemma 10] when t ≥ γ =
γ(k, p), where γ is defined in (1), the readers may find that
ptMs(p
t, m) = ps(t−γ)Ms(p
γ, m).
We would proceed our proof by distinguishing into two cases.
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(case 1). When p − 1|k, one can deduce from (2) that (pγ, Rk) = p
γ, and then m ≡ s
(mod (pγ, Rk)) is equal to m ≡ s (mod p
γ) . Thus in this case Ms(p
γ, m) > 0 follows
from [Hua, Lemma 8.9].
(case 2). The case of p− 1 ∤ k will be discussed on several subcases according to k.
(cses 2.1). When k ≥ 5 and s > k(k+1)
2
, we always have s ≥ 3k. Hence, Ms(p
γ , m) > 0
follows from the first result of [Hua, Lemma 8.8];
(case 2.2). When k = 4, for any pirme p with p−1 ∤ k, one finds that 8 6= pτ (p−1) always
holds, where τ is the number such that pτ‖k. And Ms(p
γ, m) > 0 may be established by
the second result of [Hua, Lemma 8.8] together with s > k(k+1)
2
≥ 2k;
(case 2.3). When k = 3 and p 6= 3, 7, similar to case 2.2 we can get Ms(p
γ , m) > 0. If
p = 3 or p = 7, we can still obtain Ms(p
γ, m) > 0 by making use of the third result of
[Hua, Lemma 8.8];
(case 2.4). When k = 2, we just need to show that for any prime p 6= 2, 3 and m ∈ Zp
the following quadratic congruent equation has a solution of y1, · · · , y4 ∈ Z∗p
y21 + · · ·+ y
2
4 ≡ m (mod p).
Define a set Y by setting Y = {y2 : y ∈ Z∗p}. Then |Y| =
p−1
2
. And applying a result of
Cauchy-Davenport-Chowla (see [Va, Lemma 2.14] or [Hua, Lemma 8.7] as an example)
one concludes that
|Y + Y + Y + Y| ≥ p,
whenever prime p > 3. Thus, the above quadratic congruent equation is solvable for all
m ∈ Zp.
The case of t < γ(k, p) will only occur in p = 2, and then (Rk, 2
t) = 2t takes us from
m ≡ s (mod (Rk, 2
t)) to m ≡ s (mod 2t). Obviously, y1 = · · · = ys ≡ 1 (mod 2
t) is a
solution of y21 + · · ·+ y
2
s ≡ m (mod 2
t). Combine all of above situations we complete the
proof this lemma. 
Proof of Theorem 2.
Theorem 2 may be derived from the following statements. Let M be a sufficiently large
integer. For almost all integers n ≡ s (mod Rk) lie in the interval (
M
2
,M ], one can find
primes p1, · · · , ps ∈
(
(n
s
)
1
k − n
θ
k , (n
s
)
1
k + n
θ
k
]
such that n = pk1 + · · ·+ p
k
s . To begin with,
we divide the interval (M
2
,M ] into subintervals (Mi− (
Mi
s
)
k−1+θ
k ,Mi](i ≥ 1) with M1 = M
and Mi+1 = Mi − (
Mi
s
)
k−1+θ
k . Then the number of such subintervals i ≪ logM . When
n ∈ (Mi − (
Mi
s
)
k−1+θ
k ,Mi] for some i. Let x = (
Mi
s
)
1
k , and take
N = ⌊
(x− xθ −W )k − (x− x
θ
s
)k
W
⌋ and m = ⌊
(x− x
θ
sk
)k
W
⌋.
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We see that
N = W−1(1 + o(1))
ks+ k
s
(
Mi
s
)1− 1
k
+ θ
k
(32)
Y = WN = (1 + o(1))
ks+ k
s
xk−1+θ,
Wm = xk − (1 + o(1))
1
s
xk−1+θ. (33)
And for arbitrary b ≤W with (b,W ) = 1 we also notice that X = Wm+ b ≍ xk. Hence,
(8) is verified. Define n1, · · · , nW by setting
nl = min
{
n ∈
(
Mi −
(
Mi
s
)k−1+θ
k
,Mi
]
: n ≡ l (modW ), n ≡ s (modRk)
}
.
For each nl(1 ≤ l ≤ W ), by taking h = W in Lemma 8 one can find y
(l)
1 , · · · , y
(l)
s ∈ Z∗W
such that (y
(l)
1 )
k · · ·+ (y
(l)
s )k ≡ n (mod W ). Next, let b
(l)
j (1 ≤ j ≤ s) be the integers such
that b
(l)
j ≡ (y
(l)
j )
k (mod W ) and b
(l)
j ≤W . This ensures that (b
(l)
j ,W ) = 1, and
b
(l)
1 + · · ·+ b
(l)
s ≡ nl (mod W ).
Now for natural number n ∈ (Mi −
(
Mi
s
)k−1+θ
k ,Mi] with n ≡ s (mod Rk), there must be
one and only one nl(1 ≤ l ≤W ) such that n ≡ nl (mod W ). For such n assume that
n0 = n0(n) =
n− (b
(l)
1 + · · ·+ b
(l)
s )− smW
W
.
As a consequence of the fact that when n ≡ n′ (mod W ), n0(n) 6= n0(n
′) we can conclude
that each n0 is corresponding to at most W (≪ log logN) distinct n. With the help of
(32) and (33), one has on the one hand
n0 ≤W
−1(Mi − sx
k + (1 + o(1))xk−1+θ) ≤W−1(1 + o(1))
(
Mi
s
)1− 1
k
+ θ
k
≤ N ;
on the other hand,
n0 > W
−1
(
Mi −
(
Mi
s
) k−1+θ
k
− sxk + (1 + o(1))
(
Mi
s
) k−1+θ
k
)
> 0.
In addition, one notices that by making use of Corollary 7, for almost all n0 ∈ [N ] there
exist primes p1, · · · , ps such that
W (n0 + sm) + b
(l)
1 + · · ·+ b
(l)
s = p
k
1 · · ·+ p
k
s .
Recalling the definition of functions f
b
(l)
j
in (31), one finds that above pj satisfies Wm <
pkj < W (m+ n0), that is,
pkj ∈
(
Mi
s
− (1 + o(1))
1
s
(
Mi
s
)1−
1
k
+ θ
k ,
Mi
s
+ (1 + o(1))
ks+ s+ 1
s
(
Mi
s
)1−
1
k
+ θ
k
)
.
Therefore, we finish the proof by noticing that n ∈ (Mi−(
Mi
s
)1−
1
k
+ θ
k ,Mi] and i is arbitrary.

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