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Re´sume´
Si l’on de´crit, par une grammaire, l’ensemble des entre´es possibles d’un programme fonc-
tionnel, peut-on connaˆıtre la grammaire des sorties de celui-ci ? Il existe des outils en re´e´criture
a` meˆme de re´pondre a` cette question, pour certaines fonctions. On peut utiliser ce genre de cal-
cul pour de´tecter des bugs ou, a` l’inverse, pour prouver des proprie´te´s sur ces fonctions. Dans
cet article, nous pre´sentons un travail en cours visant a` concevoir un outil de ve´rification for-
melle le´ge`re pour OCaml. Si l’essentiel des re´sultats the´oriques et outils de re´e´criture existent
de´ja`, leur application a` la ve´rification de programmes OCaml re´alistes ne´cessite de re´soudre
un certains nombre de proble`mes. Nous donnerons l’architecture d’un interpre`te abstrait pour
OCaml, base´s sur ces principes et outils, et nous verrons quelles sont les briques manquantes
pour finaliser son de´veloppement.
1 Une ve´rification aussi automatique que l’infe´rence de type
Certains langages de programmation fortement type´s (comme Haskell, OCaml, Scala et F#)
disposent d’un me´canisme d’infe´rence de type. Ce me´canisme permet, entre autres, de de´tecter
automatiquement certains types d’erreurs dans les programmes. Pour ve´rifier plus que le bon
typage d’un programme, il est possible de de´finir des proprie´te´s et, ensuite, de les prouver a`
l’aide d’un assistant de preuve ou d’un prouveur automatique. Cependant, la formulation de ces
proprie´te´s en logique et la construction de la preuve requie`rent ge´ne´ralement une certaine expertise.
On s’inte´resse ici a` une famille restreinte de proprie´te´s : des proprie´te´s “re´gulie`res” portant sur
les structures manipule´es par ces programmes. On de´crit, par une grammaire (d’arbres, re´gulie`re),
l’ensemble de structures donne´es en entre´e a` une fonction et on cherche a` construire la grammaire
des structures pouvant eˆtre obtenues en sortie (ou une approximation). La grammaire de sortie
pourra re´ve´ler un bug potentiel dans le programme ou, a` l’inverse, montrer que celui-ci ve´rifie une
proprie´te´ re´gulie`re.
La famille de proprie´te´s de´montrables de cette fac¸on est restreinte, meˆme si elle de´passe ce
que l’on peut exprimer par typage simple. On peut par exemple distinguer la liste vide de la liste
non vide. Une telle distinction est e´galement faisable avec des GADTs (Generalized Algebraic
DataTypes) mais, a` notre connaissance, pas le type de raisonnement sur des structures re´cursives
que l’on propose ici. Il existe d’autres approches ou` le syste`me de type est enrichi par des formules
logiques et de l’arithme´tique [17, 3]. Cependant ces techniques ne´cessitent ge´ne´ralement d’annoter
le programme pour que la ve´rification de type re´ussisse. Les proprie´te´s que nous conside´rons ici sont
volontairement plus simples pour e´viter au maximum le travail d’annotation. Pour ces proprie´te´s,
l’objectif est de proposer une forme de ve´rification formelle “le´ge`re”. La ve´rification est formelle
car elle de´montre que les re´sultats d’une fonction ont une certaine forme. La ve´rification est le´ge`re
car, d’une part, la preuve est automatique, et d’autre part, il n’est pas ne´cessaire de de´finir la
proprie´te´ attendue par une formule logique mais simplement d’observer le re´sultat d’un calcul
abstrait.
Concernant le proce´de´ de calcul lui-meˆme (produire la grammaire de sortie a` partir de la
grammaire d’entre´e), un certain nombre de travaux abordent ce sujet dans la communaute´ de
programmation fonctionnelle [13, 15] comme dans la communaute´ de re´e´criture [10, 7]. Dans
la communaute´ de programmation fonctionnelle, l’analyse du flot de controˆle des programmes
fonctionnels d’ordre supe´rieur est une the´matique de recherche extreˆmement active [2, 14] mais
l’objectif est diffe´rent puisqu’il ne vise pas a` de´terminer l’ensemble des re´sultats. Dans [10, 7],
a` partir d’un syste`me de re´e´criture de termes codant une fonction et d’un automate (ou d’une
grammaire) reconnaissant les entre´es de la fonction, il est possible de produire automatiquement
un automate reconnaissant une sur-approximation des sorties de cette fonction. On dispose donc
d’un outil pouvant interpre´ter ou e´valuer, de fac¸on abstraite, une fonction (exprime´e par un syste`me
de re´e´criture) non pas sur une entre´e, comme le fait un interpre`te classique, mais sur un ensemble
d’entre´es. Voyons maintenant ce qui manque pour re´aliser, a` partir de ces outils de re´e´criture, un
outil de ve´rification pour OCaml.
2 A quoi pourrait ressembler un interpre`te abstrait OCaml ?
Imaginons que l’on dispose d’une notation, inspire´e des expressions re´gulie`res, pour de´finir des
langages re´guliers de listes. Notons [a*] le langage des listes avec 0 occurrence ou plus du symbole
a. Notons [a*,b*] le langage des listes avec 0 occurrence ou plus de a, suivies de 0 occurrence
ou plus de b. On note [(a|b)*] toute liste avec 0 occurrence ou plus de a ou b (dans n’importe
quel ordre). On souhaite de´finir, par exemple, une fonction de suppression supprimant toutes les
occurrences d’un e´le´ment dans une liste en OCaml. Voici une premie`re de´finition (errone´e) de cette
fonction :
let rec delete x l= match l with
| [] -> []
| h::t -> if h=x then t else h::( delete x t);;
Il est bien suˆr possible de re´aliser des tests sur cette fonction en utilisant l’interpre`te OCaml :
# delete 2 [1;2;3];;
-:int list= [1; 3]
Si l’on disposait d’un interpre`te abstrait OCaml travaillant sur des grammaires, nous pourrions
lui poser la question suivante : quel est le langage des listes obtenu en appliquant delete a` a et
n’importe quelle liste de a et de b ?
# delete a [(a|b)*];;
-:abst list= [(a|b)*];;
La re´ponse obtenue n’est pas celle attendue. Dans la mesure ou` toutes les occurrences de a auraient
duˆ eˆtre supprime´es, nous espe´rions le re´sultat [b*]. Comme l’interpre`te abstrait donne une sur-
approximation de la grammaire de sortie, cela ne de´montre pas l’existence d’un bug. Cela met
quand meˆme la puce a` l’oreille : toutes les occurrences de a ne seraient-elles pas supprime´es ?
Effectivement, il devrait y avoir un appel re´cursif de delete dans la branche then. Prenons
maintenant cette deuxie`me version de la fonction :
let rec delete x l= match l with
| [] -> []
| h::t -> if x=x then (delete x t) else h::( delete x t);;
Si on pose a` l’interpre`te la meˆme question, on obtient :
# delete a [(a|b)*];;
-:abst list= [];;
Cette fois-ci on a la garantie de la pre´sence d’un bug, car la sur-approximation ne contient meˆme
pas le langage attendu : [b*]. Si on corrige cette dernie`re erreur (if x=x...), on obtient la
fonction suivante :
let rec delete x l= match l with
| [] -> []
| h::t -> if h=x then (delete x t) else h::( delete x t);;
Sur cette fonction l’interpre`te abstrait nous donnera finalement :
# delete a [(a|b)*];;
-:abst list= [b*];;
Ce re´sultat prouve deux proprie´te´s : (1) delete supprime toutes les occurrences d’un e´le´ment dans
la liste et (2) delete ne supprime pas toutes les occurrences des autres e´le´ments dans la liste. Ce
ne sont que quelques proprie´te´s de delete mais celles-ci ont pu eˆtre de´montre´es sans avoir duˆ, au
pre´alable, les formaliser en logique. De plus, la preuve est automatique. Comme autre exemple,
prenons les fonctions suivantes de´finissant un tri par insertion :
let rec insertion e l= match l with
[] -> [e]
| h::t -> if e=h then e::h::t else h::( insertion e t)
let rec sort l= match l with
[] -> []
| h::t -> insertion h (sort t)
Comme pour la fonction delete, un test un peu rapide de la fonction avec l’interpre`te OCaml
peut nous donner l’illusion que cette fonction est correcte :
# sort [3;2;1];;
-:int list= [1;2;3];;
Un interpre`te OCaml abstrait nous permettrait, lui, de de´tecter rapidement un proble`me : la liste
en sortie n’est pas ne´cessairement trie´e (on suppose que a est infe´rieur ou e´gal a` b).
# sort [(a|b)*];;
-:abst list= [(a|b)*];;
Si l’on corrige l’erreur dans la condition du if de la fonction insertion, on obtient la fonction :
let rec insertion e l= match l with
[] -> [e]
| h::t -> if e<=h then e::h::t else h::( insertion e t)
let rec sort l= match l with
[] -> []
| h::t -> insertion h (sort t)
Avec cette fonction, un interpre`te abstrait nous donnera un re´sultat plus proche de nos attentes,
comme [a*,b*]. Sur ces exemples, la sur-approximation est suffisamment fine pour que l’interpre`te
abstrait re´ve`le une erreur ou, au contraire, prouve la proprie´te´. Cependant, si l’approximation est
trop grossie`re, le langage obtenu ne fournit que peu d’information. Par exemple, si nous analysons
de la meˆme fac¸on la fonction de tri par fusion nous obtenons le langage [(a|b)*] qui ne garantit
pas la proprie´te´ attendue. Cependant, nous verrons dans la Section 4 qu’il existe des pistes pour
raffiner automatiquement une approximation lorsqu’elle est trop grossie`re.
3 Construire un interpre`te abstrait pour OCaml
Comme nous avons vu dans la premie`re section, il existe des travaux qui visent le meˆme
objectif que l’interpre`te abstrait mais pour des syste`mes de re´e´criture. En utilisant Timbuk [8],
il est possible d’effectuer les preuves pre´sente´es ci-dessus, en traduisant les fonctions OCaml en
syste`mes de re´e´criture. Par exemple, la fonction delete (corrige´e), peut eˆtre traduite manuellement
dans le syste`me de re´e´criture R suivant :
delete(X,nil)→ nil
delete(X, cons(Y,Z))→ ite(eq(X,Y ), delete(X,Z), cons(Y, delete(X,Z)))
ite(true,X, Y )→ X ite(false,X, Y )→ Y
eq(a, a)→ true eq(a, b)→ false eq(b, a)→ false eq(b, b)→ true
ou` les constantes a et b, le pre´dicat d’e´galite´ eq et ite (pour if then else) sont ge´ne´re´s en comple´ment
de la de´finition de delete 1. D’autre part, l’expression delete a [(a|b)*] peut eˆtre traduite ma-
nuellement en un automate d’arbre A (et non une grammaire) reconnaissant le langage re´gulier
des termes correspondant a` cette requeˆte. Enfin, avec Timbuk il est possible de produire auto-
matiquement un autre automate d’arbre, A∗, reconnaissant une sur-approximation de l’ensemble
des termes obtenus par re´e´criture des termes reconnus par A. Si l’on s’inte´resse au sous-langage
de A∗ repre´sentant des valeurs 2, celui-ci correspond effectivement a` [b*]. Actuellement, nous
comple´tons un interpre`te OCaml avec ces fonctionnalite´s abstraites. Le principe est re´sume´ par la
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Figure 1 – Utilisation de Timbuk pour la re´alisation de l’interpre`te abstrait
(1) La de´finition d’une fonction OCaml dans l’interpre`te est comple´te´e par la ge´ne´ration d’un
syste`me de re´e´criture ;
(2) Les requeˆtes abstraites faites dans l’interpre`te sont intercepte´es pour eˆtre e´value´es se´pare´ment.
On ge´ne`re automatiquement un automate d’arbre reconnaissant le langage de´crit par l’ex-
pression re´gulie`re ;
(3) Dans le cas d’une requeˆte classique, on laisse l’interpre`te OCaml standard faire son travail.
Dans le cas d’une requeˆte abstraite, celle-ci est redirige´e vers Timbuk pour calculer A∗ ;
(4) L’automate re´sultat A∗ est re´interpre´te´ sous la forme d’une expression intelligible par l’uti-
lisateur.
Le sous-ensemble du langage OCaml auquel nous nous inte´ressons actuellement est le sui-
vant : programmes fonctionnels purs (pas d’effets de bord, pas de re´fe´rences, pas de structures
mutables, pas d’objets), avec de´finition de fonctions mutuellement re´cursives, d’ordre supe´rieur,
avec pattern-matching, sans exceptions, sans types pre´de´finis (int, string, etc.) mais avec des
types alge´briques. Pour disposer d’un interpre`te abstrait, sur ce sous-ensemble d’OCaml, il reste
quelques obstacles a` surmonter. Le premier est de de´finir formellement une traduction de OCaml
vers la re´e´criture utilise´e par (1). Cette traduction doit pre´server la se´mantique du programme
OCaml de de´part. D’autres travaux e´tudient ce type de transformation [16, 4] pour des langages
plus riches que ce que nous visons pour l’instant. Par exemple, ces traductions couvrent les types
1. A la place du codage avec ite, on aurait pu utiliser des re`gles de re´e´criture conditionnelle mais celles-ci ne
sont que partiellement supporte´es par Timbuk.
2. L’automateA∗ reconnaˆıt tous les calculs interme´diaires jusqu’aux re´sultats. On peut ne garder que les re´sultats
en calculant un produit entre A∗ et un automate reconnaissant uniquement les valeurs re´sultats.
pre´de´finis, les effets de bords et meˆme la concurrence. En revanche, la traduction attendue en (1)
devra produire un syste`me de re´e´criture suffisamment complet a` partir d’un programme OCaml
dont le pattern-matching est exhaustif. En effet, la comple´tude suffisante est ne´cessaire pour ga-
rantir la terminaison de l’interpre`te abstrait [7]. D’autre part, cette traduction devra prendre en
compte les fonctions d’ordre supe´rieur. Les expe´rimentations mene´es avec un codage des fonctions
d’ordre supe´rieur en re´e´criture, propose´ par Jones et Andersen dans [13], sont encourageantes. Si
les re´sultats obtenus par Jones et Andersen ont e´te´ de´passe´s depuis (par [15]), ce n’est pas la faute
du codage mais plutoˆt de la pre´cision de leur algorithme de calcul de grammaires. Notre calcul
e´tant plus pre´cis, nous avons constate´ qu’il e´tait possible de traiter les fonctions d’ordre supe´rieur
conside´re´es dans [15] avec ce codage [11]. La question en suspens est de savoir si la terminaison
du calcul de A∗ (3), qui est assure´e au premier ordre [7], est toujours garantie a` l’ordre supe´rieur
avec ce codage. Enfin pour les e´tapes (2) et (4), comme dans le cas des mots, il existe des formats
d’expressions re´gulie`res et des algorithmes de passage des expressions vers les automates pour les
arbres [5]. Cependant, ces formats d’expressions sont parfois plus difficiles a` e´crire ou a` lire que
dans le cas des mots. Par exemple, l’expression re´gulie`re (telle qu’elle est de´finie dans [5]) corres-
pondant a` notre notation [a*], est l’expression nil + cons(a,2)∗,2.2nil, ou` cons et nil sont les
constructeurs de listes. Nous cherchons une solution plus naturelle et facilement utilisable par des
programmeurs OCaml pour de´finir des langages d’e´le´ments de types alge´briques usuels.
4 Conclusion et perspectives
Dans cet article, nous donnons quelques pistes pour exploiter des outils de re´e´criture pour la
ve´rification formelle le´ge`re de programmes OCaml. La ve´rification est formelle car elle permet
de prouver certaines proprie´te´s sur ces programmes. D’autre part, elle est le´ge`re car la preuve
est automatique et la famille de proprie´te´s conside´re´es est restreinte aux proprie´te´s re´gulie`res. Il
reste un certain nombre de proble`mes the´oriques a` de´passer, comme la prise en compte des fonc-
tions d’ordre supe´rieur. Il reste e´galement des proble`mes plus conceptuels, comme la bonne fac¸on
d’interagir avec l’interpre`te. Car si, dans les exemples pre´sente´s dans cet article, les expressions
re´gulie`res sont lisibles, cela ne sera pas toujours le cas : les expressions de langages pourront eˆtre
trop complexes. Cependant, dans un interpre`te abstrait il est e´galement possible de poser des
requeˆtes de la forme : delete(a,[(a|b)*])=[b*] ou` la proprie´te´ attendue est donne´e comme
une post-condition du calcul. A noter que, sous certaines conditions, on pourra bien parler d’une
e´galite´. En effet, la pre´cision des approximations est quantifiable [10] et dans ce cas particulier il est
possible de garantir a` la fois que delete(a,[(a|b)*])⊆[b*] et que delete(a,[(a|b)*])⊇[b*].
En donnant ainsi l’ensemble des re´sultats attendus, si le re´sultat est true, il sera possible d’e´viter
la phase de lecture et d’analyse de l’expression re´sultat. Cependant, on a vu que la pre´cision de
l’approximation n’e´tait pas toujours garantie : on a mentionne´ que c’e´tait le cas pour la fonction
de tri par fusion. L’autre inte´reˆt de cette forme est de donner le langage attendu pour le re´sultat
et de permettre ainsi un calcul par raffinement d’abstraction automatique (CounterExample Gui-
ded Abstraction Refinement : CEGAR), dans le cas ou` l’approximation se re´ve`le trop grossie`re.
Ceci est utilise´ dans l’analyse de programmes fonctionnels [15] et a e´te´ expe´rimente´ avec succe`s
sur Timbuk [1]. Parfois, la repre´sentation des valeurs n’est pas seulement trop complexe, elle est
inaccessible : c’est le cas des types abstraits qui masquent les de´tails de leur implantation. Ceci
empeˆche d’exprimer le langage de sortie d’une fonction par une expression re´gulie`re ou par un
automate. En revanche, ceci n’interdit pas la de´finition et la ve´rification de proprie´te´s a` l’aide de
pre´dicats, comme dans le cas des preuves re´alise´es par les assistants de preuve. Dans le cas du
type abstrait Set d’OCaml, on pourra ainsi exprimer et ve´rifier des proprie´te´s de la forme :
not(mem a (remove a add*((a|b),empty))), ou` l’expression re´gulie`re sera utilise´e pour ex-
primer de fac¸on abstraite l’ensemble construit dans la requeˆte et le re´sultat sera boole´en et non
sous la forme d’une expression re´gulie`re.
Sur la route menant a` la conception d’un interpre`te abstrait, il existe d’autres embuˆches pour
lesquelles nous avons de´ja` quelques e´le´ments de re´ponse. C’est le cas des strate´gies d’e´valuation (ap-
pel par valeur) et des types pre´de´finis (int, string, etc.). Quand l’exe´cution du programme repose
sur une strate´gie d’e´valuation, le calcul de l’automate A∗ doit prendre en compte cette strate´gie
au risque de produire des re´sultats trop impre´cis. Re´cemment, nous avons montre´ que cela e´tait
possible pour la strate´gie d’appel par valeur [12] utilise´e par OCaml. D’autre part, les programmes
OCaml ne manipulent pas uniquement des termes mais e´galement des valeurs pre´de´finies comme
des int, string, etc. Nous savons maintenant que l’algorithme de calcul de l’automate A∗ peut
eˆtre e´tendu de fac¸on naturelle pour prendre en compte ces valeurs particulie`res [9]. Les automates
obtenus marient des transitions classiques (pour la partie terme/structure) et des e´le´ments d’un
domaine abstrait de l’interpre´tation abstraite [6] (pour les ensembles de valeurs pre´de´finies). Les
expe´rimentations mene´es dans [9] permettent de manipuler des langages re´guliers de termes ou` cer-
taines feuilles peuvent eˆtre des intervalles abstrayant des ensembles de valeurs entie`res pre´de´finies.
Pour l’instant, ces automates ne permettent pas de de´finir de relation entre les valeurs associe´es
aux feuilles. Par exemple, on ne peut pas de´crire le langage des listes trie´es. En revanche, ils de-
vraient permettre de de´finir et de raisonner sur des expressions re´gulie`res hybrides plus riches dans
l’interpre`te abstrait. Par exemple, une expression de la forme [(1;+oo)*], pourra repre´senter les
listes de longueur quelconque dont tous les e´le´ments sont des entiers appartenant a` l’intervalle
[1; +∞[.
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