• Pearson's correlation coefficient is given by ρ(X, Y ) = Cov(X, Y )
• The theoretical range [−1, 1] is not sharp as correlation between random variables are restricted by their marginal distributions. Suppose X ∼ log N (0, 1) and Y ∼ log N (0, σ 2 ). The feasible range of correlation has a lower bound ρ min = e −σ − 1 (e − 1)(e σ 2 − 1)
and an upper bound ρ max = e σ − 1 (e − 1)(e σ 2 − 1)
These bounds can be derived using the concepts of co-monotonicity and counter-monotonicity.
X and Y are said to be co-monotonic if and only if
where Z is some random variable, and h 1 , h 2 are increasing functions. This is the strongest type of positive dependence. They are called counter-monotonic if h 1 , h 2 are respectively an increasing and a decreasing function, or vice versa. This is the strongest negative dependence.
It turns out attainable correlation has its minimum when two variables are counter-monotonic,
and maximum correlation when they are co-monotonic. In the case of log normal distributions, we then have ρ min = Cor(e Z , e −σZ ) and ρ max = Cor(e Z , e σZ ), where Z ∼ N (0, 1). This attainable correlation is plotted in the figure below. Thus monotonic nonlinear transformations of the marginal distribution can change the resulting correlation, sometimes dramatically. It is desirable to have dependence measures that are invariant to these transformations. Yet another reason to consider alternative dependence measure than the correlation is that correlation is only defined for variables with finite variance.
• Nonlinear dependence measures. Consider two vectors (x 1 , y 2 ) and (x 2 , y 2 ). If a linear line jointing these two points in a Cartesian coordinate slopes upward, then a positive dependence (concordance) exists; otherwise, a negative dependence (discordance) exists. Kendall's τ , defined as
reflects the concept of concordance/discordance.
Spearman's rank correlation coefficient, sometimes called Spearman's ρ, is given by
Both are rank-based and therefore invariant to monotonic nonlinear transformation of the marginals and less sensitive to outliers than correlation. They are always defined regardless of the variance of the marginals.
• Under elliptical distributions, there are one-to-one correspondence between these dependence
• Let F, F X , F Y be the distributions for (X, Y ) and the marginals; denote their corresponding densities by f . Sklar's (1959) Theorem shows that
where
is the so-called copula function. Taking derivatives on both sides
where c : [0, 1] 2 → R + is the copula density. The copula distribution/density are distribution/density functions with uniform marginals. They completely summarize the dependence among random variables.
• Copula facilitates the construction and analysis of multivariate distributions via the separation of marginals and their dependence. It is seen that monotonic transformations, i.e., changes of measures in the marginal distributions, does not affect the copula functions. Hence, copula-based, or equivalently rank-based, dependence measures are invariant to monotonic transformations of the marginals. In fact, we have
• Like Kendall's and Spearman's dependence measures, more alternatives can be designed based on the copulas. So far, we have been focused on the overall dependence. Oftentimes, especially in finance and insurance, we are more concerned about the tails. An alternative to the concordance concept and rank correlations is the concept of tail dependences, which concerns the tails of the joint distribution. The upper and lower tail dependence are defined as
and
Tail dependence is a conditional probability giving the likelihood of observing a large (small) Y , given a large (small) X. A zero tail dependence means (X, Y ) are asymptotically independent at the end of the distribution.
The tail dependences are functions of copulas as well:
It turns out that an important family of copulas, the Gaussian copulas, have zero tail dependence, rendering it inadequate for modeling financial returns that tend to move together under extreme market conditions.
• There are two broad types of copulas. The distribution-based copulas are defined implicitly via joint distributions. For instance, the Gaussian copula and the t-copula. This family sometimes is called implicit copulas as they are implied by joint distributions (given a continous differentiable joint distribution, one can always derive its unique copula functions via changes of variables of the marginals). Their simplicity is their advantage, but they are often restricted. Both are symmetric, and the Gaussian copulas have zero tail dependence.
The second types are called Archimedean copulas, defined as
where ψ is the copula-generating function. This family includes, e.g., the Clayton is given by ψ(t; θ) = 1 θ (t −θ ) − 1 and Gumbel copula by ψ(t; θ) = (− log(t)) θ . They have a closed form but are difficult to extend beyond bi-variate distributions. See Joe (1997) and Nelsen (2006) for overall treatments of copula.
Most parametric copulas are exchangeable in the sense that c(u, v) = c(v, u), implying certain type of symmetry in the dependence. One possible way to circumvent this exchangeability is to use mixture of asymmetric copulas, such as the Clayton or Gumbel copulas.
For further flexibility, one can consider semi-or non-parametric copula estimations. This is analogous to the usual nonparametric density estimations, with the caveat that special attention should be given to the boundary biases as copulas are defined on bounded supports and might tend to infinity at some corners.
• Vine-copula is method to construct high dimensional copulas based on bivariate ones. Note
We can write
We then have
Thus it is seen we can construct high dimensional copula using nested bivariate copulas. A remaining issue is that the construction is not unique. Bedford and Cooke (2001) introduced a graphical structure called regular vine structure to help organize them.
• Selection and specification of copulas. Since copulas are distributions, one can use classical AIC, BIC type information criterion to select an appropriate copula. For recent development on copula specification test, see Lin and Wu (2015) and references therein.
• A two-step estimation procedure is commonly used in copula estimation. First, the marginal distribution is estimated. The copula, parametric or nonparametric, is then estimated based on the estimated marginal distributions. See, e.g., Genest et al. (1995) . Since the second stage estimation uses generated regressors from the first stage, the sampling variation associated with the first stage estimation needed to be accounted in the inferences of copula estimations.
The first step estimation can use the empirical CDF, which is nonparametric and does not involve distributional assumption or choice of smoothing parameter. Another advantage of this approach is that the so-estimated copula parameters are asymptotically invariant to the first stage estimation of nuisance parameters.
On the other hand, efficiency gains are possible in the marginal distributions and the copulas are estimated jointed. For this to be feasible, one cannot use empirical CDF in the copula estimation. The higher is the dependence, the larger is the asymptotic efficiency gain.
• GARCH-copula models are often used to model joint distributions of financial assets. In the first step, a GARCH type of model is fitted to each margin (the marginal models can differ from each other). In the second step, the studentized residuals of the marginal models are used to estimate the copula (if the empirical CDF is used in copula estimation, then studentization is not necessary.)
• Copula can also be used to model univariate time series, where the inter temporal dependence can be modeled by flexible copula models. For example, if Y t , t = 1, . . . , T are distributed according to F (·; θ) and follow a order-one Markov process. Then the marginal distributions can be modeled by the MLE, and the inter-temporal process can be modeled by copula of (Y t−1 , Y t ). See, e.g., a series of papers by Xiaohong Chen and her co-authors.
• Structural changes are common in time series, and oftentimes dependence among variables change overtime. Thus a fixed copula for a long time series of variables may be overly restricted. Andrew Patten proposed time varying copula models to allow gradual dependence structural change over time. The general idea is to represent the time varying dependence by a copula of the form c(·; θ(t)), where the copula parameters θ(t) are modeled as smooth functions of time, by simple time series moodels, such as the ARMA models.
• Test of inter temporal independence. Since independence between two random variables is equivalent to the independence of their copula, one can construct test of independence based on copulas. They are two general approaches. One is based on the empirical copula, leading to Kolmolgorov-Smirnov (KS) type test (a KS test is based on the maximum distance between two CDF's). The second approach is to construct some metric between the copula density and unity (independence copula is a constant at unity).
• We stress that copulas provide an alternative representation of joint distributions. This approach facilitates the separation of marginal distributions and dependence structure. At the same time, representing a joint distribution via a copula does not imply this is the true data generating mechanism. The interactions among variables may be based on their magnitudes, or their respective ranks within individual distributions. For instance, in game theoretic models, if individual (private) payoffs are observable, it is natural to model strategies in terms of payoffs. On the other hand, if only ranks of payoffs are observed (or implied by revealed preferences), then copula provides a natural framework for analysis.
