An experimental setup, based on the laser-induced deflection technique, is developed to measure simultaneously the 244 nm laser absorption, scattering, and luminescence on optical components. The different techniques and methods that have been specifically developed to obtain both high resolution (micronic) and sensitivity (a few 10 Ϫ7 of the incident power for the absorption, 10 Ϫ8 for scattering and fluorescence) are presented. Different applications are then explored: the study of losses in deep UV multilayer coatings ͑HfO 2 ͞SiO 2 mirrors) and the analysis of contamination defects on bare substrate and structural defects in optical coatings.
Introduction
The quality, in terms of losses and defects, of optical coatings and surfaces is a major point for the development of many optical systems. For instance, the improvement of the laser-induced damage threshold and durability of optical components is required for various applications in the UV [1] [2] [3] [4] (fusion ignition, photolithography systems for the semiconductor industry). The problems encountered are often problems of defects on surfaces and coatings that have to be localized, characterized, and identified for the interaction with the laser to be understood and for the manufacturing process to be improved. To obtain results in this field, high-performance characterization tools have been developed, [5] [6] [7] [8] but the progress in the process techniques and in the new applications leads to the development of new tools, such as the one we present in this paper, which is based on the localized measurement of the optical losses.
Photothermal tools are largely used for the measurement of low-absorption losses 5,6,9 -11 that can be at the origin of the degradation of optics. However, additional measurements such as the scattering [12] [13] [14] [15] and the luminescence 16, 17 of the optics can give information on the nature of defects. In this way, we chose to develop an apparatus that can combine these three measurements to characterize with both high spatial resolution and detectivity optical components such as superpolished substrates and low-losses coatings.
In Section 2 we present the experimental setup and detail the calibration procedure. In Section 3 we explore the experimental and theoretical capabilities of the apparatus in terms of resolution, detectivity, and ability to detect isolated defects. We discuss, in Section 4, different applications that illustrate the potentialities of the apparatus.
Materials and Methods

A. Experimental Setup
The experimental setup is detailed in Fig. 1 . It involves a 488 nm argon laser doubled at 244 nm with an external cavity frequency doubler. The beam is modulated (10 Hz-20 kHz) spatially filtered, and focused on the sample through different lenses, depending on the required pump-beam diameter (from 3 to 100 m). The position and size of the image waists of the pump and probe beams are checked with the knife-edge technique (measurements are given in Fig. 2) .
Absorption measurements are performed with the photothermal deflection (PD) technique implemented in transmission (also called collinear configuration). 18, 19 The absorption of the modulated pump beam induces a periodic local heating that causes refractive index gradients to appear in the air and in the material. A second laser beam, called the probe beam (He-Ne in our case), passes through the heated area and is then deflected by the modulated refractive index gradient and/or by the bumped surface. The resulting deflection, measured by a position sensor, directly depends on the optical absorption. The calibration procedure needed to obtain the absorption value from the measured deflection of the probe beam is described in Subsection 2.B.
For scattering measurement, a lens collects part of the pump light scattered in a 20°cone out of the specular direction, which is measured with a photodetector. A pinhole is placed in the focal plane of the lens to avoid light scattering from the rear face of the sample. The same configuration is used for luminescence measurement to measure light emitted in the visible range, with adapted filters to eliminate pump and probe beam scattering. Passband filters can be used to map the luminescence at a particular wavelength. The photodetector can be replaced by a spectrometer to analyze the luminescence spectrum of an area of interest.
Absorption, scattering, and luminescence mappings are performed simultaneously in exactly the same experimental conditions and are corrected of temporal fluctuations of the pump power. The minimum sampling step of the mappings is 1 m.
B. Calibration of the Absorption Measurement
In the case of the absorption measurement, the measurement is indirect (measurement of the probe beam deflection) and depends on the optical and thermal parameters of the sample (often not known), so that the calibration is not a trivial problem. It is the main limitation of the accuracy of absolute absorption measurement with the PD technique. 5, 9 Consequently, we detail in the following part the procedure that we have adopted.
Method
The deflection of the probe beam is directly related to the absorbed optical power in the sample, and the photothermal signal (PS) of a sample is related to its absorptance by the relation A ϭ C PS, where C is a constant, depending on the sample properties and experimental conditions.
In the case of thin films or surfaces, a classical solution for the calibration is the use of a sample of known absorption. 18, 19 The calibration procedure is then based on the comparison of the signal of the sample (S) under study with a calibration sample (CS) of well-known absorptance. We have
Therefore the problem of calibration is to find experimental conditions and a calibration sample adapted to the tested sample so that the ratio K ϭ C S ͞C CS depends only on well-known experimental conditions and optical and thermal parameters and is independent of unknown parameters. Then this calibration constant K can be calculated, and the absorptance of the sample can be deduced as follows:
Development of Calibrated Samples
For the calibration sample, an absorbing, deposited thin film can be used with the condition that the substrate has properties similar to the sample to be measured. 18, 19 This layer has to be absorbing enough to be measured with a spectrophotometer. However, to have the smallest contribution of the deflection inside the layer, and consequently minimize the dependence of the calibration constant on the layer parameters, this layer has to be as thin as possible.
One solution for obtaining absorbing layers consists of depositing an oxide layer with a classical evaporation process and adjusting the partial oxygen pressure to obtain nonstochiometric layers. 18, 19 However, the absorption value, as well as the repeatability, is difficult to control. In addition layer properties can change with time or laser irradiation. To avoid such problems we chose to obtain our absorbing layer by ion implantation on nonabsorbing materials. Indeed the main advantages of this technology are the repeatability and the homogeneity achieved as well as the ability to control the absorption level by adjusting the implantation dose. 20 We made different absorbing samples by Titanium implantation on fused-silica substrates. The implantations were performed with the following conditions: ion dose ϭ 5 ϫ 10 , implantation energy ϭ 70 keV. Under these conditions, the thickness of the implanted Titanium layer is approximately 100 nm. 20 The samples have been measured by spectrophotometry and to investigate the long-term stability of such samples, we repeat these measurements after 1 yr. The absorptance values are reported in Fig. 3 (measurement is a mean value on few square millimeters of the sample surface). We observe no significant aging effect on the samples.
Measurement Accuracy
As we have seen previously, the absolute measurement of absorption requires the calculation of the calibration constant. However, for materials in thinfilm forms, we lack accurate numerical values for their optical and thermal properties. We can calculate the influence of these different parameters on the calibration to evaluate the uncertainty on our absorption measurement and to find experimental conditions for which their possible variations have little influence.
The theoretical approach of PD has been described in detail in different papers. 9, 18, 21, 22 For our application, we used the modeling described by Commandré et al. in Ref. 9 and relied on the following hypothesis: the sample is infinite in both the x and the y directions; the pump beam is Gaussian and normal to the sample surface; conduction exists only in heat transfers; temperature distribution is unaffected by the thermal buckling of the sample; and the acoustic wave that accompanies the rise in temperature has no effect. Under these conditions, the heat source due to the optical absorption in the material is obtained; then the effects of tempera- ture distribution on the probe-beam distribution can be calculated for each medium i (air, layer, substrate)
where ͑x 0 , y 0 ͒ is the shift between the centers of the pump and probe beams in the plane z ϭ 0. In the transmission configuration, the total PD is the sum of complex deflections in the three media.
We calculated the influence of thin-film properties (refractive index, conductivity, thermo-optic coefficient, calorific capacity, interfacial resistance) on the ratio of the PD to the layer absorption for a typical thin film whose properties are given in Table 1 (last column). The range of values for these parameters found in publications [23] [24] [25] [26] [27] [28] [29] [30] are reported in Table 1 (columns 1 and 2). The results for our experimental conditions and for different pump-beam sizes are plotted in Fig. 4 .
On the different plots, we observe that the more focused the beam and thicker layer, the more sensitive we are to variations in the layer optical; or thermal parameters, which complicates the calibration procedure in these cases. For instance, for a 20 m beam it can be difficult to compare films with thicknesses greater than 1 m, but for films thinner than 1 m, it is possible to perform a measurement of the absolute absorption with less that 20% error without any knowledge on the film properties. Of course, this is an extreme value, and the better the knowledge of the layer, the more accurate the measurement. However, in the case of a highly focused beam the calibration can be more complicated; in this case we must either use a calibration sample with the same properties of the sample to be measured or calculate the ratio between the two signals (K value of Subsection 2.B), which implies a good knowledge of the index and the thickness of the layer, which is quite easy, and the thermo-optic coefficient and conductivity, which is more complicated but can be done with several techniques. 24 -30 Then it is possible and valid to perform a calibration of the PD, with 10% to 20% for a reasonable value of the accuracy. A limitation occurs for the measurement of multilayer components; indeed in this case the thickness is often greater than 1 m, and interference effects have to be taken into account. For this application, knowing the absolute absorption requires the extension of our photothermal model to calculate the calibration constant, which has been done. 31 Fig . 4 . Variation of the PD signal with the thin-film parameters. Calculations made for the case of an absorbing thin film on a nonabsorbing substrate (F ϭ 1500 Hz), for different probe-beam sizes.
C. Calibration of the Scattering and Luminescence Measurement
As we have seen in the experimental setup description (Section 2), the scattering measurement is a partial measurement of the total scattering in an arbitrary angle. In the mappings, we represent a partial scattering coefficient, defined as the ratio of scattered light power in the 20°cone to the measured power of the incident pump beam. This ratio between two powers is difficult to relate to the total scattering, which is usually measured and for which several standardized measurement procedures exist, 32 given that there is no direct correlation between the partial and the direct scattering for an ordinary sample. However, measurements can be easily converted in terms of a total integrated scattering (TIS) value that would corresponds to a Lambertian sample.
As concerns the luminescence measurement, the calibration is a difficult problem since the spectral response varies with the sample. In our studies, we are interested only in localizing defects and͞or analyzing the spectral signal. Consequently, the mappings are given in arbitrary units.
Results
To perform measurement in very high quality components we have to achieve a high sensitivity and a good spatial resolution to be able to localize defects. In this section we present the results in terms of resolution and detectivity for the absorption, scattering, and luminescence measurements. Then we discuss the theoretical limits of the setup for the detection of isolated defects.
A. Resolution
The resolution of the system is related to the size of the pump beam and the sampling step: one way to magnify the resolution is to focus the pump beam on the surface sample and to have the smallest sampling step. This process is all the more interesting as the calculation shows that PD collinear signal increases while the pump beam is focused. 11 In our case the minimal pump-beam size that can be obtained given the compaction of our system is 3 m, and the minimum sampling step is 1 m, which means that the resolution (the minimal distance to resolve two absorption maximum) cannot be better than micronic. However, as we will see in Subsection 2.C, the foregoing does not means that isolated submicronic defects cannot be detected.
To check this resolution, we prepared special resolution targets. One target is realized by titanium implantation in a silica substrate through an electronic microscope used as a mask. We obtain an array of absorbing defects. A Nomarski image of this sample is presented in Fig. 5 with the associated photothermal mapping. This photothermal imaging proves that a few micronmeters resolution can be obtained. To explore the limits of the spatial resolution, we made samples with smaller patterns using photoresist deposition on a silica substrate (demander une ref a ludo). We obtained with this technique an absorbing grating with a step of 2 m and a thickness of the lines of 1 m. A Nomarski image of this sample is presented in Fig. 6 , associated with the photothermal image, where the pattern is clearly resolved. Then a micronic resolution can be reached with this apparatus.
B. Detectivity
Absorption
To reach a good sensitivity, the size of the probe beam has to be small compared with the size of the heated area created in the thin film. Experimentally, the size of our probe beam is fixed to 6 m. The lowest absorption that we can detect is related to the background noise in the case of a nonabsorbing sample. The noise is studied in the following manner: we performed a mapping with a cutoff pump beam and with the sample placed in the sample holder, which results in a noise mapping for this sample and mea- surement conditions. This method takes into account all the noise sources that can occur during the mapping: detection system noise, probe-beam pointing instability, and noise associated with the moving of the sample. The noise-equivalent absorptance equals to 0.4 ppm with 200 mW pump power. One way to improve this value could be to decrease the beam pointing instability of the probe laser or to use another modulation system. 10 
Scattering
To estimate the detectivity, we used calibrated scattering samples and compared their measurements to the background noise. The calibrated samples are commercial Lambertian with a TIS of 99%. From our measurements it comes out that the noise-equivalent partial scattering that can be detected corresponds to 6 ϫ 10 Ϫ8 of the incident power, which compared with an equivalent Lambertian sample would correspond to a 8.5 ϫ 10 Ϫ4 TIS.
Luminescence
In the case of a luminescence signal, it is more difficult to obtain the detectivity since the sensitivity of the detector depends on the wavelength of the luminescence. Typically, however, we can measure a few 10 Ϫ8 of the incident power on this channel at 600 nm.
C. Detection of Isolated Absorbing Defects
We have seen that given the beam size and the sampling step of the setup, the resolution cannot be better than 1 m; however, we can expect to detect isolated submicronic defects. We propose in this part to estimate the size of the lowest absorbing defect detectable with our apparatus, given the detectivity estimated previously, 0.4 ppm at 244 nm. If we consider a spherical absorbing particle embedded in an homogeneous nonabsorbing medium, the absorption of the particle can be related to its size and to its complex index, given an appropriate electromagnetic calculation based on Mie Theory 33 :
This last relation permits calculation of the power absorbed ͑⌬A͒ by a particle of volume ⌬ and complex index n ϭ nЈ ϩ jnЉ, under an irradiation d⌽͞dS at wavelength in a surrounding medium with an index n s . ␤ is a parameter that accounts for interference and resonance effects in the particle.
We plot in Fig. 7 the relation between the size and the imaginary index of a particle embedded in silica that induces a 0.4 ppm absorption at 244 nm, with 200 mW pump power and a 3 m diameter spot size (with a fixed real index: 2). This give us an estimation of the smallest detectable particle in our measurement conditions.
From these results it can be seen that for highly absorbing particles ͑nЉ Ͼ 1͒ a 10 nm particle could be detected; and if the particle is not very absorbing ͑Ͻ10 Ϫ3 ͒, particles of a few tens of micrometers to 100 m could be detected. Of course, these are theo- 
Applications to Thin Films
A. Characterization of Losses in Deep Ultraviolet Optical Components
A direct application of the setup presented above is the measurement of losses (absorption, scattering, and fluorescence) in deep UV (DUV) optical coatings. We studied HfO2͞SiO2 mirrors (centered at 250 nm) made by ion plating at the Institut Fresnel. 34 Mappings of these three measurements are given in Fig. 8 . As concerns the absorption, after calibration with a specific procedure adapted to multilayer coatings (see Ref. 32 for more details), a mean value of 5 ϫ 10 Ϫ3 is found. We observe also a low level of scattering and luminescence losses but these kinds of value are difficult to compare with the literature since to our knowledge it is the first apparatus that can give such data on these materials.
B. Study of Localized Defects on Coatings and Substrates
The main advantages of this apparatus is that high resolution can be obtained and that isolated defects can possibly be detected. These defects can then be characterized in terms of absorption, scattering, and luminescence, giving information on the nature and origin of defects (for instance, by analyzing the luminescence spectrum). An example of such measurement is given in Fig. 9 , where we observed a micronic contamination defect on a silica substrate.
C. Luminescence of Optical Thin Films
In addition to the advantages discussed above, it is also possible to analyze the luminescence spectrum with the in situ spectrometer. By using a highly focused beam and by imaging the excited area on an optical fiber, it is possible to analyze the area of interest of few micronmeters. Then the luminescence of a micronic defect can be isolated from the surface, or the luminescence of a thin film can be isolated from the substrate. We present this last application in Fig. 10 . We record the luminescence signal of a glass surface (Herasil) and the luminescence signal of the same surface coated with a SiO 2 layer (with a me- chanical thickness of 200 nm, deposited by ion plating). Notice that the thin line on the spectra is due to the scattering of the 244 nm pump laser. On the Herasil substrate, we can clearly see two luminescence bands: the first one at 290-300 nm and the second at 400 nm. These luminescence bands are connected with impurities and intrinsic defects of glasses that have been studied. [35] [36] [37] In the case of the SiO 2 layer, apart from the 300 and the 400 nm peaks, a third peak around 490 nm appears. This last luminescence band could be attributed to impurities due to the complicated fabrication process: the thin film is obtained by evaporation of a silicon target under a partial pressure of oxygen and nitrogen (nonbridging oxygen atoms for instance). Because this presence of defects is of critical importance for the performances and characteristics of optical coatings, the luminescence diagnostic could be a useful tool for the control of a coating quality.
Conclusion
An apparatus was developed for the simultaneous measurement of absorption, scattering, and luminescence of optical coatings and surfaces at 244 nm. We demonstrated that by the use of an adapted calibration procedure and the development of specific resolution target, calibrated absorptance measurement could be done up to 0.4 ppm, in correlation with scattering and luminescence and with a micronic resolution.
We have shown by different examples that this tool has a great interest for the characterization of losses in DUV optical components and the analysis of contamination or structural defects that can affect the performance and characteristics of optical coatings. We will now focus our attention on the interpretation of these defect luminescence spectra for application in cleaning, fabrication process, and laser damage studies.
