Introduction
Genetic linkage studies based on pedigree data have limited resolution, due to the relatively small number of segregations (Boehnke 1994) . Disequilibrium mapping, which uses population associations to infer the location of a disease mutation, provides one possible strategy for narrowing the candidate region. In this paper we d e v elop a method for obtaining ne-scale mapping linkage likelihoods on the basis of data on sampled disease haplotypes and knowledge of marker allele frequencies in the general population.
Since the initial success of disequilibrium mapping of cystic brosis (Cox e t a l . 1989), Huntington's disease (Snell et al. 1989 , Theilmann et al. 1989 , and diastrophic dysplasia (Hastbacka et al. 1992) , disequilibrium mapping has attracted much attention from practitioners, and a number of authors have f o r m ulated inference approaches to the problem. Several of these approaches involve s i m ulation of disease haplotype histories or ancestries. Kaplan et al. (1995) provided the rst likelihood approach to the problem. They use forwards simulation of disease history, with rejection sampling of histories which do not lead to current disease allele counts within a speci ed range. Rannala and Slatkin (1998) use simulation of ancestries of disease haplotypes, conditional on the current disease allele counts and the sampling of a speci ed number of disease haplotypes. Xiong and Guo (1997) develop an approximate likelihood approach, based on a population genetic model for the evolution of marker allele frequencies in the disease population, but do not condition on current disease allele counts. Van der Meulen and te Meerman (1997) have u s e d s i m ulation of haplotypes under a genetic drift model to investigate properties of disequilibrium linkage detection methods based on haplotype sharing.
In that we base our method on rst realizing the coalescent ancestry of a sample of current disease alleles, our approach is closest in spirit to that of Rannala and Slatkin (1998) . Our method for realizing such ancestries is outlined below details are given by Graham (1998) . Then, given an ancestry, recombination events on disease-bearing haplotypes may be placed (by simulation) onto this ancestral coalescent. We de ne the notion of a recombinant class. This is the set of current sampled disease haplotypes that descend from the meiosis at which a given recombination event occurred, without fragmentation by subsequent r e c o m bination events. This underlying coancestry induces dependence among the disease haplotypes in the sample, the ones within any recombinant class necessarily having the same marker haplotype. Using our methods, large Monte Carlo samples of recombinant classes for various hypothesized trait gene locations are readily obtained. We c o m bine these Monte Carlo samples with an analytic method for computation of the probability of observed disease haplotypes conditional on latent recombinant classes to obtain a likelihood for ne-scale mapping.
We rst describe a hypothetical but realistic example of a rare gene in the Japanese population. We next outline brie y our approach to obtaining Monte Carlo realizations of disease ancestry and recombinant classes, and then show h o w these can be used to obtain linkage likelihoods for a single marker. We extend the single-marker approach t o i n terval mapping, and discuss the relative precision of interval versus single-marker mapping, as well as further extensions to multipoint mapping. Throughout, the methods are illustrated with the Japanese example, and con dence bounds on likelihood estimates of trait gene location are obtained via the parametric bootstrap.
A Japanese variant
We i n troduce an example typical of ne-scale mapping of a disease allele in the Japanese population: this example is motivated by the recent mapping and positional cloning of the Werner's syndrome gene in Japanese . Werner syndrome is a rare autosomal recessive disease characterized by premature onset of a number of age-related traits. Although it is now known that there are at least eight distinct mutations at the Werner's syndrome locus in present-day Japanese, we consider a single monophyletic variant s u c h as is (probably) WRN4. WRN4 is the most frequent of the eight and represents about 51% of the mutants (Matsumoto et al. 1997 ). In the Japanese, the estimated allele frequency of all Werner syndrome mutations combined is between 0.002 and 0.004 (Goddard et al. 1996) . The higher estimated frequency of 0.004 and a current Japanese population size of at least 120 million people or 240,000,000 alleles (JIN 1998 , ISEI 1998 gives a WRN4 copy n umber of about 500,000.
The Japanese population has a well documented history (Benedict 1989) , and data on population sizes are available (Koyama 1978 , ISEI 1998 . Under the replacement hypothesis of Japanese origins (Rose 1996 , Hanihara 1991 , the modern Japanese population was founded about 94 generations ago by small numbers of rice-growing immigrants arriving from the mainland. For this example, we assume a founding population of 1000 individuals, or 2000 copies. Population data are sparse until the Edo period of Japanese history (1603-1867 A.D.), during which the feudal government pursued a policy of almost total seclusion from the outside world. During this time, population size remained approximately constant (Benedict 1989) , at about 60,000,000 copies (ISEI 1998), despite 11 generations of peace. Following the Meiji reform of 1867, the feudal system was abolished and Japan underwent a period of rapid transformation and population growth that continues today (Benedict 1989) .
The median age of a selectively-neutral allele given its current c o p y n umber may be estimated using sub-tree coalescent methods outlined by Gri ths and Tavar e (1998). For the Japanese population history described, and the current n umber of WRN4 copies, the median age of the WRN4 allele is approximately the time of population founding 94 generations ago (Graham 1998) . We therefore assume a single copy of the allele in a founding Japanese population of 2,000 genes in 350 B.C. (94 generations ago).
Coalescent of the Disease Sample
In this section we present an outline of the generation of the ancestry of the sample of disease alleles. Details of the stochastic processes and probability distributions involved are developed by Graham (1998) and will be given in another paper.
The historical pattern of population growth is assumed known. This total population is modeled as a continuous-time Moran process (Moran 1962) with additional birth events. Time t is measured backwards from the present in generations (gbp). The rate of the Moran process is chosen to be N(t)=2 e v ents per generation, when the population is of size N(t) genes. This rate gives the same inbreeding e ective size (Crow and Kimura 1970) , and coalescent rate (Kingman 1982b ) as a Wright-Fisher population with the same number of genes (Felsenstein 1971) . The superimposed birth process has rate (t) re ecting the rate of population increase at any point t in time. Note that (t) does not have to be constant o ver time.
The disease allele is assumed to be present as a single copy in the population at a known time T gbp. For the Japanese example of this paper, it is reasonable to take T = 9 4 , t h e t i m e o f founding of the population (see above). Within the total population, the size, N D (t) 0 t T, of the disease population uctuates. For a Moran+birth total population, and a rare disease allele, the disease allele count f o l l o ws very closely a birth-and-death process with birth rate 1=2 + (t), and death rate 1=2. The advantage of this approximation is that the moment generating function (and hence the moments) of past numbers conditional on the number N D (t) available at more recent t, and on N D (T) = 1, can be found.
In particular, given a single copy of the disease mutation at T and the number of disease copies, the mean, variance, and higher moments of past numbers of disease copies one generation previous may be computed using methods analogous to Thompson et al. (1992) . Thus, we may approximate the conditional distribution of copy n umbers one generation ago to arbitrary precision by a distribution matched on an appropriate number of moments. Figure 1 shows example realizations for the Japanese disease allele on a log 10 scale. For the more recent generations, variability o ver realizations in disease allele copy n umbers is dominated by temporal changes in the numbers themselves, giving the appearance of deterministic growth ( Figure 1A) . However, Figure 1B shows that there is indeed variability in more recent generations.
Given a current sample of K disease alleles, the ancestral coalescent can then be realized, conditional on the past copy n umber realization. Let k(t) be the number of ancestors of the sample at time t ago, so that k(0) = K. The rate of coalescence at time t is k(t) ( k(t) ; 1) 2 ( N D (t) ; 1) : This rate di ers slightly from the usual coalescent rate of k(t)(k(t) ; 1)=2N(t) f o r k(t) lineages in a population size N(t) ( F elsenstein 1971 ( F elsenstein , Kingman 1982a . The di erence derives from considering the coalescent within a subpopulation (Graham 1998) .
Once the coalescent of the disease sample is realized, recombination events between the disease and marker locus may be placed on the ancestry. A branch of the ancestry of length G generations represents G meioses and therefore G opportunities for recombination between the disease and marker. The probability of at least one recombination event on the branch i s t h us 1;(1;r) G 1;e ;Gr , where r is the recombination frequency between the disease and marker.
This overall approach of realizing the coalescent of the sample of disease alleles and then placing recombination events upon it is the same as that taken by Thompson and Neel (1997) . This historical perspective on disequilibrium was rst taken by Edwards (1981) (see also Arnason et al. 1977 , Thompson 1978 . The details di er due to the overall population model and more accurate analysis of the disease allele population process within it, and also due to the fact that Thompson and Neel (1997) At a marker locus, we de ne a recombinant class to be a subset of the current sample descended from a given recombination event. As shown in Figure 2 , the recombinant classes form a partition of the sample, all members within a class being identical by descent a t t h e marker locus. Thus all members of each r e c o m binant class share a marker allele. Di erent recombinant classes carry independent alleles at the marker locus. Note that when generating recombinant classes, we need only consider the presence or absence of recombination events on a given branch of the ancestral tree. Multiple recombination events on the branch h a ve the same e ect on recombinant classes as a single recombination event. Of course, recombinant classes are latent v ariables: they cannot be observed.
Likelihood (Single-Marker Case)
Suppose K haplotypes carrying the disease mutation are sampled from a population whose growth is described by k n o wn demographic parameters = (T f (t) : 0 < t Tg), where time T and population growth rates ( 
where P q (Y j X) is the conditional probability o f Y given X, and P r (X) is the probability of X. More speci cally, X is a function of the coalescent ancestry, A, and the recombination events, R, on its branches:
Equation (1) 
where C = fc ij g denotes a con guration of recombinant classes consistent with x and y such that c ij recombinant classes of size i are assigned to allele j. Figure 3 shows the notation. The row totals for C are given by x, since x i = P j c ij . The column totals are given by n, where n j is the the number of recombinant classes assigned to marker allele j. The number y j of sampled disease haplotypes carrying marker allele j is y j = P K i=1 i c ij , the inner product of the recombinant class sizes and the j th column of the matrix C. The setup for determining possible con gurations C is thus analogous to that for determining possible tables in Fisher's exact test (Fisher 1970) , except that conditioning is on the row t o t a l s x and column inner products y, rather than on the row totals x and column totals n. The probability P(C j x) is obtained as follows. Given x, the i th row o f C is multinomial with parameters x i and q, and thus has probability
The product of these independent m ultinomial distributions over the rows (recombinant class sizes) therefore gives
To e v aluate P(y j x), we e n umerate all tables or con gurations C of recombinant classes consistent with x and y. A v ariant of the network algorithm of Mehta and Patel (1983) , in which a path through a network represents a consistent table, is used. Details are given in the appendix.
Statistical uncertainty is measured by v ariance of estimators or curvature of the observed or expected likelihood surface. However, here we h a ve no explicit estimators or likelihood. Instead a bootstrap approach m a y be applied, but this is also non-trivial, since we h a ve a single realization of the coalescent process of disease ancestry. T h us sampling with replacement from the current disease sample does not re ect evolutionary variation. We therefore adopt a parametric approach, and generate realizations of Y under the MLE, reestimating r for each such realization. Support intervals for r are de ned by dropping down from the maximum of the original likelihood surface. The interval capturing the appropriate percentage of the bootstrapped MLE's is selected as the con dence interval.
We illustrate the approach with the Japanese example for a sample of K = 50 disease The simulated data are y 1 = ( 2 2 44 2) for the marker M2, and y 2 = ( 4 6 2 1 1) for M3.
Lod scores (log 10 likelihood-ratios) for M2 are shown in Figure 4 . The MLE isr = 0 :005, with associated 95% con dence interval 0:0016-0:0110. The con dence interval corresponds to about a one lod-unit support interval, just over what would be computed assuming a chisquared approximation to the distribution of minus twice the log e likelihood-ratio. The likelihood surface for the marker M3 (results not shown) has more curvature about its MLE ofr = 0 :003 than the likelihood surface for M2. Increased curvature is expected at lower recombination fractions because ancestral recombinant classes tend to be larger, and sampled marker alleles more dependent. For marker M3, the 95% bootstrap con dence interval is 0:0004-0:0110, and corresponds to a lod-score di erence of about 2. The con dence interval for M3 thus represents a larger drop in lod than the con dence interval for M2, as would be expected with increased dependence under the smaller recombination fraction. As the recombination fraction gets smaller, con dence intervals based on the chi-squared approximation are expected to become increasingly too narrow. The chi-squared approximation assumes independence among marker alleles, but positive correlation increases as the recombination frequency decreases. 
Interval and Multipoint Mapping
Suppose the disease locus lies in an interval of known length s 100 cM de ned by t wo markers.
Recombination events on either side of the disease locus occur independently on the coalescent ancestry, A. (Interference is e ectively irrelevant here, since the chance of recombination with markers on both sides of the disease in a single meiosis is in nitesimal.) Let r and r denote the recombination frequencies between the disease and rst and second anking markers respectively. Under the scale typical of disequilibrium ne-mapping, recombination fractions may be considered additive, so that r + r = s. F urther, assuming absence of allelic associations between the markers in the total population at the time of the most recent common ancestor of the sample, allelic types at the two m a r k ers are independent. Equation (2) becomes L(r r = s ; r) = P q r r (Y Y )
where Y and Y are the data at the two m a r k ers, X and X the underlying recombinant classes, and R and R the two sets of recombinant e v ents. Thus, simulation and computation may b e done as for the single-marker case.
We illustrate interval mapping with the Japanese example. We assume four equispaced The procedure correctly identi es the disease interval. The maximum lod score is at least 5 units above the maxima in adjacent i n tervals the correct interval is 100,000 times more likely.
The disease location is correctly estimated atr = 0 :000 from the disease, with associated 95% bootstrap con dence interval -0:0034-:0020. The con dence interval is narrower than those obtained from separate consideration of anking markers in single-marker mapping, indicating the greater power of interval mapping. The greater power is also re ected in the curvature of the likelihood surfaces at the MLE. Figure 6 shows the lod score surface relative to its maximum. For comparison, the single-marker log-likelihood with most curvature at its MLE { the loglikelihood for M3 { is also plotted relative to its maximum. The greater power of interval mapping compared to the single-marker lod score is not surprising given that interval mapping uses information at two markers which ank the disease. Lod scores are not plotted at the markers at each marker, the log-likelihood for 0% recombination is ;1 since more than one allelic class is observed.
When anking markers are not highly polymorphic, additional information on historical recombination events between the disease and anking markers may be gained by considering jointly several markers on each side of the disease locus. The more polymorphic a marker, the more nearly the allelic classes determine the recombinant classes, x. In the limit, x is observed, and interval mapping is fully e cient. As for interval mapping, recombination events in disjoint segments of the chromosome may be placed independently on the ancestral coalescent A (equation (6)). However, the sets of single-marker recombinant classes are now dependent.
Recombination events between the disease and a anking marker are a subset of those between the disease and a farther marker, and thus the recombinant classes for the farther marker partition those for a closer marker.
Multipoint mapping thus requires extension of the concept of a recombinant class. The de ning principle is analogous: disease haplotypes in the same multi-marker recombinant class share a common ancestor at all the markers. As before, recombinant classes are obtained by placing recombination events on the realized ancestral tree, for each disjoint c hromosome segment de ned by the putative disease locus and the markers. The approach is outlined in Appendix 2. Assignment o f m a r k er alleles to the resulting recombinant classes takes into account haplotype frequencies. As for a single marker, we m a k e the simplifying assumption that current m a r k er allele and haplotype frequencies in the general population have obtained throughout the history of the disease allele. 
Monte Carlo Properties
For the method presented in this paper, where coalescents of the disease sample, and thence recombinant classes, are realized independently, the Monte Carlo error is readily assessed, and is primarily a function of Monte Carlo sample size. Note, however, that the e ective M o n te Carlo sample size for a likelihood L(r) v aries with the value of r.
If the hypothesized location of the disease gene is much c l o s e r t o a m a r k er than the true location, many of the recombinant class realizations simulated at the hypothesized location will be inconsistent with the data y due to an ancestral recombinant class that is larger than the largest allelic class. Thus, for example, if 10,000 realizations of x are used at each location at which a likelihood is to be estimated, sample sizes close to 10,000 will be realized only for locations in the neighborhood of the true recombination fraction or locations with recombination frequencies that are larger than the truth (Figure 7) . likelihood is small. Figure 8 shows the Monte Carlo standard error of the estimated likelihood, in comparison to the estimated likelihood value, for the above example. The estimated log 10 likelihood is also shown. The relative M o n te Carlo error is minimized in the neighborhood of the MLE atr = 0 :005. In absolute terms, the error in the likelihood at the maximum is about 3 10 ;5 . The maximum estimated likelihood atr = 0 :005 di ers by 3 10 ;4 from the likelihood at the adjacent r = 0 :004 on the search grid, and by 6 10 ;4 from the estimated likelihood at r = 0 :006. The Monte Carlo error in the estimated maximum likelihood is therefore an order of magnitude smaller than the di erences between estimated likelihood values in the neighborhood of the maximum. These results indicate that 10,000 Monte Carlo replicates are su cient t o locate the MLE to the resolution 0.001 used in the grid search. Another aspect of the precision and e ciency of Monte Carlo is the choice of the Monte Carlo paradigm. We h a ve c hosen to realize recombinant classes x and compute analytically P(y j x). Alternatively, allelic classes Y at present or in the past can be realized and scored when they are consistent with observed data (Rannala and Slatkin 1998). Generally, the more that can be computed analytically, the smaller the Monte Carlo error. To illustrate, we compare Monte Carlo sampling of recombinant classes to scoring of present allelic classes. The standard error of an estimator of a Monte Carlo likelihood based on scoring is E = p P(1 ; P)=S, where P is the likelihood value, and S is the Monte Carlo sample size. For a given degree of desired accuracy, E, t h i s m a y be solved for the required number of allelic class replicates, S. When the observed data are y = ( 2 2 44 2), approximately 3 million allelic class replicates are required to achieve the same degree of accuracy in the neighborhood of the MLE as 10,000 recombinant class replicates. Standard errors and estimated likelihoods from Monte Carlo sampling of recombinant classes are used in this calculation. When both Monte Carlo sampling schemes are calibrated to have the same degree of accuracy, the run based on scoring takes about 150 times longer.
The scoring method used for this comparison generates allelic classes y by randomly assigning the underlying recombinant classes to alleles. As marker polymorphism increases, Monte Carlo sampling of recombinant classes approaches rejection sampling of allelic classes.
Replicates in our Monte Carlo approach correspond to a given coalescent ancestry, A, that is recycled over recombination frequencies, r, in the search grid. Recycling is possible because the recombination process does not enter into the generation of ancestral coalescents (equation (2)). Computational time is saved by recycling, and it may be possible to economize further by eliminating the generation of tree topologies, F, where A = ( F t). Sampling coalescent times, t, and averaging conditional probabilities of observed allelic classes Y given only these times would be a Monte Carlo paradigm that would require fewer replicates than one sampling either recombinant classes X or allelic classes Y. The form L(r) = P(Y) = Z t P(Y j t)P(t)dt may b e c o n trasted both with our equation (2) and with the nal equation on P.463 of Rannala and Slatkin (1998) . Since each pair of extant ancestral lineages has the same probability o f coalescing, the topology of the ancestral tree has a parameter-free distribution. The results of Harding (1971) on the probability distributions of unlabeled tree topologies could provide a basis for analytic evaluation of the conditional probability of observed allelic classes given coalescent times. In principle, these probabilities of unlabeled tree topologies would be used to reweight the probability of allelic classes given a tree (topology and coalescent times) in a sum over all possible topologies:
However, exact calculation of P(Y j t) currently seems impractical, as evaluation of allelic class probabilities for any given ancestry A is computer-intensive, and there are many unlabeled topologies, F over which to sum, even with a disease sample of moderate size.
Discussion
In this paper we present a likelihood-based method for ne-scale mapping of a rare monophyletic disease. The method is based on a coalescent model of the ancestry of a sample of disease alleles. Information on the demographic history of the population may be incorporated, including varying growth rates such as those for the Japanese. Generations on this ancestral coalescent correspond to meioses at which r e c o m bination events may occur. Recombination events on disease-bearing ancestral haplotypes determine the recombinant classes, the sets of sampled disease copies descending from the meiosis at which a g i v en recombination event occurred. Using our methods, large Monte Carlo samples of recombinant classes for various hypothesized trait gene locations are readily obtained. We c o m bine these Monte Carlo samples with an analytic method for computation of the probability of observed disease haplotypes conditional on latent recombinant classes to obtain a likelihood for ne-scale mapping. The method extends easily from single-marker to interval mapping. Interval mapping is shown to perform substantially better than single-marker mapping, correctly identifying both the interval containing the disease and the disease location in our simulated data example. Further extensions to multipoint mapping are also discussed. Throughout, con dence bounds on likelihood estimates of disease location are obtained using the parametric bootstrap.
Of the three recent papers in this area, Xiong and Guo (1997) does not condition on the current disease allele count, and Kaplan et al. (1995) realize this count and must reject realizations not within some acceptable range. Our method shares with Rannala and Slatkin (1998) the approach of realizing the ancestry of a sample, conditioning on a current disease allele count. Our method of realizing coalescent ancestry is more an approximation than that of Rannala and Slatkin (1998), since it relies on realizing in single generation steps, based on the conditional moments of the ancestral disease population. However, these moments can be computed for any assumed ancestral demographic growth patterns, and thus our demographic model can be more exible. Our method does assume a single ancestral lineage at some given point T in time. However, Rannala and Slatkin (1998) suggest that disequilibrium likelihoods are robust to assumptions regarding the age of the disease allele. Also the probability distribution of T may b e i n vestigated, again given the assumed but exible demographic assumptions.
Once coalescent ancestry is realized, our approach di ers signi cantly from that of Rannala and Slatkin (1998) . They sample the marker allelic classes existing immediately after the most recent coalescent e v ent, which is closer in spirit to sampling and scoring present allelic classes, than is our approach of realizing underlying recombinant classes and computing analytically the probability of observed data given the recombinant class con guration. It is the realization of recombinant classes which m a k es straightforward the use of multi-allelic markers. Indeed, performance and feasibility of our method does not depend signi cantly on marker polymorphism, whereas Rannala and Slatkin (1998) considered only diallelic markers.
Also Rannala and Slatkin (1998) consider only likelihoods for a single marker. Xiong and Guo (1997) use multiple markers in their approximate likelihoods, but treat the information from each marker independently, ignoring haplotypic information. Kaplan et al. (1995) realize marker haplotype frequencies in the total disease population, and then compute probabilities of the observed sample of disease haplotypes, given these frequencies. In principle, their approach permits likelihoods to be based on multiple polymorphic markers, although Monte Carlo e ciency will decrease rapidly as the possible diversity o f h a p l o t ypes increases. Our coalescentbased method also extends readily to interval mapping, and by extending the de nition of the latent recombinant classes will also permit multipoint mapping. However, the statistical gains and computational costs of multipoint disequilibrium mapping are uncertain, and remain to be investigated. All these papers, including ours, discuss only disequilibrium mapping for a rare allele of monophyletic origin. Linkage detection for complex traits, using disequilibrium methods, is also an issue which will require future investigation.
Appendix 1: Evaluation of P q (Y = y j X = x) This appendix gives details on the network algorithm used to evaluate P q (Y = y j X = x). Mehta and Patel (1983) develop a network algorithm to compute p-values for Fisher's exact test on contingency tables. Their application requires enumeration of all tables consistent with given marginal totals these consistent tables are e ciently represented as paths through the network. Our application is similar, but conditioning is on row totals x i and column inner products y j = P K i=1 ic ij rather than on row totals x i and column totals n j (Figure 3) . A further di erence is that, in our application, it may be impossible to assign the sampled recombinant classes (x) to alleles in a manner compatible with the observed allelic classes y. F or example, the size of the largest recombinant class could be larger than the size of the largest allelic class, in which c a s e P q (y j x) = 0 .
The number of paths through a network can be much larger than the number of nodes. For instance, one network for a diallelic marker had 11,774,790 paths but only 524 nodes. A network is thus an e cient representation of the often large number of tables consistent with marginal quantities. The nodes represent updated column margins speci cally, these are the recombinant classes remaining to be assigned to an allellic type. The edges represent the columns of cells in the table, the counts c ij of recombinant classes size i assigned to allelic type j. A c o n venient feature of the network representation is that tables are easily extracted by t r a versing paths. As a path is traversed, the probability of the table is determined by m ultiplying predetermined edge weights (see equation (4)).
Consider a simple example for a three-allele marker with allelic classes of size y 1 = 9 , y 2 = 7 , and y 3 = 6, and corresponding allele frequencies q = ( q 1 q 2 q 3 ). Suppose that there are x 1 = 2 recombinant classes of size 1, x 2 = 1 recombinant class of size 2, and x 3 = 6 recombinant classes of size 3. Thus x = ( 2 1 6) and y = ( 9 7 6). The three possible tables associated with x and y are shown in Figure 9 .
To obtain the possible tables, recombinant classes are assigned to small allelic classes before large allelic classes. Within any allelic class, the largest recombinant classes are assigned rst. Assuming allelic classes in the table are listed in decreasing order of size from largest to smallest, we start at the bottom right corner of a table and works upwards and leftwards to build the network. Figure 10 gives the network for the example. Steps of the algorithm Let x be the current r o w margin and y the current column margin. We build the network from the right (or root) starting with x = x and y = y. Place x in the network as the initial or root node. In the example, we start with x = ( 2 1 6) as the root node and y = ( 9 7 6).
Suppose the largest recombinant class is of size I and the marker has m alleles. In the example, I = 3 and m = 3 . Starting with i = I and j = m:
1. Compute a feasible range for c ij . F or instance, in the example, the feasible range for c 33 is f1 2g. Details on computing the feasible range are given below. 2. Select a possibility from within this range for c ij . For illustration, suppose c 33 = 1 i s selected.
3. Update x and y : x i ! x i ;c ij , y j ! y j ;i c ij . F or instance, after c 33 = 1 is selected, x changes from (2 1 6) to (2 1 5) and y changes from (9 7 6) to (9 7 3 7. Repeat steps 1,2,3,4,5 for the new column.
8. When the table is completed (i = j = 1 x = ( 0 0 0)), or the selected path terminates prematurely, return to the last cell in the table at which unexplored values in the feasible range exist, and repeat steps from step 2.
In the example, the choice c 33 = 1 determines a single feasible path and con guration. Returning to i = j = 3, the alternate choice, c 33 = 2 also gives rise to unique possibilities c 23 = c 13 = 0 and the third-column associated node x = ( 2 1 4) . There are then two possible choices for c 32 , each providing a feasible con guration (Figure 10 ).
Once a network has been constructed, the di erence in elements of nodes anking each edge de nes the appropriate column of a table. The three paths in Figure 10 from the root to terminal node correspond to the three possible tables, whose columns can be read o the edges. The third column has two possible assignments, (1,1,1) and (0,0,2). If the third column is (1,1,1) , the second column is (1,0,2). If the third column is (0,0,2), the second column is either (2,1,1) or (1,1,2) . If the second column is (1,0,2) or (2,1,1), the rst column is (0, 0, 3) . If the second column is (1,0,2), the rst column is (1,1,2) . The probability o f a table, up to the multiplicative constant Q K i=1 x i ! = Q I i=1 x i !, is determined by the product of edge weights along the path, where the weight for an edge corresponding to the j th column is q n j j = Q K i=1 c ij ! = q n j j = Q I i=1 c ij ! (equation (4)) Summing these probabilities over all paths results in P q (y j x) (equation (3)).
A feasible range of values for c ij The number of recombinant classes of size i assigned to the j th marker allele, has four restrictions:
1. The number of disease copies i c ij de ned by the cell can be no more than the size y j of the appropriate allelic class i.e., i c ij y j . 2. The number of recombinant classes c ij o f a g i v en size i assigned to a marker allele j can be no more than the number of recombinant classes x i of that size i.e., c ij x i . 3. The number of disease copies i x i ; i c ij remaining for the rest of the row i to the left of the cell c ij (that is, for columns 1 : : : j ; 1 o f r o w i) can be no more than the pooled size P j;1 l=1 y l of the corresponding allelic classes i.e., i x i ; i c ij P j;1 l=1 y l . 4. The number of disease copies y j ; i c ij remaining for the rest of the column j above the cell c ij (that is, for rows 1 : : : i ; 1 of column j) can be no more than the number of copies P i;1 l=1 l x l de ned by the corresponding recombinant class sizes i.e., y j ; i c ij P i;1 l=1 l x l . Provided x and y are compatible, at least one path in the network will terminate.
Assigning values within the feasible range to cells in order of largest to smallest recombinant class and smallest to largest allelic class limits, but does not eliminate, nonterminating paths in the network. A small example, with x = ( 2 1 2) and y = ( 4 4 2) is shown in Figure 11 . It is necessary that c 33 = 0, but then the feasible range for c 23 is f0 1g. The choice c 23 = 1 leads to a path reaching the terminal node and a feasible con guration, but c 23 = 0 leads to an empty feasible range at i = j = 2 (Figure 11 ). In contrast, all paths of a network in the Mehta and Patel (1983) method reach the terminal node because the application requires singletons rather than recombinant classes to be assigned to cells. 
Appendix 2: Multipoint recombinant classes
For simplicity, we consider the case of two markers M 1 and M 2 separated by a known recombination fraction s and located to one side of the disease (Figure 12 ). However, the approach extends to any n umber of markers. Let M 1 be the marker that is closest to the disease. Suppose that the disease and M 1 are separated by the unknown recombination fraction r. Since M 2 is farther from the disease than M 1 , r e c o m binant classes for M 2 partition those for M 1 . The marker M 2 can thus provide information about r when the underlying M 1 recombinant classes are poorly de ned. When the M 1 recombinant classes are well de ned, such as when M 1 is highly polymorphic, M 2 provides little or no information about r. In the extreme case that M 1 is in nitely polymorphic, each recombinant class is of a di erent allelic type. The recombinant class sizes for M 1 are then observed, and no extra information about r is gained from the M 2 recombinant classes.
To obtain a realization z of the joint r e c o m binant class information Z for M 1 and M 2 , recombination events between both the disease and M 1 and between M 1 and M 2 are placed on the ancestral tree, as shown in Figure 12 . Each t ype of event is indexed in the order in which it occurs as the ancestral tree is traversed forwards in time from the root to the tips. The most recent common ancestral haplotype of the K sampled copies is denoted by the haplotype vector (0,0). The rst element of the vector corresponds to M 1 and the second element t o M 2 . is analogous to the single-marker likelihood, where y is now the observed table of haplotype counts Y, with P(y j z) e v aluated analytically.
