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INTRODUCTION 
The Strong_ Vocational Interest Test is one of the most widely used 
psychometric devices in vocational counseling today. It is frequently ad- 
ministered as an aid in the resolution of educational and vocational problems 
of college-age youth. 
Since its introduction, it has become increasingly popular, due in large 
part to the intensive research that Strong and other psychologists have con- 
ducted on and with this instrument. This research has not only highlighted 
the central role of interests in effective vocational planning, but has de- 
fined in detail the validity and usefulness of this truly remarkable test. 
The test itself is easy to administer, requiring practically no super- 
vision or equipment other than a test form, answer sheet, pencil and a desk. 
The results are presented in graphic form enabling both the counselor and 
the counselee to form an accurate impression of the present vocational 
interests of the latter at a glance. 
The degree to which the use of the Strong is a valid procedure in re- 
solving the educational and vocational problems of a given student is a 
direct function of the degree to which the Strong is valid for that student. 
Since the persistent efforts of Strong and others have demonstrated the 
general validity of this instrument, it is necessary to conclude that for 
most students the test results can be used with validity in vocational 
counseling. 
On the other hand, Strong (37) pp. 257-258, has shown that the major 
change in interests between ages 15 and 55 occurs in the first 10 years of 
this span. Inasmuch as this instability of interests occurs during the age 
range most frequently encountered by counselors of college students, it 
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would be desirable for the counselor to have some method of determining 
whether or not the picture of vocational interests obtained for a particular 
student could be taken to be stable. It might well be that the efforts of 
the counselor should be directed in different directions depending upon 
whether or not he was dealing with an individual whose vocational interests 
were stable or unstable. The identification of the probable stability of the 
profile is thus crucial. 
The review of literature which follows is designed to give a research 
perspective to this problem, and to provide an appropriate setting for the 
present study. 
REVIEW OF THE LITERATURE 
The question of the permanence of interests has attracted a good deal of 
attention. Two major facets of this research area are pertinent to this study: 
(a) To what extent are interests permanent?, and (b) Can stability or in- 
stability of interest patterns be predicted? Investigations aimed at these 
two questions are reviewed below. For the most part, this review is restrict- 
ed to research on the Stronc Vocational Interest Test since the present study 
is on that instrument and since it holds an unchallenged position of leader- 
ship among available interest measures. Particularly relevant research on 
other interest tests will be reviewed when appropriate, however. 
The Extent of Permanence of Interests 
In answering the question of the extent of the permanence of interests, 
several methods of assessment have been utilized. These can be grouped as 
(a) test-retest correlations, (b) letter-grade changes, (c) profile correla- 
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tions, and (d) clinically judged stability. The review which follows will 
consider each of these methods. 
Test-Retest Correlations. One of the most common ways of testing sta- 
bility has been by the correlation of test-retest scores. The procedure has 
been to test a group of subjects on the Strong, wait a period of time, and 
then re-test them. Product-moment correlations are then computed for each 
scale. Essentially the method provides information on how consistently in- 
dividuals have maintained their, relative position in the group on the various 
keys. 
Among the first, and one of the most detailed, studies of this type, is 
that by Strong (35, 39). He administered his test to 285 seniors at Stanford 
University in 1927. Five years later he retested 223 of these individuals 
and obtained retest correlations for this group. He again tested a large 
number of these individuals in 1937 and in 1949. This enabled him to obtain 
test-retest correlations for 5, 10, and 22 year periods. The mean cor- 
relations were surprizingly high--.78 for 5 years, .77 for 10 years, and .64 
for 22 years. This finding led Strong to the generalization that approx- 
inately the same rank order is maintained in occupational interest scores for 
intervals ranging between 1 and 22 years. 
While this study presents a. fairly complete follow-up on college seniors, 
it does not cover the groups which are of primary interest to the school 
counselor, namely high school students and college freshmen. Fortunately, 
however, the literature does contain experiments which do give an indication 
of the permanence of interests of these two groups as measured by test-retest 
correlations. 
Two such studies done on a limited set of scales are those of Canning, 
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et al. (3) and Van Dusen (53). In the former, 64 high school boys were 
tested as sophomores and retested as seniors. Over this two year period, an 
average correlation of .57 was obtained for the seven occupations employed 
in the study. Van Dusen (53) obtained similar results for 76 University of 
Florida men who were first tested as freshmen and retested 35 months later. 
His median test-retest correlation for 5 scales was .62. 
While these two experiments are based on a limited number of scales, they 
do give a rough indication of the test-retest stability of the two groups 
tested. A logical next question is 'Vhat is the test-retest stability for 
students who originally took the test as high school students, and were 
retested at some time during their first two years in college?" 
A recent study by Stordahl (33) provides information on this question. 
In 1951 he retested 181 male sophomores at the University of Minnesota who 
had been tested originally as high school seniors in 1949. He divided his 
population into two groups--111 metropolitan and 70 non-metropolitan students. 
For these groups he obtained median test-retest correlations of .72 for the 
metropolitan sample and .67 for the non-metropolitan sample. 
The studies cited above provide a fairly consistent picture of test- 
retest stability correlations on the Strong. The amount of generalization 
possible is limited by the fact that at one or both testing periods the 
subjects were students. Fortunately a study by Powers (25) sheds some light 
on the question of test-retest correlations for a group of gainfully employed 
individuals. She located a sample of 109 cases who were originally tested in 
1931 and who were retested in 1941. At the first testing, the mean age of 
her subjects was 34. The blanks were scored on all 44 keys of the 1938 
revision. Mean test-retest correlation for this sample was .69. While this 
is not as high as that obtained by Strong (35, 39) for his students 10 years 
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after testing (.77), it is sufficiently high to indicate that individuals 
in this group also tend to maintain their position within the group on the 
various interest keys. 
These stuck es consistently suggest a high degree of stability in the 
rankings of individuals on the scales of the Strong test. Similar studies 
have been done with the Kuder Preference Record, although the bulk of this 
research has been with high school students. Two studies will serve to 
point out that, in general, the results are parallel to those cited above for 
the Strong. 
In 1948, Reid (27) administered the Kuder Preference Record Form BB to- 
gether with other tests to the entering freshman class at Westminister College, 
Pennsylvania. Of this class, 145 members volunteered to retake the test 15 
months after the initial administration. There were 63 males and 82 females 
in the retest group and the mean age at the time of original testing was 18.4 
years. He obtained test-retest correlations which ranged from .72 on compu- 
tational interest to .84 for persuasive, with a median correlation of .77. 
This is somewhat higher than the results obtained by Van Dusen (53) on the 
Strong, but closely approximates the results obtained by Stordahl (33). 
In an attempt to determine the test-retest correlations on the Kuder 
for high school students, Rosenberg (28), selected as his sample 91 boys and 
86 girls who had graduated from East Syracuse High School during the years 
1949, 1950, and 1951. He compared ninth grade and twelfth grade scores of 
these students and found a median correlation of .61 for both the boys and the 
girls. This correlation closely approximates that obtained by Canning, et al. 
(3) in their study of the Strong. 
This section of the review of the literature has presented an illustra- 
tive group of studies aimed at the question of the degree to which interests 
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are permanent. They have in common the use of the test-retest correlation 
coefficient as the measure of permanence. Other studies could have been cited, 
but the results are so consistent as to be repetitious. In general, the 
weight of the data suggests that the interests of college end post-college 
groups are somewhat more permanent than those for high school students. 
However, interest stability (as measured by test-retest correlations) of all 
groups is high even over lengthy periods of time. 
Correlations of the magnitude reported above are both impressive and 
misleading. In psychology, correlations above .60 are rare, regardless of 
what type of behavior is being predicted. On the other hand, a correlation 
of .71 between two variables indicates that only 50 per cent of the variance 
of one is accounted for by the other. Thus, there would appear to be a good 
amount of shifting in position within a group on interest scales. While the 
data require the generalization that interests remain surprizingly stable 
(according to this measurement method), they also require the generalization 
that there is a significant amount of instability in interests. 
One final comment is in order before leaving this topic. It should be 
borne in mind in summarizing these studies, that this method of measuring 
stability tells only haw well an individual maintained his relative position 
within the group. Theoretically it is possible to have a perfect correlation 
and still marked changes in the level of interests could occur. For example, 
all subjects might score "O" on a given scale during the first administration 
of the Strong, and "A" on the retest. If they maintained their relative 
standing on that scale, the correlation would be 1.00; but one would have to 
conclude that interests had shifted radically. For this reason it is impor- 
tant to look at the second method of measuring the stability of interests 
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which is letter grade changes. 
Letter Grade Changes. Results of the Strong are given in terms of letter 
grades. Regarding the purpose of this system of reporting scores Strong 
states: 
The objective in using letter ratings of A, B, and C has been to 
distinguish between "Yes, you have the interests of the occupation" 
(A), and "No, you do not have those interests" (C), and to throw the 
doubtful ones into the B ratings (37, p. 370). 
With such an unambiguous interpretation of letter grades available, 
studies of changes in letter grades from one test to the next are obviously 
relevant to the question of the permanence of interest. 
Here again one finds that the first investigator to conduct such a study 
was Strong (37). In 1937 he retested 168 individuals Who had originally 
been tested as college seniors in 1927. Scores were obtained on 18 keys. 
Regarding changes in letter grades, Strong concluded, in part: 
Of the 12 per cent of A ratings of seniors in 1927, ten years 
later, 7.4 per cent were A ratings, 2.0 per cent were B 4-, and 1.9 
per cent were B ratings Evidently if a senior had an A rating 
there was very little chance of his receiving anything but an A, 
a B 4-, or a B rating a decade later. Furthermore, there were 34.0 
per cent C ratings in 1927; in ten years these had changed so that 
there were 21.4 per cent C ratings, 5.5 per cent C ratings, 4 per 
cent B- ratings, and 2.0 per cent B ratings. If a senior had a C 
rating in 1927, there are 2.3 chances in a hundred that it might be 
raised to a B + in 1937 and 0.9 chance in a hundred that it might be 
raised to an A rating (37, p. 366). 
Having seen these results fbr college seniors we can naw look at a 
similar study done with college freshmen. In 1950 Trinkhaus (51) retested 
212 Yale Alumni who had originally been tested in 1935 and 1936 as college 
freshmen. His results, based on 39 occupational scores, led him to conclude 
that: "The data on changes in letter grades showed (a) the extreme scores to 
be most stable with the low scores being more stable than the high scores" 
(51, p. 646). 
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In like manner, Stordahl, with his 181 college sophomores who had been 
tested originally as high school seniors, was led to conclude: 
On the average C grades were the most stable, 68 per cent of 
the C grades on the first test being C grades on the second test. 
The second most stable letter grade was A with 60 per cent of the 
letter grades being identical on the test and retest. The inter- 
mediate letter grades were less stable. By combining the letter 
grades so that B included B B and B-, and C included C + and C, 
it was found that 73 per cent of the C grades on the test remained 
C grades on the retest. 59 per cent of the A and 59 per cent of the 
B grades remained constant (34, p. 425). 
The major findings of these three studies are summarized in Table 1. In 
general, the results of Stordahl and Strong are in close agreement, while 
Trinkhaus' data are somewhat divergent. It would be interesting to speculate 
on factors related to this fact, but the number of uncontrolled variables 
(time interval, cultural differences, number of scales used) is so large as 
to make such an undertaking of dubious value. 
Table 1. Test-retest stability of letter grades from three separate samples 
of students at Stanford, Yale, and the University of Minnesota. 
Test Grade Per cent Retest Grade 
B A 
A 
Stanford 2.5 35.8 61.7 
Yale 10.6 43.5 45.9 
Minnesota 5.0 36.0 59.0 
B 
Stanford 23.2 57.3 19.5 
Yale 31.6 52.3 16.1 
Minnesota 24.1 59.3 16.6 
C 
Stanford 71.6 26.8 1.7 
Yale 73.4 24.1 2.5 
Minnesota 73.3 25.0 1.7 
Stanford data are from Strong on 168 college seniors retested ten years 
later on 18 occupations. 
Yale data are from Trinkhaus on 212 college freshmen retested 14-15 years 
later on 39 occupations. 
Minnesota data are from Stordahl on 181 high school seniors retested 2- 
2.5 years later on 44 occupations. 
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In order to determine the consistency of letter grades for students who 
were tested and retested in high school, one may refer again to the study by 
Canning, et al. (3). They found that their percentage (64%) of identical 
letter grades received by high school boys retested two years later was almost 
identical to the percentage (63.3%) of identical ratings that were received by 
Strong's college seniors retested after a five-year period. 
Again, in this section, an attempt has been made to show the stability 
of interests of the four groups with which the student counselor would be 
most concerned--college seniors, college freshmen, high school students re- 
tested sometime during their first two college years, and high school students. 
Once again the evidence points conclusively to the fact that stability of 
interests, as measured by the number of identical letter grades received on 
test and retest, is surprisingly high on the average. The evidence further 
points out that the C grades are the most stable, A grades next, and B grades 
the least stable. However, by lumping the grades together so that C includes 
C+ and B includes B- and B4-, the discrepancy in stability between the B and 
A grades tends to disappear. 
The generalization regarding letter grades is somewhat misleading. "B" 
ratings include standard scores from 30 to 44 inclusive. "A" and "C" ratings 
on the other hand, include a much greater range of standard scores. It is 
possible to have a discrepancy of 30 standard score points on two testings and 
still obtain a pair of "C" or a pair of "A" ratings. 
Despite the high percentages of identical letter grade ratings, it is 
again necessary to exercise caution in generalizing. The highest percentage 
of identical ratings obtained (73.3) clearly indicates that there is a 
sizeable group of individuals whose interests are as yet not stable according 
10 
to this method of assessing interest stability. 
This section on letter grade changes and the preceding one on test-retest 
correlations have dealt with how closely the test and retest results on a 
single scale have agreed. The latter was concerned with the consistency with 
which individuals could be ranked on a given scale while the former provided 
information on the consistency of absolute (letter grade) scores. If one 
turned his attention to the stability of test scores within a given individual 
he would be asking how closely the entire profile agreed on two or more 
testings. This question focuses attention on the third method of measuring 
the stability of vocational interests, namely profile correlations. 
Profile Correlations. The procedure in this case has been to rank the 
sigma scores obtained from each individual's profile on both test and retest 
and then to correlate the ranked scores. This method appears to have more 
relevance than the previous two to the vocational counselor, since his concern 
with interest tests is with the entire pattern of scores obtained by the in- 
dividual rather than with any single score. 
As in the other two cases one again finds that the first to investigate 
this aspect of stability was Strong (43). For the seniors at Stanford who 
were first tested in 1927, he found a median rho on profiles of .86 after 5 
years; .82 after 10 years; and .76 after 22 years. 
If attention is turned to college freshmen, again it is found that 
Strong (37, 43) has pioneered the way. In 1930, 306 Stanford University 
freshmen filled out the Strong, Vocational Interest Blank. Many of these 
students filled out the blank in 1931 and 1939 and 202 did so in 1949. From 
these blanks he has computed the profile stability for college freshmen for 
periods of 1, 9, and 19 years. His median rhos in this experiment were: 
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.88 for 1 year; .67 for 9 years; and .72 for 19 years. These relatively high 
mean rhos are again interpreted to mean that the vocational interests of 
college freshmen are surprizingly stable. 
Relevant data on high school students has been published by Taylor and 
Carter (46). They administered the Strong to 58 high school juniors, and 
retested them a year later. Their rho coefficients ranged from .65 to .99 
with a median of .74. This is not as high as that obtained by Strong for 
his college freshmen after one year (.88). However, the fact that they 
scored only 12 scales whereas Strong scored 20 to 34 scales in his study may 
account for this difference. 
For similar data on high school students who were retested during their 
first two years in college, reference can again be made to Stordahl (33). He 
found that the median rho was .74 for the metropolitan group and .72 for the 
non-metropolitan group. 
These studies give a fairly clear picture of the "within individual" 
stability of interests for various student groups. Similar information for 
a more heterogeneous group of individuals is provided by Powers (25). It will 
be recalled that she had Strong tests taken in 1931 and 1941 by a group of 
109 gainfully employed men. For this group the median rho for 44 scales was 
.80 which is almost identical with that obtained by Strong (.82) for his 
seniors who were retested 10 years later. Table 2 has been prepared as a 
summary of the profile correlation data cited above. 
These data point out fairly conclusively that for most of the subjects 
tested, the within individual stability of vocational interests is quite 
high. Once again, however, caution should be taken in generalizing. Nhile 
median rhos in the neighborhood of .70 to .80 are impressive, the median may 
conceal as much as it reveals. Half of the cases fell below this summary 
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Table 2. Permanence of interest profiles as obtained by four investigators. 
Investigator Level : Time Interval 
(years) 
: Median Rho 
Strong College Seniors 5 
.86 
College Seniors 10 
.82 
College Seniors 22 
.76 
College Freshmen 1 .88 
College Freshmen 9 
.67 
College Freshmen 19 .72 
Taylor and Carter High School Juniors 1 
.74 
Stordahl High School Seniors 2 
.74 & .72* 
Powers Gainfully Employed 10 .80 
*.74 for metropolitan, .72 for non-metropolitan. 
figure. It seems likely that for a substantial number of these cases, the 
profile correlations are so low as to iniicate instability in interest pattern. 
This raises the question of how high a rho must be before it is indicative 
of stability in interests. A related question maybe derived by the following 
reasoning. It is possible that two profiles would correlate 1.00 and still a 
counselor, in interpreting the profile would find they had different meanings. 
For example, profile I may contain nothing but B and B- scores, while profile 
2 may contain half A's and half C's. If the rank order of the scores was 
identical, the profiles would correlate 1.00, but a counselor would surely 
say different things about the two. This fact, plus the point made in the 
preceding paragraph, raises the question of whether or not rank-order cor- 
relations between profiles is a meaningful way of expressing stability. Data 
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from our fourth method of measuring interest stability, namely clinically 
judged stability, is relevant here. 
Clinically Judged Stability. Despite the fact that counselors tend to 
pride themselves on their ability to interpret "dynamic patterns" rather than 
"static scores" on interest tests, there has been very little research effort 
devoted to the question of the stability of these clinically recognizeable 
patterns. Only three studies were found which gave attention to this problem. 
Hoyt (17) selected 72 pairs of profiles from Stordahl's original data. 
Eight of these pairs correlated .50 to .54; 8 other pairs correlated .55 to 
.59; and so on. The final 8 pairs correlated .90 to .94. Three experienced 
counselors then rated each pair of profiles as to how much different the 
interpretation of the first profile would be from the second profile. A five 
which ranged from "1 features 
similar, but at least one important difference" to "5 - definitely different 
interpretations" was used. Uniformly high judge agreement was obtained, with 
at least 2 out of the 3 counselors agreeing on 97 per cent of the ratings. No 
discrepancy larger than 2 scale points was found. The average counselor rating 
obtained for each set of profiles together with the corresponding rank-order 
rhos is shown in Table 3. 
Perusal of this table provides an answer to the question as to whether 
or not rank-order correlations are a meaningful way of expressing stability. 
It can be seen that there is an obvious relationship between "statistical 
stability" and "clinical stability". In fact the rank order correlation 
between the two sets of data was .95. Darley and Hagenah summarize these 
results aptly: 
When the rank order between the individual's first and second 
testing reaches or exceeds .75, experienced counselors make essentially 
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Table 3. Relationship of counselor judgment to the statistical stability 
of interest profiles.* 
Rho Between Profiles = Average Counselor Rating 
.90 
- .94 
.85 - .89 
.80 - .84 
.75 - .79 
.70 - .74 
.65 - .69 
.60 - .64 
.55 - .59 
.50 - .54 
1.63 
1.88 
2.38 
2.21 
2.54 
2.63 
3.04 
3.17 
3.04 
*From Hoyt (18, p. 10). 
the same interpretation of the two profiles. If a test-retest cor- 
relation ranges from .65 to .75, the two testings show at least one 
important difference in interpretation. Test-retest rank order values 
below .65 may result in considerable differences in interpretation 
and represent major changes in interest patterns (6, p. 45). 
This then provides a comparison between the rank-order rhos and clini- 
cally judged stability. Our primary concern, however, is the proportion of 
individuals whose profiles would represent unstable interests. In this 
study Hoyt found that the following percentages of profiles had rank order 
rhos of .65 or less, thereby indicating some major change in the clinical 
interpretation of them: 
1. 17 per cent of the college sophomore - college senior profiles. 
2. 40 per cent of the high school senior - college sophomore profiles. 
3. 47 per cent of the high school senior - college senior profiles. 
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Strong (43) p. 77, has made two rough estimates pertaining to this same 
question. In one case he studied the changes in letter grades of 9510 scores 
on 15 scales and found that in roughly 25 per cent of instances the shift in 
letter grade was radical enough to induce a counselor to interpret the scores 
differently. In his second rough estimate, he clinically inspected each pair 
of test-retest scores on 34 scales for the first 10 freshmen in his files and 
found that 11 per cent of the changes in scores did affect the interpretation 
of the profile. 
While these two estimates do give an indication of instability of inter- 
ests when the profiles are clinically judged, they indicate only the per cent 
of specific scores which were unstable, not the number of profiles. In addi- 
tion, in the second estimate the sample was too small to provide any conclusive 
evidence. 
The three studies cited above dealt with the Strong Vocational Interest 
Test. A recent study by McCoy (24) has been done on the same question using 
the Kuder Preference Record. 
In 1954, he had 3 experienced judges clinically classify 184 pairs (101 
females and 83 males) of test-retest Kuder profiles into three groups- - 
"stable", "change" and "doubtful". The two sexes were treated separately. 
The educational status of the students ranged from grade 8 to grade 10 at the 
time of the initial test and grade 11 to grade 12 at the time of retest. The 
time between test and retest was 24 to 42 months with a mean of 33 months. 
After three clinical inspections with a composite agreement among the three 
judges, he found that 66.3 per cent of the males and 60.1 per cent of the 
females fell into the "change" category. These percentages were somewhat 
higher than those obtained by Hoyt (17) in his experiment. Whether this 
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discrepancy is due to the fact that McCoy used a younger sample, or to the 
difference between the alder and the Strong, or to the method of determining 
stability cannot be ascertained without further experimentation. 
Although these three studies show that interests are judged to be stable 
for the majority of college age individuals (and slightly less than the 
majority of high school students), a substantial proportion seem to have 
unstable interests. Just how big that proportion is undoubtedly is a function 
of (a) when the test was first administered and (b) the time interval before 
the retest. Thus estimates vary from as low as 17 per cent to as high as 66 
per cent with unstable patterns. Assuming the true figure lies somewhere in 
that range, it seems safe to conclude that interest stability represents an 
important individual difference. The ability to predict this characteristic 
would appear to be highly desirable. 
Thus far, the effort in this review has been devoted to answering the 
first question posed, namely the extent to which interests are stable. The 
fact that interests are reasonably stable for the majority of individuals 
has been stressed. At the same time, it has been pointed out consistently 
that for a substantial number of individuals, this generalization does not 
hold. 
The desirability of identifying these individuals at the time they are 
tested introduces the second question with which the literature review is 
concerned: Can stability or instability of interest patterns be predicted? 
Attempts to Devise Stability Scales 
Although a considerable amount of work has been done on determining the 
extent of interest stability, very few investigators have attempted to devise 
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methods whereby stability could be predicted. 
Again the pioneering work of E. K. Strong (37) must be recognized. In 
about 1933 he published his original "Interest Maturity Scale" which he 
defined as the "quantitative measurement of change of interests with age.... 
the degree to which one has interests of 55-year old men as compared with 
those of 15-year-old boys" (37, p. 247). One criterion group used in de- 
vising this scale was composed of a representative group of 472 15-year old 
boys. These 472 boys came from 18 school systems in California, 3 in Oregon 
and 1 in Washington. The grade composition of this group is shown in Table 4. 
Table 4. Composition of 15-year-old criterion group, according to school 
grades, in comparison with distribution of 15-year-olds in schools 
of California.* 
School Grade 
15-Year-Old : 
: School Children : 
a In California : 
15-Year-Old 
Criterion Group 
: Total : Percentage a Total : Percentage 
Grade 7 4,302 6.83 31 6.5 
Grade 8 9,703 15.40 73 15.5 
Grade 9 18,674 29.64 140 29.7 
Grade 10 19,944 31.65 150 31.8 
Grade 11 8,844 14.04 66 14.0 
Grade 12 1,539 2.44 12 2.5 
Total 63,006 100.00 472 100.0 
Average School Grade 9.38 9.39 
*Adapted from Strong (37, p. 715T. 
A second criterion group was that of 55-year old men employed in a 
variety of occupations. Table 5 gives the occupational classification of 
these men. 
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Table 5. Occupational composition of 55-year-old group for original IM scale.* 
N : N 
Group I:a Group III a: 
Architect 17 Minister 50 
Artist 26 Teacher 33 
Engineerb 30 
Mathematician 30 Total 83 
Physician° 38 
Physicist 30 Group III b: 
Psychologist 30 City School Superintendent 30 
Miscellaneous 12 Personnel Manager 21 
Y.M.C.A. 17 
Total 213 
Total 68 
Group II a: 
Advertising man 3 Group IV: 
Author 20 Purchasing Agent 11 
Lawyer 34 Miscellaneous 24 
Newspaper editor 36 
Total 35 
Total 93 
Group V: 
Group II b: Certified Public Accountant 13 
Life Insurance Salesman 24 Miscellaneous: 
Real Estate Salesman 9 Hotel Manager 17 
Miscellaneous 14 Business Manager 15 
Miscellaneous 48 
Total 47 
Total 80 
Grand Total 632 
From Strong (37, Table 192, p. 716). 
aOriginal grouping of occupations used at that time. 
bActually based on 27 mining, 25 civil, 23 electrical, and 25 mechanical 
engineers, but reduced proportionately to equal 30. 
°Actually based on 76 and reduced to equal 38. 
Strong's test was administered to both criterion groups. The responses 
of each group were compared on each item of the test, and differentiating 
items were retained to form the original "Interest Maturity" scale. 
Strong was discontented with the composition of the 55-year-old group. 
It represented primarily successful men in professional fields of work. Little 
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or no representation was allotted to executives and skilled or unskilled 
laborers. The revised Interest Maturity Scale was prepared in an attempt to 
free such a scale from undue influence of educational and occupational attain- 
ment. At the time of this revision, a second refinement was introduced. 
Strong had assumed in his original work that liking for an activity increased 
or decreased progressively from 15 to 55 years. Subsequent investigation had 
failed to substantiate this assumption for many items. He therefore included 
samples of men at ages 25, 35, and 45 in addition to the 15 and 55 year old 
groups. In this way, he sought to determine whether changes in interest for 
each item increased or decreased progressively from 15 to 55 years or whether 
these changes progressed to some intermediate age and remained constant or 
reversed themselves thereafter. 
He used as his sample for the revised scale (a) the original criterion 
groups at ages 15 and 55; (b) 80 pairs of fathers and sons who averaged 58 
and 22 years of age; (c) 4 groups of different ages (25, 35, 45, and 55) who 
were representative of occupations at those ages as listed by the United 
States Census; (d) Stanford Seniors tested in 1927, and retested in 1932 and 
1937; (e) High school seniors tested in 1927 and retested 6 years later; 
(f) Stanford graduate students who were tested in 1927 and 1932 (average ages 
25 and 30); and (g) Stanford graduate students tested in 1927 and retested in 
1932 (average ages 30 and 35). A total of 5,000 males were used, 894 repre- 
sentative of the population at large and 4,106 students. Responses to each 
Strong item by members of each of the age groups--15, 25, 35, 45, and 55 were 
tabulated. This tabulation revealed that there was a characteristic change 
in interests from age 15 to age 25. After age 25, the per cent of each age 
group liking or disliking various activities remained fairly constant, al- 
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though there were some reversals from the 15-25 year old trends. 
On the basis of this information, Strong constructed a revised Interest 
Maturity Scale using 15-year-olds and 25-year-olds as comparison groups. 
This scale was meant to apply only to men in the age range of 15 to 25, and 
primarily to men under 21, since the greatest shift in interests comes in 
the first 5 years of that span. 
After constructing this scale, Strong (37) then attempted to ascertain 
whether or not a high Interest Maturity score would be an indication of 
interest stability. In this investigation he used three groups of high 
school juniors. One group contained 10 individuals with the lowest Interest 
Maturity scores; another group contained 10 individuals with an Interest 
Maturity score equal to the median of the entire group; and the third group 
contained 10 individuals who had the 10 highest Interest Maturity scores. 
Tests were administered at ages 16.5 and at 22.5 years and the mean Interest 
Maturity scores obtained for each group was respectively: 28 and 45, 45 and 
51, and 60 and 51. The rank order correlations between profiles for each was 
.68, .79, and .91. These results led Strong to conclude: "Evidently the 
higher the IM score at 16.5 years the less chance there is for occupational 
scores to change in the next few years and the more likely it is that such 
scores will agree on both occasions" (37, p. 281). 
Recently, however, Stordahl (33) in his more extensive study cited 
earlier has cast considerable doubt on the validity of the Interest Maturity 
Scale as a predictor of stability of interests. It will be recalled that he 
obtained rank-order correlationson all 44 occupations for each pair of pro- 
files, using a two year test-retest period. On the basis of these correla- 
tions, he divided the sample into "High", "Average", and "Low" stability 
groups. Table 6 shows the mean Interest Maturity Score and the standard 
deviation for each group as obtained by Stordahl: 
Table 6.* Mean interest maturity scores and standard deviations for students 
with high, average, and low interest stability. 
Group N Mean S.D. 
High 60 46.7 8.8 
Average 61 48.6 7.0 
Low 60 46.5 8.9 
*Adapted from Stordahl. 
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The small differences in mean score on the Interest Maturity Scale were 
not statistically significant, leading Stordahl to conclude that "these re- 
sults fail to substantiate the assumption of a positive relationship between 
interest stability and interest maturity" (33, p. 341). 
As a result of these conflicting findings between Strong and Stordahl, 
Hoyt (17) added to Stordahl's data and analyzed it in more detail. In his 
study he asked four basic questions. The first one was whether or not 
Stordahl's findings were a function of the fact that his subjects were quite 
young at the time of retest. Strong's study of high school juniors had 
utilized a six-year interval between tests, whereas Stordahl had only a two- 
year interval. In order to help answer this question and succeeding ones, 
Hoyt retested as college seniors 121 of Stordahl's original 181 students. He 
then computed rank order correlations between the 1949 and 1953 profiles of 
these 121 students. On the basis of these correlations, the sample was 
divided into high, average and low stability groups, and the mean Interest 
Maturity Score for each group were computed. The results of this analysis 
are shown in Table 7. 
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Table 7. 
* 
Relationship between interest maturity scores and interest 
stability over a four-year period. 
Stability : Rho between 1949 and 1953 profiles: IM Score 
Group . N : Range : Mean** : Mean : S.D. 
High 38 .77 - .99 .86 46.1 9.3 
Average 45 .55 - .76 .67 48.6 6.7 
Low 38 -.48 - .54 .28 45.3 9.4 
*From Hoyt (18, p. 4). 
**After transforming p's to z's. 
An analysis of variance resulted in acceptance of the null hypothesis. 
Increasing the time interval between tests, and thus increasing the proba- 
bility that the final test revealed stable interests, did not resolve the 
Strong-Stordahl differences. 
A second question posed in Hoyt's study was, "Are the differences in the 
Stordahl and Strong findings due to different methods of analysis?" It will 
be recalled that Strong (37) used groups with different Interest Maturity 
Scores and studied the differences in profile stability of these groups, 
whereas Stordahl used groups with different profile stability and studied the 
differences in Interest Maturity Scores. In order to answer this question, 
Stordahl's data were re-analyzed using groups with the highest and the lowest 
Interest Maturity Scores as a starting point. Profiles from the 1949-1953 
interval were treated in like manner. The differences in profile rhos were 
so slight that they were of neither statistical nor practical significance. 
Thus the method of analysis did not appear to be a determinant of the Strong- 
Stordahl discrepancy. 
A third question investigated by Hoyt was, "Can the sensitivity of the 
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Interest Maturity scale as a predictor of interest stability be increased by 
statistically controlling its occupational saturation?" 
It might be well to note at this point that Strong's criterion groups of 
Y.M.C.A. secretaries, personnel managers, social science teachers ministers, 
and accountants averaged 55 or higher on Interest Maturity, whereas dentists, 
physicians, mathematicians, and journalists all averaged less than 50. 
These data suggest that an Interest Maturity score of 45 may have dif- 
ferent meanings for individuals who made A scores on mathematician and those 
who made A scores on minister. It is this correlation between occupational 
scores and the Interest Maturity score which is referred to as an "occupa- 
tional saturation." Hoyt attempted to control the occupational saturation 
by sorting the profiles according to primary patterns (Earley and Hagenah, 6). 
All students with a primary pattern in a single group were combined, and the 
correlations between Interest Maturity and Profile Stability (1949 and 1951) 
for 6 interest groups were computed. The highest correlation obtained (.27) 
was not significantly different from zero, leading to the conclusion that 
controlling for occupational saturation did not increase the sensitivity of 
the IM scale as a predictor of interest stability. 
A final question posed by Hoyt (17), and one particularly relevant to 
the present investigation, was: "If the Interest Maturity scale does not 
predict the stability of interest patterns, can an empirical scale be devised 
which will?" 
In this part of the study the 1949 responses of each of the three 
stability groups (high, average, and low) defined by Stordahl were compared. 
In an effort to purify the criterion, the 10 students with the most marginal 
stability scores from both the high and the low groups were eliminated. This 
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then left a total of 161 students, 50 each in the high and the low groups and 
61 in the average group. Tabulations were made of the number and proportion 
of students in each group who answered "L", "I", and "D" to each of the 400 
Strong items. For those items in which the proportion of the average group 
fell in between the proportions for the high and low group, tests of signi- 
ficance were run. Using the 5 per cent probability level, 37 items were 
obtained which met the criteria of "(a) statistically differentiating the high 
and low groups, and, (b) having the proportion of the average group fall in 
between the proportions Dor the two extreme groups." 
Cross-validation of this scale was attempted on three different samples. 
The first were the sophomores of Stordahl's group who were retested as 
seniors. This key correlated only .15 with the measure of stability used 
(z'). A second sample was provided by Powers (25) and described above. 
Here a correlation of .27 was obtained with z' which was statistically, but 
not practically, significant. The final attempt at cross-validation was 
with a group of 21 University high school boys tested as sophomores and 
again as seniors in high school. Here the correlation between z' scores and 
the new key was only .04. These results led Hoyt to conclude that the new 
key lacked sufficient validity to warrant further investigation. 
We have seen from this section that the two major efforts to devise a 
scale which would predict stability of interests using the Strong Vocational 
Interest Blank have met with failure. Have the results been more gratifying 
with other interest measures? 
Actually only one major study concerning the construction of a stability 
scale for other interest tests was found. This was a recent investigation of 
the Kuder Preference Record by McCoy (24) and referred to earlier. 
In 1954, using the Kuder Preference Record (Vocational) Form C, and 
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treating the sexes as separated groups, he attempted to derive a stability 
scale. It will be recalled that he used 184 pairs of tests (101 females, and 
83 males) from communities and states surrounding the University of Missouri. 
Each profile was coded, and experienced judges divided them into three groups- - 
"change", "stable", or "doubtful". He then examined the responses of the 
"change" and "stable" groups to each of the Kuder items. Items which dif- 
ferentiated the "change" group from the "stable" group at the 10 per cent 
level of confidence were retained to form a new scale for predicting sta- 
bility on the Kuder. For the boys 84 items met this criterion, while 89 
items were similarly chosen for the girls. 
In order to test the validity of these scales, they were applied first 
to the tests from Ahich they had been derived in a preliminary "circular type 
of validation". Naturally, in this case the scales did differentiate be- 
tween the "change" and "stable" groups for both boys and girls. 
He then obtained a new sample of high school students who had taken the 
test twice with two to three years intervening between test and retest. 
Again, "change", "stable", and "doubtful" groups were formed. When applied 
to these new samples, McCoy's stability scale failed to satisfactorily dis- 
criminate between the "change" and "stable" groups for either males or fe- 
males. 
In this section, an attempt has been made to answer the second question 
which was proposed, namely, "Can interest stability or instability be pre- 
dicted?" Only a few attempts to devise a method of predicting stability 
have been made. Of these, the record is consistent. No adequate indicator 
of interest stability has been discovered. 
The argument that such a predictor is not needed because interests are, 
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for the most part, stable characteristics of individuals does not seem 
tenable. All studies of the prevalence of stable interests indicate that for 
a sizeable group of adolescents, interest measures are not sufficiently 
stable to warrant their serious use in vocational counseling. 
Just how big this group is must remain problematical for the moment, 
but the studies of Strong, Hoyt and McCoy suggest a minimum figure of 10 per 
cent and a maximum of near 60 per cent. Even if these students represent a 
minority of the population, they are of particular interest to the counselor 
because, for them, the procedure of using the Strong Vocational Interest Test 
as an aid in the resolution of their vocational and educational problem may 
not be a valid one. 
It is obvious that if some method were devised whereby these individuals 
could be identified at the time the test was given, the advantages to both 
the counselor and the counselee would be immeasurable. A successful scale 
for determining this has not yet been devised. 
This study was undertaken in an attempt to shed some light on this 
important problem. 
EXPERIMENTAL DESIGN 
Hypotheses 
Three hypotheses were proposed for this study. They were: 
1. A stable Strong Vocational Interest Profile (one that is 
reliable over time) will have a higher order of consistency than an unstable 
one. This consistency can be defined as: 
a. The relationship between the subscales that the individual 
has high scores on. 
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b. The relationship between the subscales that the individual 
has low scores on. 
c. The relationship between the subscales that the individual 
has high scores on and those subscales that the individual has low scores on. 
2. Consistency of response to a core of its will be related to 
profile stability. 
3. A count of the "likes" on the items that Strong has shown a 
characteristic increase in liking and decrease in disliking from age 15 to 
25 will produce a valid index of stability. 
The first hypothesis was suggested in personal correspondence by Dr. 
Seymour Levy. In more detailed form the reasoning behind this hypothesis is 
as follows. If an individual scores high on a given occupation, say Dentist, 
we know from Strong's table of intercorrelations that he could be expected 
to score high on certain other occupations (Physician, Artist, Architect) and 
low on others (Sales Manager, Real Estate Salesman). Now if an unexpected 
pattern occurs (high Dentist, low Physician, high Sales Manager) it seems 
reasonable to suppose that one explanation for this would be that the indivi- 
dual's interests are not really stable as yet. In a way, the hypothesis is 
that stability is related to consistency, and that over a period of time the 
individual simultaneously becomes more stable and more consistent in his 
interests. Although the point is not germane to the test of the hypothesis, 
it is assumed, theoretically, that a necessary condition for stability is 
consistency. Further, it is assumed that a meaningful measure of consistency 
can be obtained by determining whether an "expected" or an "unexpected" 
pattern of interests appears. 
In the case of the second hypothesis, it was felt that if a core interest 
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concept could be identified and if items pertaining to that particular con- 
. 
cept were analyzed, it would be found that a stable profile would be character- 
ized by consistent answers to these questions, whereas an unstable profile 
would not. In other words, for any particular core group of items, indivi- 
duals with stable interests will respond consistently, whether that response 
is "Like", "Indifferent", or "Dislike ". The second hypothesis is thus much 
like the first, except it is applied to the relationships among items instead 
of that among scales. 
The third hypothesis was suggested by Hoyt (17). Using Strong's finding 
that certain items show a characteristic increase in liking and a decrease in 
disliking from age 15 to 25, he proposed that a simple count of the Author of 
likes or dislikes among these items might provide an index of profile stabil- 
ity. The reasoning behind this hypothesis, of course, is that individuals 
with stable profiles would resemble Strong's older group in specific pre- 
ferences more closely than would individuals with unstable interests. 
Sample 
A total of 176 of the 181 students used by Stordahl (33) were chosen 
as the basic sample for this study. Five of the students were found to have 
z' scores of either a negative value or zero and they were eliminated in 
order to simplify computational problems. 
As was pointed out in the literature review, Stordahl administered the 
Strong test in 1951 to 181 sophomores at the University of Minnesota who had 
originally taken it as high school seniors in 1949. He computed coefficients 
of concordance for each individual's test and retest scores and arbitrarily 
divided the profiles into three groups of approximately equal size on the 
basis of their W values. 
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Those with coefficients of concordance of .906 to .977 were designated 
as the "high" stability group (N-60), those with values of .820 to .905 were 
designated as the "average" stability group (N-61), and those with values of 
.419 to .818 were designated as the "low" stability group (N-60). 
In 1953 Hoyt (17) administered the Strong for a third time to 121 of 
these students. For a part of the present study, 116 of these students con- 
stituted the sample. Again, five were eliminated in order to facilitate 
computations. 
Predictive Indices 
As noted earlier, the first hypothesis stated that profile stability was 
a function of: 
1. The extent to Which scales on which the individual scored high 
were intercorrelated. 
2. The extent to which scales on which the individual scored low 
on were intercorrelated, and 
3. The extent to which scales on which the individual scored high 
were correlated witht he scales on which he scored low. 
A modification of Levy's proposed method of testing these sub-hypotheses 
was used. First a form was prepared in which weights were assigned to every 
pair of occupations in accordance with the degree of intercorrelation between 
the scales. Table 8 gives the schedule of weights which was used. 
The form thus prepared is included in the Appendix. It will be noted 
that this form does not include the newer scales (Psychologist (Rev), Veter- 
inarian, Industrial Arts Teacher, Vocational Agriculture Teacher, Public 
Administrator, Senior CPA, Mortician, and Pharmacist) as no correlations for 
them were listed in Strong's table (37, Table 193, p. 716). 
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Table 8. Schedule of weights assigned and corresponding correlations. 
Wei t : Correlation Between Occu ational Scores 
4 
3 
2 
1 
0 
-1 
-2 
-3 
-4 
.80 and higher 
. 60 to .79 
. 40 to .59 
.20 to .39 
-.19 to -.19 
-.20 to -.39 
-.40 to -.59 
-.60 to -.79 
-.80 and higher 
Using this matrix of weights, indices designed to test sub-hypotheses a, 
b, and c (and thus hypothesis 1) were computed in the following manner: First 
the five highest and the five lowest scales were identified. The "Highs" 
index was computed by considering only the five highest scores. A total of 
10 values were obtained from the matrix described above, 1 for each of the 
10 possible comparisons within the 5 highest occupations. These values were 
summed to yield the "Highs" index. 
Similarly the "Lows" index was computed by considering only the five 
lowest scores. Again the 10 obtainable weights were summed to yield the 
"Lows" score. 
For the "Highs versus Lows" score, each high scale was compared, in- 
dividually, with all five low scales. Thus 25 scale values (1 for each of 
the 25 possible comparisons) were obtained. These values were then sunned 
to yield the "Highs versus Lows" score. An example of the scoring method 
follows: 
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Highest Scores 
Scores obtained in 1949 by Subject #64 
Lowest Scores 
1. Purchasing Agent 1. Minister 
2. Office Man 2. City School Superintendent 
3. Farmer 3. Personnel Director 
4. Math, Phys. Sci. Teacher 4. Osteopath 
5. Banker 5. Physician 
Computation of "Highs" Index 
Comparison Weight 
Computation of "Lows" Index 
Comparison Weight 
1 vs 2 3 1 vs 2 3 
1 vs 3 0 1 vs 3 2 
1 vs 4 0 1 vs 4 1 
1 vs 5 2 1 vs 5 0 
2 vs 3 0 2 vs 3 2 
2 vs 4 1 2 vs 4 0 
2 vs 5 3 2 vs 5 -1 
3 vs 4 3 3 vs 4 0 
3 vs 5 0 3 vs 5 -2 
4 vs 5 -1 4 vs 5 3 
Score: "Highs" 11 "Lows" 8 
Computation of 'Highs versus Lows" Index 
Comparison Weight 
High 1 vs Low 1 3 
High 1 vs Low 2 -1 
High 1 vs Low 3 0 
High 1 vs Low 4 -2 
High 1 vs Low 5 -2 
High 2 vs Low 1 0 
High 2 vs Low 2 0 
High 2 vs Low 3 2 
High 2 vs Low 4 -1 
High 2 vs Low 5 -3 
High 3 vs Low 1 -1 
High 3 vs Low 2 -2 
High 3 vs Low 3 -2 
High 3 vs Low 4 1 
High 3 vs Low 5 1 
High 4 vs Low 1 1 
High 4 vs Low 2 0 
High 4 vs Low 3 0 
High 4 vs Low 4 2 
High 4 vs Low 5 0 
High 5 vs Low 1 -1 
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High 5 vs Low 2 0 
High 5 vs Low 3 0 
High 5 vs Law 4 -2 
High 5 vs Law 5 -3 
Score: "Highs versus Lows" -10 
In testing the second hypothesis, namely that consistency of response 
to a core of items is related to profile stability, eight groups of items 
were selected for study. 
The basis of this selection was largely a commonsense one. The writer 
simply examined the occupational, school subject, amusement, and activity items 
on the Strong blank and arbitrarily classified as many of these items as seemed 
feasible into broad occupational activities. While it is recognized that the 
method employed may introduce a sizeable bias, the alternative would appear to 
be to simply forget about the hypothesis since the enormous task of item-inter- 
correlation, underlying a more empirical method, has not been undertaken. 
The classification scheme, together with the items selected, is shown 
in Table 9. 
For each individual, the response "Like", "Indifferent", or "Dislike" 
to each item within a core was tabulated, and the modal response for each 
core determined. Two scores were then obtained--the modal score and the 
deviation score. The deviation score was computed by giving a weight of one 
for each response adjacent to the modal response and a weight of two for each 
response two spaces from the modal response. Again an example may be clar- 
ifying. 
Area 
Subject #59 
Modal : Modal : Deviation 
Response Response : Score :. Score 
Computational L 
11-1-1. 1331- 11 
111 
L 8 9 
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Table 9. Classification of items. 
Core Group Related Items 
Computational: 16, 21, 22, 91, 101, 103, 105, 
107, 115, 120, 148, 219, 223, 
284, and 306. 
Sales: 8, 11, 54, 77, 81, 90, 95, 99, 
160, 197, 217, 245, and 287. 
Social Service Work: 
Biological Sciences: 
Aesthetic: 
Manual Worker : 
Supervisory: 
Clerical: 
7, 26, 28, 41, 42, 48, 70, 85, 
89, 100, 109, 133, 196, 197, 198, 
206, and 209. 
29, 49, 67, 83, 93, 106, 108, 
129, 130, 136, 162, and 192. 
5, 39, 43, 50, 71, 84, 104, 163, 
167, 193, 194, 286, and 305. 
13, 19, 36, 46, 68, 73, 94, 98, 
121, 132, 180, 186, 187, 188, 189, 
190, and 282. 
7, 17, 22, 33, 35, 38, 41, 42, 
58, 65, 70, 81, 88, 200, 206, 
207, 285, and 311. 
15, 16, 21, 31, 40, 57, 64, 74, 
78, 79, 105, 112, 214, 215, 223, 
and 312. 
In this case the mode is "L" and the number of "Liles" is eight; there- 
fore the modal score is eight. For the deviation score, each "Indifferent" 
response is weighted one (total - five) and each "Dislike" response is 
weighted two (total - four). These are summed for a total of nine which is 
the deviation score. 
This computation was done for each of the eight core groups of items. 
All eight scores were summed to yield the total modal and the total deviation 
score. These two "total" scores were used to test the second hypothesis. 
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The third hypothesis was that, using Strong's finding that certain items 
show a characteristic increase in liking and a decrease in disliking from age 
15 to 25, a simple count of the number of likes or dislikes among these items 
might provide a meaningful index of profile stability. 
For the purpose of testing this hypothesis, five parts of the Strong 
test were used, i.e., occupations, school subjects, amusements, activities, 
and possession of desirable traits. 
A scoring key was prepared for each of these fields as follows: 
Occupations - the number of dislikes indicated by each individual on 
items 1 through 100. ("Disliking" is more characteristic of 15 year olds 
than 25 year olds). 
School Subjects - the number of dislikes indicated by each individual 
on items 101 through 136. ("Disliking" is more characteristic of 15 year olds 
that 25 year olds). 
Amusements - the number of dislikes indicated by each individual on items 
135 through 185. ("Disliking" is more characteristic of 15 year olds than 
25 year olds). 
Activities - the number of dislikes indicated by each individual on 
items 186 through 233 ("Disliking" is more characteristic of 15 year olds 
that 25 year olds). 
Possession of Desirable Traits - on this scale there were 40 items. It 
was decided that six of these should be eliminated because they did not show 
the characteristic trend in liking or disliking noted above. The remaining 
34 items were then scored by counting the "Likes" expressed by each indivi- 
dual on items 361 through 400 (except for items 374, 377, 389, 397, 398, and 
400). These "Likes" were then subtracted from 34. This was necessary in 
order to arrive at a score vnich could be summed with the scores obtained 
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from the other parts. That is, on this part, the characteristic change from 
age 15 to 25 is from "Like" to "Indifferent" or "Dislike", whereas on the 
other parts the characteristic change is from "Dislike" to "Indifferent" or 
"Like". By subtracting the "Likes" from 34 (the number of items considered), 
a score was obtained which corresponded with those on the other parts and 
could be summed with them. 
Scores thus obtained on these five parts were summed to yield the 
similarity score for each individual by which the third hypothesis was to be 
tested. 
Table 10 has been prepared as a summary of the various proposed indices 
together with their computational method. The appendix includes copies of 
various forms used in making computations. These forms may provide addi- 
tional clarification of the measurement procedures. 
Table 10. Summary of predictive indices. 
Index : Abbreviation : Computational Method 
"Highs" X1 
"Lows" 2.2 
"Highs vs Lows" X3 
Modal 4 
Deviation X5 
Similarity X6 
Comparison of five highest scores with 
each oth er . 
Comparison of five lowest scores with each 
other. 
Comparison of each of the five highest 
scores with each of the five lowest scores. 
Number of modal responses to a homogeneous 
group of items. 
Variability from modal response to a homo- 
geneous group of items. 
Degree of similarity of response to typical 
responses of 15 year olds. 
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Criteria 
Two criterion measures were employed. The first was a measure of 
stability between 1949 and 1951 testings, while the second covered the longer 
time period, 1949 to 1953. In both instances, the measure of stability 
employed was the rank order correlation (rho) between the two profiles (con- 
verted by the z' transformation. The validity of this measure has been 
established by Hoyt (17). 
Method 
Two methods of testing the hypotheses were used. First, scores on each 
of the predictive variables were correlated with both criterion measures. In 
addition, intercorrelations were computed as a matter of general interest and 
in order to compute multiple correlations between any combination of promising 
predictors. 
Second, means and standard deviations for the three groups of students on 
each of the indices were computed, and tests of significance of the differences 
were made. These groups were defined by Stordahl, as noted above, on the 
basis of the rank order correlation between their 1949 and 1951 profiles, and 
were denoted as "High", "Average", and "Low" stability groups. 
RESULTS AND DISCUSSION 
Correlational Analysis 
The major hypotheses were first tested by means of correlational analyses. 
As noted earlier, two criteria were employed: (a) interest stability over 
the two-year period, 1949 to 1951, measured by the z' equivalent of the rank 
order correlation for 44 occupations; and (b) interest stability over the 
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four-year period, 1949 to 1953, measured by an identical method. These two 
criteria will be referred to as Y1 and 1.2 respectively in the succeeding 
discussion. 
To review briefly the preceding section, the first hypothesis was that 
interest stability was related to the consistency of the individual's pattern 
of scores. Sub-hypothesis (a) stated that interest stability was related to 
the inter-relationships among the individual's five highest scores. The Xi 
index was correlated with Y1 and Y2 as a test of this hypothesis. Sub- 
hypothesis (b) stated that interest stability was related to the inter- 
relationships among the individual's five lowest scores. The correlation of 
X2 with Yi and Y2 provided the test of this hypothesis. Sub-hypothesis (c) 
stated that interest stability was related to the inter-relationships among 
the individual's five highest and five lowest scores. For a test of this 
hypothesis, the correlation of X3 with Y, and Y2 was computed. 
The second major hypothesis was that interest stability was related to 
item consistency. Two measures of item consistency, X4 and X5, were cor- 
related with Yl and Y2 to provide a statistical test of this hypothesis. 
Finally, the third hypothesis stated that interest stability was 
related to the similarity in item responses to 25-year olds as opposed to 
15-year olds. Statistically, a test of this hypothesis was provided by 
correlating X6 with Y1 and Y2. 
Table 11 presents the complete inter-correlation matrix for Yl and the 
six predictive indices. 
The essential tests of the three major hypotheses with regard to Yl are 
found in the first line of this table. Other correlations are presented as a 
matter of general interest; they were used in computing multiple correlations. 
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Table 11. Intercorrelations between predictive indices and criterion measure 
using 176 subjects. 
Xi X 
2 
X 
3 X4 X6 6 
Y1 
.243** .202** -.328*** .090r3s 
-.152* -.030ns 
X 
1 
.174* -.413 
*** 
.061ns -.142ns .030ns 
X2 -.453 
*** 
.160* -.069ns .154 
* 
X 
3 
-.100ns .038ns -.059ns 
X4 -.043n8 .150 
* 
X 
5 
X 
6 
.117n8 
ns - Not significant 
* Significant at .05 level. 
** Significant at .01 level. 
*** Significant at .001 level. 
Clearly, from this table, the first hypothesis was substantiated. Al- 
though the correlations were not of a startling magnitude, they did indicate 
that there is less than 1 chance in 100 that the "true r" is zero. Further- 
_ 
more, the correlation of X1, X2, and X3 with Yi are all in the expected 
direction. It appears safe to conclude that there was statistical support 
for each of the sub-hypotheses as well as for the more general major hypo- 
thesis. 
Regarding the second major hypothesis, the statistical test is less con- 
clusive. One index, X5, was correlated significantly with Y1, but only at 
the .05 level of probability. In the case of X4, the correlation was not 
significantly different from zero. As far as the direction of the cor- 
relation goes, X4 was expected to correlate possitively while X5 was ex- 
pected to correlate negatively with the criterion. Although these expecta- 
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tions were fulfilled, the magnitude of the obtained r's is so unimpressive 
as to lead to the general conclusion that the second hypothesis was not 
substantiated. 
There would appear to be little doubt regarding the third hypothesis. 
The correlation of -.030 between X6 and Y1 must be interpreted as a rejection 
of this hypothesis. The "similarity" scores obtained in this manner appar- 
ently have no more predictive value than did the similarity scores (Interest 
Maturity) utilized by Stordahl. 
In Table 12 the three major hypotheses are tested against the Y2 cri- 
terion. Only those intercorrelations involving indices which had some pre- 
dictive power are included in this table. 
Table 12. Partial intereorrelations between predictive indices and criterion 
measure using 116 subjects. 
X2 X5 X4 X5 X6 
Y2 .202** .243 
** 
-.373 
*** 
.093" -.100ns .036" 
Xi .230** -.525 
*** 
-- 
-- 
-_, 
X 2 -.472 
*** 
-- -- 
X3 
ns Not Significant. 
* Significant at .05 level. 
** Significant at .01 level. 
*** Significant at .001 level. 
Table 12 provides roughly the same answer as did Table 11. Again the 
X1, X2 and X3 indices correlated significantly with the criterion and thus 
offered confirmation of the first hypothesis. These data appear more clearly 
to substantiate the earlier conclusion regarding the second hypothesis, namely 
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that it was not supported. Again X6 was unrelated to the criterion leading 
to a rejection of the final hypothesis. 
A perusal of Tables 11 and 12 leads to certain other observations. In- 
dices X1 and X2 predicted interest stability about equally well, whereas X3 
had a higher correlation with the criteria. In addition, Y2 was predicted 
equally well as Y1 by X1 and 112. In the case of X3, Y2 was actually pre- 
dicted better than Y1. This maybe significant, inasmuch as the Y2 index 
was probably a more accurate measure of interest stability than was Y1. That 
is, Y2 represented the stability of profiles obtained during the senior year 
in high school and the senior year in college; Y1 represented the stability 
obtained between the high school senior and the college sophomore profiles. 
It seems likely that the college senior profile represented the "final" in- 
terests of the subject better than the college sophomore profile did. If 
such was the case, Y2 obviously would be a better criterion than Yl. 
Aside from the correlations with the criteria, the intercorrelations 
among the various "X" variables were of interest. In considering X4, X5, and 
X6, these correlations were, with two exceptions not statistically different 
from zero. The highest, .160 between X2 and X4 was significant at the 5 per 
cent level; but in the practical sense, these variables, too, must be con- 
sidered to be relatively independent. 
On the other hand, X1, X2, and X3 are significantly intercorrelated. 
The relationships tended to be slightly higher when the 116 subjects tested 
in 1953 were used than when the entire sample of 176 tested in 1951 were 
used. Although all of these intercorrelations were statistically signifi- 
cant, they were all relatively low. In fact, the highest was only - .525 
(for X1 and X3 using 116 subjects). This suggested that a judicious comr 
bination of X 
1, 
X2, and X 
3 
might lead to a considerably improved prediction 
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of Yl and Y2. 
To investigate this possibility, multiple correlations between X1, X2, 
and X3 on one hand, and Yl and Y2 on the other, were computed. The resultant 
R's, .354 and .380 for Yl and Y2 respectively, were not a significant im, 
proveuent over the zero order is obtained between X3 and the criteria (-.328 
and -.373). In other words, the X1 and X2 indices did not add any independent 
information, not available from X3 about the two criteria. 
In summary, the results of the correlational analyses provided confir- 
mation for one hypothesis, but no support for the other two. Specifically, 
the hypothesis pertaining to consistency of occupational scores, and its 
three sub-hypotheses, were confirmed by the data. The hypotheses pertaining 
to consistency of item response and similarity of item response were not sub- 
stantiated. 
None of the variables found to have statistically significant correla- 
tions with the criteria could be said to have practical significance. That 
is, the correlations were all of such a magnitude that little could be in- 
ferred about the probable interest stability for any given individual from 
consideration of his Xl, X2, or X3 scores. Furthermore, the optimal com- 
bination of these variables did not significantly improve their predictive 
capacity. 
Mean Scores 
In the interest of clarification, it is worthwhile to consider a second 
method of testing the three hypotheses. In this method the sample was sub- 
divided into three stability groups - "High", "Average", and "Low"--using 
Stordahl's criterion. Mean scores on each index for these three groups were 
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then computed, and a t test run between the "High" and "Low" groups. 
For the 176 students who were retested as college sophomores there were 
60, 61, and 55 in the "High", "Average", and "Low" group respectively. Of 
these, there were 39, 39, and 38, respectively, who were retested as college 
seniors. Computations were done for both sets of these three groups on each 
index. 
In Table 13, the results of these computations for X1 are presented. 
Table 13. Scores on the X1 index for groups with varying degrees of interest 
stability over two and four-year periods. 
Stability Group: Interval : N Mean : Standard Deviation 
2-year 60 19.35 9.33 
High 4-year 39 21.00 9.27 
2-year 61. 16.38 9.41 
Average 4-year 39 17.20 9.53. 
2-year 55 15.15 9.41 
Low 4-year 38 16.29 9.28 
The mean scores obtained by the High and Low groups are significantly 
different (P<.02) for both the two-year and the four-year intervals. As in 
the correlational analysis, sub-hypothesis (a) was substantiated. 
Three incidental observations from Table 13 seem worthy of note. First 
of all, the variability in X1 scores among the groups and across time-intervals 
was highly uniform. Secondly, the Average group obtained a mean score in 
between that of the High and Low groups, but appeared much closer to the 
latter than to the former. Thirdly, mean scores for the four-year interval 
groups were uniformly higher than for the two-year groups. These observa- 
tions will be commented on at greater length later on in this report. 
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Table 14 provides similar data regarding the X2 index. 
Table 14. Scores on the X index for groups with varying degrees of interest 
stability over two and four-year periods. 
Stability Group : Interval : N Mean : Standard Deviation 
2-year 60 16.45 8.80 
High 4-year 39 17.95 8.59 
2-year 61 13.30 8.55 
Average 4-year 39 12.77 8.03 
2-year 55 13.42 9.86 
Low 4-year 38 13.92 10.10 
Here, as in the case of the Xi index, the mean scores obtained by the 
High and Low groups are significantly different (P < .05) for both the two- 
year and the four-year intervals. Nihile the level of confidence is not as 
high as in the case of the Xi index, it is adequate to offer statistical 
support for sub-hypothesis (b). 
Once again, several incidental observations seem worthy of note. First 
of all, the variability in X2 scores was fairly uniform across time intervals 
and among groups. The Low group was insignificantly more variable than the 
other two groups for both time intervals. The mean score of the Average 
group was below that of the other groups, although again it was quite similar 
to that of the Lows. Finally, the mean scores for the four-year interval 
tended to be slightly higher than for the two-year interval. 
Table 15 provides the same data for the X3 index. 
Mean scores obtained by the High and Low groups are significantly dif- 
ferent (P<.01) for both the two-year and the four-year intervals. This, as 
in the case of the correlational analysis, substantiated sub-hypothesis (c). 
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Table 15. Scores on the X index for groups with varying degrees of interest 
stability over two and four-year periods. 
Stability Group : Interval : N : Mean Standard Deviation 
2-year 60 -27.43 
High 4-year 39 
-31.64 
2-year 61 -17.56 
Average 4-year 39 
-17.41 
2-year 55 -16.77 
Low 4-year 38 
-16.21 
19.13 
16.35 
16.33 
15.49 
14.94 
16.37 
The magnitude of the difference between mean scores makes this finding 
more impressive than the findings for Xi and X2. While variability of the 
X 
3 
scores among groups for the four-year interval was uniform, the Highs were 
significantly more variable than the Lows for the two-year interval. This 
necessitated the substitution of the Behrens-Fisher d test (19) for the more 
usual t test of the significance of the difference in mean scores. The mean 
score of the Average groups fell in between those of the High and Low groups 
but again are much closer to the latter than to the former. Finally mean 
scores for the four-year interval groups tended to be slightly higher than 
for the two-year groups. This was a function entirely of the High group, 
however. 
It will be noticed in the observations concerning all three of these 
indices that the mean scores of the Average group were closer to the Low 
group than to the High group. This suggests that either a clear cut dis- 
tinction cannot be made between those with Average stability and those with 
Low stability or that the predictive indices bear a curvilinear, rather than 
a rectilinear, relationship to the criteria. At any rate, the predictive 
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indices did not appear to be equally valid throughout the entire stability 
range. 
With one exception, the variability of the scores among groups and across 
time-intervals was fairly uniform. In the case of the exception (the Highs 
were more variable than the Lows on X 
3 
for the two-year interval), the dif- 
ferential variability washed out for the four-year interval. 
Mean differences between the High and Low groups varied from about one- 
third of a standard deviation to almost one full standard deviation. These 
differences were most marked for the X 
3 
index, and least impressive in the 
case of X2. 
Mean scores for the four-year interval appeared to be slightly higher 
than for the two-year interval. This seemed to be due primarily to trends 
within the High's group. Here again no definite pattern was apparent in the 
case of the Average or Low groups. It would seem, on the basis of these 
observations, that these scales were sufficiently sensitive to distinguish 
between High groups and Low groups. On the other hand, they were not sen- 
sitive enough to discriminate between Average and Low groups. Whether this 
finding reflects a defect in the scales or in the definition of the criterion 
groups cannot be answered at this time. 
In brief summary of these results, the first hypothesis, and its three 
sub-hypotheses, were confirmed statistically. The X3 index provided a better 
differentiation between High and Low groups than did either the Xi or X2 
indices. None of the scales adequately differentiated the Average and Low 
groups. 
The second hypothesis was tested in the same manner, using indices X4 
and X5. Tables 16 and 17 give the results of these computations. 
Table 16. Scores on the X,1 index for groups with varying degrees of interest 
stability over two-and four-year periods. 
Stability Group : Interval : N Mean Standard Deviation. 
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2-year 60 73.42 
High 4-year 39 73.28 
2-year 61 67.80 
Average 4-year 39 67.13 
2-year 55 70.09 
Low 4-year 38 72.00 
9.30 
8.10 
9.43 
11.02 
8.93 
9.19 
Table 17. Scores on the X index for groups with varying degrees of interest 
stability over iwo- and four-year periods. 
Stability Group : Interval N : Mean Standard Deviation 
2-year 60 57.13 
High 4-year 39 57.87 
2-year 61 61.57 
Average 4-year 39 61.95 
2-year 55 62.15 
Low 4-year 38 59.52 
14.31 
13.15 
12.07 
13.33 
14.37 
14.55 
On both indices, the mean scores obtained by the High and the Low groups 
are not significantly different for either the two-year or the four-year 
interval. As in the correlational analysis the second hypothesis was not 
substantiated. Again an academic question regarding the significance of 
X5 was raised. As noted in Table 17, for the two-year interval the mean 
scores do array themselves properly from the High group to the Low group. 
The mean difference approached the 5 per cent level of statistical signif i- 
cance. However, this slight trend was obliterated in the four-year group. 
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Thus the general conclusion was that the second hypothesis could not be sus- 
tained. 
Table 18 provides similar data regarding the X6 index used in testing 
the final hypothesis. 
Table 18. Scores on the X6 index for groups with varying degrees of interest 
stability over two- and four-year periods. 
Stability Group: Interval : N : Mean : Standard Deviation 
2-year 60 92.03 37.05 
High 4-year 39 94.00 38.58 
2-year 61 88.89 28.05 
Average 4-year 39 91.08 25.58 
2-year 55 93.47 35.87 
Low 4-year 38 94.45 38.76 
Mean scores obtained by the High and Low groups were not significantly 
different for either the two-year or the four-year intervals. Neither did 
the Average group score in between the two extreme groups. Thus, as in the 
case of the correlational analysis, the third hypothesis was not supported. 
Inasmuch as these results confirmed those obtained by correlational 
analysis, it was concluded that the second and third hypotheses were not 
tenable. The X4, X5, and X6 indices showed so little promise as predictors 
of interest stability that they were omitted from further analysis. 
In brief summary, the results of correlational analyses and comparison 
of the means of High and Low groups confirmed the first hypothesis but did 
not substantiate the other two. Specifically the hypothesis pertaining to 
consistency of occupational scores was confirmed by the data. The hypotheses 
pertaining to consistency of item response and similarity of item response 
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were not substantiated. In view of these results, indices X4, X5, and X6 
were eliminated from further analysis. 
Side Issues 
Although not germane to the major purpose of this investigation, namely 
the testing of the three major hypotheses, some further analysis of the XI, 
X 2, and X 3 indices and the criterion groups seemed appropriate in order to 
shed some light on certain side issues. Four such issues were investigated: 
(a) the relationship of these indices to college persistence; (b) the de- 
finition of the four-year interval criterion groups; (c) the practical meaning 
of the results reported above; and (d) changes in these indices over time. 
College Persistence. No known theory of interests has postulated college 
persistence of Yet it occurred to the 
writer that in some cases, discouragement over not being able to "find" one's 
interests might well lead to withdrawal from college for a time. Some of the 
data at hand could provide for a tentative exploration of this question. 
It will be recalled that Hoyt tested only 116 of the 176 students in 
Stordahlts group. The group of 60 not tested was made up of 40 drop 
-outs 
and 20 who could not be persuaded to take the Strong in 1953. It was im- 
possible, however, to identify which were drop-outs and which were "non- 
cooperators", so the entire group of 60 was labeled a "drop-out" group. The 
remaining 116 were labeled the "persistent" group. 
Means and standard deviations were computed for both groups on indices 
X1, X2, and X3. Table 19 shows the results of these computations. 
For all three indices, the persisters obtained higher mean scores than 
the drop-outs. However the difference in means was significant only in the 
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Table 19. Scores on three indices of interest stability for college 
"persisters" and college "drop-outs". 
Index 
"Persisters" 
N = 116 
s "Drop-outs" 
N = 60 
Mean 18.18 14.73 
X 
1 s.d. 9.50 9.51 
Mean 14.89 13.48 
X 
2 
s.d. 9.13 9.24 
Mean 
-21.80 -20.70 
X 3 s.d. 17.42 17.94 
case of the X1 index (P< .02). The results tended to confirm the hypothesis, 
but further studies with better defined criterion groups are needed before 
definite conclusions can be reached. 
Definition of Stability Groups. It will be recalled that the three 
stability groups over a four-year period were defined in terms of two-year 
interval stability scores. That is, the Highs were simply those students 
from the two-year High group who had been retested in 1953. 
The adequacy of this definition depends upon how well two- and four- 
year stability figures agree with each other. On the assumption that there 
would be enough disagreement to affect the mean scores of the groups, new 
High, Average, and Low groups were defined on the basis of the rank order 
correlation between 1949 and 1953 profiles. 
For this purpose, Hoyt's (17) findings were used. It will be recalled 
that when the rho between profiles was .75 or higher there was no major 
change in the interpretation of the profile; but when the profile rho was 
.65 or less, major changes were apparent. On the basis of this finding, 
those with a rho of .75 or higher were included in the High group; those 
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with a rho of .65 or less were included in the Low group; and profiles with 
rhos between these figures were included in the Average group. 
Means and standard deviations were computed for each of these stability 
groups on indices X1, X2, and X3. Comparisons were made with the results 
obtained using Stordahl's defined groups. 
In Table 20 the results of these computations for Xi are presented. 
Table 20. Comparison of scores on the X' index obtained by interest stability 
groups defined by two different methods. 
Stability Group : Defined by : N : Mean : Standard Deviation 
Stordahl 39 21.00 9.27 
High Smith 42 19.88 8.53 
Stordahl 39 17.21 9.51 
Average Smith 36 20.14 8.82 
Stordahl 38 16.29 9.27 
Low Smith 38 14.71 10.21 
By inspection, the two methods of defining stability groups led to the 
same general results. Curiously, the revised definition resulted in an in- 
significantly higher mean score for the Average group than for the High group. 
With Stordahl's definition, Average and Low groups tended to score alike. 
Aside from this, the results appeared quite similar for both sets of cri- 
terion groups. It might be pointed out, however, that in the differences 
of the means of the Highs and Lows, Stordahl's figures were significant at 
the .02 level whereas this investigator's were significant at the .01 level. 
Table 21 presents similar data for the X2 index. 
Once more there were no significant differences between the means of the 
groups as defined by Stordahl and the means of the groups defined by Smith. 
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Table 21. Comparison of scores on the X2 index obtained by interest 
stability groups defined by two different methods. 
Stability Group : Defined by : N Mean Standard Deviation 
Stordahl 39 17.95 
High Smith 42 18.22 
Stordahl 39 13.30 
Average Smith 36 13.39 
Stordahl 38 13.42 
Low Smith 38 13.03 
8.59 
9.02 
8.55 
7.89 
9.86 
9.71 
The differentiation does appear to be a little sharper for the new criterion 
groups than for Stordahlts. This impression was confirmed by a difference 
in the significance levels--.05 for Stordahlts groups and .01 for Smith's. 
Table 22 presents the data which were obtained for the X3 index. 
Table 22. Comparison of scores on the X3 index obtained by interest stability 
groups defined by two different methods. 
Stability Group : Defined by : N Mean : Standard Deviation 
Stordahl 39 -31.64 16.35 
High Smith 42 -29.10 16.78 
Stordahl 39 -17.41 15.49 
Average Smith 36 
-21.56 15.41 
Stordahl 38 -16.21 16.37 
Low Smith 38 -15.08 16.67 
Here, as in the case of the other indices, the differences between the 
means of the groups as defined by Stordahl and Smith were insignificant. The 
differences in the means of the Highs and Lows for both sets were significant 
well beyond the .01 level. The Average group was somewhat better behaved for 
Smith than for Stordahi. By Smith's definition, the mean for this group 
almost splits the difference between the Highs and the Lows. As was pointed 
out earlier, Stordahl's Average group scored a good deal like his Lows. 
All in all, there were only very slight differences in the mean scores 
of the two sets of criterion groups. The more exacting and current defini- 
tion used by this investigator appeared to have a slight advantage over 
Stordahl's in terms of the sharpness with which the groups could be dis- 
tinguished on the three criteria. 
Practicality.. Throughout this section, references have been made to the 
fact that while the results obtained with X1, 12, and X3 were statistically 
significant, there did not appear to be a correspondingly high degree of 
practical significance. This point is herein examined more fully. 
For this purpose, computations of the per cent of overlap have been 
made. Two sets of over-lap figures were obtained--(1) the per cent of the 
High group who reached or fell below the mean of the Low group; and (2) the 
per cent of the Low group who reached or exceeded the mean of the High group. 
Separate computations were made for Stordahl's two- and four-year groups 
and Smith's four-year group. 
Table 23 presents the results obtained for the High groups on the 
three indices of stability. Several generalizations are apparent. 
1. Most importantly, there was a good deal of overlap present on each 
index regardless of how the High group is defined. The most impressive 
figure, 17.9 per cent, still indicates that nearly 1 of 5 in the High group 
scores at or below the mean of the Low group. This margin of error is too 
high to permit serious use of these indices with individual students. 
2. Of the three indices, X2 consistently misclassified a greater num- 
ber of students than did either Xi or X3. As in other comparisons, X3 was 
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the most valid index. 
3. There were slightly fewer misclassifications over the four-year 
interval than over the two-year interval. This trend was more evident for 
X1 and X2 than for X3. 
Table 23. Per cent of the high stability group who reach or fall below the 
mean score of the low stability group on three indices of 
interest stability. 
Index Interval t Defined by : Per cent 
2-year Stordahl 28.3 
X 
1 
4-year 
4-year 
Stordahl 
Smith 
25.6 
21.4 
2-year Stordahl 43.3 
X2 4-year Stordahl 36.4 
4-year Smith 35.7 
2-year Stordahl 23.3 
X 
3 
4-year Stordahl 17.9 
4-year Smith 23.8 
Table 24 presents similar data for the Low stability group. 
With one exception, the generalizations from Table 23 held true here. 
In this instance, X2 appeared slightly more valid than X1. Again 1.3 made 
the fewest misclassifications. 
Changes with Time in the Predictive Indices. One final analysis of the 
stability scales was made. This was based on the fact that interests tend 
to become more stable over time. It seemed to be a logical hypothesis that 
indices for predicting stability should become higher (predict more stability) 
on successive testings. To test this hypothesis a comparison was made of the 
mean scores obtained on X1, X2, and X3at two different testing times--1949 and 
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Table 24. Per cent of the low stability group who reach or exceed the mean 
score of the high stability group on three indices of interest 
stability. 
Index Interval Defined by Per cent 
2-year Stordahi 36.4 
X' 4-year Stordahi 31.6 
4-year Smith 34.2 
2-year Stordahi 35.9 
X2 4-year Stordahi 31.6 
4-year Smith 28.9 
2-year Stordahi 27.3 
X 3 4-year Stordahi 21.1 
4-year Smith 23.7 
1951. Means and standard deviations were computed for each of the stability 
groups, and for the total group, at each testing time for the three indices 
of stability. 
Table 25 shows the results obtained for the X 1 index. 
Table 25. Comparison of scores on the X1 index of interest stability 
obtained by three stability groups at two different testing times. 
Stability Group : N 
Testing Period 
1949 1951 
Mean : s.d. Mean s.d. 
High 60 19.35 9.33 20.52 7.11 
Average 61 16.38 9.41 16.97 8.45 
Low 55 15.15 9.41 14.04 8.29 
Total 176 17.01 9.58 17.26 8.34 
There were no significant differences between 1949 and 1951 mean scores 
for any of the groups or for the total group. With the exception of the 
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Low stability group, trends in the direction predicted by the hypothesis were 
apparent; but the differences were too slight to be of statistical signifi- 
cance. 
Table 26 presents similar data for the X2 index. 
Table 26. Comparison of scores on the X2 index of interest stability 
obtained by three stability groups at two different testing times. 
Stability Group 
Testing Period 
: N : 1949 1951 
: Mean : s.d. : Mean : s.d. 
High 60 16.45 8.80 18.13 7.76 
Average 61 13.30 8.55 17.03 9.09 
Low 55 13.42 9.86 14.71 9.49 
Total 176 14.41 9.13 16.68 8.85 
In this instance all of the group means did change in the direction 
expected. The differences were significant only in the case of the Average 
group and for the total group. Thus the data for X2 provided some support 
to the hypothesis. 
In Table 27 the data obtained for the X3 index are presented. 
Table 27. Comparison of scores on the X3 index of interest stability by 
three stability groups at two different testing times. 
Stability Group 
: 
: N 
Testing Period 
1949 : 1951 
Mean : s.d. : Mean : s.d. 
High 60 -27.43 19.13 -36.35 16.12 
Average 61 -17.56 16.33 -28.95 14.53 
Low 55 -16.77 14.94 -24.56 16.08 
Total 176 -21.71 17.53 -30.10 16.23 
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For all three stability groups, and for the total, the differences 
between 1949 and 1951 means were significant well beyond the .01 level. 
The most valid index, X3, thus offered the most convincing support for the 
hypothesis. 
Taking the results from all three scales into account, it seems fair to 
generalize by saying the expected increase in the predictive indices did 
occur, although it was slight except in the case of X3. 
SUMMARY, CONCLUSIONS AND IMPLICATIONS 
Summary 
This study investigated three major hypotheses concerning the pre- 
diction of the stability of vocational interests as measured by the Strong 
Vocational Interest Test. These hypotheses were: 
1. A stable Strong Vocational Interest Profile (one that is reliable 
over time) will show a higher order of consistency among its scales than an 
unstable one. Three specific sub-hypotheses were derived from this. 
a. The relationships among the five highest occupational scores 
will be of a higher order for stable profiles than for unstable ones. 
b. The relationships among the five logest occupational scores 
will be of a higher order for stable profiles than for unstable ones. 
c. The relationships among the five highest scores, on one hand, 
and the five lowest, on the other, will be of a greater negative magnitude 
for stable profiles than for unstable ones. 
2. Consistency of response to a core of similar items will be related 
to profile stability. 
3. Similarity in item response to 25-year olds as opposed to 15-year 
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olds will be more characteristic of stable profiles than of unstable ones. 
The sample used for this study was 176 of the 181 students used by 
Stordahl (33). These students were originally tested on the Strong in 1949 
as high school seniors. Stordahl retested them in 1951 as college sophomores. 
For a portion of the experiment, 116 of these students who were tested for a 
third time in 1953 by Hoyt composed the sample. 
Two criteria were employed. The first was the z' equivalent of the 
rank order correlation between 1949 and 1951 profiles. The second was the 
same measure applied to 1949 and 1953 profiles. Earlier work had established 
the index as a valid indicator of interest stability. 
Six predictive indices were devised on the basis of the hypotheses. 
Statistical tests of these hypotheses were made by two methods: 
1. Correlational analysis. 
2. Analysis of mean score differences. 
In the correlational analysis, each of the six predictive indices was 
correlated with both criteria. For the second method of testing the hy- 
potheses (analysis of mean score differences), groups of "High", "Average", 
and "Low" stability were defined on the basis of z' scores. Means and 
standard deviations for each of the three groups on each of the six indices 
were computed, and t tests of the significance of the difference between the 
means of the "High" and "Low" groups were run. 
Conclusions 
Within the limits of the sample used and with the reservations noted 
under "Implications", the following conclusions seem warranted: 
1. The first hypothesis was supported. A statistically significant 
58 
relationship was established between each of the three predictive indices and 
both criteria. This conclusion held true regardless of the method used to 
test the hypothesis. 
2. Despite the general confirmation of the first hypothesis, the mag- 
nitude of the relationship between the predictive indices and the criteria 
was unimpressive. Coefficients of correlation varied from .20 to .37. 
Overlap varied from 18 per cent to 43 per cent. 
3. Of the indices, the one designed to test sub-hypothesis (c) was 
consistently more closely related to the criteria than either of the other 
two. 
4. Optimally combining the three predictive variables through the 
multiple correlation method did not substantially increase their relation- 
ship to the criteria. 
5. Stability over a 4-year period was predicted slightly more accurately 
than stability over a 2-year period. 
6. The second hypothesis was largely unsubstantiated by the data. In 
general, the trend of the results was in line with the hypothesis, but 
statistical significance (and practical significance) was lacking. 
7. No support was found for the third hypothesis. Similarity in 
response to 25-year olds as opposed to 15-year olds apparently had no more 
significance for interest stability in this case than it did in the case of 
Strong's Interest Maturity scale. 
In addition to the seven conclusions listed above, certain conclusions 
regarding the three predictive indices used to test the first hypothesis 
were apparent. 
8. These indices were insignificantly more closely related to interest 
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stability over a 4-year period when various stability groups were defined by 
an exacting criterion than when they were defined by the degree of stability 
over a 2-year period. 
9. There was a tendency for college "persisters" to score higher on 
these indices than for college "drop-outs". Statistical significance was 
apparent for only one of the three indices, however. This finding is very 
tentative for lack of a pure "drop-out" group. 
10. Scores on the three predictive indices were higher in 1951 than in 
1949. This was a statistically reliable trend for only the second and third 
index. Inasmuch as interests do tend toward stability with increasing age, 
this finding offered additional indirect support to the first hypothesis. 
Implications 
In general, the results of this investigation were gratifying. For the 
first time, indices which will predict the stability of Strong patterns 
significantly better than chance have been derived. 
On the other hand, much work remains to be done before research can 
provide counselors with a measure of probable interest stability which will 
have meaning in individual cases. The difference between statistical and 
practical significance cannot be overlooked. 
What directions might future research take to close the gap between 
available measures and counseling requirements? Several suggestions might 
be rade on the basis of this investigation. 
1. The indices used in testing the first hypothesis might well be 
improved if the complete table of intercorrelations for Strong's scales were 
available. Strong's table omitted data on the revised psychologist key, the 
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4. Again on a commonsense basis, it seems logical to suppose that 
item familiarity would be related to stability. A large number of Strong 
items are outside the range of the average college freshman's experience. 
Many are probably not even in his vocabulary. It would seem to be a simple, 
yet potentially productive, matter to construct a scale of item familiarity 
and relate the results to stability scores. 
5. Insofar as interests are a function of experience, then the breadth 
of experience should be correlated with interest stability. It might be 
hypothesized that experience functions as a source of information to the 
individual about himself. By experiences, he learns that he likes this but 
dislikes that. Without experience, he has only tentative opinions easily 
modified as experiences are made available. 
It would seem appropriate to test this type of reasoning by relating 
some measure of "breadth and/or intensity of experiences" to interest 
stability. 
6. The above suggestions involve either statistical refinements or 
commonsense deductions. It would be much more desirable if suggestions 
could be made on the basis of sound knowledge of the determinants of in- 
terests. Such knowledge is unfortunately absent at the present time. This 
is probably a joint function of the elusive character of interests, the 
immensity of the empirical research task, and the lack of a systematic, 
coherent theory of interests. Whatever the causes, the lack of this basic 
knowledge will probably preclude the possibility of building a highly valid 
predictor of interest stability. 
A noteworthy suggestion of Darley and Hagenah (6) in this connection 
bears repetition here. An intensive clinical study of individuals whose 
interests have been shown to be highly stable or highly unstable may prove 
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productive of hypotheses regarding interest stability. Such a study might 
investigate, at least tentatively, numerous developmental factors-family 
background, hobbies, work and school experiences, friendship patterns--as 
well as outcomes of these factors -- personality needs, general and specific 
attitudes and beliefs, interpersonal patterns. A wealth of hypotheses would 
almost certainly result from an investigation of this type. 
In passing, it should be noted that the long-range study of Leona Tyler 
(52) can be expected to increase the basic information about the development 
of interests immeasurably, although it will be a number of years before these 
findings will be available. 
These suggestions obviously do not exhaust the possibilities. They 
represent the biases of the investigator, and are limited by his lack of 
knowledge and blind spots. If they serve to stimulate a single research 
in the general area of interest development or interest stability, this 
investigation will have fulfilled an important function. 
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School Subjects 
Amusements 
Activities 
Possession of 
Desirable Traits 
------, 
TOTALS 
SIMILARITY SCORE 
Dislikes plus Likes 
from 34 
Form 5. Summary of computations. 
N41 
1-2 
Hi 
CASE NO. 
Z' 1-3 
Lo Hi vs Le 
Modal Score Deviation Score 
Similarity Score (25 year olds) 
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This study investigated three major hypotheses concerning the pre- 
diction of the stability of vocatioral interests as measured by the Strong 
Vocational Interest Test. These hypotheses were: 
1. A stable Strong. Vocational Interest Profile (one that is reliable 
over time) will show a higher order of consistency among its scales than an 
unstable one. Three specifio sub-hypotheses were derived from this. 
a. The relationships among the five highest occupational scores 
will be of a higher order for stable profiles than for unstable ones. 
b. The relationships among the five lowest occupational scores 
will be of a higher order for stable profiles than for unstable ones. 
c. The relationships among the five highest scores, on one hand, 
and the five lowest, on the other, will be of a greater negative magnitude 
for stable profiles than for unstable ones. 
2. Consistency of response to a core of similar items will be related 
to profile stability. 
3. Similarity in item response to 25-year olds as opposed to 15-year 
olds will be more characteristic of stable profiles than of unstable ones. 
The sample used for this study was 176 of the 181 students used by 
Stordahl. These students were originally tested on the Strong in 1949 as 
high school seniors. Stordahl retested them in 1951 as college sophomores. 
For a portion of the experiment, 116 of these students who were tested for 
a third time in 1953 by Hoyt composed the sample. 
Two criteria were employed. The first was the z, equivalent of the 
rank order correlation between 1949 and 1951 profiles. The second was the 
same measure applied to 1949 and 1953 profiles. Earlier work had established 
the z' index as a valid indicator of interest stability. 
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Six predictive indices were devised on the basis of the hypotheses. 
Statistical tests of these hypotheses were made by two methods: 
1. Correlational analysis. 
2. Analysis of mean score differences. 
In the correlational analysis, each of the six predictive indices was 
correlated with both criteria. For the second method of testing the hy- 
potheses (analysis of mean score differences), groups of "High", "Average", 
and "Law" stability were defined on the basis of z' scores. Means and 
standard deviations for each of the three groups on each of the six indices 
were computed, and t tests of the significance of the difference between the 
means of the "High" and "Low" groups were run. 
Within the limits of the sample used, the following conclusions seem 
warranted: 
1. The first hypothesis was supported. A statistically significant 
relationship was established between each of the three predictive indices and 
both criteria. This conclusion held true regardless of the method used to 
test the hypothesis. 
2. Despite the general confirmation of the first hypothesis, the mag- 
nitude of the relationship between the predictive indices and the criteria 
was unimpressive. Coefficients of correlation varied from .20 to .37. Over- 
lap varied from 18 per cent to 43 per cent. 
3. Of the indices, the one designed to test sub-hypothesis (o) was 
consistently more closely related to the criteria than either of the other 
two. 
4. Optimally combining the three predictive variables through the 
multiple correlation method did not substantially increase their relationship 
to the criteria. 
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5. Stability over a 4-year period was predicted slightly more accurately 
than stability over a 2-year period. 
6. The second hypothesis was largely unsubstantiated by the data. In 
general, the trend of the results was in line with the hypothesis, but 
statistical significance (and practical significance) was lacking. 
7. No support was found for the third hypothesis. Similarity in 
response to 25-year olds as opposed to 15-year olds apparently had no more 
significance for interest stability in this case than it did in the case of 
Strong's Interest Maturity scale. 
Several implications for further research were discussed. 
