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Schwinger mechanism in the SU(3) Nambu–Jona-Lasinio model with an electric field
William R. Tavares1, ∗ and Sidney S. Avancini1, †
1Departamento de F´ısica, Universidade Federal de Santa Catarina, 88040-900 Floriano´polis, Santa Catarina, Brazil
In this work we study the electrized quark matter under finite temperature and density conditions
in the context of the SU(2) and SU(3) Nambu-Jona-Lasinio models. To this end, we evaluate the
effective quark masses and the Schwinger quark-antiquark pair production rate. For the SU(3) NJL
model we incorporate in the Lagrangian the ’t Hooft determinant and we present a set of analytical
expressions more convenient for numerical evaluations. We predict a decrease of the pseudocritical
electric field with the increase of the temperature for both models and a more prominent production
rate for the SU(3) model when compared to the SU(2).
PACS number(s): 12.39.-x, 12.38.-t, 13.40.-f, 12.20.Ds
I. INTRODUCTION
In the last few decades strongly interacting quark
matter under extreme conditions of temperature and/or
baryon density has been extensively studied due not only
to the possibility of a phase transition from hadronic mat-
ter to the quark-gluon-plasma(QGP), but also the pos-
sibility for exploiting properties of the fundamental in-
teractions. Such conditions are explored in accelerators
like LHC-CERN and BNL-RHIC, and also can be found
in compact objects like neutron stars[1] or in the early
universe[2, 3].
To study this type of matter under such conditions
in the low energy sector of Quantum Chromodynam-
ics(QCD) becomes hard to handle and Lattice QCD sim-
ulations are limited due to the sign problem [4]. One
of the most common approaches is to use effective the-
ories. In this scenario, a phase diagram of the transi-
tion from the hadronic matter to QGP can be plotted,
and it is expected that exists a crossover at high tem-
peratures and low baryonic densities; otherwise, a first-
order phase transition at high densities and low temper-
atures. At even higher baryonic densities it is expected
a color superconducting phase[5]. A natural extension is
the introduction of strong magnetic fields, that has been
calling the attention due to the possibility of generating
such fields in the non-central ultrarelativistic Heavy Ion
Collisions[6] with fields of the order eB ∼ 1019G and
also in some types of neutron stars like magnetars with
surface magnetic fields of the order eB ∼ 1015G[7, 8].
The chiral condensate guides the chiral symmetry
restoration as an order parameter of QCD matter[5].
Most of the effective models predictions at B 6= 0 in-
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dicates an enhancement of chiral condensate even at
T 6= 0 and this is the phenomenon called magnetic
catalysis[9, 11, 12]. However, recent Lattice QCD simula-
tions show a suppression of the condensates at magnetic
fields of the order eB > 0.2GeV2 at T ∼ Tc[13], i.e., a
phenomenon named inverse magnetic catalysis which is
not fully understood and not predicted in most of the
effective theories.
Simulations using event-by-event fluctuations of the
proton positions in the colliding nuclei in Au+Au heavy-
ion collisions at
√
s = 200GeV and in Pb+Pb at
√
s =
2.76TeV, both scales at RHIC and LHC energies, indi-
cates that not only the magnetic fields already mentioned
are created, but also strong electric fields of the same or-
der of magnitude[14–17]. Besides, in asymmetric Cu+Au
collisions[18–20] it is predicted that a strong electric field
is generated in the overlapping region. [18–20]. This
happens because there is a different number of electric
charges in each nuclei, and it is argued that this is a fun-
damental property due to the charge dipole formed in the
early stage of the collision. Recently, extensive efforts
have been done to study the chiral magnetic effect[5].
However, it is expected in the case where external electric
fields are present, the Chiral Electric Separation[31, 32]
effect to take place, in this way probing anomalous trans-
port properties of the matter generated in the QGP dy-
namics.
Only few works are dedicated to explore the effects
of electric fields in the chiral phase transition [21–30] in
the strongly interacting quark matter. At T = µ = 0,
the effect of pure electric fields is to restore the chi-
ral symmetry, although in this case we are dealing with
a unstable vacuum and with the possibility of creating
quark-antiquark pairs of particles through the Schwinger
mechanism[33, 34]. As mentioned in [21], the estimated
number of charged quark-antiquark pairs produced in
the heavy-ion collisions with Au+Au and with Pb+Pb
is quite significant, indicating that the creation of the
pair of particles should be relevant.
Our objective in this work is to consider temperature,
chemical potential and electric field in the context of the
SU(3) and SU(2) Nambu–Jona-Lasinio Model [35, 36]
and study how the constituent quark masses and the
2Schwinger pair-production[33, 34] are altered under the
change of such variables.
Our main contributions in this paper are to update and to
extend previous works devoted to the study of electrized
quark systems, but now including the ’t Hooft interac-
tion and describing in a more systematic way the strange
quark sector. Here, we emphasize the importance of a
proper regularization scheme, which has been overlooked
in some works. The experience gained from magnetic
systems, which are closely related to the electric ones,
shows that it is of fundamental importance the choice of
the regularization for obtaining results that make sense.
We use the analytic continuation technique in order to
obtain analytical expressions for the effective potential
and gap equation in strongly electrized systems starting
from the corresponding regularized magnetic expressions.
Now, to the best of our knowledge, these results are not
given in the literature in the present context. Often,
in the literature the real part contribution for the gap
and effective potential are obtained through the numer-
ical calculation of the principal value of the correspond-
ing divergent expressions, which is cumbersome from the
numerical point of view. Our analytical expressions cir-
cumvents these problems and give expressions very sim-
ple and easy to be used in numerical calculations. In the
section II we start by presenting the formalism of the
SU(3) NJL model and the principal equations whose de-
tails will be left to the appendix. In the section III we
present the regularization adopted in this work. Section
IV we develop the SU(2) NJL model. In the Section V
we present our numerical results. Finally, in section VI
the conclusions are discussed.
II. GENERAL FORMALISM
We start by considering the general three-flavor NJL
model Lagrangian in the presence of a electromagnetic
field
L = ψ (i /D − m˜)ψ − 1
4
FµνFµν
+G
8∑
a=0
[
(ψfλ
aψf )
2 + (ψf iγ5λ
aψf )
2
]
−K{det [ψf (1 + γ5)ψf ]+ det [ψf (1 − γ5)ψf ]} , (1)
where Aµ, Fµν = ∂µAν − ∂νAµ are respectively the
electromagnetic gauge field potential and field tensor, G
and K are the coupling constants, λa with a = 1, ...8
are the Gell-Mann matrices and λ0 =
√
2/3I, Q is
the diagonal quark charge, Q =diag(qu = 2e/3, qd =
−e/3, qs = −e/3), and Dµ = (i∂µ −QAµ) is the covari-
ant derivative. The quark fermion field is represented by
ψf = (u, d, s)
T with f indicating their respective flavors
and m˜ =diagf(mu,md,ms) is the corresponding (cur-
rent)quark mass matrix. We choose Aµ = −δµ0x3E
to obtain a resulting constant electric field in the z-
direction.
The Lagrangian (1) contains scalar and pseudo-scalar
four-point interactions and the ’t Hooft determinant six-
point interaction, added to break the U(1) symmetry[36].
From here on, we adopt the mean field approximation,
where a set of self-consistent gap equations are obtained
through the linearization of the four and six-point in-
teractions in eq.(1), yielding the result for the effective
quark masses Mi [10]
Mi = mi − 4Gφi + 2Kφjφk, (2)
where in the last equation (i, j, k) stands for any permu-
tation among the flavors (u, d, s).
More details can be found in refs.[10, 12].
Also, we will use the following definition for the con-
densate for each flavor f :
φf =
〈
ψfψf
〉
= −
∫
d4p
(2π)4
Tr [iSf (p)] . (3)
Since we are working in an electrized medium at finite
temperatures and densities, we can subdivide φf into a
contribution with a pure electric field φEf and a thermo-
eletric part φE,T,µf
φf = φ
E
f + φ
E,T,µ
f . (4)
Following the steps of [21], one can use the full
quark propagator in a constant electric field using the
Schwinger proper-time method[33] in order to calculate
the condensate φf which reads
φEf = −
MfNc
4π2
Ef
∫ ∞
0
ds
e−sM
2
f
s
[cot(Efs)] , (5)
where Ef = |qf |E.
The thermo-electric contribution can be calculated us-
ing the Third Elliptic Theta Function[21, 22], and is given
by
φE,T,µf = −
MfNc
2π2
∞∑
n=1
(−1)nEf
∫ ∞
0
ds
e−sM
2
f
s
cot(Efs)
×e−
Efn
2
4| tan(Ef s)|T
2
cosh
(nµ
T
)
, (6)
The Thermodynamical or effective potential is neces-
sary to evaluate the Schwinger pair-production. In the
mean field approximation reads[12]
Ω = −θu− θd− θs+2G(φ2u+φ2d+φ2s)− 4Kφuφdφs, (7)
where an irrelevant constant was discarded. We split θf
as θf = θ
E
f + θ
E,T,µ
f in the same way as we did with φf ,
3with a contribution of pure electric field and a thermo-
electric part, and it is easy to show that one obtains:
θEf = −
Nc
8π2
∫ ∞
0
ds
e−sM
2
f
s2
Ef cot(Efs) (8)
θE,T,µf = −
Nc
4π2
∞∑
n=1
(−1)n
∫ ∞
0
ds
e−sM
2
f
s2
Ef cot(Efs)
×e−
Efn
2
4| tan(Ef s)|T
2
cosh
(nµ
T
)
(9)
The Schwinger pair production rate is given by Γ =
−2ℑ (Ω)[21, 33], where ℑ (Ω) corresponds to the imag-
inary part of the effective potential. The detailed cal-
culations are presented in Appendix C. The final result
reads
Γ(M, E , T, µ) = Nc
4π
∑
f
E2f
∞∑
k=1
e
−
M2
f
pik
Ef
(kπ)2
, (10)
where we need to perform the summation in the flavors
f = u, d, s. As we will see, the entire dependence of ex-
ternal conditions in the Schwinger pair production enters
just in the effective masses Mf ≡Mf (E , T, µ).
III. REGULARIZATION
The term θEf of the effective potential involves an inte-
gral, eq.(8), which is divergent and must be regularized.
We use here the vacuum-subtraction scheme[11]
θ
E
f = θ
E
f − θvacf − θfieldf , (11)
θ
E
f = −
Nc
8π2
∫ ∞
0
ds
e−sM
2
f
s3
[
Efs cot(Efs)− 1 + (Efs)
2
3
]
,
where we have subtracted the vacuum contribution θvacf
given by
θvacf =
Nc
8π2
∫ ∞
0
ds
e−sM
2
f
s3
, (12)
and a field contribution θfield proportional to the energy
of the electric field ∼ eE2. Since the NJL model in 3+ 1
space-time dimensions is not renormalizable, we should
choose a regularization scheme. Here we adopt the 3D-
momentum cutoff to regularize eq.(12)[24, 36] and we get
θvacf = −
Nc
8π2

M4f ln

Λ +
√
Λ2 +M2f
Mf

−
Λ
√
Λ2 +M2f
(
M2f + 2Λ
2
)]
. (13)
For the condensates, we define the vacuum subtracted
condensate as
φ
E
f = φ
E
f − φvacf (14)
φ
E
f = −
MNc
4π2
∫ ∞
0
ds
e−sM
2
s2
[Efs cot(Efs)− 1] ,
where the vacuum contribution regularized with a 3D
cutoff is given by
φvacf = −
MfNc
2π2
[
ΛEΛ −M2f ln
(EΛ + Λ
Mf
)]
, (15)
where EΛ =
√
Λ2 +M2f .
The gap equation eq.(2) in the NJL SU(3) should be
regularized using the following regularized condensate φEf
φEf = φ
E
f + φ
vac
f , (16)
in the same way, for the effective potential eq.(7), we
should use the regularized θEf
θEf = θ
E
f + θ
vac
f + θ
field
f (17)
Although the integrals given in eqs.(11,14) are already
regularized using the subtraction scheme in the vacuum,
we still have poles associated to the zeros of sin(Efs)
which appear in the denominator of both our gap equa-
tion and the effective potential when Efs = nπ for
n = 1, 2, 3, .., and these poles will generate the imag-
inary part of the effective potential that will be asso-
ciated to the Schwinger pair production[33]. For these
reasons, these integrals should be interpreted as Cauchy
Principal Value[22]. Besides, in this work we are explic-
itly assuming that just the real values are present in the
gap equation. We assume this, since the real part of
the effective potential is interpreted as the true ground
state of the theory[30] and once the effective masses(and
therefore the condensates) can be evaluated through the
minimization of the effective potential, we can consider
just their real values.
Using the analytical continuation technique, as dis-
cussed in the Appendix A, we can demonstrate that the
Principal Value (or the real part) of θ
E
f is given by
ℜ
(
θ
E
f
)
= −
Nc
2pi2
(Ef )
2
{
ζ
′(−1) +
pi
4
yf
+
y2f
2
(γE −
3
2
+ ln yf )−
1
12
(1 + ln yf ) (18)
+
∞∑
k=1
k
[
yf
k
tan−1
(yf
k
)
−
1
2
ln
(
1 +
(yf
k
)2)
−
1
2
(yf
k
)2]}
,
where yf = M
2
f /(2Ef). Analogously we obtain for the
Principal Value (or the real apart) of the vacuum sub-
4tracted condensate φ
E
f (see Appendix B)
ℜ
(
φ
E
f
)
= −MfNc
4π2
∫ ∞
0
ds
e−sM
2
f
s2
[Efs cot(Efs)− 1]
=
MfNc
2π2
Ef
[π
4
+ yf (γE − 1 + ln yf )+
+
∞∑
k=1
(
tan−1
yf
k
− yf
k
)]
.(19)
The quantities φE,T,µf and θ
E,T,µ
f depends on temper-
ature and chemical potential and following the authors
of reference [37], we assume that the thermal part is al-
ready regularized in the lower limit of the integration,
i. e., we set the lower limits to zero, since theses inte-
grals are finite. These temperature dependent quantities
are evaluated through the numerical calculation of the
integrals which appear in their explicit integral represen-
tations given in eq.(6) and eq.(9) and a rapid conver-
gence is achieved with only a few terms summed. For
the evaluation of φEf and θ
E
f the corresponding analytical
expressions are used.
IV. THE TWO-FLAVOR MODEL
In the NJL model with two flavors (SU(2) NJL) we
have a lot of simplifications in our previous equations.
Let us start with the Lagrangian
L = ψ (i /D − m˜)ψ+G [(ψψ)2 + (ψiγ5~τψ)2]−1
4
FµνFµν ,
(20)
where, ~τ are the isospin Pauli matrices, Q is the diagonal
quark charge matrix, Q=diag(qu= 2e/3, qd=-e/3), ψ =
(u, d)T is the quark fermion field, and m˜ = mu = md
represents the bare quark masses.
In the mean field approximation, the Lagrangian den-
sity reads
L = ψ (i /D −M)ψ +G 〈ψψ〉2 − 1
4
FµνFµν , (21)
where the constituent quark mass is defined by
M = m− 2G
∑
f=u,d
φf , (22)
where we have used the definition given in eq.(3).
Now, using in the previous equation the regularized
quantities given in the last section, the SU(2) NJL gap
equation reads
M −m
2G
= −
∑
f=u,d
(
φ
E
f + φ
E,T,µ
f + φ
vac
f
)
. (23)
The Thermodynamical Potential is obtained just inte-
grating eq. (23) in the effective mass M ,
Ω =
(M −m)2
4G
−
∑
f=u,d
(
θ
E
f + θ
E,T,µ
f + θ
vac
f
)
, (24)
where we are using all the definitions already presented
in the section II. Notice that for the SU(2) NJL model
Mu = Md = M [36]. This is a special situation that
occurs only for the SU(2) NJL model in the mean field
approximation with equal current quark masses (mu =
md). In this case, the condensates contribute symmet-
rically to the effective quark masses Mu and Md, i. e.,
(Mf = mf − 2G
∑
f=u,d φf ). In a completely different
way than in eq.(2), the NJL SU(3) model will have three
equations for each flavor. Hence, we can expect an evi-
dent difference between the effective masses of the u and
d quarks in the electric medium.
V. NUMERICAL RESULTS
In the following we present the numerical results. For
the SU(3) NJL model we choose the following set of
parameters: Λ = 631.4MeV, mu = md = 5.5MeV,
ms = 135MeV, GΛ
2 = 1.835, KΛ5 = 9.29 taken from
[36]. These parameters were fitted to reproduce physi-
cal quantities as the pion decay constant fπ = 93.0MeV,
the pion mass mπ = 138MeV and the chiral conden-
sates < uu >
1
3=< dd >
1
3= −246.9 MeV, < ss > 13=
−267.0MeV[36]. In order to compare more precisely
and consistently the SU(3) and SU(2) NJL results, we
have fitted the SU(2) NJL model parameters to repro-
duce the same SU(3) physical values for fπ, mπ and
< uu >
1
3=< dd >
1
3 given above. Hence, our parame-
ter set for the SU(2) NJL model are Λ = 632.66MeV,
GΛ2 = 2.17 and m = 5.38MeV.
We start showing the results for the effective quark
masses as a function of the electric field at fixed tem-
peratures for both the SU(2) and SU(3) versions of NJL
model.
From now on we will refer to the pseudocritical electric
field, which is defined as the peak of minus the derivative
of Mi as a function of eE, i.e., − dMid(eE) . However, since in
this work we are only interested in showing qualitatively
the transition region, we do not evaluate such derivative.
In Fig.1 we consider T = 0 and one can observe the
well-known behavior of the effective mass where the chi-
ral symmetry is partially restored when a pseudocritical
electric field eEc is reached. In the SU(3) version, the
mass of the two lightest quarks Mu and Md show a shift
starting at eE ∼ 0.1GeV2 due to the difference of the
u and d quark electric charges. For electric fields larger
than the critical value, Ec, the Mu, Md and the SU(2)
,M , effective quark masses show qualitatively the same
behavior. The strange effective quark massMs decreases
much more slowly as a function of eE when compared
5to the masses of the quarks u, d and M and clearly the
electric field necessary for the restoration of the chiral
symmetry for the s quark is much larger than the one
expected for the SU(2) version of the model. The partial
chiral symmetry restoration for the strange quark mass,
i. e., when Ms ∼ ms occurs for a too strong electric field
eE >> Λ2 and we assume to be out a scope of the NJL
effective model.
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FIG. 1: Effective quark masses as a function of the electric
field for T = 0.
We next consider the effect of the temperature on the
effective quark masses. In Fig.2 the effective masses are
plotted as a function of eE at T = 130MeV. One can
see that the temperature has the effect to break the chi-
ral condensates and just like electric field to weaken the
constituent dynamical quark masses. In this way, we can
see that when the temperature grows the pseudocritical
electric field eEc decreases. The same analysis can be
done in Fig.3 where we fix T = 200MeV. Here we notice
that just due to the effect of the temperature the chiral
symmetry is almost completely restored and we can see
a noticeable decrease of the pseudocritical electric field
by the order eEc ∼ 0.15GeV2.
In Fig.4 we show the effect of finite chemical potential
in the electrized quark matter for the SU(2) and SU(3)
NJL models. In general, the chemical potential has the
effect of partially restore the chiral symmetry, weakening
the effective masses in both models at eE = 0. Hence, we
can expect the lowering of the critical electric field when
the chemical potential increases. The effective masses of
the lightest quarks have a similar behavior in both mod-
els, with a natural displacement in the SU(3) effective
masses at eE > 0.1GeV2 due to the difference of the u
and d quark electric charges and the strange quark effec-
tive mass is weakened as an effect of finite µ.
In Fig.5, where the effective quark masses at eE = 0
are plotted as a function of the temperature , the chiral
symmetry restoration at finite temperature and zero elec-
tric field can be analyzed. One can see that the restora-
tion occurs around Tc ∼ 200MeV and the behavior of the
SU(2) and SU(3) light masses are qualitatively the same.
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FIG. 2: Effective quark masses as a function of the electric
field for T = 130MeV .
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FIG. 3: Effective quark masses as a function of the electric
field for T = 200MeV .
The strange quark mass decreases more slowly, pre-
senting a smooth bump at T ∼ 170 MeV. In Fig.6 one
can see that the effect of the inclusion of a electric field
eE = 0.1GeV2 is to decrease the effective mass of the
strange quark and cause a shift of the effective u and
d quark masses with the u quark mass becoming larger
than the d quark mass. One can observe that both the
electric field and the temperature weaken the quark con-
densates, however, at sufficiently high temperatures the
behavior of the lightest quark masses is qualitatively the
same. In Fig.7, as an effect of a stronger electric field, one
can see a larger shift of the lightest effective quark masses
and a slightly smaller effective strange quark mass.
From the figures 5,6,7 it is interesting to see that the
(pseudocritical) temperature of the second order phase
transition decreases with the increase of the electric field,
so the electric field enhances the chiral symmetry restora-
tion. As mentioned earlier, if we increase the electric
field, the imaginary part of the effective potential be-
comes different of zero and we can associate this imagi-
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FIG. 4: Effective quark masses as a function of the Electric
Field for T = 130MeV and µ = 150MeV.
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FIG. 5: Effective quark masses as a function of the tempera-
ture for the electric field eE = 0.
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FIG. 6: Effective quark masses as a function of the tempera-
ture for the electric field eE = 0.1GeV2.
nary component to the creation of quark-antiquark pairs.
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FIG. 7: Effective quark masses as a function of the tempera-
ture for the electric field eE = 0.2GeV2.
The Schwinger pair-production rate Γ is shown in Fig.8
as a function of the electric field for the two versions of
the NJL model at T = 0 and T = 200MeV. The results
shows very little difference between both models at T = 0
and after eE ∼ 0.2GeV2 the production rate grows more
quickly due to the weakening of the chiral condensates
and the QCD vacuum becomes more and more unstable
and the pair of particle-antiparticle becomes more likely
to happen. If we rises the temperature to T = 200MeV,
we can see almost no difference between the two models
and the production rate increases considerably for elec-
tric fields eE < 0.3GeV2 when compared to the case
T = 0. The effect of finite chemical potential is shown
in Fig.9, where we compare the production rate in both
models with µ = 0 and µ = 150MeV at T = 130MeV.
The two versions of the NJL model agree in their general
aspects, with quantitative differences in the transition re-
gion. As we can see the effect of finite chemical potential
is to increase slightly the production rate at lower electric
field.
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FIG. 8: Schwinger Pair-Production as a function of the elec-
tric field for temperatures T=0 MeV and T=200 MeV.
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FIG. 9: Schwinger Pair-Production as a function of the elec-
tric field at T = 130 MeV and µ = 0 MeV and µ = 150
MeV.
In Fig.10 we show the Schwinger pair production as
a function of the temperature at fixed electric fields
eE = 0.1GeV2, eE = 0.2GeV2 and eE = 0.4GeV2. At
eE = 0.1GeV2 we can see that the production rate grows
quickly when a phase transition becomes more appar-
ent at T ∼ 150MeV, with a more prominent production
rate for the SU(3) model in comparison to the SU(2)
and stabilizes at T ∼ 200MeV. This happens because
the phase transition in this case is driven entirely by the
temperature and when the chiral symmetry is partially
restored we can expect the Schwinger pair production to
become almost stable. If we increase the electric field to
eE = 0.2GeV2, the production rate is more significant in
the SU(3) model and when we reach T ∼ 100MeV the
production rate starts to increase more quickly and sta-
bilize again, when for the two NJL models the Schwinger
rate almost coincides. However, the production rate is
more than four times greater than the production rate of
eE = 0.1GeV2 case.
We also show our results for eE = 0.4 GeV2 since
this value is approximately the electric field predicted
in the simulations[15]. For this electric field the chiral
symmetry has already been partially restored and almost
no quantitative difference is seen for T < 200MeV in
both models, but the effects of high temperatures are
prominent in the SU(3) model where the production rate
grows while in the SU(2) the production rate stabilizes.
VI. CONCLUSIONS
In this work we use the SU(2) and SU(3) versions
of Nambu–Jona-Lasinio model at finite temperature and
densities to study how a constant electric field in the z
direction can affect the chiral symmetry restoration. To
this end, in the the SU(3) version we improve the calcu-
lations by including the ’t Hooft determinant in compari-
son with[30] and also assuming, differently from ref.([21]),
non-zero current quark masses in both SU(2) and SU(3)
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FIG. 10: Schwinger Pair-Production rate as a function of
the temperatures for the electric fields eE = 0.1GeV2, eE =
0.2GeV2 and eE = 0.4GeV2.
models in order to calculate the effective quark masses
and the Schwinger pair production.
The real part of the gap equation and of the effec-
tive potential should be properly regularized, since their
T = 0 contributions are divergent. We derive a set of
regularized expressions obtained by analytical continua-
tion in the Appendices of this work. These expressions
are much more convenient to be used in numerical cal-
culations, since avoids the highly-oscillatory integrals of
eq.(5) and eq.(8)[21–23, 30] and as usual for the expres-
sions at finite T and µ we do not use any regularization
since these integrals are finite[37].
Firstly, we explore how the electric field restores the
chiral symmetry. The general feature of the electric field
is to the break the chiral condensates and in comparison
to the SU(2) case, we can see a splitting of the dynam-
ically generated masses of the u and d quarks Mu and
Md at relatively weak electric fields eE ∼ 0.1GeV2. For
the strange quark, its effective mass Ms decreases more
slowly and the current quark mass ms is reached only
at a very strong electric fields. The net effect is that the
higher is the electric field the lower is the (pseudocritical)
temperature of chiral restoration.
Analogously, the effect of the temperature is to en-
hance the chiral symmetry restoration and the higher
the temperature the lower the corresponding electric field
where the chiral symmetry is restored. The results for the
Schwinger pair production evaluated in the SU(2) and
SU(3) versions of the NJL model show similar behavior,
at low temperatures and with the electric field rising, the
production tends to increase when we cross a pseudocrit-
ical electric field and if we increase the temperature, the
Schwinger pair production tends to initiates at lower elec-
tric fields. Besides, the inclusion of strange quark mat-
ter in this work indicates that the production of quark-
antiquark pairs should be more pronounced when com-
pared with the results of the SU(2) model.
8Appendix A: The Principal Value of θ
E
f
To evaluate the Principal Value of θ
E
f as given in
eq.(11), we will perform an analytical continuation from
the closely related expression obtained in the frame-
work of magnetized quark matter subjected to a constant
magnetic field in the z direction in the context of NJL
model. In this way, we just start writing the well-known
result[12, 39, 40]
θ
β
f = −
Nc
8π2
∫ ∞
0
ds
e−sM
2
f
s3
[
βfs coth(βfs)− 1−
β2f
3
]
=
Ncβ
2
f
2π2
[
ζ′(−1, xf )− 1
2
(x2f − xf ) lnxf+
x2f
4
− 1
12
(1 + lnxf )
]
, (A1)
where xf =
M2f
2βf
and βf = |qf |B. The duality between
magnetic and electric fields can be seen through the re-
placement eB → −ieE[21, 24]. Therefore, we perform
this duality in eq.(A1) through the prescription xf → iyf
θ
E
f = −
NcE2f
2π2
[
ζ′(−1, iyf)− 1
2
(−y2f − iyf ) ln(iyf )
−y
2
f
4
− 1
12
(1 + ln(iyf))
]
.(A2)
Now the main difficulty is to evaluate ζ′(−1, iyf), since
the remaining terms are almost trivial to obtain. To pro-
ceed we use a convenient relation between the derivative
of the Riemann zeta function and the logarithm of the
gamma function, ln Γ, quoted without proof in ref.[40].
ζ′(−1, x) = ζ′(−1)− x
2
(1−x)− x
2
ln 2π+
∫ x
0
dx′ ln Γ(x′) .
(A3)
Next we sketch a proof of the latter expression. Firstly,
we write
∂ζ′(−1, x)
∂x
≡ ∂
∂x
∂
∂z
ζ(z, x)
∣∣∣∣
z=−1
= − ∂
∂z
zζ(z + 1, x)
∣∣∣∣
z=−1
,
(A4)
where the last equality follows from the relation[41]
∂
∂x
ζ(z, x) = −zζ(z + 1, x) .
We now calculate the last derivative in eq.(A4) and use
the following equalities[41]
ζ(0, x) =
1
2
− x , ζ′(0, x) = ln Γ(x) − 1
2
ln(2π) ,
thus obtaining the expression:
∂ζ′(−1, x)
∂x
=
(
1
2
− x
)
+
[
ln Γ(x) − 1
2
ln(2π)
]
.
A simple integration of the latter equation yields
ζ′(−1, x) = ζ′(−1)− x
2
(1−x)− x
2
ln 2π+
∫ x
0
dx′ ln Γ(x′) ,
(A5)
with ζ′(−1) = 112−ln(A), where A = 1.2814271291..., the
Glaisher–Kinkelin constant[42]. To evaluate the integral
that has been left in the last equation we need to invoke
a representation of ln Γ(x)[43]
ln Γ(x) = −γEx− ln(x) +
∞∑
k=1
[x
k
− ln(1 + x
k
)
]
, (A6)
where γE is the Euler-Mascheroni constant. Integrating
the latter equation over the variable x from 0 to iyf , one
obtains the analytical continued expression
∫ iyf
0
dx ln Γ(x) =
γEy
2
f
2
+ yf
pi
2
+
∞∑
k=1
[
−
y2f
2k
−
k
(
1
2
ln
(
1 +
y2f
k2
)
−
yf
k
tan−1
yf
k
)]
+
i {−yf ln yf + yf
−
∞∑
k=1
[
k
(
yf
2k
ln
(
1 +
y2f
k2
)
+ tan−1
yf
k
)
− yf
]}
.(A7)
From eqs.(A2,A5,A7) the analytically continued expres-
sion as given in eq.(18) can be straightforwardly ob-
tained.
Appendix B: The Principal Value of φ
E
f
Next, we apply the same analytical continuation tech-
nique of the previous appendix in order to derive the
principal value of the quark condensates. We use the
SU(3) NJL condensates in a magnetic field taken from
the literature[11, 12]. To this end, we start from the
regularized part of the condensate in a magnetic field
φ
β
f = −
NcMf
4π2
βf
∫ ∞
0
ds
e−sM
2
f
s
[coth(βfs)− 1]
= −NcMf
2π2
βf
[
ln Γ(xf )− 1
2
ln(2π)
+xf − 1
2
(xf − 1) ln(xf )
]
. (B1)
So, performing the analytic continuation of the latter
equation, we can write the dual expression for the con-
densate, φ
E
f , in a constant electric field in the z direction
as
9φ
E
f =
−iNcMf
4π2
Ef
∫ ∞
0
ds
e−sM
2
f
s
[coth(−iEfs)− 1]
= −MfNc
2π2
iEf
[
ln Γ(iyf )− 1
2
ln(2π)
+iyf − 1
2
(iyf − 1) ln(iyf )
]
.(B2)
We are interested in the real part of the eq.(B2). Since
coth(−ix) = i cot(x), we have
ℜ(φβf ) = ℜ
{
NcMf
4π2
Ef
∫ ∞
0
ds
e−sM
2
f
s
[cot(Efs)− 1]
}
= −NcMf
2π2
Efℜ
[
i ln Γ(iyf)− i1
2
ln(2π)+
−yf − i1
2
(iyf − 1) ln(iyf )
]
.(B3)
The imaginary part of ln Γ(x) can be extracted from
its series representation given by eq.(A6). If z = |z|eiθ is
an arbitrary complex number, its logarithm is given by
ln z = ln |z|+iθ. Using this expression one easily obtains:
ln(1 + i
x
k
) =
1
2
ln
(
1 +
x2
k2
)
+ i tan−1
x
k
, (B4)
from the latter equation it follows that:
ℑ
[
ln(1 + i
yf
k
)
]
= tan−1
yf
k
.
After substituting the last equation in eq.(A6), it is
straightforward to show that:
ℑ (ln Γ(iyf)) = −γEyf − π
2
+
∞∑
k=1
[yf
k
− tan−1(x
k
)
]
,
(B5)
The imaginary part of the eq.(B2) can now easily be ob-
tained, hence, the desired eq.(19) can be derived.
Appendix C: Derivation of the Schwinger pair
production rate Γ
We have to extract the imaginary part of the effective
potential in order to obtain the Schwinger pair produc-
tion rate, eq.(10).Since we wish to evaluate the imaginary
part of θEf , the term proportional to E2 can be discarded,
and the eq.(8) should be given by
θ
E
f = −
Nc
8π2
∫ ∞
0
ds
e−sM
2
f
s3
[Efs cot(Efs)− 1] . (C1)
We now use the following trigonometric relation [44]
π cot(πx) =
1
x
+
∞∑
k=1
2x
x2 − k2 , (C2)
in eq.(C1). After an appropriate change of variable, one
obtains
θ
E
f = −
Nc
8π4
E2f
∫ ∞
0
ds
e
−s
piM2
f
Ef
s3
(
∞∑
k=1
2s2
s2 − k2
)
. (C3)
Next, performing a simple partial fraction decomposition
and using the identity limǫ→0
1
x±iǫ
= P.V 1
x
∓ iπδ(x), we
obtain
ℑ(θEf ) =
Nc
8π
E2f
∞∑
k=1
e
−k
piM2
f
Ef
(πk)2
, (C4)
plugging this result in the usual definition of the
Schwinger pair-production rate[21, 33] , Γ = −2ℑ(Ω),
we obtain eq.(10).
Appendix D: Equivalence between the imaginary
part of eq.(A2) and eq.(C4)
Making use of eq.(A2,A5) and a change of variables
x′ = ix in the integration, the full imaginary part of the
effective potential is given by
ℑ(θEf ) = −
NcE2f
2π2
[
ℜ
∫ yf
0
dx ln Γ(ix)− yf
2
− yf
2
ln(2π)
+
yf
2
ln yf −yf
2
− yf
2
ln(2π) +
π
4
y2f −
π
24
]
. (D1)
Now, to proceed we have to integrate ln Γ(x). First,
we make use of the property xΓ(x) = Γ(x+1), to obtain
ℜ
∫ yf
0
dx ln Γ(ix) = ℜ
[∫ yf
0
dx ln Γ(1 + ix)−
∫ yf
0
dx ln(ix)
]
,(D2)
the second integration is trivial, and is given by
∫ yf
0
dx ln(ix) = yf (ln yf − 1) + iπ
2
yf . (D3)
By using the formulas of references[38, 45]
ℜ [ln Γ(1 + ix)] = 1
2
ln |Γ(1 − ix)Γ(1 + ix)| (D4)
= −1
2
ln
sinh(πx)
πx
,
and performing an integration by parts, the first integral
in eq.(D2) can be solved
ℜ
[∫ yf
0
dx ln Γ(1 + ix)
]
= −1
2
{
yf ln
sinh(πyf )
πyf
(D5)
−
∫ yf
0
dx [πx coth(πx) − 1]
}
,
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performing of variables πx = z and the following
result[45]
1
π
∫ yfπ
0
dzz coth(z) =
1
2π
[−(yfπ)2 + 2yfπ ln(2) (D6)
+2yfπ ln sinh(πyf )− Li2(e−2yfπ) + Li2(1)
]
,
where Li2(x) =
∑∞
k=1
xk
k2
is the Polylogarithm func-
tion of order 2 and we also use the very famous result
Li2(1) =
π2
6 . Using these results, all the remaining terms
of eq.(D1) cancel each other, remaining only
ℑ(θEf ) = −
NcE2f
2π2
[
− 1
4π
Li2(e
−2yfπ)
]
(D7)
=
NcE2f
8π
∞∑
k=1
e
−k
M2
f
pi
Ef
(πk)2
. (D8)
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