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Abstract-The global, or true, error made by one-step methods when solving the initial value problem 
for a system of ordinary differential equations is studied. Some methods for approximating this global 
error are based on an asymptotic global error expansion. A new method based on such an expansion is 
presented. It exploits the fact that standard codes implement a pair of formulas in order to control the 
local error. A way of monitoring the computation so as to recognize when basic assumptions break down 
is proposed. Illustrative computations are provided. 
I. INTRODUCTION 
Recently there has been quite a lot of research devoted to the estimation of the true, or global, 
errors when solving the initial value problem for a system of ordinary differential equations. 
Excellent surveys by Prothero[l] and Stetter[2] provide an overview of this research. Here we 
are concerned with the use of one-step methods for the numerical integration of non-stiff 
problems, and give particular attention to explicit Runge-Kutta methods. With suitable hy- 
potheses, an expansion of the global error of such methods asymptotic in the maximum step 
size is a classic result. Two ways of using this expansion to estimate the global error have been 
studied. We add here another way which exploits the fact that standard codes implement apair 
of formulas in order to control the local error. 
In section 2 we collect some basic facts necessary to understanding the other methods 
based on the asymptotic global error expansion and to developing our own procedure. The 
following section explains our idea with particular attention given to practical constraints imposed 
by the use of the asymptotic expansion and by the nature of our scheme. We propose a way of 
monitoring the computation which is quite helpful to recognizing a breakdown of the basic 
assumptions. It can be used with other ways of estimating lobal error, too. Section 4 presents 
an interesting property of “reflected” formulas of odd order which could, in principle, be 
exploited in this context. A final section presents ome numerical results which show that the 
procedure can be effective. They also illustrate the difficulties that can arise. 
2. PRELIMINARIES 
In this section we collect some basic results that we require. We are interested in the 
solution y(x) of the initial value problem for a system of ordinary differential equations 
y' = f(x,y, a s x s b, (2.1) 
y(a) given. (2.2) 
It is assumed that f is as smooth as is required for the arguments that are made. A one-step 
method which proceeds from (x,,u.) one step of length h, by a recipe of the form 
&+I = 4 + hNw4$L) (2.3) 
is considered. The local solution U(X) of (2.1) is defined as that solution which has 
u(x,) = u,. 
t This work performed at Sandia National Laboratories supported by the U.S. Department of Energy under contract 
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The local error of the method (2.3) is defined to be 
le = II,,_, - u(x, t h,). 
It is supposed that the method is of order p > I. further that it has the principal error function 
+(x,y) so that 
u I!+1 - 11(x, + h”) = h:-‘~(X”,U,,) + O(&-‘). (2.4) 
The problem (2.1), (2.2) is integrated by the method (2.3) with step sizes h, defined by 
a step size selection function O(X) with 
and 
h,, = O(.r,,)h. (2.5) 
The integration is started with y, = y(a), and thereafter the sequence bn} is defined by the 
formula (2.3). With suitable regularity conditions. including in particular the assumption that 
Q satisfies a Lipschitz condition of the form 
pD(x,u;h) - @(x,v;h)ll 9 L/u - v/l (2.6) 
for a 5 x 5 b, [/I[ 5 H, all U, v, it is a classic result [3] that 
Y” - y(x,,) = Pz ,(x,) + O(&’ ‘) 
where 
z,(a) = 0 
z; = af (x,y(x))z, + @'(x)cb(x,y(x)), a 5 .r 5 b. 
ay 
(2.7) 
(2.8) 
(2.9) 
In our use of this result, we take y. to be the given y(a). More generally, if 
YO 
= y(u) + by + O(hp+‘)> 
the conclusion (2.7) remains true with (2.9) the same and (2.8) altered to 
z,(u) = y. (2.8’) 
In practical computation the step sizes are not given. Codes make use of an estimate “est.’ 
of the local error such that 
(2.10) 
The code is provided a tolerance -T by the user and at each step it is required that 
(or something closely related). If this test is not passed, the step size h, is reduced until it is. 
According to (2.4), (2.10) this is always possible. Indeed, on trying a step size h, it is possible 
to estimate the largest step size which would result in the test being passed both when repeating 
the current step and when going on to the next step. 
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The classical model of an integration considers it as a member of a sequence of integrations 
with step sizes given by (2.5) and maximum step size h + 0. Our sketch of the situation shows 
that this model does not obviously describe the practical situation in which the code selects the 
step sizes as the given tolerances T+ 0. Nonetheless, it is argued in [4] that in reasonable 
circumstances the step sizes chosen automatically will satisfy 
h, = @(xJh + O(h2) (2.11) 
as T + 0. It is easy enough to modify the proof of the result (2.7-2.9) to see that the result 
remains true with the weaker assumption (2.11). Thus we can use the result with some confidence 
that it describes practical computation. 
It is still necessary to compute a local error estimate. This is accomplished by taking each 
step with two formulas. Besides (2.3), the step is taken with a formula of order (at least)p + 1 
yielding the result u:, , . Then 
est = u.+, - u:,, = [u,+, - u(x, + h,)l - lul-I - U(.% + Ml 
= le + O(/Z~+~> n . 
In principle any higher order formula could be used. In practice formulas are derived in pairs 
so as to make the error estimate as cheap as possible. Our main interest here is in explicit 
Runge-Kutta formulas. At the present ime the most popular pair is one of orders 4 and 5 due 
to Fehlberg[S] which requires a total of 6 evaluations offat each step. We shall refer to this 
pair as the F(4,5) pair. 
If an error estimating companion is not known, there are two general ways to construct 
one. The better known is the method of halving. The solution approximation I&,+, is constructed 
by taking two steps of length hJ2 from (x,,u,) with (2.3). It is plausible, and true, that 
Ti,+, - U(X, + h,) = 2-p&+’ ~(X”,U,) + o(h$L?). (2.12) 
Then 
U 
est = “+’ - si,+, 
1 - 2-p 
= le + O(h$“), 
and 
4+, = u, + est 
is a formula of order p + 1. The other way steps backwards from (.m + h,,u,,,) to produce 
u, by 
u, = 4+1 - h,@(x, + h,,u,+,; - h,) (2.13) 
It turns out that if the order p is odd, then 
est = u, - U” 
2 
= le + 0(/z{+‘), 
and we again obtain a formula of order p + 1 by 
I 
ufl+I = u, + est. 
(2.14) 
Both these procedures cost the same as two steps with (2.3) just to estimate the local error. 
This is quite expensive compared to the popular formulas derived as pairs, but we may have 
no better alternative in the circumstances we take up in this paper. 
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3. GLOBAL ERROR ESTIMATION 
As we explained in section 2, standard codes control the local error at each step. It seems 
natural, then, to develop codes which will control the global error in an analogous way. This 
is not possible. The fundamental difficulty is that on reaching (.m,y,), we do not know how to 
select h, so as to achieve a given bound on the global error at a future point because we do not 
know how the present error will propagate. Furthermore, we may already have permitted too 
much error in y, for it to be even possible to achieve the desired accuracy at a given future 
point. About the best we can do is to solve the problem (2.1,2.2) on all of [a,b] while monitoring 
the global error. If the error is unacceptably large, we see from (2.7) roughly how much to 
reduce h (equivalently, the tolerance T) to achieve the desired accuracy on a second integration. 
Thus we must resign ourselves to monitoring the global error rather than controlling it. A 
pragmatic approach is to rely upon the usual local error control to select the step sizes. For 
problems with more-or-less neutral stability, the writers of mathematical software have been 
able to “tune” their codes so that given a local error tolerance T, the codes will produce answers 
with global errors comparable to T. In this way one can usually achieve something like the 
desired global error in the first integration. Local error control has other useful consequences 
that we shall take up later. For these reasons we suppose in the following that a local error 
control is used. 
One use of a global error estimate is to gain confidence in the results of an integration. 
Because standard codes based on local error control are quite effective and because the global 
error estimate is comparatively expensive, it is hard to justify estimating the global error in 
every integration. One reasonable goal, then, is to modify a standard code so that on request 
the global error is estimated. Another reasonable goal is simply to produce, as cheaply as 
possible, a numerical solution of (2.1, 2.2) with a global error estimate. The distinction is that 
in the first case the basic method is specified, and in the second, we are free to devise a method. 
Even if we are interested solely in the second goal, it is not clear that building on a highly 
efficient standard method will not result in the better way of accomplishing this goal. 
Two kinds of global error estimation schemes based on the result (2.7) are known. Stetter[6] 
observed that there exist methods for which the Z,(X) of (2.8’), (2.9) is exactly integrable. This 
is an example of the second goal we mentioned. It is necessary to derive a suitable starting 
formula so as to have (2.8’) with the right y, a formula for the integration, a formula for 
obtaining Z,(X), and a way of selecting the step size. A number of authors [7,8,9] have taken 
up the matter. The work of Prince and Wright[9] is particularly helpful here because of the 
attention it gives practical issues. A general scheme which can be used for the first goal is that 
of global extrapolation. We shall not mention details for it both because the idea is well-known 
and because it can be viewed as a special case of the procedure we propose here. Shampine 
and Watts[ lo] and Gladwell[ 1 l] provide production-grade codes based on this approach and 
many practical observations which will prove helpful to us here. 
Suppose the method (2.3) is applied to solve (2.1, 2.2) with a variable step size. We shall 
always refer to this as the “primary” integration. Our goal is to estimate the global, or true, 
error yn - y(+r,). This will be done by means of another integration, the “secondary” integration, 
with a related method of order p and the same step sizes. The related method of the form 
““+I = 4 + h”wn,u,;h) (3.1) 
is started with w,, = y(a) and produces {w,,}. It is supposed that the principal error function 
+(x,y) of this method is related to that of the method (2.3) by 
WLY) = lw(.~,Y, (3.2) 
for a constant B. We have already seen one general way to construct such a related method: 
As explained in section 2, the method of halving, i.e., two steps of length h,/2 with (2.3), 
results in such a formula with B = 2-p. 
The asymptotic analysis applied to the secondary integration results in 
‘“” - y(x,) = hP.z2(x,) + O(hp+‘) 
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where 
on using the relationship (3.2). It is now obvious that 
Z?(X) = pz,w. 
This implies the computable stimates of the global errors 
Y” - y(x,) = e + O(hp+‘) (3.3) 
WI8 - y(q) = yyJ + O(hPT’). (3.4) 
Of course we must insist that p f 1 so that the methods are asymptotically distinct. It is 
possible to allow p = 0 so that the method used for the secondary integration isof order p + 1. 
Then we can estimate the error in the primary integration only, and 
Y” - Ycd = y, - w, + O(hp*‘). 
This case is obviously special. Experiments reported in [lo] for this case, termed “order 
extrapolation” there, are not encouraging. This experience is attributed to the lack of close 
connection between the methods of the two integrations. For these reasons we shall consider 
this case no more, and in the following restrict ourselves to p # 0. 1. 
This argument applied to the companion formula generated from halving is an unconven- 
tional way of describing the well-known procedure of global extrapolation. Conventionally the 
secondary integration then is regarded as arising from application of (2.3) with hi2 and relying 
upon the basic asymptotic result (2.7-2.9). 
It is surprisingly easy to construct suitable formulas for the secondary integration. The key 
idea appears in [ 121 where we were concerned with extending ascheme for producing asymptotic 
bounds on the error of formulas based on extrapolation to general one-step methods. We have 
a pair of formulas of orders p and p + 1 which proceed from (x,,u,) one step of length h, to 
generate u,+,, ui, ,, respectively. Another pair is defined as follows: The higher order formula 
is the same in the two pairs so that vi,, = u:,,. The lower order formula produces vn+, where 
v”+I = P&+1 + (1 - p)u;_,. 
Notice that 
V*+l - NT, + h,) = Pk.+, - 4.~ + h,)l 
+ (1 - P)[d+, - 4.~ + h,)l 
= P[4+, - u(x, + h,)] + O(h;'2), 
so that the new formula is of order p and the relation (3.2) holds. As usual the local error 
estimate is 
* 
Vn+I - v”+I = [v,+, - u(x, + h,)] + O(h{"). 
This new pair costs the same as the original pair. Indeed, for an explicit Runge-Kutta formula, 
all that is altered is the linear combination of stages of the pth order result. This is attractive 
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for parallel computation because the two integrations can be done simultaneously and, except 
for communication of h, from the primary integration to the secondary integration. independ- 
ently. The work is exactly balanced in the two integrations. Halving costs two steps in the 
secondary integration for each one in the primary whereas this less general procedure requires 
only one. 
Prince and Wright[9] and Shampine and Watts[ lo] point out certain difficulties shared by 
all these methods which depend on the asymptotic result (2.7). One is that global smoothness 
is required. It is easy enough to modify the approach to accommodate problems which are 
smooth only on subintervals of [a,b], but the methods all require considerable smoothness so 
that the local error actually has the form (2.4). Other situations which disturb the behavior (2.4) 
also invalidate the estimate. An obvious situation is that of limiting precision. One more 
important to practice is that of moderate stiffness, for a local error control will then cause the 
step size to be increased until it is determined by stability rather than by accuracy according to 
(2.4). Of course, the whole analysis is asymptotic in nature and so requires that the step sizes 
be small enough that the principal terms dominate in both the local and global error expansions. 
One of the useful consequences of a local error control in the primary integration is that 
h, is controlled so that the principal error term of the local error expansion dominates. A feature 
of the scheme we propose is that we have local error estimates in both integrations. A new 
device is to compare the two estimated local errors. If the basic assumptions are valid, the 
estimates differ by a factor of p. Too large a deviation means that we must return to the user 
with a statement hat the global error estimator has broken down. This device is quite helpful. 
It is very likely to spot limiting precision and likely to spot the effects of mild stiffness. It may 
recognize when the step sizes are too large for the leading term to dominate in the global error 
expansion. This comes about as follows. If the step size h,, is small enough so that the leading 
term dominates in the local error expansion (which the control of step size normally achieves), 
the local error estimates are, respectively, ~!:+‘+(x,,J,,) and &“~~(x,,iv,). Clearly if 4’” and bv,, 
differ too much, it will generally be the case that the local error estimates are not related by a 
factor of p, and our test will recognize the difficulty. 
In principle any 6 # 0, 1 is permissible, but practical considerations impose constraints. 
The step size is chosen in the primary integration and given to the secondary. As just pointed 
out, we cannot let the integrations diverge too fast, so we cannot take IpI much bigger than 1. 
An interesting possibility is p = - 1 for then the two integrations are asymptotic bounds on 
the true solution, i.e., their global errors are asymptotically of equal magnitude and opposite 
sign. Obviously, though, this choice results in integrations which separate comparatively fast. 
This limits its usefulness at crude tolerances. The construction we have given does not allow 
us to take (PI very small, for then the local error estimate for the companion pair has a large 
relative error. More fundamentally, it is doubtful that for very small j3. practical step sizes will 
result in a principal error term which dominates in the local error. According to formulas (3.3, 
3.4) for the estimate of the global error, a value of p very close to I will amplify other 
computational errors. 
Monitoring the local errors as we propose will recognize mild stiffness and warn the user 
that the global error estimate is invalid. This is the best we can do if it is the primary integration 
which suffers from stiffness. Whether the secondary integration causes difficulty depends on 
our choice of companion pair. What we would like is that (3.1) be at least as stable as the 
formula (2.3) used in the primary integration. In general we must compute the stability regions 
and compare them, but there is an interesting statement possible. If 0 < p < I. the stability 
region of the new formula includes the intersection of the regions of the two original fonuulas. 
This follows because if P(Z) is the stability function (polynomial for explicit Runge-Kutta) of 
the formula yielding I(,, +, and P*(z) that of the formula yielding u;_, , it is obvious that 
a=, = pP(_-, + (I - p)P*(z) 
is the stability function of the formula yielding v,,, , If z is in the intersection of the regions of 
stability of P(c) and P*(Z), then 
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This observation answers our question for the F(4, 5) pair because the stability region of 
the fourth order formula is wholly contained in that of the fifth order formula[ 131. Thus for 
0 < B < 1, the new fourth order formula is at least as stable as the original fourth order 
formula. If we take, say, B = 112, the companion will be both more stable and more accurate. 
The observation also applies to another pair due to Fehlberg of orders 5 and 6[ 131. Vemer 
derived a different (5, 6) pair which has the same stability regions as the F(4, 5), but better 
numerical properties. The matter is discussed in [14] and the V(5, 6) pair is selected as the 
basis of the widely used DVERK code. It is nice that two of the three most widely used pairs 
of explicit Runge-Kutta formulas can be treated so simply. The LMerson pair implemented in 
[I I] cannot, nor can the DPS triple recommended in [ 151. For these formulas an investigation 
of the possibilities with various B is needed. 
It is helpful to contrast he procedure suggested to that of global extrapolation. The latter 
has B = 2-p which means that the secondary integration is quite accurate and so relatively 
satisfactory at crude tolerances. The stability of the formula for the secondary integration is 
twice that of the formula for the primary integration, so no unnecessary difficulties with stiffness 
arise. On the other hand, extrapolation leads to a secondary integration twice as expensive as 
the procedure suggested and is not nearly so well adapted to parallel computation as our procedure 
is. The idea we propose of comparing the local error estimates in the two integrations has not 
been applied to extrapolation, but it could, and it would provide the same benefits. 
There is one big snag to our procedure. We consider @, p + 1) pairs and advance the 
integration with the formula of order p. Unfortunately, all the popular explicit Runge-Kutta 
codes advance with the formula of order p + 1. (This action is called local extrapolation.) Our 
procedure requires the relationship (3.2) for the formula used to advance the integration, hence 
we need an estimate of the local error of this formula. When local extrapolation is done, there 
is no cheap higher order companion available, and we must resort to a general procedure such 
as halving. The other principle described in section 2, which is valid for odd order p, leads to 
a new alternative to halving which applies to a (4, 5) pair with local extrapolation. We have 
not investigated any cases in detail, but we would be surprised if this approach should turn out 
to be more effective than halving. Both possibilities cost the same. We are sure that halving 
produces a very stable and accurate secondary integration, whereas these matters are unclear 
with the other principle. 
4. REFLECTED FORMULAS 
There is an interesting eneral way to construct a formula with the property (3.2) which 
does not suppose a pair of formulas. Associated with (2.3) is its “reflected” formula. This 
formula can be described as defining v,+ , implicitly to be that value such that stepping backward 
from it with (2.3) results in u,: 
4 = v,+, - hWx, + h,, v.+1; - 0. (4.1) 
There has been some interest[ 161 in this formula because its stability region is the reflection in 
the imaginary axais of that of (2.3). It is known on general grounds that it is of the same order 
p as (2.3). We are interested in its principal error function, so we sketch an elementary treatment 
of these formulas which allows us to prove an interesting property. We supposed that @ satisfies 
a Lipschitz condition (2.6) with constant L. It is easy to see that v,,,, is well-defined for hJ < 1 
and that the iteration 
converges from any initial guess v!$, to v,,,, such that 
V n+l = u, + h@(x, + h,, v,+,; - h,) (4.2) 
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In section 2 we defined a quantity i7, in (2.13) or, equivalently, by 
11 “+I = ii, + h”@(X, + h, l&ii; - h,). (1.3) 
Subtracting this from (4.1) and using the Lipschitz condition leads to 
For h,L < 1, it follows that 
lIv,+, - &Ill s & II4 - c.11. 
” 
Rewriting (4.3) as 
4,+1 + (4 - u,) = 4 + km,, + h,, &!+I; - h,), 
subtracting from (4. l), using the Lipschitz condition, and then using this last result leads to 
IlKI+ I - [Ll,* I + (4 - Ti”,]11 5 h,Lllv,_, - M,,+,l[ s * IIU” - C”Il. 
” 
Now let us use the result (2.14) to arrive at 
v!l+1 = &+I + (U” - 77,) + o(h{+2), 
then at 
v”+I - U(X, + h) = [u,,, - u(x,, + II)] - 2[u,,+, - u(x, + h)] + O(hP+‘) 
= - [&+I - u(x, + h)] + O(lrPCZ) 
whenever p is odd. This says that for any formula (2.3) of odd order p, we can define a formula 
with p = - 1 in (3.2) by “reflecting” the formula. 
This result is not likely to be a practical one for explicit Runge-Kutta formulas. The reflected 
formula has superb stability, so that is not the difficulty. Rather the difficulty is that it is not 
inexpensive to evaluate an implicit formula even with a good guess available (from the primary 
integration). 
5. NUMERICAL EXAMPLES 
A few numerical examples will illustrate the strengths and weaknesses of the methods 
proposed for global error estimation. We modified a code based on the f;(4, 5) pair to provide 
a global error estimate. By coding the actual evaluation of the formula pair as a subroutine, it 
is very easy to evaluate the companion pair for the secondary integration after a successful step 
with the primary integration. We tried several p, but report here results only for p = l/2. The 
code measures the components of the local error relative to the larger of a given threshold and 
the magnitude of the solution component over the current step. 
Following Prince and Wright[9] we solved six problems with analytical solutions: 
A. y’ = -_v, ‘(0) = 1, OSXS2. 
B. y’ = - ; pi, J(O) = 1, 0 5 x S 2. 
c. )” = ?‘cos x, v(0) = 1, 0 5 x S 20. 
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D. y’ = 
E. Y; = YZ, y,(O) = 30, 
y; = 0.032 - 0.4y:, Y,(O) = 0. 0 I x 5 10. 
F. Y; = ~2, Y,(O) = 0, 
YS = v/(1 + yi)l(25 - x), yz(O) = 1, 0 I x s 10. 
Unlike them we solved the problems with a variable step size. The scaling of the problems is 
such that a threshold of 1 is reasonable for all components. The table presents results for a 
tolerance 7 = lo-‘. Included are the maximum and minimum values of the ratio of the estimated 
global error, ESTER, to the true global error, TRUER, and the maximum and minimum values 
of the ratio of the estimated local error of the secondary integration, ER2, to that of the primary 
integration, ERl. The quantities are measured over all steps. The quantities ERl, ER2 are 
norms, but ESTER, TRUER have signs so that an estimate with the wrong sign will show up 
in the table. 
Problem 
min ER2/ERI 
max ERZ/ERI 
min ESTER/TRUER 
max ESTER/TRUER 
A B C D E F 
.49 .3.5 .46 .49 .50 .50 
.50 .50 .53 .50 .50 .50 
.72 .I5 .29 .66 .52 .60 
.83 .I6 1.01 4.16 .52 .60 
Because the computed ER2/ERl ratios are reasonably near the asymptotic value of 0.5 at 
each step, we expect, and find, that the estimated global errors ESTER are reasonably near to 
the true global errors TRUER at each step. A difficulty is suggested by the results for problems 
E and F. It turns out that they are so easy at this tolerance that the code takes only one step in 
each case. Thus the global error reduces to merely local error, and the inaccuracy of the estimate 
is a statement about the inaccuracy of Fehlberg’s local error estimate. One might reasonably 
expect that reducing T to lo-’ would result in still better estimates, and this is mostly true. 
However, something dramatic happens then with problem B. It turns out that the fifth order of 
the F(4, 5) pair of formulas is less accurate than the fourth on the first step. The nature of the 
companion pair is such that the estimated global error (= local error here) has the wrong sign 
on this step. Having started with the wrong sign, the estimated global error continues to have 
the wrong sign throughout the integration. Our scheme for estimating lobal errors depends on 
“sufficiently small” step sizes, and these examples how that this may not occur even when 
we might reasonably expect it. Unfortunately our test on the ratio ERZ/ERl does not spot this 
kind of trouble. 
We also solved problem A on a longer interval so as to explore the effects of stiffness. 
The table shows what happens on successive steps with r = lo-‘. 
X ERZlERl ESTER/TRUER 
1.360 .500 ,677 
2.614 ,429 ,816 
4.286 .411 ,930 
6.405 .I77 1.45 
9.455 5.51 - 18.8 
14.73 3.11 10.0 
17.69 6.01 - 16.0 
20.00 12.0 73.4 
Notice that the estimate is not as good as one might hope for on the first step; this is a statement 
about the local error estimator. Comparing the ratio ER2/ERl at each step to the asymptotic 
value 0.5 does locate the onset of bad global error estimates for this example. 
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