We describe a new and computationally efficient Bayesian methodology for inferring species trees and demographics from unlinked binary markers. Likelihood calculations are carried out using diffusion models of allele frequency dynamics combined with a new algorithm for numerically computing likelihoods of quantitative traits. The diffusion approach allows for analysis of datasets containing hundreds or thousands of individuals. The method, which we call Snapper, has been implemented as part of the Beast2 package. We introduce the models, the efficient algorithms, and report performance of Snapper on simulated data sets and on SNP data from rattlesnakes and freshwater turtles.
1 Introduction this as a paradigm shift in phylogenetics (Edwards, 2009) . It is now widely accepted that (i) phylogenetic analysis needs to take account of the varying evolutionary histories of different parts of the genome, and (ii) estimation of evolutionary relationships between populations (or species) should take account of evolutionary dynamics within populations (or species).
In the systematics community, taking account of population dynamics in a phylogenetic context has meant implementing some version of the multispecies coalescent Liu, 2008; Larget et al., 2010; Heled et al., 2013) . The coalescent models the distribution of gene trees within a population; the multispecies coalescent is its natural extension to multiple populations or species. One of the key advantages of the coalescent is that, for neutral mutations, the gene tree can be decoupled from the mutation process, a feature which forms the basis of many implementations of the model. Nevertheless, the coalescent has its limitations. It is difficult to incorporate selection, for example. Also, the running time of coalescent based methods (e.g. BEAST, *BEAST, etc.) depends critically on the number of individuals being sampled. In *BEAST a gene tree is sampled for each loci, with the number of leaves in the gene tree given by the number of individuals sampled from all populations. Bryant et al. (2012) showed that explicit sampling of gene trees for each locus could be avoided in the case of unlinked binary markers. This is appropriate for the estimation of species trees from unlinked single nucleotide polymorphisms (SNPs). Their algorithm was implemented in Snapp, and can analyse data sets with hundreds of thousands of loci and up to 200 individuals (depending on computing resources and sampling difficulties).
Unfortunately Snapp does not scale that well as the number of individuals increases. The running time of the algorithm algorithm is O(n 2 log n) with n individuals, which quickly becomes limiting. The far most common user complaint about Snapp to developers has been running speed.
Rather than tinker with the Snapp algorithm, we have taken a completely new ap-proach with a different kind of model. Like Gutenkunst et al. (2010) , Sirén et al. (2010) and Lukic and Hey (2012) we use diffusion models, though we apply them in a new way.
The net result is that we can carry out Snapp-type analyses but with essentially no limits on the number of individuals being sampled.
Diffusion models, like the coalescent, are a convenient approximation of the standard Wright-Fisher discrete models. In fact, diffusion models pre-date coalescent models by a good fifty years (Wright, 1931; Kingman, 1982) . Whereas coalescent models describe the distribution of the genealogy or gene tree for a sample of individuals, diffusion models describe the frequency of an allele in the population as a whole. There are straightforward extensions incorporating selection.
There are three challenges to overcome working with a model of allele frequencies.
First, we do not actually observe the population frequencies, we just observe a sample drawn from that population. This problem is easily solved by incorporating the sampling step explicitly into our likelihood.
Second, gene frequencies are continuous traits, so it is not possible to sum over ancestral trait values as in Felsenstein's pruning algorithm (Felsenstein, 1981) . For this, we follow a numerical approach developed in Hiscott et al. (2016) , though with some new twists to improve efficiency and accuracy.
Third, diffusion models do not give explicit transition probabilities or densities: these are only available via partial differential equations (PDEs). We solve these differential equations numerically, extending a standard spectral approach from a single population to the entire species tree. We note that there is significant potential for extending our methods to other diffusion models.
The outline of this paper is as follows: In Section 2 we briefly review the population genetic diffusion models and some relevant theory, describe the model on a species tree and discuss other related models. In Section 3 we spend some time setting up the mathematics developed to compute the model likelihood. Thereafter we present a numer-ical algorithm for computing the likelihood and discuss the Bayesian software package Snapper. In Section 4 we assess the perfomance of Snapper and compare running times to Snapp. In Section 5 we showcase the capability of Snapper on a SNP dataset from freshwater turtles. We conclude the paper with a summary of method implementation and discuss some possible model extensions for future work.
Models and Methods

The Wright-Fisher diffusion
Our starting point is the Wright-Fisher discrete model of drift and mutation. Suppose we have a population of N diploid individuals, giving 2N copies of each autosomal gene. We consider a gene with two alleles (say 'red' and 'green') and, to being with, a model with non-overlapping generations. With random mating the number X n+1 of red alleles in generation n + 1 has a binomial distribution with parameters 2N and
, where u is the probability of mutating from red to green and v the probability of mutating from green to red. In this way the number of red alleles will follow a random walk with discrete time (generation number) and states (from 0 to 2N ).
The idea behind the diffusion models is to approximate this discrete random walk by a continuous random walk that is easier to work with analytically. We set up the approximation so that the larger N gets, the better the approximation fits. We describe the proportion of gene copies having the red allele, rather than the total count. The state space of the process will be the interval [0, 1]. Instead of considering discrete generations, we construct a random walk which is continuous in time.
Diffusion models for gene frequencies involve a rescaling of time. There are simple, practical, reasons for this. As the population size N gets larger, the rate of genetic drift decreases, ultimately approaching zero drift in the limit. However the effect of drift is something that we would like to model. For this reason we change the units of time so that the rate of drift remains approximately the same as N increases, eventually converging to some non-zero amount. The convention for diploid populations is to use a scale where 1 unit of time corresponds to 2N generations (one coalescent unit).
If we are to change the units of time, we need to adjust the rate of mutation accordingly. Therefore the overall rate of change due to mutations from green alleles to red alleles is 2N u. We adopt the standard notation and define β 1 = 2N u and β 2 = 2N v.
For each value of t we let f (x, t) denote the density of the allele proportion at time t, noting that this allele proportion is a continuous random variable with state space [0, 1] . (2007) for a discussion about how we need to incorporate point masses at 0 and 1 into f (x, t).
As is often the case in mathematical modelling, we work with the function f indirectly using a PDE. Stochastic process theory (Øksendal, 2003, chap. 5) tells us that the function f satisfies the PDE
This equation by itself is not enough to uniquely determine f . We also need to specify what f looks like at the boundaries. To specify that the distribution of the initial state is given by some density π we add the initial condition
Note that to specify the initial value exactly, we need π to be a Dirac-delta function π(x) = δ(x − x 0 ) which is essentially a infinitely thin spike on one value x 0 . Even with these initial conditions, the PDE (1) does not uniquely determine the function f . We also need to add boundary conditions at x = 0 and x = 1 to guarantee that the probability of going outside the interval [0, 1] is always zero. Writing this as a condition on integrals of f and then plugging in the PDE, eventually leads to what in physics is known as a zero-flux condition The PDE (1) together with the boundary conditions (2) and (3) are just a mathematically convenient, if not particularly transparent, way to describe the function f . The function f , in turn, is just a way to approximate the probabilities in the original discrete process. The diffusion approximation works well only if mutations rates are assumed small to begin with. This will give a reasonably small error in the diffusion approximation. As shown in Ethier and Norman (1977) we still have convergence in expectation with an error bound on the diffusion approximation behaving like O(u + v + 1/N ). Note that if u or v are large (compared to, say, 1 N ) then the diffusion approximation will fail miserably. In a recent simulation study, Tataru et al. (2017) used simulations to quantify the error from the diffusion approximation in small populations, and found that diffusion models gave reasonable approximations even when the population has fewer than 100 individuals.
Modelling allele frequencies on a species tree
The diffusion model describes how allele frequencies change over time in a single population. The model extends directly to multiple populations in a species tree (Sirén et al., 2010) . As in Bryant et al. (2012) we think of the root of the species tree to be at the top of the tree and the leaves at the bottom. The model describes evolution of the allele frequencies from the top of the tree to the bottom.
The allele frequency at the root has a distribution given by the stationary density of the diffusion model (in this case, a beta distribution). The allele frequency at the bottom of a branch has a distribution given by the diffusion model with an initial value equal to the allele frequency at the top of the branch. At a speciation, the two daughter populations have the same allele frequency as the parent population.
We now formalise these ideas. Suppose that the branches in the species tree are numbered i = 1, 2, . . . , 2n − 2 where, for convenience, the branches adjacent to the leaves are numbered 1, 2, . . . , n. Let X T i denote the allele frequency immediately below the top of branch i. Let X B i denote the allele frequency immediately above the bottom of branch i. Let X ρ = X B ρ denote the allele frequency at the root.
At the root, ρ, the proportion of red alleles in the ancestral population equals the stationary distribution of the diffusion model. The stationary distribution of the diffusion equation (1) has a beta distribution (Ewens, 2004) with density
Along any branch in the species tree, the changes in allele frequencies are modelled using the diffusion process. The allele frequency at the start of the branch gives the initial density, f (x, 0), for x ∈ [0, 1]. The distribution of the allele frequency y at the end of the branch is then given by f (y, t), where t is the length of the branch in units of 2N
generations and y ∈ [0, 1].
At a speciation, we make the assumption that there is no correlation between allele type and speciation. Hence the two descendant species are assumed to have identical allele frequencies to the parent node.
We have, therefore, a model for allele frequencies over the whole tree. However allele frequencies at the leaves are not directly observed. Instead we have a sample of n i individuals, giving 2n i allele copies taken from each species i. If x i is the red allele frequency for the population then the observed number r i of red alleles in the the sample for this gene has binomial distribution with parameters 2n i and x i , so that
see Sirén et al. (2010) .
In Algorithm 1 we describe how to simulate allele frequencies under this model. Note that in a pre-order traversal we visit every node in order so that the children of a node are always visited after the node itself.
Algorithm 1 Simulate allele frequencies on a tree 1: procedure TreeSim(S)
2:
Generate X B ρ from density π(x|β 1 , β 2 ) given in (4) 3:
for all nodes i except the root in a pre-order traversal do 4:
where p(i) denotes the parent of i 5:
Use diffusion to simulate X B i given initial value X T i 6:
if node i is a leaf then 7:
end for 10: end procedure
We use the algorithm of Jenkins et al. (2017) to simulate diffusions along each branch.
Alternative methods for simulating diffusions include truncating a spectral expansion of the transition function (Song and Steinrücken, 2012; Steinrücken et al., 2014) or numerical solutions of the Kolmogorov equations (Williamson et al., 2005; Bollback et al., 2008; Gutenkunst et al., 2009) . Care needs to be taken when implementing these methods since approximation errors close to the boundary can become large, a problem that 
Analytical formula for partial likelihoods
We now describe how to describe the likelihood functions analytically. Overall our approach is to use dynamic programming, as in Felsenstein's pruning algorithm (Felsenstein, 1981) . For each node i and each ancestral state x, which is our case is an allele frequency, we define two partial likelihoods, B i (x) and T i (x). The first is the probability of observing all allele counts for taxa in the subtree rooted at i, conditional on the state X B i at the bottom of branch i being equal to x. The second is defined in the same way, but is instead conditioned on the state X T i at the top of the branch. A similar approach was used in Bryant et al. (2012) .
We now show how to describe these partial likelihoods recursively for an individual site m.
Partial likelihoods at the leaves
Suppose that node i is a leaf and that we have sampled n i diploid individuals from this population. Let r i denote the number of observed gene copies carrying the red allele for site m. If x is the proportion of red alleles in the population then r i has a binomial distribution with parameters n i and x. Hence the partial likelihood at a leaf i is given
Partial likelihoods at a speciation
Let j and k be the children of node i. We assumed that the allele frequencies for daughter populations after a speciation are exactly those of the parent population before speciation.
The partial likelihoods at the bottom of the branch above i is then the product of partial likelihoods at the tops of the branches immediately below i, so
for all x ∈ [0, 1].
Partial likelihoods along a branch
Let N i be the effective population size for the branch directly above node i, and let τ i denote the length of the branch above node i, measured in numbers of generations.
Then t i = τ i 2N i equals the length of the branch in coalescent units. To derive the partial likelihood T i (x) at the top of this branch, we integrate over all frequency values at the bottom of the branch.
In this equation, f (y, t i ) is the density for the allele frequency y the bottom of the branch conditional on an initial value x at the top of the branch, while B i (y) is the partial likelihood conditional on allele frequency y at the bottom of the branch.
To get a handle on (7) we define
Then g satisfies the PDE,
with initial condition
Solutions to the PDE (9) are unique and well-behaved without specifying boundary conditions for t > 0 (Epstein and Mazzeo, 2010).
Likelihood at the root of a tree
Equations (5), (6) and (7) can be applied to the entire tree, starting with the leaves and moving upwards towards the root. They define the root likelihood B ρ (x), which is the probability of observing all allele counts for all populations, conditioning on the allele frequency X ρ = X B ρ being equal to x.
To define the likelihood of the tree we now integrate over the allele frequency x at the root, multiplied by the stationary density of x given in (4):
This is the probability for a single site m. The likelihood from all markers is found by multiplying the probabilities from each site together (or, in practice, summing the log-likelihoods)
In the case of SNP data we need to compute the conditional likelihood,
where L 0 is the probability of observing a constant site (See Bryant et al. (2012) and Felsenstein (1992) ).
Translation of parameters
One of the more confusing aspects of working across population genetics and phylogenetics is the different ways that different communities parameterize different variables.
In this section we summarise the parameters and outputs for our model, and show how they might be converted into other formulations.
There are four groups of input variables in our model. These are the variables that could conceivably be inferred from data using the likelihood function. They are 1. The species tree.
2. The branch lengths in the species tree. In our model, we measure the length of a branch in number of generations. Let τ i denote the length of the branch above node i.
3. The mutation rates u and v giving the probabilities of mutating from a red to a green allele or a green to a red allele, each generation.
4. The effective population size N i for each branch i (that is, the branch above node i).
Different methods for inferring species trees describe these parameters in different ways. The convention in phylogenetics is to express branch lengths in terms of expected substitutions per site. The use of the term 'substitution' is confusing, as the whole premise behind the multispecies coalescent is to model incomplete substitutions. However for neutral mutations, the rate of substitutions equals the rate of mutations. Under our model, the rate of mutations per generation is
so a branch of length τ i generations corresponds to a branch length of µτ i expected substitutions (mutations) per site.
Methods which ignore the branch lengths in gene trees are not able to infer both population sizes and branch lengths, and instead use a single parameter per branch, typically measured in coalescent units (e.g. (Vachaspati and Warnow, 2015; Liu et al., 2010) ). If τ i is the length of a branch in numbers of generations, the length of the branch in coalescent units is given by t i = τ i 2N i . In our model, we parameterize effective population size for branch i directly as N i .
Snapp (Bryant et al., 2012) , Best (Liu, 2008) and BPP (Yang, 2015) instead use θ i = 4N i µ as the parameter for effective population size. Under an infinite sites model, θ i equals the expected proportion of sequence differences between two individuals from the same population. In a finite sites model, 4N i µ is an overestimate of this expectation, due to backward mutations.
Dealing with confounded rates and rate matrices
An important issue with the diffusion model as we have described it, and indeed with many multispecies coalescent models, is that there is an identifiability problem with rates.
If the mutation rates are multiplied by some constant c and at the same time branch lengths and population sizes are multiplied by 1 c , the probability of the data remains the same.
One solution is to estimate the mutation rate µ beforehand and use this value, or a prior distribution around that value, to include µ as part of our model. The prior distribution for u and v is then reformulated so that (14) is satisfied. This strategy is used by StarBeast, where the average substitution (mutation) rate r µ is fixed ahead of time.
An alternative strategy is to express branch lengths in terms of expected substitutions (mutations) per site and population sizes in terms of the θ parameter, as both of these are invariant to a choice of µ, (Yang, 2015; Bryant et al., 2012) . As a consequence, the effective population sizes N i cannot be inferred without additional information. This approach adapts well to phylogenetics where it is customary to describe mutation rates using a normalised rate matrix, such as the Jukes-Cantor and HKY85 matrices
In this matrix, the stationary probabilities for the nucleotides are π A , π C , π G , π T , the parameter κ controls the ratio of transitions to transversions, and the diagonal elements are chosen to make rows sum to zero. The Jukes-Cantor matrix on the left is already normalised, while in the HKY85 model r would be chosen to make the overall substitution rate equal to 1.
These matrices can be incorporated directly into Snapper, either using prior information for µ, or when using the same branch length and population parameter scheme as BPP. For any site, if X and Y are the two nucleotides present and we (arbitrarily) assign red to X and green to Y then the appropriate choices for u and v are simply Q XY and Q Y X . For example, under the HKY85 model, if the red allele is nucleotide A and green allele is nucleotide C then the corresponding rates are u = µQ AC = π C and v = Q CA π A . We are approximating a four state model with a two state model, but the error introduced should be minimal in the absence of divergences or highly variable sites.
Comparison with allele frequency spectrum methods
We note that diffusion models are already used in population genetics to approximate changes in the allele frequency spectrum (AFS) (Gutenkunst et al., 2009; Lukic and Hey, 2012; Racimo et al., 2016) . For each value of x between 0 and 1, the AFS gives the proportion of sites for which the derived allele appears in the proportion x of the sample.
For example, we might consider all sites where the the derived allele appears in 30 of the 100 sampled genomes. If 5% of all sites fall into this category then the AFS value for 0.3 will be 5%.
Methods based on the AFS to infer genetic parameters for a single population are widespread in the literature (Boitard et al., 2016; Lapierre et al., 2017; Nielsen, 2000) .
In all of these analyses, it is assumed that the population dynamics have achieved stationarity when the AFS predicted by the model is used.
When there are multiple populations divergence times become important. Suppose that there are s species. For every vector (x 1 , x 2 , . . . , x s ) of numbers between 0 and 1, the joint-AFS gives the proportion of sites where the derived allele appears in a proportion x 1 of the individuals in the first population, x 2 of the individuals in the second population, and so on. While the AFS for each population by itself will be the stationary AFS, the joint-AFS for multiple populations depend on the time since separation. Fortunately the PDE determining the predicted joint-AFS is a straight-forward extension of the PDE for a single population (Gutenkunst et al., 2009; Lukic and Hey, 2012; Racimo et al., 2016) .
There are two main advantages of an approach based on the joint-AFS when compared to the method we describe here. First, the PDE for the joint-AFS only needs to be solved once for all sites, whereas in our approach we end up solving the PDEs once for each (distinct) site. Second, migration between populations can be incorporated quite simply into AFS calculation, whereas it would break down the dynamical programming strategy that we use.
The main disadvantage of the joint-AFS strategy is that the PDE has as many dimensions as the number of species, and suffers from the curse of dimensionality (Gutenkunst et al., 2009 ), leading to an exponential growth in the size of grid used by standard numerical methods. This factor severely limits the number of species which can be considered concurrently, whereas in our approach the algorithm scales linearly with the number of species.
Computing the likelihood efficiently
In the previous section, we showed how the recursions for the partial likelihoods can be derived analytically. We did not show how to actually compute those likelihoods. Indeed, computing the likelihoods amounts to an extremely high dimensional integration problem. Our approach is to use numerical techniques combined with dynamic programming.
While the likelihoods we compute are approximate, we can still bound the error. whereby partial likelihoods are evaluated on a mesh of values at each node, and accurate quadrature methods used to carry out the actual computation. We will extend the same strategy by using a set of basis functions to express approximate partial likelihoods instead of a mesh of values. The basis functions are cleverly chosen to help solve equation (9) efficiently and accurately.
Shifted Chebyshev polynomials
The basis functions we use are called the shifted Chebyshev polynomials of the first kind, denoted
Shifted Chebyshev polynomials are defined on [0, 1] and have particularly nice properties (Fox and Parker, 1968) . They also have a lot of equivalent definitions, but the simplest uses the following recursion,
The shifted Chebyshev polynomials are related to the better-known Chebyshev polynomials T 0 , T 1 , T 2 , . . . by the identity: T * k (x) = T k (2x − 1). That is, they are obtained by shifting and scaling the Chebyshev polynomials to have domain [0, 1], see Mason and Handscomb (2002) .
There are two main ways of using shifted Chebyshev polynomials to approximate B i and T i as functions of x. The first is to approximate the function directly as a linear combination of the shifted Chebyshev polynomials, that is, finding sets of coefficients
It can be shown that the error in this approximation drops exponentially quickly as the number K of basis functions increases. We therefore only need to store a few coefficients in order to evaluate the partial likelihood function at any x, with small error.
The second way of obtaining an approximation is by determining the values B i (x) and T i (x) at a pre-specified set of points x 0 , x 1 , . . . , x K and then finding the unique
for all j = 0, 1, . . . , K. This is called polynomial interpolation. As it happens, there is a particular choice of points x 0 , . . . , x K for which we can switch back and forth between function values
and interpolation coefficients
and back with little numerical error and in O(K log K) time (Waldvogel, 2006; Trefethen, 2013) . These are called the Chebyshev-Lobatto points, defined by the rather opaque formula x j = 1 − cos 2πj K /2, for j = 0, . . . , K.
These points are all in the interval [0, 1] with a denser packing of points nearer 0 and 1.
They equal the x-coordinates of points spaced regularly around a semi-circle.
We use both coefficient values
proximating the partial likelihoods B i and T i .
Approximate partial likelihoods at a leaf
We compute our approximate likelihood at the bottom of a leaf branch by simply evalu-
at the Gauss-Lobatto points. We then compute corresponding coefficients
using the FFT algorithm (Trefethen, 2013) .
Solving the diffusion model numerically
Shifted Chebyshev polynomials provide the foundation for the numerical methods we use to solve the PDE (9). Note that, unlike the forward diffusion (1), solutions to this backward diffusion are nice smooth functions, meaning that we can avoid some of the numerical headaches encountered by those using the forward diffusion directly (Lukic and Hey, 2012) .
We approximate g(x, t) in terms of shifted Chebyshev polynomials
Then
and
Let λ(t) denote the vector of values λ 0 (t), . . . , λ K (t). Formulas for the derivative of shifted Chebyshev polynomials lead eventually to a (K + 1)
Indeed after some tedious algebra we can derive a (K + 1) × (K + 1) Q matrix so that
for all x ∈ [0, 1]. Plugging this and (17) into (9) we obtain an equation
for an approximate solution to the PDE, giving the system
with initial condition λ(0) given as the Chebyshev coefficients of g(x, 0).
Like Bryant et al. (2012) we use rational approximations to exp(Qt)λ(0) on the negative real axis computed using a Caratheodory Fejer-approximation. Additionally, we use techniques adapted from Fox and Parker (1968) and outlined in the appendix (A.1) to take advantage of structure in the matrix Q, allowing an implementation of the Caratheodory-Fejer approximation which runs in O(K) time.
To summarise, consider a node i and let t i denote the length (in coalescent units) of the branch connecting i to its parent. Suppose B i with corresponding coefficients λ B i is already computed at the bottom of the branch. We then compute partial likelihood T i at the top of the branch by
Computing a numerical approximation for exp(Qt v )λ(0).
Approximate partial likelihoods at a speciation
Consider a node i with two children j and k. We suppose that the approximations for
for all p = 0, 1, . . . , K.
This computation takes O(K) time.
Approximate likelihoods at the root
The final integration to carry out is over the partial likelihood at the root
see (11). The density for a beta distribution (4) 
We factor this polynomial as
Noting that the first integral is now well-behaved while the second integral evaluates to for All sites s do 3:
for All nodes i in a post-order traversal of the tree do 4:
if i is a leaf node then 5: Compute L s using numerical integration.
14:
end for 15:
return s log(L s ) 16: end procedure
Snapper
The likelihood algorithm forms the core of a Bayesian inference software package, Snapper.
The software is open-source and available to download at https://github.com/rbouckaert/ snapper. Like Snapp, it takes biallelic data at multiple loci for multiple individuals, in a set of species and returns samples from the joint posterior distribution of (i) species phylogenies, (ii) species divergence times and (iii) effective population sizes. As in Snapp we implemented a dynamic cache-based system to store partial likelihoods on different subtrees and multithreading to take advantage of parallel computation on multiple core machines or graphics processing units. The range of prior distributions, and flexible prior specification, remains essentially unchanged.
The MCMC proposal function implemented is almost the same subset of BEAST2 (Bouckaert et al., 2019) move proposals implemented for Snapp. We add one new proposal selects a subtree of the species tree and scales all population sizes within that subtree simultaneously, a refinement of an existing proposal.
The user can specify number K of basis functions. Some recommendations are made in the Snapper manual regarding the number of basis functions to use given the size of a dataset. Also contained in the software package are simulators and python scripts to integrate Snapper with the iPyRad data pipeline to assist with streamlining data analysis. 
Performance assessment
Numerical error convergence
We assessed the rate of error convergence for different tree heights, tree sizes and tree topologies. In particular we wanted to verify that we have exponential convergence of error.
We drew parameter sets from the prior distributions specified by Table 1 , for 4 species trees and 16 species trees with 'caterpillar' and 'well-balanced' tree shapes. Furthermore for each tree we specified expected tree heights to be either very small or very large. We then simulated a 1000 sites for each parameter set and computed the relative error of the likelihood for number of basis function, K = 5, . . . , 50. Note that for this experiment we do not limit K to values of the form 2 m + 1. As there is no analytical expression for the Table 1 : Priors used to draw trees for error convergence study. Gamma priors on population sizes and Yule prior on tree shape, height and branch length was specified.
likelihood so to assess convergence we compared values calculated to those for a large (K = 200) number of basis functions. We summarize the results for 4 species trees in Figure 1 and for 16 species trees in Figure 2 .
We see that in all the cases we have that the error decreases exponentially with K, that is, it decreases like α K for some α < 1. Error is smaller for long branch lengths since approximate solutions are typically lower degree polynomials. However when the branch lengths are very short the error decreases more slowly. There are good reasons for this.
Firstly, when the partial likelihood function is spiked, the approximate solutions are high degree polynomials requiring more basis functions. Secondly, population sizes for short branches are intrinsically more difficulty to estimate, no matter which model or method is used. The only information we have about population sizes comes from the distribution of coalescent events, and on short branches there are simply insufficient coalescent events to make sound inference. Later, we address this by adopting a prior distribution on population sizes which introduces correlation between neighbouring branches.
Apart from branch length distribution, tree shape does not seem to have a noticeable effect on the error convergence.
Comparing inferences from Snapp and Snapper
Theory states that the multispecies coalescent model underlying Snapp and the diffusion model behind Snapper are approximations of one another (Griffiths and Spano', 2010) , with differences decreasing as effective population size increases. To demonstrate this we analyze the rattlesnake data set in Chifman and Kubatko (2014) . The data 3000 SNPs In Chifman and Kubatko (2014) it was reported that Snapp was not sampling from the posterior distribution efficiently enough. It quickly became apparent that the sole cause of difficulty was the inference of population sizes on branches with close to zero length. We selected the CIR prior in Snapp and in Snapper, which implements a model with correlated population sizes on nearby branches. Convergence was also improved by implementing a proposal which scales all population sizes within a randomly selected subtree.
We ran the MCMC chain for 750,000 iterations for both Snapp and Snapper. It 
Running time of Snapper
We compare the computation time between Snapper and Snapp on a 4-and 8-taxa tree scaling the number of individuals at a leaf. We generated datasets of a 1000
SNPs given the number of species (s = 4, 8) and the number of individuals at a leaf (n = 5, 10, . . . , 30). The number of basis functions for Snapper was fixed at K = 33. Figure 3 : A Snapp and Snapper inference of rattlesnake species trees displayed using Densitree (Bouckaert, 2010) . Rattlesnake populations are numbered from 1-7. Branch thickness is related to relative population sizes, tree height is reported in expected number of mutations and population sizes is printed below each related branch, as µ ± 3σ
Likelihood computation without caching was done on a computer with an Intel i3-7100 CPU. In Figure 4 we report the average times (in seconds) to compute the likelihood of a 1000 sites on 4-and 8-taxa trees, for Snapp and Snapper. As expected we can clearly see the advantage of Snapper, in that computation time is hardly affected by the number of individuals at a leaf. Note that there is some dependence on the number of individuals. As having large samples can lead to a need for more basis functions to ensure accuracy.
Analysis of freshwater turtle; Emydura macquarii
To illustrate the application of Snapper we reanalyse SNP data of Georges et al. (2018) from a group of freshwater turtles known collectively as Emydura. The range of Emydura extends almost the full length of the Australian continent from north to south.
The group is currently recognized as a complex of closely related and morphologically distinct allopatric forms, variously regarded as species, subspecies or distinct morpholog- Basin (LEB), and the intervening Bulloo Basin (Georges et al., 2018) .
For the Snapper analysis we used 399 individuals divided into 41 populations with a total of 5,186 filtered SNPs. We expect short branch lengths for some of the populations due to geographical proximity of sampling sites. Therefore we specify a CIR prior that allows for correlation between populations on nearby branches. The analysis include two out-taxon populations therefore we expect tree height to be large. Hence we use a Yule prior with appropriate mean tree height. We have no prior information on mutation rates therefore we fix u = v = 1. See Table 2 for more details.
We conducted a number of initial investigations to determine appropriate proposals Table 2 : Priors used in Snapper analysis of freshwater turtle; Emydura macquarii. CIR priors on population sizes and Yule prior on tree shape, height and branch length was specified. Note that the mean given for CIR prior is the mean of the stationary process. and proposal weights. We then ran the sampler for 2,000,000 iterations with convergence assessed in Tracer (Rambaut et al., 2018) using estimated effective sample size. It took a total of ∼ 500 hours for the sampler to run on a computer with an Intel i3-7100. CPU.
We provide a complete list of summary statistics in the appendix (A.3). Figure 5 depicts the tree with largest posterior probability with uncertainty. The shape of the tree in Figure 5 agrees with the genetic distances and SVDquartets trees computed in Georges et al. (2018) . We extend the anaylsis in Georges et al. (2018) by quantifying uncertainty around branch lengths and include an additional parameter, namely population size. In Figure 5 we see some uncertainty surrounding topology in the Fitzroy clade (samples 38 -43 Figure 6 : 11 population densitree of freshwater turtle Emydura macquarii restricted to MDB clade to provide better resolution of branch lenghts and topology. We show the fraction of trees in the tree set that contain a clade as text on the graph. We also display the mean of a node as a marker on the tree. Timescale grid is given in expected number of mutations per lineage per site.
and Emydura victoriae populations, are considered as out-taxon groups. Therefore we expect to see the divergence time from the rest of the populations to be much earlier.
This however leads to poor resolution for the MDB clade (samples 112 -131). Thus we present the MDB clade in Figure 6 . The figure also depicts the extent of uncertainty surrounding the tree due to short branch lengths. As we discuss above, population size estimates here will be mostly dependent on the prior due to little information available on such short branch lengths.
Discussion
In this paper we present Snapper a computationally more efficient method to supersede Snapp. Like Snapp the method takes biallelic markers sampled from individuals in multiple populations and computes the likelihood of the species tree topology together with branch lengths and population sizes. We achieved this computational efficiency by computing the likelihood using diffusion models rather than the multispecies coalescent.
The Wright-Fisher diffusion and Coalescent are dual processes and it is therefore not surprising that the same inference can be made under these distinct but related model frameworks.
We utilize observed allele frequencies in the sample as initial conditions for the backwards diffusion. The advantages of using the backward diffusion are two-fold. Firstly the numerical solutions are stable and bounded. Secondly, it is clear how to define the boundary conditions.
The Snapper sampler is based on the Snapp sampler and uses the same move proposals, which are standard in the Beast2 software package. However to improve sampling efficiency for large trees we implemented an additional move to scale population sizes on subtrees.
We have reported some of the analyses performed in order to validate and more importantly convince the reader of the ability of Snapper to infer population genetic parameters. Further work needs to be done to establish regions in the appropriate parameter space where specific parameters are irrecoverable.
Finally, we note that the general framework for defining likelihoods in terms of backward diffusions can be extended to other difffusion models. These models can include additional parameters such as selection, migration and linkage disequilibrium. In some cases even the computational framework is reusable.
parts multiple times we have
We introduce two new matrices X and Y. The matrix X is derived from properties of shifted Chebyshev polynomials, and is defined so that if g is expanded as in (22) then
The matrix Y comes from (24) and has the property that if g is expanded as in (22) then the RHS of (24) equals (Yλ(t)) k T * k (x).
We then obtain
The usefulness of this follows from that fact that, with the exception of two rows, all the non-zero entries in X and Y are on or near the digaonal: both matrices are almost banded. To solve (Q−zI)x = v we multiply both sides by X and solve the sparse system that results. Overall, this now takes O(K) time.
A.2 Further details on the simulation studies
We conducted a simulation study to check whether the model posterior distributions recover model parameters. We simulate data from three different 4 species tree distributions. Parameter means are equal but we change the variance of the 4 species tree distribution. We then draw a 100 parameter sets from each 4 species tree distribution. Table 3 : Frequency that parameters fall within the 95% highest posterior density of the MCMC chain for a 100 simulated datasets varying the prior on the population sizes for the trees from which the data is simulated. Note that we display the frequencies above as percentages.
Thereafter we simulate a 1000 SNPs for 32 individuals distributed over 4 species for each parameter set. For every simulated SNP dataset we ran two chains for 100,000 iterations, one with correct prior, i.e 4 species tree distribution used for simulation, and one with incorrect prior. See Table 4 for details on priors. We then count the number of parameters that were recovered, i.e fall within the 95% highest posterior density of the MCMC chain. MCMC chains took on average ∼200 seconds to run. We report these counts in Table 3 . We see that correct priors on the model has a high rate of parameter recovery. However, when incorrect priors are used recovery rates suffer for population size parameters close to the root. This does not come as a surprise due to information loss on branches as we go up the tree. 
Correct prior
