Let Ω ⊆ R n+1 have minimal Gaussian surface area among all sets satisfying Ω = −Ω with fixed Gaussian volume. Let A = A x be the second fundamental form of ∂Ω at x, i.e.
1 +···+x 2 n+1 )/2 . Let A 2 be the sum of the squares of the entries of A, and let A 2→2 denote the ℓ 2 operator norm of A.
It is shown that if Ω or Ω c is convex, and if either
then ∂Ω must be a round cylinder. That is, except for the case that the average value of A 2 is slightly less than 1, we resolve the convex case of a question of Barthe from 2001. The main tool is the Colding-Minicozzi theory for Gaussian minimal surfaces, which studies eigenfunctions of the Ornstein-Uhlenbeck type operator L = ∆ − x, ∇ + A 2 + 1 associated to the surface ∂Ω. A key new ingredient is the use of a randomly chosen degree 2 polynomial in the second variation formula for the Gaussian surface area. Our actual results are a bit more general than the above statement. Also, some of our results hold without the assumption of convexity.
Introduction
In a landmark investigation of mean curvature flow [CM12] , Colding and Minicozzi studied a maximal version of the Gaussian surface area of an n-dimensional hypersurface Σ in R n+1 . They called this quantity sup a>0,b∈R n+1 Σ a − n 2 γ n ((x − b)a −1/2 )dx (1) the "entropy" of Σ. The Colding-Minicozzi entropy (1) is of interest since it monotonically decreases under the mean curvature flow. For this reason, [CM12] studied minimizers of (1). Here, with m = n + 1, we define γ n (x) := (2π) −n/2 e − x 2 /2 , In the context of mean curvature flow, the Colding-Minicozzi entropy (1) is an analogue of Perelman's reduced volume for Ricci flow. It was conjectured in [CIMW13] and ultimately Date: May 19, 2017. Supported by NSF Grant DMS 1708908. 1 proven in [Zhu16] that, among all compact n-dimensional hypersurfaces Σ ⊆ R n+1 with ∂Σ = ∅, the round sphere minimizes the quantity (1).
Mean curvature flow refers to a set of orientable hypersurfaces {Σ s } s≥0 such that (d/ds)x = −H(x)N(x), ∀ x ∈ Σ s , ∀ s ≥ 0, where H(x) is the mean curvature of x ∈ Σ and N(x) is the exterior unit normal vector at x ∈ Σ s . (See Section 2.1 for more detailed definitions.)
Influenced by the methods of [CM12] , we study minimizers of the Gaussian surface area itself, over symmetric hypersurfaces Σ ⊆ R n+1 enclosing a fixed Gaussian volume. We say a hypersurface Σ is symmetric if Σ = −Σ. Without the symmetry assumption, it is well-known that the set Ω ⊆ R n+1 of fixed Gaussian volume Ω γ n+1 (x)dx and of minimal Gaussian surface area ∂Ω γ n (x)dx is a half space. That is, Ω is the set lying on one side of a hyperplane [SC74] . This result has been elucidated and strengthened over the years [Bor85, Led94, Led96, Bob97, BS01, Bor03, MN + 15b, MN15a, Eld15, MR15, BBJ16] . However, all of these proof methods (with the exception of [MR15, BBJ16] ) seem unable to handle the additional constraint that the set Ω is symmetric. i.e. that Ω = −Ω. That is, new methods are needed to find symmetric sets Ω ⊆ R n+1 of fixed Gaussian volume and minimal Gaussian surface area. In this work, we demonstrate that the calculus of variations techniques of [CM12, MR15, BBJ16] succeed in this task, where other proof strategies seem insufficient. Informally, the calculus of variations is a "local" proof strategy, whereas other proof strategies such as in [MN15a] or [Eld15] either directly or indirectly use "global" translation invariance of the problem at hand, in the sense that the translation of a half space is still a half space. So, the other methods cannot deal with the constraint Σ = −Σ, since a translation of such a Σ is no longer symmetric.
It was suggested by Barthe in 2001 [Bar01] that the symmetric set Ω of fixed Gaussian volume and minimal Gaussian surface area could be a symmetric strip bounded by two parallel hyperplanes. It was also expressed in [CR11, O'D12] that a Euclidean ball centered at the origin or its complement could minimize Gaussian surface area. A simple calculation demonstrates that the symmetric strip does not minimize Gaussian surface area for certain volume constraints. If t > 0 satisfies γ 1 ([−t, t]) = 1/2, then the Gaussian surface area of [−t, t] is γ 1 ({−t} ∪ {t}) ≈ .6356. If r > 0 and if B(0, r) = {(x 1 , x 2 ) ∈ R 2 : x 2 1 + x 2 2 ≤ r 2 } satisfies γ 2 (B(0, r)) = 1/2, then ∂B(0,r) γ 2 (x)dx ≈ .5887. Also, the ball B(0, s) in R 3 with γ 3 (B(0, s)) = 1/2 satisfies ∂B(0,s) γ 3 (x)dx ≈ .5783. So, at least for symmetric sets of Gaussian measure 1/2, the interval or the strip bounded by two hyperplanes does not minimize Gaussian surface area. Moreover, it even appears that the n-dimensional ball of Gaussian measure 1/2 has a decreasing surface area as n increases.
Define S n ⊆ R n+1 so that S n := {(x 1 , . . . , x n+1 ) ∈ R n+1 : x 2 1 + · · · + x 2 n+1 = 1}.
From the Central Limit Theorem with error bound (also known as the Edgeworth Expansion) [Fel71, XVI.4.(4.1)], for any s ∈ R, the following asymptotic expansion holds as n → ∞:
γ n B 0, n + s √ 2n = s −∞ e −t 2 /2 dt/ √ 2π + (1 − s 2 )e −s 2 /2 / √ 2π √ n + o(n −1/2 ).
Moreover, from the Chain rule, (denoting B(0, r) = {x ∈ R n : x ≤ r}), d ds s=0 γ n B 0, n + s √ 2n = d dr r= √ n γ n (B(0, r)) · d ds s=0 n + s √ 2n
That is, lim n→∞ d dr r= √ n γ n (B(0, r)) = 1 √ π ≈ .5642.
mentioned above, looking for the symmetric set Ω ⊆ R n+1 of fixed Gaussian volume and  minimal surface area is intrinsically interesting since previous proof strategies fail to solve  this problem, with the exception of recent calculus of variations techniques [CM12, CIMW13,  MR15, BBJ16 ]. The so-called S-inequality of [LaO99] seems superficially related to Problem 1.1. One part of this inequality says: if Ω ⊆ R n+1 is a symmetric convex set, and if P is a symmetric strip lying between two hyperplanes such that γ n+1 (Ω) = γ n+1 (P ), then for any t ≥ 1, γ n+1 (tΩ) ≥ γ n+1 (tP ). This result of [LaO99] seems to have a rather different nature than Problem 1.1, since the first step of the proof of [LaO99] reduces to the case n + 1 = 2. As discussed above, Problem 1.1 cannot have such a reduction since symmetric strips do not minimize Problem 1.1 for the measure constraint c = 1/2. One of the difficulties of Problem 1.1 is dealing with higher-dimensional sets.
1.1. Colding-Minicozzi Theory for Mean Curvature Flow. For any x = (x 1 , . . . , x n+1 ) and y = (y 1 , . . . , y n+1 ) ∈ R n+1 let x, y := n+1 i=1 x i y i denote their standard inner product, and let x :=
x, x denote the corresponding Euclidean norm. The Colding-Minicozzi theory [CM12, CIMW13] focuses on orientable hypersurfaces Σ with ∂Σ = ∅ satisfying
Here N(x) is the unit exterior pointing normal to Σ at x, and H(x) is the mean curvature of Σ at x. Below, we will often omit the x arguments of H, N for brevity. H(x) is the sum of principal curvatures of Σ at x, or equivalently H(x) = div(N(x)). Here H is chosen so that, if r > 0, then the surface rS n satisfies H(x) = n/r for all x ∈ rS n . A hypersurface Σ satisfying (2) is called a self-shrinker, since it is self-similar under the mean curvature flow. Examples of self-shrinkers include a hyperplane through the origin, the sphere √ nS n , or more generally, round cylinders √ kS k × S n−k , where 0 ≤ k ≤ n, and also cones with zero mean curvature.
Also, self-shrinkers model singularities of mean curvature flow. And Σ is a self-shrinker if and only if it is a critical point of Gaussian surface area, in the following sense: for any differentiable a : (−1, 1) → R with a(0) = 1, for any differentiable b : (−1, 1) → R n+1 with b(0) = 0, and for any normal variation {Σ s } s∈(−1,1) of Σ (as in (6)), we have ∂ ∂s s=0 Σs (a(s)) − n 2 γ n ((x − b(s))(a(s)) −1/2 )dx = 0. This fact is well-known, and reproven in Lemma 3.1 below. The special case λ = 0 recovers the self-shrinker equation (2). The papers [CM12, CIMW13] led to several investigations. On the one hand, it was conjectured that, among all compact hypersurfaces, the round sphere minimizes the entropy (1). This conjecture was studied in [CIMW13] and [BW16] until its ultimate resolution in [Zhu16] . One main technical contribution of [Zhu16] was to extend the Colding-Minicozzi theory to handle perturbations of cones. Also, the main result of [CM12, Theorem 0.12] shows that round cylinders are the only C ∞ self-shrinkers that locally minimize the entropy (1).
On the other hand, it is natural to study a generalization of surfaces satisfying (2) [MR15, Guaa, CW14, CW15, COW16, BBJ16]. That is, several papers have studied surfaces Σ such that there exists λ ∈ R such that
Surfaces satisfying (3) are called λ-hypersurfaces.
As we just mentioned, the condition (3) is natural in the study of sets minimizing Gaussian surface area, since (3) holds if and only if Σ is a critical point of the Gaussian surface area (see Lemma 3.1).
A key aspect of the Colding-Minicozzi theory is the study of eigenfunctions of the differential operator L, defined for any C ∞ function f : Σ → R by
Here ∆ is the Laplacian associated to Σ, ∇ is the gradient associated to Σ, A = A x is the second fundamental form of Σ at x, and A x 2 is the sum of the squares of the entries of the matrix A x . Note that L is an Ornstein-Uhlenbeck-type operator. In particular, if Σ is a hyperplane, then A x = 0 for all x ∈ Ω, so L is exactly the usual Ornstein-Uhlenbeck operator, plus the identity map. (More detailed definitions will be given in Section 2.1 below.)
The work [CM12] made the following crucial observation about the operator L. If (2) holds, then H is an eigenfunction of L with eigenvalue 2:
(2) =⇒ LH = 2H.
(5) (See (24) below. Note that our definition of L differs from that of [CM12] since our Gaussian measure has a factor of 2, whereas their Gaussian measure has a factor of 4. Consequently, their L operator has different eigenvalues than ours.) The Colding-Minicozzi theory can readily solve Problem 1.1 in the special case that (2) holds (which is more restrictive than (3)). For illustrative purposes, we now sketch this argument, which closely follows [CM12, Theorem 4.30] . In particular, we use the following key insights of [CM12] .
• H is an eigenfunction of L with eigenvalue 2. (That is, (5) holds.)
• The second variation formula for Gaussian surface area (17) is a quadratic form involving L. • If H changes sign, then an eigenfunction of L exists with eigenvalue larger than 2.
Proposition 1.4 (Special Case of Conjecture 1.3). Let Ω ⊆ R n+1 minimize Problem 1.1. By Lemma 3.1 below, ∃ λ ∈ R such that (3) holds. Assume λ = 0. Assume also that Σ := ∂Ω is a compact, C ∞ hypersurface. Then ∃ r > 0 such that ∂Ω = rS n .
Proof. Let H be the mean curvature of Σ. If H ≥ 0, then Huisken's classification [Hui90, Hui93] [CM12, Theorem 0.17] of compact surfaces satisfying (2) implies that Σ is a round sphere (∃ r > 0 such that Σ = rS n .). So, we may assume that H changes sign. As noted in (5), LH = 2H. Since H changes sign, 2 is not the largest eigenvalue of L, by spectral theory [Zhu16, Lemma 6.5] (e.g. using that (L − A 2 − 2) −1 is a compact operator). That is, there exists a C 2 function g : Σ → R and there exists δ > 2 such that Lg = δg. Moreover, g > 0 on Σ. Since g > 0 and Σ = −Σ, it follows by (4) that g(x) + g(−x) is an eigenfunction of L with eigenvalue δ. That is, we may assume that g(x) = g(−x) for all x ∈ Σ.
Since Σ is not a round sphere, it suffices to find a nearby hypersurface of smaller Gaussian surface area. For any C 2 function f : Σ → R, and for any s ∈ (−1, 1), consider the hypersurface
From the second variation formula, Lemma 3.2 below,
So, to complete the proof, it suffices by Lemma 3.2 to find a C 2 function f such that
We choose g as above so that Lg = δg, δ > 2 and so that Σ (H(x) + g(x))γ n (x)dx = 0.
(Since H changes sign and g ≥ 0, g can satisfy the last equality by multiplying it by an appropriate constant.) We then define f := H + g. Then f satisfies the first two properties. So, it remains to show that f satisfies the last property. Note that, since H and g have different eigenvalues, they are orthogonal, i.e. Σ H(x)g(x)γ n (x)dx = 0. Therefore,
(Since H(x) = x, N(x) for all x ∈ Σ, and Σ is compact, both Σ (H(x)) 2 γ n (x)dx and Σ H(x)γ n (x)dx exist.) Remark 1.5. The case that ∂Ω is not compact can also be dealt with [CM12, Lemmas 9.44 and 9.45], [Zhu16, Proposition 6.11]. Instead of asserting the existence of g, one approximates g by a sequence of Dirichlet eigenfunctions on the intersection of Σ with large compact balls. Since Proposition 1.4 was presented only for illustrative purposes, and since the assumption (2) is too restrictive to resolve Problem 1.1, we will not present the details.
Unfortunately, the proof of Proposition 1.4 does not extend to the more general assumption (3). In order to attack Problem 1.1, we can only assume that (3) holds, instead of the more restrictive (2).
Under the assumption of (3), the proof of Proposition 1.4 breaks in at least two significant ways. First, H is no longer an eigenfunction of L when (3) holds with λ = 0 (see (24) below).
Second, Huisken's classification no longer holds [Hui90, Hui93] . Indeed, it is known that, for every integer m ≥ 3, there exists λ = λ m < 0 and there exists a convex embedded curve Γ m ⊆ R 2 satisfying (3) and such that Γ m has m-fold symmetry (and Γ m 1 = Γ m 2 if m 1 = m 2 ) [Cha17, Theorem 1.3, Proposition 3.2]. Consequently, Γ m × R n−2 ⊆ R n+1 also satisfies (3). That is, Huisken's classification cannot possibly hold, at least when λ < 0 in (3). 6 1.2. Our contribution. For any hypersurface Σ ⊆ R n+1 , we define (using (4) and (7))
In Section 7 below, we show that Huisken's classification does actually hold for surfaces satisfying (3) if λ > 0, if the surface Σ encloses a convex region, and if δ(Σ) < ∞. Due to the following Lemma (see Lemma 5.2 below), we may always assume that δ(∂Ω) < ∞.
Lemma 1.6. If Ω ⊆ R n+1 minimizes Problem 1.1, then δ(∂Ω) < ∞.
The assumption that δ(∂Ω) < ∞ is similar to assuming that ∂Ω A 2 γ n (x)dx < ∞. , and if Ω can be separated by a hyperplane into two sets, each of which is the graph of a function, then ∂Ω must consists of two parallel hyperplanes. In this sense, the symmetric strip separated by two parallel hyperplanes (or its complement) are "isolated critical points" in Problem 1.1.
Due to the Bernstein-type theorems of [Guaa, CW14] , the main difficulty of Problem 1.1 occurs when Σ is not the graph of a function. Also, by Theorem 1.7, Lemma 1.6 and Lemma 3.1 below, in order to solve the convex case of Problem 1.1, it suffices to restrict to surfaces Σ such that there exists λ < 0 and such that H(x) = x, N(x) + λ, for all x ∈ Σ. As discussed above, the case λ < 0 is most interesting, since a Huisken-type classification cannot possibly hold when λ < 0. To deal with the case λ < 0, we use second variation arguments, as in [CM12, CIMW13] .
We begin by using the mean curvature minus its mean in the second variation formula for Gaussian surface area. 
then, after rotating Ω, ∃ r > 0 and 0 ≤ k ≤ n so that Σ = rS k × R n−k .
Theorem 1.8 follows from a slightly more general inequality in Lemma 6.1 below. In the case that λ < 0 and Ω is convex, the largest eigenvalue of L is at most 2, as shown in Lemma 5.3. With an eigenvalue bound smaller than 2, Lemma 6.1 would improve Theorem 1.8.
To handle the case when the average curvature of Σ is less than 1, we use our intuition about the sphere itself. On the sphere, the mean zero symmetric eigenfunctions of L which maximize the second variation of Gaussian surface area are degree two homogeneous spherical harmonics. This was observed in [Man17] . A similar observation was made in the context of noise stability in [Hei15] . In fact, if v, w ∈ S n , if v, w = 0 and if Σ = S n then v, N w, N is an eigenfunction of L. So, intuitively, if ∃ λ ∈ R such that H(x) = x, N(x) + λ, then v, N w, N should also be an eigenfunction of L. Unfortunately, this does not seem to be true. Nevertheless, if we average over all possible choices of v, w ∈ S n , then we can obtain a good bound in the second variation formula. And then there must exist v, w ∈ S n whose second variation exceeds this average value.
If y ∈ Σ, then we define A y 2 2→2 := sup v∈S n A y v 2 to be the ℓ 2 operator norm of A y . Also, Π y : R n+1 → R n denotes the linear projection onto the tangent space of y ∈ Σ. (So
As noted in Proposition 1.4, Problem 1.1 reduces to finding functions f : Σ → R such that Σ f Lf γ n (x)dx is as large as possible. Theorem 1.9 (Second Variation Using a Random Bilinear Function).
Note that convexity is not assumed in Theorem 1.9. Theorem 1.9 actually follows from a slightly more general statement, Lemma 8.2 below. Theorem 1.9 is sharp for spheres, as observed by [Man17] . If r > 0, and if Σ = rS n , then A x 2 = n/r 2 and A y 2 2→2 = 1/r 2 , so
If v, w ∈ S n satisfy v, w = 0, then m = 0 and Σ v, N w, N L( v, N w, N )γ n (x)dx ≥ 0 if and only if r ≥ √ n + 2 [Man17, Proposition 1]. Since Theorem 1.9 gives a bound on the second variation, Theorem 1.9 implies the following.
Corollary 1.10 (Second Variation Using a Random Bilinear Function). Let Ω minimize Problem 1.1 and let Σ :
then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n so that Σ = rS k × R n−k .
The combination of Remark 1.2, Theorems 1.7 and 1.8 and Corollary 1.10 implies the following.
Theorem 1.11 (Main Result). Let Ω minimize Problem 1.1 and let Σ :
So, except for the case that the average value of A 2 is slightly less than 1, we resolve the convex case of Barthe's Conjecture 1.3.
In Section 9 we adapt an argument of [CM12] that allows the computation of the second variation of Gaussian volume preserving normal variations, which simultaneously can dilate the hypersurface Σ. When we use the function H −λ in this second variation formula, we get zero. This suggests the intriguing possibility that the fourth variation of H − λ could help to solve Problem 1.1. Instead of embarking on a rather technical enterprise of computing Gaussian volume preserving fourth variations, we instead put the function H − λ + t, t ∈ R into this second variation formula, and we then differentiate twice in t. We then arrive at the following interesting inequality.
Theorem 1.12. Let Ω minimize Problem 1.1 and let Σ := ∂Ω. Assume also that Σ is a compact, C ∞ hypersurface and Ω is convex. Then
This inequality is rather interesting since it is equal to zero exactly when Σ = rS n , for any r > 0, since then A x 2 = n/r 2 , H(x) = n/r, and x, N = r for all x ∈ S n . So, one might speculate that round spheres are the only compact C ∞ hypersurfaces, where this quantity is nonnegative, and where ∃ λ ∈ R such that H(x) = x, N(x) + λ for all x ∈ Σ 1.3. Organization.
• Preliminary details are covered in Sections 2 through 4.
• A rather technical section on curvature bounds is given in Section 5.
• Theorem 1.7 is proven in Section 7. Theorem 1.8 is proven in Section 6.
• Theorem 1.9, Corollary 1.10 and Theorem 1.11 are proven in Section 8 • Theorem 1.12 is proven in Section 9.
Preliminaries
We say that Σ ⊆ R n+1 is an n-dimensional C ∞ manifold with boundary if Σ can be locally written as the graph of a C ∞ function.
For any (n + 1)-dimensional C ∞ manifold Ω ⊆ R n+1 with boundary, we denote
We also denote C ∞ 0 (Ω) := C ∞ 0 (Ω; R). We let div denote the divergence of a vector field in R n+1 . For any r > 0 and for any x ∈ R n+1 , we let B(x, r) := {y ∈ R n+1 : x − y ≤ r} be the closed Euclidean ball of radius r centered at x ∈ R n+1 . Definition 2.1 (Reduced Boundary). A measurable set Ω ⊆ R n+1 has locally finite surface area if, for any r > 0,
Equivalently, Ω has locally finite surface area if ∇1 Ω is a vector-valued Radon measure such that, for any x ∈ R n+1 , the total variation
If Ω ⊆ R n+1 has locally finite surface area, we define the reduced boundary ∂ * Ω of Ω to be the set of points x ∈ R n+1 such that
exists, and it is exactly one element of S n .
The following argument is essentially identical to [BBJ16, Proposition 1], so we omit the proof.
Lemma 2.2 (Existence). There exists a set Ω ⊆ R n+1 minimizing Problem 1.1.
2.1. Submanifold Curvature. Here we cover some basic definitions from differential geometry of submanifolds of Euclidean space.
Let ∇ denote the standard Euclidean connection, so that if
Let N be the outward pointing unit normal vector of an n-dimensional hypersurface Σ ⊆ R n+1 . For any vector x ∈ Σ, we write x = x T + x N , so that x N := x, N N is the normal component of x, and x T is the tangential component of x ∈ Σ. We let ∇ := (∇) T denote the tangential component of the Euclidean connection.
Let e 1 , . . . , e n be an orthonormal frame of Σ ⊆ R n+1 . That is, for a fixed x ∈ Σ, there exists a neighborhood U of x such that e 1 , . . . , e n is an orthonormal basis for the tangent space of Σ, for every point in U [Lee03, Proposition 11.17].
Define the mean curvature
Define the second fundamental form A = (a ij ) 1≤i,j≤n so that
Compatibility of the Riemannian metric says a ij = ∇ e i e j , N = − e j , ∇ e i N + e i N, e j = − e j , ∇ e i N , ∀ 1 ≤ i, j ≤ n. So, multiplying by e j and summing this equality over j gives
Using ∇ N N, N = 0,
2.2. First and Second Variation. We will apply the calculus of variations to solve Problem 1.1. Here we present the rudiments of the calculus of variations.
The results of this section are well known to experts in the calculus of variations, and many of these results were re-proven in [BBJ16] .
Let Ω ⊆ R n+1 be an (n+1)-dimensional C 2 submanifold with reduced boundary Σ := ∂ * Ω. Let N : ∂ * Ω → S n denote the unit exterior normal to ∂ * Ω. Let X : R n+1 → R n+1 be a vector field. Unless otherwise stated, we always assume that X(x) is parallel to N(x) for all x ∈ ∂ * Ω. That is,
Let div denote the divergence of a vector field. We write X in its components as
For any s ∈ (−1, 1), let Ω s := Ψ(Ω, s).
Lemma 9.8 below (with h = 0) implies (14) and Lemma 9.3 below (with t s = 0 for all s ∈ (−1, 1)) implies (15).
Lemma 9.9 (with h = h ′ = 0) implies (16) and Lemma 9.6 (with h = h ′ = 0 and f ′ = f ∇ N f by Lemma 9.5) implies (17).
Variations and Regularity
In this section, we show that a minimizer of Problem 1.1 exists, and the boundary of the minimizer is C ∞ except on a set of Hausdorff dimension at most n − 7.
Much of this section is a modification of corresponding parts of [BBJ16] . Unless otherwise stated, all sets Ω ⊆ R n+1 below are assumed to be measurable sets of locally finite surface area, and such that the Gaussian surface area of Ω, ∂ * Ω γ n (x)dx is finite. Proof. Let f :
Since Ω = −Ω, this becomes
This equality is true for any function f such that (∂ * Ω)∩{x∈R n+1 : Proof. From Lemma 3.1 there exists λ ∈ R such that, for any x ∈ ∂ * Ω, H(x)− x, N(x) = λ. Let f : Σ → R satisfy Σ f (x)γ n (x)dx = 0, and such that f (x) = f (−x) for all x ∈ Σ. We extend f to a neighborhood U ⊆ R n+1 of Σ (by e.g. Whitney extension [Ste70] ), and we denote this extension by f also, so that
Then
We then define X : R n+1 → R so that
Let {Ω s } s∈(−1,1) be the normal variation of Ω associated to X.
for all x ∈ Σ, sets Ω s are symmetric to first and second order in s near s = 0 (by (51) and Lemma 9.5.)
By (15) and (14), and using the assumption that f has mean zero,
Also, by (16),
In summary, the vector field X preserves the symmetry of Ω s to first and second order at s = 0, and the vector field X preserves the Gaussian volume of Ω s to second order at s = 0.
Since Ω minimizes Problem 1.1, we must therefore have
Finally, by (17),
Let g : R n+1 → R. We define g ∞ := sup{t ≥ 0 : γ n+1 (x ∈ R n+1 : |g(x)| > t) > 0}. Also, for any 0 < σ < 1, we define
Lemma 3.3 (Existence and Regularity). The minimum value of Problem 1.1 exists. That is, there exists a set Ω ⊆ R n+1 such that Ω achieves the minimum value of Problem 1.1. Also, ∂ * Ω is a C ∞ manifold. Moreover, if n < 7, then ∂Ω \ ∂ * Ω = ∅, and if n ≥ 7, then the Hausdorff dimension of ∂Ω \ ∂ * Ω is at most n − 7.
Proof. Existence was shown in Lemma 2.2. Now, note that ∂ * Ω is locally the graph of a C 1,σ function g, for some 0 < σ < 1. Also, in any neighborhood of x ∈ ∂ * Ω, H(x) can be written as [Eva93] n+1 i,j=1
. 
Eigenfunctions of L
Let e 1 , . . . , e n be an orthonormal frame for an orientable n-dimensional hypersurface Σ ⊆ R n+1 with ∂Σ = ∅. Let ∆ := n i=1 ∇ e i ∇ e i be the Laplacian associated to Σ. Let ∇ := n i=1 e i ∇ e i be the gradient associated to Σ. For any n × n matrix B = (b ij ) 1≤i,j≤n , define
Lf
Note that there is a factor of 2 difference between our definition of L and the definition of L in [CM12] . Below we often remove the x arguments of the functions for brevity. We extend L to matrices so that (LB) ij := L(B ij ) for all 1 ≤ i, j ≤ n. 
Proof. Let 1 ≤ i ≤ n and let x ∈ Σ. Then
Fix x ∈ Σ. Choosing the frame such that ∇ T e k e j = 0 at x for every 1 ≤ j, k ≤ n, we then have ∇ e k e j = a kj N at x by (9), so n j=1 a ij x, ∇ e k e j = n j=1 a ij a kj x, N 
14 Also, for any hypersurface, and for any 1 ≤ i, k ≤ n, (see [Sim83, Lemma B.8 ] where A has the opposite sign),
Ha ij a kj − ∇ e i ∇ e k H.
So, using the Codazzi equation (∇ e i a kj = ∇ e j a ki ) and that A is a symmetric matrix,
Therefore,
Finally, summing the diagonal entries of this equality and applying (11) proves (24).
Fix x ∈ Σ. Choosing the frame such that ∇ T e k e j = 0 at x for every 1 ≤ j, k ≤ n, we then have ∇ e k e j = a kj N at x by (9), so using also Codazzi's equation,
So far, we have not used any of our assumptions. Using now (25) v, ∇H = − n i,j=1
x, e j a ij v, e i In summary, ∆ v, N = x, ∇ v, N − A 2 v, N . We conclude by (21). Remark 4.3. Let f, g ∈ C ∞ (Σ). Using (21), we get the following product rule for L.
The following Lemma follows from Stokes' Theorem. 
Curvature Bounds
In this rather technical section, we show that the derivatives of the curvature have finite integrals. This will be used later on to justify a more general version of Lemma 4.4. Many of the results of this section are unnecessary if we assume that ∂Ω is a C ∞ manifold. However, from Lemma 3.3, if Ω minimizes Problem 1.1, it may occur that ∂Ω \ ∂ * Ω is a nonempty set with Hausdorff dimension n − 7. And indeed, due to e.g. the existence of Simons-Lawson cones, this is the best possible. If the singular set ∂Ω \ ∂ * Ω is nonempty, we then have to be careful about integrals of curvature blowing up near the singular set.
For any hypersurface Σ ⊆ R n+1 , we define
By the definition of δ,
(32) We say an n-dimensional hypersurface Σ ⊆ R n+1 has polynomial volume growth if there exists c > 0 such that, and for any r > 1, {x∈Σ : x ≤r} dx ≤ cr n .
Lemma 5.1 (Existence of an Eigenfunction, [Zhu16, Lemma 6.5]). Let Σ ⊆ R n+1 be a symmetric, connected, orientable hypersurface with polynomial volume growth. Assume that Σ is a C ∞ hypersurface with possibly nonempty boundary. Assume that δ(Σ) < ∞. Then there exists a positive C 2 function g on Σ such that Lg = δ(Σ)g, and such that g(x) = g(−x) for all x ∈ Σ.
For each i ≥ 1, let g i be a positive Dirichlet eigenfunction of L on Σ i such that Lg i = δ(Σ i )g i . By multiplying by a constant, we may assume g i (x) = 1 for all i ≥ 1. Since δ(Σ i ) increases to δ(Σ) < ∞ as i → ∞ by (31), the Harnack inequality implies that there exists c = c(Σ i , δ(Σ)) such that 1 ≤ sup x∈Σ i g i (x) ≤ c inf x∈Σ i g i (x) ≤ c. Elliptic theory then gives uniform C 2,σ bounds for the functions g 1 , g 2 , . . . on each compact subset of Σ. So, by Arzelà-Ascoli there exists a uniformly convergent subsequence of g 1 , g 2 , . . . which converges to a nonnegative solution of Lg = δ(Σ)g on Σ with g(x) = 1. The Harnack inequality then implies that g > 0 Σ. Finally, the definition of L (21) and symmetry of Σ implies that L(g(x) + g(−x)) = δ(Σ)(g(x) + g(−x)). That is, we may assume that g itself satisfies g(x) = g(−x) for all x ∈ Σ. (24) and (21),
Integrating by parts with Lemma 4.4, we have
By assumption, Σ (g m +H−λ)γ n (x)dx = 0, so that Σ (−λH)γ n (x)dx = Σ (λg m −λ 2 )γ n (x)dx.
From the Cauchy-Schwarz inequality, Σ g 2 m γ n (x)dx ≥
In the last line, we used Σ g m γ n (x)dx = Σ (λ − H)γ n (x)dx = Σ − x, N γ n (x)dx. So, letting m → ∞ and using lim m→∞ δ m = ∞ concludes the proof. 
Finally, combining (34) and (35),
So, by our assumptions on λ < 0, g ≥ 0, H ≥ 0, the right side is nonpositive. In order for the left side to be nonpositive, we must have δ ≤ 2.
• We say that
Lemma 5.4 ([CM12, Lemma 9.15(2)]). Let Σ ⊆ R n+1 be a C ∞ hypersurface, with possibly nonempty boundary. Assume δ(Σ) < ∞. Suppose g : Σ → R is a C 2 function with g > 0 and Lg = δg. If φ ∈ W 1,2 (Σ, γ n ), then
By the arithmetic mean geometric mean inequality (AMGM),
Letting η approximate φ by cutoff functions and applying the monotone convergence theorem completes the proof. Then
Proof. As shown in (25), since H(x) = x, N + λ, for any 1 ≤ i ≤ n, ∇ e i H(x) = − n j=1 a ij x, e j . Therefore,
So, Corollary 5.6 implies that ∇H ∈ L 2 (Σ, γ n ) and A |H| ∈ L 2 (Σ, γ n ).
For the final assertion, note that LH
So, the polynomial volume growth (and H 2 ≤ 2( x 2 + λ 2 )) and the above results show that
The following geometric inequality is essentially shown in [CM12, Lemma 10.8],[Zhu16, Lemma 7.1] and [CW15, Lemma 4.1], and it is inspired by an inequality of Simons [Sim68] .
When A, B are n × n matrices, we use the notation A, B := n i,j=1 a ij b ij . Note that A, A = A 2 . Recall that we extend L to matrices so that (LA) ij := L(A ij ) for all 1 ≤ i, j ≤ n.
(36)
Proof. Using for now only (21), we have
Now, using (23), we get
The proof is completed since ∇A 2 − ∇ A 2 ≥ 0, which follows by the Cauchy-Schwarz inequality.
Lemma 5.9 ([CM12, Lemma 10.2]). Let Σ ⊆ R n+1 be any n-dimensional hypersurface. Then
The following estimate is adapted from [CM12] , which itself was adapted from [SSY75] . Proof. Since H > 0, log H is well-defined, so that
Note that Σ A 2 γ n (x)dx < ∞ by Corollary 5.6. Let φ ∈ C ∞ 0 (Σ). Integrating by parts with Lemma 4.4,
Let 0 < ε < 1/2 to be chosen later. Using now φ := η A in (39), where η ∈ C ∞ 0 (Σ), η ≥ 0, and using the AMGM inequality in the form 2ab ≤ εa 2 + b 2 /ε, a, b > 0,
(40) Using the product rule for L, and that L = L − A 2 − 1
Multiplying this inequality by η 2 and integrating by parts with Lemma 4.4,
(We removed the A 2 term since doing so only decreases the quantity on the right.) Rearranging this inequality and then using the AMGM inequality in the form b 2 /ε − 2ab ≥ −εa 2 ,
Substituting (41) into (40),
Since Ω is convex, A is negative definite with nonpositive diagonal entries, so that H ≥ A , i.e. A 4 /H ≤ A 3 . Also | A, A 2 | ≤ A 3 . Using the AMGM inequality in the form 2a 3 ≤ a 4 ε + a 2 /ε, we then get
Now, choose ε < 1/(20(n + 1)(|λ| + 1)), so that 10 |λ| ε + 1+ε 1+ 2 n+1 −ε < 1. We then can move the η 2 A 4 term on the right side to the left side to get some c ε > 0 such that
In the last line, we used the inequality ∇H 2 ≤ A 2 x 2 . This follows by (25), since H(x) = x, N + λ, so for any 1 ≤ i ≤ n, ∇ e i H(x) = − n j=1 a ij x, e j . We now choose a sequence of η = η r increasing to 1 as r → ∞ so that the ∇η 2 term vanishes. This is possible due to the assumptions that δ < ∞ and the Hausdorff dimension of ∂Ω \ ∂ * Ω is at most n − 4. Such functions are constructed and this estimate is made in [Zhu16, Lemma 6.4]: Σ A 2 ∇η r 2 η 2 r γ n (x)dx ≤ c(δ)(r n e −(r−4) 2 /4 + r −1 ), ∀r > 1.
22
It therefore follows from Corollary 5.6 applied to Σ = ∂ * Ω that
It then follows from (41) that Σ ∇ A 2 γ n (x)dx < ∞. Finally, multiplying the above equality L A 2 = 2 ∇A 2 + 2 A 2 − 2 A 4 − 2λ A 2 , A by η 2 and integrating by parts with Lemma 4.4, we get
Then the A 4 integral is finite by (43), the ∇ A 2 integral is finite, the last term has a finite integral by (42), so the integral of ∇A 2 is also finite. Let
Perturbations using H or an Eigenfunction
Lemma 6.1 (Perturbation using an Eigenfunction). Let Σ be a symmetric, orientable C ∞ hypersurface with δ(Σ) < ∞. Assume ∃ λ ∈ R such that H(x) = x, N(x) + λ for all x ∈ Σ. Let g : Σ → (0, ∞) from Lemma 5.1 so that Lg = δg. Then
Proof. Integrating by parts with Lemma 5.11, Then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that Σ = rS k × R n−k .
Proof. From Lemma 5.3, 1 ≤ δ ≤ 2. Let g : Σ → (0, ∞) be the eigenfunction guaranteed to exist by Lemma 5.1. If g is not constant, then we can multiply it by a constant as necessary so that Σ (1 + g)γ n (x)dx = 0. Since 1 ≤ δ ≤ 2 and since Σ ( A 2 − 1)γ n (x)dx > 0, Lemma 6.1 contradicts Lemma 3.2. So, we must assume that g is constant.
If g is constant, then L(1) = g( A 2 + 1) = δg. That is, A 2 is equal to a constant c ∈ R. Choose b ∈ R such that Σ (H(x) + b)γ n (x)dx = 0. By (24), LH = 2H + λ A 2 = 2H + λc. So, using Lemmas 5.7 and 5.11, and also using the definition of b, 
Then, after rotating Σ, ∃ r > 0 such that Σ = rS k × R n−k .
Proof. Fix x ∈ Σ. Let e 1 , . . . , e n be an orthonormal frame for Σ such that A as defined in (9) is a diagonal matrix at x. By rotating the frame at each point in a neighborhood of x, we may assume then that A is diagonal in a neighborhood of x. Then for any 1 ≤ i ≤ n,
a ij x, e j = −a ii x, e i .
For any 1 ≤ i ≤ n such that a ii = 0 at x, we then have that a ii = 0 in a neighborhood of x. Therefore, x, e i = 0 in a neighborhood of x, and e i = ∇ e i x = ∇ e i x, N N + j =i
x, e j e j = x, ∇ e i N N + x, N ∇ e i N (10)
= −a ii x, e i N − a ii x, N e i = −a ii x, N e i .
So, (1 − a ii x, N ) = 0. That is, a ii is constant near x.
In summary, for any x ∈ Σ, there exists an orthonormal frame for a neighborhood of x such that A is diagonal in this neighborhood, and for any 1 ≤ i ≤ n, either a ii is constant near x, or a ii = 0 at x. We conclude that Σ is a round cylinder.
Huisken-type Classification
The following Lemma is a routine generalization of [CM12, Lemma 10 .14] and [Zhu16, Lemma 7.3].
Lemma 7.1. Let Ω ⊆ R n+1 such that ∂Ω \ ∂ * Ω has Hausdorff dimension at most n − 7.
Proof. First, let L := ∆ − x, ∇ as in (20). Using (38) and integrating by parts by Lemma 5.10 and Corollaries 5.11 and 5.6,
Note that
Integrating and combining the above,
(44) We manipulate the first term on the right. Integrating by parts with Corollary 5.11,
Combining this with (44),
Remark 7.2. Repeating the above calculation and replacing log H with log(H − λ) gives
Recovering the main result of [CW15, Theorem 4.1] with a slightly different proof.
For curves in the plane, it is known that circles and lines are the only solutions of H(x) = x, N + λ when λ > 0 [Guaa, Theorem 1.5] [Cha17, Theorem 1.4]. For convex surfaces, we extend this argument to arbitrary dimensions. Since Ω is convex, A is negative definite, and all of the diagonal entries of A are nonpositive. So, taking the fourth power of this inequality,
So, from Lemma 7.1, λ > 0, and again using that A is negative definite and H > 0,
Therefore, ∇ e i log H = ∇ e i log A for all 1 ≤ i ≤ n. That is, A /H is constant on Σ. Proof. Since A /H is constant on Σ, it follows from [CM12, p. 48-50] [Hui93, p.187-188] that Σ is then a round cylinder.
Random Almost-Eigenfunctions
In this section, we let E denote the expected value of a random variable. (1/2)(1 + cos(2t))dt = cos θ 2 = a, b 2 .
For any n > 1, there then exists c n+1 ∈ R such that E v, a v, b = c n+1 a, b . Choosing a = b, we get c n+1 = c n+1 a 2 = E v, a 2 . And summing over an orthonormal basis of a in R n+1 gives (n + 1)c n+1 = E v 2 = 1. That is, c n+1 = 1/(n + 1).
Let A x denote the matrix A at the point x. Let Π = Π x : R n+1 → R n be the linear projection of R n+1 onto the tangent space at x, viewed as R n itself. So, if A is diagonal at x and if u 1 , . . . , u n is the standard basis of R n , then Π x e i = u i and A x Π x e i = a ii u i for all 1 ≤ i ≤ n. Let p := Σ γ n (x)dx.
Lemma 8.2 (Independent Bilinear Perturbation). Let Σ be an orientable C ∞ hypersurface. There exists v, w ∈ S n so that, if m := 1 p Σ v, N w, N γ n (y)dy, then
So, if we define m := 1 p Σ v, N w, N γ n (y)dy, then
Therefore, Let e 1 , . . . , e n ∈ R n+1 be an orthonormal frame for Σ (embedded into the tangent space of Σ so that e i , N(x) = 0 for all 1 ≤ i ≤ n) such that A is a diagonal matrix at x. Then
ii v, e i w, e i .
So, using Lemma 8.1 and n i=1 a 2 ii = A x 2 ,
In particular, if x = y, we have Π(N(y)) = 0, so that
Also,
Combining the above calculations,
Simplifying a bit using the definition of p, we get
Therefore, ∃ v, w ∈ S n such that Σ ( v, N w, N − m)L( v, N w, N − m)γ n (x)dx exceeds or equals the above expected value.
Remark 8.3. If we repeat the proof of Lemma 8.2 for v, w which are conditioned to satisfy v, w = 0, then the result is the same.
As above, let A x denote the matrix A at the point x. Let Π = Π x : R n+1 → R n be the linear projection of R n+1 onto the tangent space at x, viewed as R n itself. Let p := Σ γ n (x)dx.
Corollary 8.4. There exists v, w ∈ S n so that, if m := 1 p Σ v, N w, N γ n (y)dy, then
Proof. From Lemma 8.2, there exists v, w ∈ S n such that Recall that A z 2 2→2 = sup u∈S n A z u 2 . Combining the above with A z Π z (N(y)) 2 ≤ A z 2 2→2 Π z (N(y)) 2 gives
Π z (N(y)) 2 γ n (y)γ n (x)γ n (z)dydxdz.
We now prove the Main Theorem, Theorem 1.11
Proof of Theorem 1.11. Combine Lemma 3.2 with Corollaries 7.3, 8.4 and 6.2. Recall that if X : R n+1 → R n+1 is a given vector field, then we define Ψ : R n+1 × (−1, 1) → R n+1 so that Ψ(x, 0) = x and such that d ds | s=0 Ψ(x, s) = X(Ψ(x, s)) ∀ x ∈ R n+1 and ∀ s ∈ (−1, 1) as in (13). And for any s ∈ (−1, 1), we define Ω s := Ψ(Ω, s) and Σ s := ∂Ω s .
Define Z : R n+1 → R n+1 so that Z(x) := d 2 ds 2 | s=0 Ψ(x, s) is the "acceleration" vector field. Suppose we write Ψ in its Taylor expansion (with respect to s) as Ψ(x, s) = x + sX(x) + s 2 2 Z(x) + o(s 2 ), ∀ x ∈ R n+1 , s ∈ (−1, 1).
Note that Z(x) := d 2 ds 2 | s=0 Ψ(x, s) and (13) imply that
Let Jac denote the Jacobian determinant in R n+1 . As shown in [Hei15, Lemma 12.2][CS07], JacΨ(x, 0) = 1.
(d/ds)JacΨ| s=0 = div(X).
d 2 ds 2 JacΨ(x, s)| s=0 = div((div(X))X).
For any t s > 0, define Let F (t) be the above expression, as a function of t. Then Proof. Below, we let ∇ denote the gradient on R n+1 . div X(x)div(X(x)γ n+1 (x)) = div X(x)div(X(x))γ n+1 (x) − X(x) X(x), x γ n+1 (x)) = div(X(x)div(X(x))) − X(x), x div(X(x)) γ n+1 (x) − div(X(x) X(x), x γ n+1 (x)) = div(X(x)div(X(x))) − X(x), x div(X(x)) − div(X(x)) X(x), x + X(x), x 2 − X(x), ∇ X(x), x γ n+1 (x) = div(X(x)div(X(x))) − X(x), x div(X(x)) − div(X(x)) X(x), x + X(x), x 2 − X(x), X(x) − n+1 i,j=1
x i X j (x) ∂ ∂x j X i (x) γ n+1 (x).
We then conclude by (52).
Open Questions
• If Ω is convex, is it possible to improve the eigenvalue bound of Lemma 5.3 in certain specific cases? If so, then Lemma 6.1 would give an improvement to Theorem 1.8. • Is it possible to classify convex Ω ⊆ R n+1 with Σ = ∂Ω such that ∃ λ ∈ R so that H(x) = x, N(x) + λ, and such that Σ satisfies the inequality in Theorem 1.12?
