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Abstract. In this paper we are concerned with the recent summability notion
of I-statistically pre-Cauchy real double sequences in line of Das et. al. [6] as
a generalization of I-statistical convergence. Here we introduce the notion of
double I-natural density and present some interesting properties of I-statistically
pre-Cauchy double sequences of real numbers. Also in this paper we investigate
the notion of I-statistical cluster point of double sequences in finite dimensional
normed space.
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1. Introduction
The usual notion of convergence of real sequences was extended to statistical con-
vergence independently by Fast [7] and Schoenberg[14] based on the notion of natural
density. Statistical convergence is one of the most active area of study in the summa-
bility theory.
The concept of statistical convergence was further extended to I-convergence [12]
using the notion of ideals of N and to I-statistical convergence [1] ( see also [4], [5], [8],
[13] ).
The concept of statistically pre-Cauchy sequences was introduced by Connor et.
al. in [2]. They proved that every statistically convergent sequences are statistically
pre-Cauchy but the converse holds under certain conditions. Recently Das et. al. in
[6] introduced the notion of I-statistical pre-Cauchy condition for real sequences and
established some basic properties of this notion and in [16] Yamanci et. al. studied the
same notion for real double sequences. In [6] Das and Savas also introduced the notion
of I-natural density. As a natural consequence in this paper we study some interest-
ing properties of real I-statistically pre-Cauchy double sequences and introducing the
notion of double I-natural density we establish relationship between double I-natural
density and I-statistical pre-Cauchy condition for double sequences of real numbers.
Also we introduced the notion of I-statistical cluster point of double sequences in finite
dimensional normed space and prove some results analogous to the results of [9].
2. Basic Definitions and Notations
Throughout the paper N denotes the set of all positive integers and R denotes the
set of all real numbers.
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Definition 2.1. [9] Let K ⊂ N × N and K(n,m) be the number of (j, k) ∈ K such
that j ≤ n, k ≤ m. If the sequence {K(n,m)
nm
}n,m∈N has a limit in Pringsheim’s sense
(See [10]), then we say that K has the double natural density and it is denoted by
d2(K) = lim
m→∞
n→∞
K(n,m)
nm
.
Definition 2.2. [9] A double sequence x = {xjk}j,k∈N of real numbers is said to be
statistically convergent to ξ ∈ R if for every ǫ > 0, we have d2(A(ǫ)) = 0 where
A(ǫ) = {(j, k) ∈ N× N; |xjk − ξ| ≥ ǫ}. In this case we write st− lim
j→∞
k→∞
xjk = ξ.
Definition 2.3. [9] A double sequence x = {xjk}j,k∈N of real numbers is said to be
statistically Cauchy if for every ǫ ≥ 0, there exist natural numbers N = N(ǫ) and
M = M(ǫ) such that for all j, p ≥ N and k, q ≥M ,
d2({(j, k) ∈ N× N : |xjk − xpq | ≥ ǫ}) = 0
We now recall definitions of ideal and filter on a nonempty set.
Definition 2.4. Let X 6= φ. A class I of subsets of X is said to be an ideal in X
provided, I satisfies the conditions:
(i)φ ∈ I,
(ii)A,B ∈ I ⇒ A ∪B ∈ I,
(iii)A ∈ I, B ⊂ A⇒ B ∈ I.
An ideal I in a non-empty set X is called non-trivial if X /∈ I.
Definition 2.5. Let X 6= φ. A non-empty class F of subsets of X is said to be a filter
in X provided that:
(i)φ /∈ F,
(ii) A,B ∈ F⇒ A ∩B ∈ F,
(iii)A ∈ F, B ⊃ A⇒ B ∈ F.
Definition 2.6. Let I be a non-trivial ideal in a non-empty set X . Then the class
F(I)= {M ⊂ X : ∃A ∈ I such that M = X \A} is a filter on X. This filter F(I) is
called the filter associated with I.
A non-trivial ideal I in X(6= φ) is called admissible if {x} ∈ I for each x ∈ X .
Throughout the paper we take I as a non-trivial admissible ideal in N× N.
Definition 2.7. [12] A double sequence x = {xjk}j,k∈N of real numbers is said to
converge to η ∈ R with respect to the ideal I, if for every ǫ > 0 the set A(ǫ) =
{(m,n) : |xmn − η| ≥ ǫ} ∈ I.
Definition 2.8. [1] A double sequence {xjk}j,k∈N of real numbers is I-statistically
convergent to L, and we write xjk
Is
→ L, provided that for ǫ > 0 and δ > 0{
(m,n) ∈ N× N : 1
mn
|{(j, k) : |xjk − L| ≥ ǫ, j ≤ m, k ≤ n}| ≥ δ
}
∈ I
Now for fixed p1, q1, p2, q2 ∈ N, we consider the ordered pairs (j, k)p1q1 and (j, k)p2q2
as different elements of N× N provided (p1, q1) 6= (p2, q2).
Definition 2.9. A double sequence {xjk}j,k∈N of real numbers is said to be I-statistically
pre-Cauchy if for any ǫ > 0 and δ > 0{
(m,n) ∈ N× N : 1
m2n2
|{(j, k)pq : |xjk − xpq| ≥ ǫ; j, p ≤ m; k, q ≤ n}| ≥ δ
}
∈ I.
Definition 2.10. [11] Let x = {xjk}j,k∈N be a double sequence of real numbers and
let un = sup {xjk : j, k ≥ n} , n ∈ N. Then Pringsheim limit superior of x is defined as
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follows :
(i) if un = +∞ for each n, then P-limsup x =∞,
(ii) if un <∞ for some n, then P-limsup x = inf
n
un.
Similarly, let ln = inf {xjk : j, k ≥ n} , n ∈ N. Then Pringsheim limit inferior of x is
defined as follows :
(i) if ln = −∞ for each n, then P-liminf x = −∞,
(ii) if ln > −∞ for some n, then P-liminf x = sup
n
ln.
3. Main Results
First we present an interesting property of I-statistically pre-Cauchy double se-
quences of real numbers in line of Theorem 2.4 [6].
Theorem 3.1. Let x = {xjk}j,k∈N be a double sequence of real numbers and (α, β)
is an open interval such that xjk /∈ (α, β), for all (j, k) ∈ N × N. We write A =
{(j, k) : xjk ≤ α} and B = {(j, k) : xjk ≥ β} and further assume that the following
property is satisfied
P − limsupDmn(A) − P − liminfDmn(A) < r
for some 0 ≤ r ≤ 1. If x is I-statistically pre-Cauchy then either I − lim
m→∞
n→∞
Dmn(A) = 0
or I − lim
m→∞
n→∞
Dmn(B) = 0, where Dmn(A) =
1
mn
|{(j, k) ∈ A : j ≤ m, k ≤ n}|.
Proof. Here B = N× N \A and so Dmn(B) = 1−Dmn(A) for all (m,n) ∈ N× N. To
complete the proof it is sufficient to show that either I − lim
m→∞
n→∞
Dmn(A) = 0 or 1. Note
that
χA×B((j, k), (p, q)) ≤ |{(j, k)pq : |xjk − xp,q| ≥ β − α}| . (1)
Since x is I-statistically pre-Cauchy, so
I − lim
m→∞
n→∞
1
m2n2
|{(j, k) : |xjk − xp,q| ≥ β − α; j, p ≤ m; k, q ≤ n}| = 0.
But from (1) we get,
0 = L.H.S = I − lim
m→∞
n→∞
Dmn(A)Dmn(B) = I − lim
m→∞
n→∞
Dmn(A)[1 −Dmn(A)].
Now from the definition of I-convergence it follows that
{
(m,n) ∈ N× N : Dmn(A)[1 −Dmn(A)] ≥
1
25
}
∈ I.
Then
{
(m,n) ∈ N× N : Dmn(A)[1 −Dmn(A)] <
1
25
}
= M(say) ∈ F(I). Clearly for
all (m,n) ∈ M either Dmn(A) <
1
5 or Dmn(A) >
4
5 . If Dmn(A) <
1
5 for all
(m,n) ∈ M1 ⊂ M for some M1 ∈ F(I), then we have I − lim
m→∞
n→∞
Dmn(A) = 0. For
this, observe that, for given ǫ > 0, 0 < ǫ < 15 , we have from the definition of I-
convergence
{
(m,n) ∈ N× N : Dmn(A)[1 −Dmn(A)] < ǫ2
}
= M2(say) ∈ F(I). Taking
M0 = M1∩M2, we see thatM0 ∈ F(I) and Dmn(A) < ǫ, for all (m,n) ∈M0. Therefore
{(m,n) : Dmn(A) ≥ ǫ} ⊂ (N× N \M0).
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Since (N×N \M0) ∈ I so {(m,n) : Dmn(A) ≥ ǫ} ∈ I and hence I − lim
m→∞
n→∞
Dmn(A) = 0.
Similarly if Dmn(A) >
4
5 for all (m,n) ∈ M3 ⊂ M for some M3 ∈ F(I) then we get
I − lim
m→∞
n→∞
Dmn(A) = 1.
If neither of above cases happen then considering dictionary order on N × N, we can
find an increasing sequence
{(m1, n1) < (m2, n2) < .....}
from M such that
Dmini <
1
5
when i is an odd integer,
>
4
5
when i is an even integer.
Then clearly
P − limsupDmn(A) − P − liminfDmn(A) ≥
3
5 .
Again repeating the above process with
{
(m,n) ∈ N× N : Dmn(A)[1−Dmn(A)] <
1
36
}
=
M4(say) ∈ F(I) we get, either I − lim
m→∞
n→∞
Dmn(A) = 1 or I − lim
m→∞
n→∞
Dmn(A) = 0 or
P − limsupDmn(A) − P − liminfDmn(A) ≥
4
6 .
If we continue the repetition of the above procedure, the we see that after a finite
number of steps we get, either I− lim
m→∞
n→∞
Dmn(A) = 0 or I− lim
m→∞
n→∞
Dmn(A) = 1. Because
if not, then we have
P − limsupDmn(A) − P − liminfDmn(A) ≥
k−2
k
, k ∈ N and k > 4.
Consequently P − limsupDmn(A) − P − liminfDmn(A) ≥ 1, which contradicts our
hypothesis. This completes the proof of the theorem. 
Remark 3.1. For A ⊂ N×N if I− lim
m→∞
n→∞
1
mn
|{(j, k) ∈ A : j ≤ m, k ≤ n}| exists we say
that the double I-natural density of A exists and we denote it by dI(A). Therefore the
above result can be re-phrased as:
Let x = {xjk}j,k∈N be a double sequence of real numbers and (α, β) is an open interval
such that xjk /∈ (α, β), for all (j, k) ∈ N × N. We write A = {(j, k) : xjk ≤ α} and
further assume that the following property is satisfied
P − limsupDmn(A)-P − liminfDmn(A) < r.
for some 0 ≤ r ≤ 1. If x is I-statistically pre-Cauchy then either dI(A) = 0 or dI(A) =
1.
Before going to our next result, we introduce the following definition.
Definition 3.1. A real number ξ is said to be an I-statistical cluster point of a double
sequence x = {xjk}j,k∈N of real numbers if for any ǫ > 0
dI({(j, k) : |xjk − ξ| < ǫ}) 6= 0.
Definition 3.2. A double sequence x = {xjk}j,k∈N is said to be I- statistical bounded
if there exists a positive number T such that for any δ > 0 the set A = {(m,n) ∈
N× N : 1
mn
|{(j, k) : j ≤ m; k ≤ n, ‖xjk‖ ≥ T }| ≥ δ} ∈ I.
Lemma 3.2. Let A ⊂ Rn be a compact set and A ∩ ΛSx(I) = ∅. Then the set
{(j, k) ∈ N× N : xjk ∈ A} has I-asymptotic density zero.
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Proof. Since A ∩ ΛSx (I) = ∅ so for any ξ ∈ A there is a positive number ε = ε(ξ) such
that
dI({(j, k) : ‖xjk − ξ‖ < ε}).
Let Bε(ξ) = {y ∈ Rn : ‖y − ξ‖ < ε}. Then the set of open sets {Bε(ξ) : ξ ∈ A} form
an open covers of A. Since A is a compact set so there is a finite subcover of A, say
{Ai = Bεi(ξi) : i = 1, 2, ..q}. Then A ⊂
q⋃
i=1
Ai and
dI({(j, k) : ‖xjk − ξi‖ < εi}) = 0 for i = 1, 2, ...q.
We can write
|{(j, k) : j ≤ m, k ≤ n;xjk ∈ A}| ≤
q∑
i=1
|{(j, k) : j ≤ m, k ≤ n; ‖xjk−ξi‖ < εi}|,
and by the property of I-convergence, I- lim
m,n→∞
|{(j, k) : j ≤ m, k ≤ n;xjk ∈ A}| ≤
q∑
i=1
I- lim
m,n→∞
|{(j, k) : j ≤ m, k ≤ n; ‖xjk−ξi‖ < εi}| = 0.
Which gives dI({(j, k) : xjk ∈ A}) = 0 and this completes the proof. 
Note 3.1. If the set A is not compact then the above result may not be true. To show
this we cite the following example.
Example 3.1. Let us consider the double sequence x = {xjk}j,k∈N in R defined by
xjk =
{
0, otherwise
k, if k is even.
Then ΛSx (I) = {0}. Now if we take A = [1,∞), then A ∩Λ
S
x (I) = ∅, but dI({(j, k) :
xjk ∈ A}) =
1
2 6= 0.
Theorem 3.3. If a double sequence x = {xjk}j,k∈N ∈ R
n has a bounded ideal non-thin
subsequence, then the set ΛSx (I) is a non-empty closed set.
Proof. Let x =
{
xjpkq
}
p,q∈N
is a bounded ideal non-thin subsequence of x, and there is
a compact set A such that xjk ∈ A for each (j, k) ∈ P where P = {(jp, kq) : p, q ∈ N}.
Clearly dI(P ) = 0. Now if Λ
S
x (I) = ∅, then A ∩ Λ
S
x (I) = ∅ and so by lemma 3.8 we
have
dI({(j, k) : xjk ∈ A}) = 0.
But
|{(j, k) : j ≤ m, k ≤ n, (j, k) ∈ P}| ≤ |{(j, k) : j ≤ m, k ≤ n, xjk ∈ A}|,
which implies that dI(P ) = 0. This is a contradiction, so Λ
S
x (I) 6= ∅.
Now to show ΛSx (I) is closed, let ξ be a limit point of Λ
S
x(I). Then for every ε > 0
we have Bε(ξ) ∩ ΛSx(I) 6= ∅. Let β ∈ Bε(ξ) ∩ Λ
S
x(I). Now we can choose ǫ
′ > 0 such
that Bǫ′(β) ⊂ Bε(ξ). Since β ∈ ΛSx (I) so
dI({(j, k) : ‖xjk − β‖ < ǫ
′}) 6= ∅
⇒ dI({(j, k) : ‖xjk − ξ‖ < ε}) 6= ∅.
Hence ξ ∈ ΛSx (I). 
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Definition 3.3. A double sequence x = {xjk}j,k∈N ∈ R
n is said to be I- statistically
bounded if there exists a compact set C such that for any δ > 0 the set A = {(m,n) ∈
N× N : 1
mn
|{(j, k) : j ≤ m; k ≤ n, xjk /∈ C} ≥ δ}| ∈ I.
Note 3.2. The above Definition 3.4 is compatible with the Definition 3.1 for a double
sequence x = {xjk}j,k∈N ∈ R
n.
Corollary 3.4. If x = {xjk}j,k∈N ∈ R
n is I-statistically bounded. then the set ΛSx (I)
is non empty and compact.
Proof. Let C be a compact set such that dI({(j, k) : xjk /∈ C}) = 0. Then dI({(j, k) :
xjk ∈ C}) = 1, which implies that C contains a ideal non-thin subsequence of x. Hence
by Theorem 3.9, ΛSx(I) is nonempty and closed.
Now to prove that ΛSx(I) is compact it is sufficient to prove that Λ
S
x (I) ⊂ C. If
possible let us assume that ξ ∈ ΛSx (I) but ξ /∈ C. Since C is compact, so there exists
ε > 0 such that Bε(ξ) ∩ C = ∅. In this case we have
|{(j, k) : ‖xjk − ξ‖}| ⊂ |{(j, k) : xjk /∈ C}|.
Therefore dI({(j, k) : ‖xjk − ξ‖}) = 0, which contradicts the fact that ξ ∈ Λ
S
x (I).
Therefore ΛSx (I) ⊂ C. 
Theorem 3.5. Let x = {xjk}j,k∈N ∈ R
n be I-statistically bounded double sequence.
Then for every ε > 0 the set {
(j, k) : d(ΛSx (I), xjk) ≥ ε
}
has I-asymptotic density zero. Where d(ΛSx (I), xjk) = infy∈ΛSx (I) ‖y − xjk‖ the dis-
tance from xjk to the set Λ
S
x (I).
Proof. Let C be a compact set such that dI({(j, k) : xjk /∈ C}) = 0. Then by Corollary
3.10 we have ΛSx(I) is non-empty and Λ
S
x(I) ⊂ C.
Now if possible let dI(
{
(j, k) : d(ΛSx (I), xjk) ≥ ε
′
}
) 6= 0 for some ε′.
Now we define Bε′(Λ
S
x (I)) =
{
y ∈ Rn : d(ΛSx (I), y) < ε
′
}
and let A = C\Bε′(ΛSx (I)).
Then A is a compact set which contains a ideal non-thin subsequence of x. Then by
Lemma 3.8 A ∩ ΛSx (I) 6= ∅ this is a contradiction. Hence
dI(
{
(j, k) : d(ΛSx (I), xjk) ≥ ε
}
) = 0.

For the next result we assume that I is such an ideal and x is such that the above
result holds without any additional assumption i.e;
(∗∗) If x = {xjk}j,k∈N is I-statistically pre-Cauchy double sequence of real numbers
and xjk /∈ (α, β) for all (j, k) ∈ N × N, where (α, β) is an open interval in R, then
either dI({(j, k) : xjk ≤ α}) = 0 or dI({(j, k) : xjk ≥ β}) = 0.
Theorem 3.6. Let x = {xjk} be an I-statistically pre-Cauchy double sequence of real
numbers. If the set of limit points of x is no-where dense and x has a I-statistical
cluster point. Then x is I-statistically convergent under the hypothesis (∗∗).
Proof. Suppose x has a I-statistical cluster point ξ ∈ R . So for any ǫ > 0 we have
dI({(j, k) : |xjk − ξ| < ǫ}) 6= 0. Suppose that x is I-statistically pre-Cauchy satisfying
the hypothesis (∗∗) but not I-statistically convergent. Then there is an ǫ0 > 0 such
that dI({(j, k) : |xjk − ξ| ≥ ǫ0}) 6= 0. Without any loss of generality, we assume that
dI({(j, k) : xjk ≤ ξ − ǫ0}) 6= 0. We claim that every point of (ξ − ǫ0, ξ) is a limit point
of x. If not, then we can find an interval (α, β) ⊂ (ξ − ǫ0, ξ) such that xjk /∈ (α, β)
for all (j, k) ∈ N × N. Thus we have dI({(j, k) : xjk ≤ α}) 6= 0 and also since ξ is a
ON I-STATISTICAL CLUSTER POINT OF DOUBLE SEQUENCES 7
I-statistical cluster point we have dI({(j, k) : xjk ≥ β}) 6= 0. But this contradicts the
hypothesis (∗∗). Hence every point of (ξ− ǫ0, ξ) is a limit point of x which contradicts
that the set of limit points of x is a nowhere dense set. Hence x is I-statistically
convergent. 
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