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Abstract
Thermoelectric effects of small systems is a topic of great interest nowadays. We present
an Anderson model for a quantum dot connected with two leads and we include Coulomb
interactions with electrons with different spin in the dot. Afterwards, we calculate the cur-
rent through the system using Green’s function formalism. We obtain two peaks in the
conductance due to the Coulomb blockade effect. Then, we study the transport properties
of this system in the voltage-driven case (no temperature differences ∆T = 0) and in the
temperature driven case (no voltage bias V = 0). In the first case, we find a smooth increas-
ing function with the voltage difference which saturates at large voltage. Additionally, the
conductance shows a diamond shape when it is depicted as a function of the voltage bias and
the energy level of the dot. This is due to Coulomb interactions. In the temperature driven
case, we find a strong nonlinear behaviour with a second zero of the thermocurrent when
the Fermi level lies between the transmission peaks of the dot, finding that this behaviour
is strongly related with Coulomb interactions. The thermovoltage also shows strongly non-
linear behaviour similarly to the thermocurrent. Finally, we also study the heat transport
flux. We observe that there is an asymmetry when we change the sign of the voltage bias
making the heat rectification parameter non zero for large voltage bias.
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1 Introduction
In this work, we study the thermoelectric effects for the transport of electrons through a
quantum dot with Coulomb blockade interactions. However, in order to understand the
effects of the system we want to consider, each fundamental concept of this thesis has to
be briefly discussed. First, we introduce the field of thermoelectrics and nanostructures,
particularly quantum dots and the Coulomb blockade interaction. Then, we mention several
experiments and theoretical work related with this thesis.
1.1 Thermoelectrics
The transport properties of conduction electrons in metals and semiconductors is an area of
most active research. Electron dynamics can be controlled with the application of external
fields such as an electric field or a voltage bias V . Generally, an electric current I flows
through a conductor in response to a voltage V . The quantity of interest is the electric
conductance G = ∂I/∂V ∣V =0. A well-known effect related to this dynamics is the Ohm’s law
which tells us that the electric current through a conductor is proportional to the applied
potential I = RV where R is the resistance of the material and, generally is the inverse of
the electrical conductance R = 1/G.
Equivalently, a temperature gradient ∆T inside a conductor gives rise to a heat current
J . In this case, we are interested in the thermal conductivity K = ∂J/∂∆T ∣∆T=0. The
analogue of the Ohm’s law for the heat current is the Fourier’s law where the heat current
J through a material is proportional to the gradient of the temperature J = −K∆T .
Remarkably, an electric field (temperature gradient) can also drive heat (electric) cur-
rents [1]. The study of these crossed phenomena is the subject of a discipline called thermo-
electrics. A motivation to research in this field of physics is that we can find a way to partly
convert the wasted heat into useful work. Knowing these effects gives us the possibility of
creating increasingly efficient devices.
The two basic fundamental effects in thermoelectrics are the Seebeck and Peltier effects
[2]. The first one is the conversion of temperature gradients into electricity. The experiment
which led to its discovery by Thomas Seebeck consists in a closed circuit with two dissimilar
metals (see Fig. 1). When we heat one of the contacts, an electrical flow will emerge in the
system. The parameter which allows us to study these properties is the Seebeck coefficient
S0 = ∂V /∂∆T ∣I=0,∆T=0 where V is the thermovoltage created in open-circuit conditions.
Secondly, the Peltier effect is the heating (or cooling) of a junction of two different
conductors due to an applied electric current. When the electric current is applied a heat
current is produced in the junction depending on the direction of the current. This effect
is described by the Peltier coefficient which represents the change of heat current J due
to electric current Π = ∂J/∂I ∣I=0,∆T=0. The Peltier effect should not be confused with the
Joule effect. The Joule effect is also the heating caused by a electric current J = I2R, the
difference is that the Joule depends nonlinearly on the electric current and is independent
on the direction of the current. In addition, the Joule heating is not able to cool a system.
Finally, thermodynamics of irreversible processes shows that there is a linear relation
between the Peltier and Seebeck coefficient Π = TS0 where T is the background temperature.
This is not a trivial result because they originate from different physical effects. The prove
of this relation was done by Onsager in 1931 using reciprocal relations [3].
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Figure 1: Sketch of a thermoelectric circuit. We have two metals (A and B) connected by
junctions, these two junctions are at different temperatures. The temperature difference
between these two junctions drives an electrical current. Reproduced from [4]
1.2 Nanostructures. Quantum Dots.
The study of nanoscale structures is a topic of great interest during the last years due to
its double motivation: on the one hand, there are an amount of applications which will
improve electronic devices. On the other hand, the basics of these small systems is still
an unknown area and investigating this systems will give us a better knowledge about the
physics at those scales.
In general, a nanostructure is a system with a range of dimensions of nanometers (from
0.1 to 100 nm). One feature to take into account of these systems is the dimensional-
ity, which can be different depending on its structure. We can find 2D nanostructures as
graphene (single layers of carbon confined in a hexagonal lattice), 1D nanowires (structures
where one of the spatial dimensions is longer than the other, for instance arrays of cou-
pled atoms) or carbon nanotubes (graphene layers connected by its extremes) and 0D like
quantum dots, which are the devices we will investigate in this Master thesis.
Quantum dots [5] are regions where electrons are confined in the three dimensions of
space. This confinement makes the electrons occupy discrete quantum levels. In fact, in
terms of energies a dot can be described with a quantum well potential. Due to the length
scales we are considering, the repulsion interaction with the electrons is not negligible. In
other words, the electronic dynamics is frozen inside the dot and Coulomb repulsion becomes
a dominant effect.
In a transport set-up, a quantum dot is connected to two or more leads which play
the role of massive electrodes (reservoirs). The leads are coupled to the dot allowing the
electrons in the contact to hop inside the quantum dot via tunnel effect (see Fig. 2 left).
Further, in experiments the dot is connected with a gate contact which allows to change
the position of the discrete levels of the dot via capacitive coupling.
Although the confinement of the electrons can be found in more natural systems as atoms
and molecules, quantum dots have a crucial advantage: they can be easier to manipulate
and to modify their properties. For instance, the discrete levels can be tuned with a voltage
gate. On the other hand, changing the energy levels of an atom is not such straightforward.
This property makes these structures be a suitable option for electronics as possible single-
electron transistors and quantum computation devices forming qubits [7].
In Fig. 2 (right) we can see a picture of lateral quantum dots. They are formed from
a 2DEG (two dimensional electron gas) where electrons can move freeky in a plane. This
motion is restricted by electrodes placed on top of the surface (light gray areas) forming a
quantum dot. In addition, the potentials of the electrodes permit to change the properties
of the quantum dots like their shape or their energy levels.
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Figure 2: Left: Schematic view of a quantum dot. We can identify the source and drain
as the massive reservoirs. Carriers can travel from one reservoir to the other going through
the dot. There is also a gate which tunes the energy levels. Right: Scanning electron
micrographs of a single quantum dot (center) and double quantum dot (right). The white
dot indicates the quantum dots and the arrows indicates the direction of the current. They
used ohmic contact to create these isolated areas. Both images were taken from [6]
1.3 Coulomb blockade
We have explained that the interaction between electrons cannot be neglected. As we
argued, quantum dots are very small systems and they are studied at low temperatures
in order to investigate quantum effects. Due to this fact, if there is an electron occupying
one level of the dot, the energy that another electron has to pay to tunnel into this region
is increased owing to the repulsion interaction between these particles. This repulsion
phenomenon is called Coulomb blockade.
This effect can be modelled using a phenomenological model named orthodox model
[8]. Taking into account that a quantum dot can behave as a single electron transistor, one
can describe the system using a equivalent circuit (see Fig. 3) which models the scheme
of Fig. 2. We assume that the barriers separating the leads and the dot are described by
capacitances CL,CR with resistances RL,RR. The node between these two capacitances is
the island where electrons can be localized. We also consider an extra capacitance Cg with
a voltage source Vg which can modify the position of the levels of the dot. This junction has
ideally an infinite resistance because transport is forbidden through this part of the circuit.
First, we find the value of the charge in the island:
Q = Q2 −Q1 −Qg = −ne +Qp (1)
where Q2,1 = C2,1V2,1 are the accumulated charges in the leads, Qg = Cg(Vg − V2) is a
polarization charge caused by the effects of modifying the charge balance in the island
and Qp represents a background polarization which appears in real systems. Using Eq.
(1) one can find the expression for the electrostatic energy stored in the capacitors Es =
Q21/2C1 +Q22/2C2 + e2/2Cg:
Es = 12Ctot (CgC1(Va − Vg)2 +C1C2V 2a +CgC2V 2g +Q2) (2)
where Ctot = C1 +C2 +Cg is the total capacitance of the system.
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Figure 3: Equivalent circuit for the quantum dot in the orthodox model. The QD is localized
between two capacitances CL and CR. We assume that these capacitances have a resistance
RL,R in parallel. The dot has a gate battery Vg which is related with the quantum dot
energy levels. This gate voltage can not participate in the transport. Hence, we insert
a capacitance Cg with infinite resistance. Finally, the system is connected with another
battery Va which gives the voltage bias of the reservoirs.
In addition, we must add the work Ws done when a charge is transferred in and out of
the dot. This expression of the work results:
Ws(n1) = −en1 (Va C2
Ctot
+ (Va − Vg) Cg
Ctot
) (3)
Ws(n2) = −en2 (Va C1
Ctot
+ Vg Cg
Ctot
) (4)
where n1 represents the number of electrons that tunnel into the quantum dot from the
first reservoir and n2 is the number of electrons that tunnel out to the second. Using Eqs.
(2), (3) and (4), one can find the total energy of the system (in the circuit considered in
Fig. 3):
E(n1, n2) = Es −Ws= 1
2Ctot
(CgC1(Va − Vg)2 +C1C2V 2a +CgC2V 2g +Q2)
+ eVa
Ctot
(n1C2 + n2C1 + (n2 + n1)Cg) + eVgCg
Ctot
(n2 − n1) (5)
We must find the condition for Coulomb blockade. In general, for low temperatures,
electrons will tunnel from a high energy level to a level with lower energy. In order to
find this condition, one computes the change of energy of tunnelling through every junction
(∆E±1 = E(n1 ± 1, n2)−E(n1, n2) for the first junction and ∆E±2 = E(n1, n2 ± 1)−E(n1, n2)
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Figure 4: Stability diagram in the orthodox model for the case where C2 = Cg = C and
C1 = 2C. The dashed lines represents the limits where the transport is permitted (Eqs. (8)
and (9)). The blue areas correspond to regions where the transport is not possible at zero
temperature.
for the second).
∆E±1 = eCtot (−e2 ∓ [en −Qp + (Cg +C2)Va −CgVg) (6)
∆E±2 = eCtot (−e2 ± [en −Qp −C1Va −CgVg) (7)
We want to look under which conditions the transport occurs. A particle in one lead has to
decrease its energy causing that only transitions ∆Ei > 0 are allowed. Redefining the gate
voltage V ′g = Vg +Qp/Cg, the conditions read
−e
2
∓ [en + (Cg +C2)Va −CgV ′g ] > 0 (8)−e
2
± [en −C1Va −CgV ′g ] > 0 (9)
These conditions give straight lines Va(Vg) with a variable slope depending on the ca-
pacitances. In a stability plot, these straight lines show stable regions where tunnelling
transitions are forbidden(see Fig. 4). The dependence of the number n cause that Coulomb
blockade regimes appear for each level of the dot.
This stability diagram is strongly related with the conductance of the dot. The regions
of Coulomb blockade will be areas where the conductance is vanishing and in the sides
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of the areas the conductance is maximal, causing peaks. These areas are called Coulomb
Diamonds and are quite usual in experiments in a different type of systems[9] [10] [11] as
we will show later.
In addition, this model allows us to interpret the transport in terms of the electrochem-
ical potential of the dot. First, we write the total ground state energy in a quantum dot
with n electrons.
Et(n) = n∑
i=1Ei +E(n1, n2) (10)
where Ei are the different energy levels of the quantum dot and E(n1, n2) is the total
electrical energy showed in Eq. (5). Now, we define the electrochemical potential as the
difference of total energy of the dot. Using this definition and Eq. (5) the electrochemical
potential reads
µd(n) = En + e22Ctot (2n − 1) − eV
′
gCg
Ctot
(11)
This electrochemical potential depends on the gate voltage which permits control over
the transport of electrons through the dot. If the electrochemical energy lies between
the electrochemical energies of the reservoirs, tunnelling is possible at low temperatures.
As we increase the gate voltage this level becomes stable and no conduction occurs until
µd(n+1) reaches a point between the electrochemical energies of the reservoirs, and another
conduction peak appears.
1.4 Experiments
Many Coulomb-blockade experiments were performed in the last decades. We will just
mention the most representative works.
First, one of the pioneering experiments concerning quantum dots were realized by
Ref. [12]. They show a experimental study of the thermoelectric properties of a quantum
dot. The quantum dots were created in a two-dimensional electron gas (2DEG) inside a
GaAs-AlxGa1−xAs heterostructure. They investigate the dependence of the thermovoltage
and thermopower on the gate voltage and Fermi energy(see Fig. 5). Coulomb blockade
oscillations were shown in their observations. The explanation of these oscillations are
based on the depopulated levels near the Fermi level in the Coulomb blockade regime.
Another remarkable experiment is explained in Ref. [13]. They also used a semiconduc-
tor quantum dot formed by using gates to confine electrons in a two-dimensional electron
gas (2DEG) layer. Their 2DEG was made of a GaAs/AlxGa1−xAs heterojunction with
surface Schottky gates which define the channels with the island in the center. They mea-
sured the thermoelectric properties of the dot finding Coulomb blockade oscillations in the
thermopower. They also found that co-tunnelling plays an important role due to their
agreement with the single-particle Landauer formulation.
Another experiment concerning quantum dots is shown in Ref. [9]. They analyse the
electronic transport through a quantum dot created inside a carbon nanotube formed be-
tween defects. This carbon nanotube was connected with a source and drain contacts with
an electrode in the center which acts as a gate. They measured the current and conductance
through the dot varying the bias voltage and gate voltage finding diamonds due to Coulomb
blockade interactions(see Fig. 5). In addition, they found vibrational absorption sidebands
in the region of the Coulomb Diamonds due to coupling to mechanical degrees of freedom.
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Figure 5: Top: Experimental results of the thermovoltage as a function of the gate voltage
of the quantum dot and the calculated thermopower as a function of the Fermi energy taken
from Ref. [12]. Oscillations in these parameters can be appreciated. The dashed lines are
the conductance of the dot. Bottom: Differential conductance G as a function of the bias
voltage and gate voltage taken from Ref. [9]. Coulomb Diamonds can be observed.
We highlight one experiment which has been published recently [11]. They measured the
thermoelectric properties of three different quantum dots. The quantum dots were created
in a nanowire connected with two leads (an scanning of the general design can be found in
Fig. 6). The first and second quantum dots were defined with two InP barriers embedded
in a InAs nanowire with a different diameter of the nanowire. The third quantum dot is a
InSb nanowire made with another grown method. All these nanowires were deposited on
Si/SiO2 chips.
In order to create the temperature difference they pass an ac current which heats the
electron gas by Joule heating. This current is created by two voltages of different sign
to avoid net electrical current. Measuring the thermovoltage and thermocurrent with the
temperature difference they studied the thermoelectric behaviour of these three devices.
As a result, they found strongly nonlinear behaviour in the thermoelectric properties.
As a example, we can see in the Fig. 6 the thermovoltage as a function of the temperature
bias. They found a non-zero value of the temperature difference in which the thermovoltage
vanishes for different values of the gate voltage. They also found a minimum of the ther-
movoltage indicating a change of sign of the thermopower. For the third dot they measured
the thermocurrent, finding also nonlinear effects. They found another value of the gate
voltage and temperature difference in which the thermocurrent becomes zero.
They argued that the effect of having nonlinear behaviour in the thermovoltage and
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Figure 6: Top left: Scanning electron microscopy (SEM) of the design of the quantum dot.
Top right: Experimental results of the thermovoltage as a function of the temperature bias
of the first quantum dot in Ref. [11]. Bottom: Thermocurrent measured as a function of
the squared heating voltage in the third quantum dot in Ref. [11].
thermocurrent is due to the dependence of the transmission function on the temperature
difference τ(E,V,∆T ) instead of only dependences on the energy and the voltage τ(E,V ).
In this thesis we study a theoretical model where nonlinear behaviour can be found explain-
ing most of the features observed in the experiment.
1.5 Theoretical models
Thermoelectric effects in mesoscopic conductors was first considered by P. N. Butcher [14].
He used the scattering approach formalism and introduced the effects of the temperature
bias. The scattering matrix is a relation between the amplitudes of the incident waves
and the reflected and transmitted waves. This formalism is based on the resolution of the
Schrödinger equation for the electrons. In his work, he found that relations that are correct
for bulk solids are also valid for mesoscopic systems, for instance, the relation between the
Peltier and Seebeck Coefficient Π = TS0.
The nonlinear effects in quantum dots have been studied by D. Sánchez and R. López
[15]. They also used the scattering approach in order to find the effects of a potential U
in the conductor. They used a mean-field approximation finding a self-consistent relation
for the charge to find the internal potential and how the current behaves as function of the
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voltage bias and the temperature differences. They observed that second order expansion
in their model gives rectification effects. In addition, they compute the dependence of the
differential thermopower as function of the temperature difference observing that second
order in temperatures is enough to explain the behaviour.
In spite of the works done about nonlinear behaviour, so far there are very few mod-
els about the properties of these systems where strong interactions between electrons are
considered. This thesis aims at introducing a model using the Green’s function formalism
where Coulomb blockade interactions are present in the system. Our objective will be the
thermoelectric properties of strongly interacting quantum dots.
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2 The model
We consider a quantum dot coupled to two reservoirs (α = L,R) characterized with bias
voltages Vα, electrochemical potential µα the Fermi energy εF (eVα = µα−εF ) and reservoir
temperatures Tα. The scheme can be found in the Fig. 2. The source (drain) corresponds
to the left (right) reservoir, the voltage Vsd is the difference of the reservoirs potentials
Vsd = VL − VR and we assume that one contact is warmer than the other one.
We have used this schematic view of the quantum dot in order to explain the Coulomb
blockade effects in the orthodox model in Sec. 1.3. Notwithstanding, the model is too
simplistic to explain the thermoelectric effects of the system. Furthermore, we want a
quantum interpretation because quantum effects are not negligible. Therefore, we are going
to use an Anderson Model of the quantum dot system. Hence, our first step is to write the
Hamiltonian which reads
H =HC +Hd +HLd +HU (12)
We have split the Hamiltonian in different parts. The first one is the contribution of the
contacts.
HC = ∑
αkσ
εαkσC
†
αkσCαkσ (13)
where we identify εαkσ as the energy level of the contact α with transversal wave number k
and spin σ =↓, ↑. The operators C†αkσ (Cαkσ) creates (annihilates) an electron, obeying the
fermionic operator relations {Cαkσ,C†βqσ′} = δαβδkqδσσ′ .
The Hamiltonian of the quantum dot reads:
Hd =∑
σ
εdd
†
σdσ (14)
where εd is the energy level of the dot. For simplicity, we assume that the dot only contains
one single level. The operator d†σ (dσ) is the creation (annihilation) operators of the dot
with spin σ. As we have explained previously, the energy εd is related with the gate voltage
Vg in the Fig. 2 in the experiments. Due to the fact that the gate voltage tunes the energy
levels, in the following calculations the energy of the dot can be seen equivalently as the
gate voltage.
The tunnelling between reservoirs and the quantum dot is represented by
HLd = ∑
αkσ
(VαkσC†αkσdσ + V ∗αkσd†σCαkσ) (15)
where Vαkσ are the amplitudes of tunnelling from the dot to the reservoir α with wave
number k and spin σ.
The last term is the Coulomb interaction between two electrons in the dot. Due to the
existence of just one level, Pauli principle demands that only electrons with different spin
will interact.
HU = Ud†↑d↑d†↓d↓ (16)
where U describes the strength of this interaction. In comparison, this term corresponds to
consider a single-impurity in the Anderson model [16].
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Following the orthodox model, the Coulomb interaction is constant and independent
of the spatial direction, which is a good approximation for small dots. In addition, notice
that we didn’t consider Coulomb interaction in the leads, the reason is that the size of
the reservoirs are much larger than the dot and the large number of electrons screens well
Coulomb interactions.
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3 Current
Our goal is to calculate the thermovoltage Vth, which is the voltage generated due to tem-
perature bias at zero current. First we need to know how the current depends on these two
values. In general, we calculate the current as the time evolution of the occupation number
of one of the two reservoirs.
Iα = −ednα
dt
= −e d
dt
(∑
kσ
C†αkσ(t)Cαkσ(t)) (17)
This current obeys conservation and symmetry laws. First, in the stationary limit the
current has to be conserved ∑α Iα = 0. This is like a Kirschhoff’s law of this system. The
reason of this conservation is particle number conservation and if some particle goes through
one contact to the dot, this particle will go out the dot through another lead taking into
account that the dot can not accumulate charge because the occupation has to remain
constant in the stationary limit.
Developing this expression using Keldysh formalism [17] (see appendix A and B), going
to Fourier space and using the time evolution of operators in the Heisenberg picture, the
expected value of the current becomes:
⟨Iα⟩ = e
pih̵
∫ ∞−∞ dER[∑kσ VαkσG<σ,αkσ(E)] (18)
where G<σ,αkσ is the lesser Green’s function defined by
G<σ,αkσ(t, t′) = ih̵⟨C†αkσ(t′)dσ(t)⟩ (19)
The lesser Green’s function is interesting in view of its connection to observables and kinetic
properties. For instance, the diagonal components of the lesser Green function gives the
occupation of the leads and the dots. Using Langreth rules, Fourier transform and the
expression of the free electron Green’s function the current (see appendix A and B) becomes
⟨Iα⟩ = − e
h̵
I[∑
kσ
VαkσV
∗
αkσ(2Grσ,σ(εαkσ)fα(εαkσ) +G<σ,σ(εαkσ))] (20)
where fα(E) = 1/(1 + exp [(E − µα)/kBTα)]) is the Fermi-Dirac function of the contact α,
where µα and Tα are the electrochemical potential and temperature and Grσ,σ(E) is the
Fourier transform of the Retarded Green’s function in the dot which reads
Grσ,σ(t, t′) = − ih̵θ(t − t′)[⟨dσ(t)d†σ(t′)⟩ + ⟨d†σ(t′)dσ(t)⟩] (21)
In comparison with the lesser Green’s function, the retarded Green’s function is useful
because it has a nice analytic structure and suitable for calculating physical response. For
instance, we can obtain information such as density of states or scattering rates.
Now, we define Γα = 2piρα(E)∣Vαkσ ∣2 as the broadening of the dot levels, where ρα is the
density of states of the leads. The interpretation of this parameter will be discussed later.
After several calculations, we write down the current which flows through the left reservoir.
⟨IL⟩ = − e
pih̵
∫ dE∑
σ
ΓLΓR
Γ
I[Grσ,σ(E)](fL(E) − fR(E)) (22)
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where Γ = ΓL + ΓR. Due to current observation we know that IL + IR. Additionally, if we
compare the expression obtained with the general expression of the current using scattering
matrix approach we can identify the generalized transmission function.
τ(E) = −∑
σ
ΓLΓR
Γ
I[Grσ,σ(E)] (23)
Here, the difference is that instead of calculating the wave function using, for instance,
matching methods, we have to find the expression of the retarded Green’s function of the
dot, which basically contains the same information.
For the sake of completeness, we are also going to find the expression for the heat
current. The heat current has two contributions, one corresponds to the energy current of
the contact which is defined by
Jeα = d⟨HαC⟩dt = ddt∑kσ εαkσ⟨C†αkσCαkσ⟩ (24)
and there is also a convection term: charged particles going through the contact have
energy which can transport part of the heat. Due to this fact, this term is proportional to
the electrical current and the electrochemical potential.
Hence, the heat current will be Jα = Jeα − µαIα. If we make the same calculation as the
electrical current we obtain:
⟨JL⟩ = 1
pih̵
∫ dE(E − µL)τ(E)(fL(E) − fR(E)) (25)
As it occurs with the electrical current, the heat current also obeys current conservation,
which corresponds to the Joule heating dissipation JL + JR = −ILV . Note that in our work
we define the dissipated heat with a minus sign.
The heat current and electrical current have an expression equivalent with the definitions
given in [18]. Comparing the electrical and heat current (Eqs. (22) and (25)), we can
observe that both currents depends on the difference of Fermi functions of the contacts.
This dependency gives us a trivial result: at equilibrium there is no transport. It is easy to
see that when both Fermi functions become equal the currents vanish.
Furthermore, the electrical current is proportional to the charge e while the heat current
is not. The reason of this result is that the direction of the electrical current is different
if we use electrons or holes. The heat current instead, does not have this dependency, the
direction of the heat transport is the same independently of the charge.
Finally, we have to remark that we have not included the contribution of phonons in the
system. That is because at low temperatures, the heat transport of phonons is negligible
comparing with the energy transport of the electronic carriers.
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4 Retarded Green’s function
Now, our aim is to find the value of the retarded Green’s function. We apply the Equation
of Motion method in order to find this function [19]. This method consist in appling the
derivation respect to the time ih̵∂t to the Green’s functions in order to find a closed system
of equations. We have also use the equation for the observables in the Heisenberg picture
dtOˆ = (i/h̵)[H, Oˆ]+ ∂tOˆ. Using these calculations into Eq. (21), the equation of motion for
Grσ,σ reads
ih̵∂tG
r
σ,σ(t, t′) = δ(t − t′) + εdGrσ,σ(t, t′) +∑
αk
V ∗αkσGrαkσ,σ(t, t′) +U⟪dσnσ¯, d†σ⟫ (26)
where ⟪dσnσ¯, d†σ⟫ = (− ih̵) θ(t − t′)[⟨dσ(t)nσ¯(t)d†σ(t′)⟩ + ⟨d†σ(t′)nσ¯(t)dσ(t)⟩]. Notice that the
appearance of ⟪dσnσ¯, d†σ⟫ in Eq. (26) makes the equation depending on higher order corre-
lators. To solve these correlators we have to calculate their equation of motion finding that
they also have contribution of higher order terms. Hence, the retarded Green’s function
can not be solved exactly, unless we consider no electron interaction U = 0. We now discuss
different solutions depending on which approximations we take.
4.1 Non-interacting electrons
First, we are going to solve the retarded Green’s function when there is no Coulomb inter-
action between the electrons in the dot (U = 0). In the Fourier space the equation (21) for
this case becomes
(E − εd −Σrσ,σ)Grσ,σ = 1 (27)
where Σrσ,σ(E) is the self-energy of the dot which reads:
Σrσ,σ(E) = ipi∑
ασ
ρα(E)∣Vαkσ ∣2 + PV (∑
ασ
∫ ∞
E
dρα()∣Vαkσ ∣2 1
E − ) (28)
In the wide band limit, the self-energy is approximately Σrσ,σ ≈ − i2Γ, where the total broad-
ening of the levels is defined in the previous section Γ = ΓL + ΓR. The wide band limit
[20] asserts that the tunnel amplitudes Vαkσ have a negligible dependence on the energy,
namely, they become constant. This is a good approximation when the conductance is
dominated by states close to the Fermi level, which is the case we are considering as we
will see later. Additionally, the principal value of the integral in the wide band limit has a
negligible contribution due to the fact that the integrand is vanishing except when E = .
Finally, the solution of this equation will be the following:
Grσ,σ = 1
E − εd + i2Γ (29)
This case is well-known. If we insert this function in the definition of the transmission
Eq. (23) we obtain the Breit-Wigner approximation expression where the transmission is
centered in the energy of the dot with a broadening Γ. In the Fig. 7 we depict the imaginary
part of Eq. (29) which is proportional to the transmission function. We observe that there
is a single peak centered in εd and its broadening is related to Γ.
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Figure 7: Left: Imaginary part of the retarded Green’s function I[Grσ,σ(E)] as a function
of the energy E in the case of U = 0 for different values of the broadening Γ. We set εd = 0.
We can observe that there is a peak centred in εd. Right: I[Grσ,σ(E)] as a function of the
energy E in the Coulomb blockade regime (Eq. (38)). We set εd = 0, U = 10 and ⟨nσ¯⟩ = 0.35.
We observe a two-peak solution where the height of the peak depends on the occupation.
Notice that if the broadening is large enough, the two peaks overlap.
Comparing with the free electron case, the difference with the retarded Green’s function
Grσ,σ = 1/(E−εd+ i0+) is that this broadening is introduced instead of having a very defined
discrete level, i. e. the localized level of the free electron case now is a quasilocalized level.
This parameter Γ can be interpreted as a lifetime.
In addition, if we analize the definition of Γα = 2piρα(E)∣Vαkσ ∣2, we can see that this
broadening comes from the coupling with the reservoirs due to a continuum spectrum of
energies; it is also proportional to the tunnel probability amplitudes. Hence, the coefficient
Γ is the result of the existence of two reservoirs which are connected with the dot.
4.2 Interacting electrons
When we add Coulomb interaction (U ≠ 0 in Eq. (26)), we have to compute the value of⟪dσnσ¯, d†σ⟫. In order to have an analytic solution we make several approximations. First,
we consider the Hartree approximation, which gives us a relation of ⟪dσnσ¯, d†σ⟫ as a function
of the retarded Green’s function ⟪dσnσ¯, d†σ⟫ ≈ ⟨nσ¯⟩Grσ,σ. Within this decoupling scheme,
the retarded Green’s function reads
Grσ,σ = 1
E − εd −U⟨nσ¯⟩ + i2Γ (30)
Like the non-interacting case, we have found also a single level of the dot with broadening
Γ. In contrast to Eq. (29), the level position depends self-consistently on the occupation
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of the dot which depends on itself. Another difference is that now this level can change its
position as a function of this occupation. However, this is a single level and the properties of
this system will not show a strongly nonlinear behaviour. Besides, Eq. (30) agrees with the
scattering approach of Ref. [15] when interactions are included in the scattering approach
in a mean field way. As we said before, Eq. (30) gives a single peak in transmission,
consequently, it does not describe Coulomb blockade.
To describe two-peak solutions, we will compute the equation of motion of the term⟪dσnσ¯, d†σ⟫.
(E − εd −U)⟪dσnσ¯, d†σ⟫ = ⟨nσ¯⟩ +∑
αk
V ∗αkσ⟪Cαkσnσ¯, d†σ⟫
+ ∑
αk
V ∗αkσ¯⟪dσd†σ¯Cαkσ¯, d†σ⟫ −∑
αk
Vαkσ¯⟪dσC†αkσ¯dσ¯, d†σ⟫ (31)
After this, we can observe that the equation of motion depends on higher order terms.
To close the system of equations, so we are going to make the following approximations.⟪d†σ¯Cαkσ¯dσ, d†σ⟫ ≈ 0 (32)⟪C†αkσ¯dσ¯dσ, d†σ⟫ ≈ 0 (33)
These two approximations correspond to charge excitations. They add electrons and holes
to the reservoirs and we only are interested in dot excitations. We have only one term left,
as we did before, we compute the equation of motion which reads
ih̵∂t⟪Cαkσnσ¯, d†σ⟫ = εαkσ⟪Cαkσnσ¯, d†σ⟫ + Vαkσ⟪dσnσ¯(t)d†σ⟫ (34)− ∑
βq
(Vβqσ¯⟪CαkσC†βqσ¯dσ¯, d†σ⟫ − V ∗βqσ¯⟪Cαkσd†σ¯Cβqσ¯, d†σ⟫)
As we did above, higher order correlators are found in the equation of motion and due to
this fact we have to make two extra approximations:⟪CαkσC†βqσ¯dσ¯, d†σ⟫ ≈ 0 (35)⟪Cαkσd†σ¯Cβqσ¯, d†σ⟫ ≈ 0 (36)
The first term corresponds to a spin excitation, a change of the spin of the electrons in the
dot and reservoirs. We are only interested in the electronic transport and we do not need to
consider Kondo interactions. The Kondo effect correspond to spin-flips transitions induced
by the interaction of the electrons with the system [21]. The other term is also a charge
interaction, but it is a higher order than the Eq. (32) and (33) because it creates two holes
in the reservoirs.
Taking into account these approximations we have a set of closed equations we can solve.
Finally, the retarded Green’s function in the Fourier space results:
(E − εd −Σrσ,σ)Grσ,σ = 1 +U ⟨nσ¯⟩E − εd −U −Σrσ,σ (37)
where Σrσ,σ is the self-energy of the dot defined in Eq. (28). Hence,
Grσ,σ(E) = 1 − ⟨nσ¯⟩
E − εd + i2Γ + ⟨nσ¯⟩E − εd −U + i2Γ (38)
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If we include this expression in the definition of the transmission, now we find two peaks:
one in E = εd and another one in E = εd + U . The interaction between the electrons at
this level imply a splitting of the peak in the Breit-Wigner approximation weighted by the
occupation of the level in the opposite spin. This makes sense in terms of energies since
the second electron has to have enough energy to overcome the interaction if one electron
is already occupying the dot level.
As we can observe in Fig. 7, the two peaks will be visible for U >> Γ, a situation which
is experimentally achievable. Only if U << Γ, the two peaks would overlap and the Coulomb
blockade regime will not be valid. In the following sections, these peaks will be also called
resonances because they represent energies for which the transport is maximum.
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5 Occupation
Due to the fact that the retarded Green’s function depends on the occupation, the next step
is to calculate this magnitude. The electron occupation is given by ⟨nσ⟩ = ⟨d†σdσ⟩. Using
Fourier transform and Eq. (19) the occupation reads
⟨nσ⟩ = 12pii ∫ dEG<σ,σ(E) (39)
Using again the Keldysh formalism [17] and substituting Eq. (38) into Eq. (39) we obtain:
⟨nσ⟩ = 12pi ∫ dE(ΓLfL(E) + ΓRfR(E))
⎡⎢⎢⎢⎢⎣ 1 − ⟨nσ¯⟩(E − εd)2 + Γ24 + ⟨nσ¯⟩(E − εd −U)2 + Γ24
⎤⎥⎥⎥⎥⎦ (40)
Notice that ⟨nσ⟩ and ⟨nσ¯⟩ are independent of E. This leads to:
⟨nσ⟩ = A(1 − ⟨nσ¯⟩) +B⟨nσ¯⟩ (41)⟨nσ¯⟩ = A(1 − ⟨nσ⟩) +B⟨nσ⟩ (42)
where A and B are integrals containing Fermi and Lorentzian functions.
A = 1
2pi ∫ dE(ΓLfL(E) + ΓRfR(E)) 1(E − εd)2 + Γ24 (43)
B = 1
2pi ∫ dE(ΓLfL(E) + ΓRfR(E)) 1(E − εd −U)2 + Γ24 (44)
We highlight that the system of equations gives ⟨nσ⟩ = ⟨nσ¯⟩ in agreement with one of the
symmetries of the Hamiltonian H which is invariant under changes of the spin σ → σ¯.
Solving Eqs. (41) and (42), we obtain the following electron occupation:
⟨nσ⟩ = ⟨nσ¯⟩ = A1 +A −B (45)
In general, this expression gives a number between 0 (no electrons with spin σ inside the
dot) and 1 (an electron occupying the dot). The dependence of this occupation on the
energy level of the dot at equilibrium for different values of the background temperature T
can be seen in Fig. 8. We can observe that the level is always occupied for εd → −∞ and
unoccupied for εd → ∞. This is due that in these limit cases there is (not) enough energy
for the electrons to (not) go inside the dot (see insets of Fig. 8).
We can observe that the occupation decays when εd = 0 or εd = −U . This decay for low
temperatures is of the order of Γ. This behaviour is due to the fact that one of the levels
is at the same energy than the Fermi level of the reservoirs and the charge fluctuations
become maximal.
Moreover, the case εd = −U/2 is a symmetric value which the occupation always takes the
value ⟨nσ⟩ = 1/2. This value is also in agreement with another symmetry of the Hamiltonian
of the system. When εd = −U/2 the Hamiltonian is invariant under changes of d†σ → dσ and
C†αkσ → Cαkσ. Additionally, comparing with leads, the Fermi level will be in the center of
the two peaks and in total there will be always one resonance totally occupied.
As expected, the effect of the background temperature makes the occupation become
smoother. In addition, when the temperature is larger than the broadening of the levels
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Figure 8: Dot occupation as a function of its energy level εd for different values of the
background temperature. We have considered symmetric voltage and a temperature bias
applied at the left reservoir. We also assume symmetric broadening ΓR = ΓL = 1.0 and we
set e = kB = h̵ = 1, εF = 0 and U = 10. Insets: Schemes of the energy levels for εd → ±∞ at
equilibrium. We represent the energy level of the dot with a green line, due to the scale of
energies the two-peaks can be appreciated and it is straightforward to observe that when
εd → −∞ (εd →∞) the dot will be totally occupied (unoccupied).
(kBT >> Γ) we find thermal smearing which dominates and the charge quantization effects
vanish altogether.
We highlight that the occupation, and consequently the retarded Green’s function, has a
dependence on the voltage Vα and the temperature Tα of the reservoirs; which is a condition
required to find the strongly nonlinear correlations in the thermocurrent Ith as explained
in [11].
19
6 Results and discussion
We have found all the essential elements of the current. We now investigate how these
dependences modify the transport through the dot. First of all, we consider a symmetric
voltage (VL = V /2 and VR = −V /2) and a temperature bias applied at the left contact
(TL = T +∆T and TR = T ). For the sake of simplicity we have considered the broadening
equal at each reservoir ΓL = ΓR and we have set εF = 0.
Before we start with the discussion of the dependences of the current, we are going to
write it combining the Eqs. (22) and (38):
I ≡ ⟨IL⟩ = C(1 −N) +DN (46)
where N = ⟨nσ⟩ + ⟨nσ¯⟩ and C and D are also integrals containing Fermi and lorentzian
functions.
C = 2e
h
∫ ∞−∞ dE(fL(E) − fR(E)) ΓRΓL(E − εd)2 + Γ24 (47)
D = 2e
h
∫ ∞−∞ dE(fL(E) − fR(E)) ΓRΓL(E − εd −U)2 + Γ24 (48)
We can understand these integrals like the part of the current which goes through the
resonance E = εd in C or E = εd +U in D.
For the sake of notation, in this section we are going to discuss about electrons and
holes. We do not use the common definition of these particles. When we mention holes we
refer to the transport of electrons which are below the Fermi energy. Otherwise, we call
electrons the particles which have energy above the Fermi energy.
6.1 Voltage-driven case
In Fig. 9. we plot the current at zero temperature bias ∆T = 0 as a function of voltage for
different values of the quantum dot energy level.
First, we observe there is a limit voltage bias, independently of the energy level, where
the current does not increase any longer. As a matter of fact, this limit can be found
analytically as
I0 = 2e
h̵
ΓLΓR
Γ
(49)
The saturation value of the current can be understood as the current which flows through
two resistors in parallel such that they contribute to the current with ΓL,R. This limit can
reach its maximum when the broadening is symmetric ΓL = ΓR. Additionally, the saturation
current will depend only on one lead when there is a high asymmetry (for instance, when
ΓL << ΓR the value of the current will be I0 = 2eΓL/h̵).
There is another value of the voltage which is independent of the dot energy, when
V = 0 the current has a value of I = 0. This behaviour occurs due to the system is
at equilibrium when ∆T = V = 0, the electrons will flow with equal probability on both
directions, consequently, on average the net current is zero. Additionally, we find two
ranges of voltage where the current rises. These two ranges are placed at V ≈ 2∣εd∣ and
V ≈ 2∣εd + U ∣; this behaviour is due to the fact that one of the levels is aligned with the
Fermi level of one of the reservoirs and the transport increases. We find also plateaus in the
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Figure 9: Current at ∆T as function of the applied potencial for the quantum dot system,
we have considered symmetric voltage and symmetric broadening ΓL = ΓR = 1.0. We set
e = kB = h̵ = 1, εF = 0, U = 10 and T = 0.1. The different colours represent different
energies of the quantum dot level εd. Lower inset: Occupation number of spin σ at the
same parameters as the current. Upper inset: Qualitative scheme of the system in the
voltage-driven case. We can see the leads at the same temperature with their Fermi levels
placed due to the voltage bias. In the quantum dot we can see the dot level εd and its
resonance εd +U .
current, which are related with the quantization of the conductance in quantum systems
and the crossing of the Fermi levels with the resonances (Coulomb blockade regions).
As far as the occupation is concerned this dependence on the voltage bias can be found
at the inset of Fig. 9. If we compare with the dependence at V = 0 we can observe that
the occupation changes strongly when voltage is applied. We remark that when V → ±∞
the occupation per electrons tends to ⟨nσ⟩ = 1/2. This is due to the symmetric broadening
of the system. To prove this, we consider these limits in the Fermi functions: 0 (when
fL(E,V → −∞) and fR(E,V →∞)) or 1 (when fL(E,V →∞) and fR(E,V → −∞)). After
this calculation, the value of the integrals A and B are simply Lorentzian integrals.
lim
V→±∞A = ΓL,R2pi ∫ ∞−∞ 1(E − εd)2 + Γ24 = ΓL,RΓ (50)
lim
V→±∞B = ΓL,R2pi ∫ ∞−∞ 1(E − εd −U)2 + Γ24 = ΓL,RΓ (51)
If we substitute Eqs. (50) and (51) into Eq. (45), we find that the occupation has to be
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Figure 10: Differential conductance as a function of the voltage bias V and the energy level
of the dot εd. We set the same values as we did with the current.
⟨nσ⟩(V → ±∞) = ΓL,R/Γ. In this limit, one of the Fermi function of the leads vanishes,
consequently, it does not contribute in the transport due to the absence of electrons. Nev-
ertheless, the second lead does take part in the transport and the quantum dot will be
occupied depending on the broadening ΓL,R. We highlight that this broadening has a con-
tribution of the tunnel amplitudes Vαkσ and the density of levels ρα(E) of the reservoir α.
It is trivial to observe that if we increase one of this parameters the occupation will increase
due to the increment of the electrons which tunnel in the quantum dot. Additionally, we
observe that this term is normalized with the total broadening. The reason of this factor is
that electrons do not stay forever in the dot and they hop out the dot and both leads will
contribute.
The differential conductance G is depicted in Fig. 10 as function of the applied voltage
and the dot energy level. The differential conductance represents how the current responds
to voltage variations G = dI/dV and it can be useful in view of its use as a spectroscopic
tool in experiments. One can not directly measure the occupation of the dot, but the
conductance is measurable and its relation with the occupation can give us information of
the system.
In the Fig. 10 two peaks are found at V = ±∣εd∣ when εd > −U/2 and V = ±∣εd + U ∣
otherwise. These peaks correspond to the alignment of one of the peaks of the transmission
of the dot with the Fermi level. At resonance electrons can travel easily from one reservoir
to the other causing a maximum of the conductance. Besides, these two peaks in the εd−V
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Figure 11: Thermocurrent as function of the temperature difference between the reservoirs.
We have considered symmetric voltage and symmetric broadening ΓL = ΓR = 1.0. We set
e = kB = h̵ = 1, εF = 0, U = 10 and T = 0.1. The different colours represent different energies
of the quantum dot level εd. Left inset: Occupation number of spin σ at the same parameters
as the current. Right inset: Qualitative scheme of the system in the temperature-driven
case. We can see the leads at different temperature with the same Fermi level. In the
quantum dot we can see the dot level εd and its resonance εd +U .
plane form a diamond shape. This diamond is called Coulomb Diamond and agrees with
the experiments presented in the introduction part of this thesis [9] [10] [11]. The difference
with the experiments is that instead of having one single diamond, they obtain a succession
of Coulomb Diamonds. This could be implemented in our model quite straightforwardly by
adding more than one level in the Hamiltonian of the dot Eq. (14). However, the essential
physics can be explained with only a single level
We can find two extra peaks for larger V , the conductance increases its value again.
This is due to the alignment of the second resonance with the Fermi level. Afterwards, the
conductance vanishes for large voltages due to the saturation of the electrical current and
the absence of extra peaks in the transmission function.
As we said above, the conductance is related with the occupation of the dot. For
instance, if we take the line V = 0 of the Fig. 10 and we compare it with the occupation at
equilibrium in Fig. 8, we observe that the peaks which appear in the conductance coincide
with changing regions in the occupation. This phenomenon not only occurs at equilibrium,
but it seems to coincide for every value of V . In general, when we are not at equilibrium
this relation may not be true. Nevertheless, the Breit-Wigner approximation makes the
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Figure 12: Scheme of the system for different values of the thermal bias ∆T . We have
set the energy level to εd. The blue lines of the scheme are the Fermi energies at their
temperatures and the green lines are the levels created in the dot. We also show two purple
horizontal lines: the dashed line corresponds to energy E = εF = 0 and the dotted line is
the symmetry point E = (ε +U)/2.
density of states roughly independent of the voltage bias. Consequently, the conductance
is related with the occupation even at the non-equilibrium regime.
6.2 Temperature-driven case
Now, we will study the properties of the transport when V = 0 and varying the temperature
difference ∆T between the terminals. As we said before, we study this difference heating
one lead TL = T +∆T .
The thermocurrent for several dot energies is shown in Fig. 11. A strong nonlinear
behaviour with the temperature bias is found for several values of εd. We find an exception
of this nonlinearity when εd = −U/2, which corresponds to the particle-hole symmetry point.
In this case, the Fermi energy is in the middle of the two peaks of the dot (εd and εd +U).
Electrons and holes are transported with equal probability compensating their contribution
on the current.
Except for the case discussed above, we find a strong nonlinear behaviour between−U < εd < 0 and, consequently, a double value where Ith = 0 for which a competition
between electrons and holes occurs. This is caused by the existence of two resonances in the
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Figure 13: Thermocurrent as a function of temperature difference ∆T and energy level of
the dot. We set e = kb = h̵ = 1, εF = 0, U = 10 and T = 0.1.
quantum dot (see Fig. 12) due to the Coulomb blockade regime. In this case, we have one
peak in the particle region and the other in the hole region. We find that the contribution
of each peak benefit one current direction and depending on the temperature one of these
levels domains.
For instance, in Fig. 12, the level εd + U is slightly above the Fermi level . When
the temperature of the heated terminal is low, the part that contributes in the transport
is the region of energies higher than the level εd (the contribution of each level starts at
E = (ε + U)/2, which is the symmetric energy point). We highlight that there is also
a region of energies ((ε + U)/2 < E < 0) in which holes can be transported through the
upper level. In any case, for low temperatures this region does not contribute and the
transport will be dominated by electrons. However, if temperature applied to the hot
contact increases, the Fermi-Dirac function becomes smoother and allows the lower level to
increase its contribution until the point that both levels compensate the sign of the current
(Ith = 0). Thus, the dominating carriers will be holes. In this case, this small region, due
to the width of the levels, is key to understand this change of sign in the thermocurrent
and comes directly for this Coulomb blockade interaction which splits one level in two
resonances.
Moreover, this strongly nonlinear behaviour in the thermocurrent is reflected in the
occupation. We find that the occupation is maximal approximately for the same parameter
region as the thermocurrent. After this maximum or minimum we find that the occupation
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Figure 14: Left: Thermovoltage as a function of thermal bias of the contacts, we have
considered symmetric voltage and symmetric broadening ΓL = ΓR = 1.0. Different energies
of the dot εd are plotted using different colours as in the inset. Right: Thermopower at the
same conditions of the thermovoltage.
tends to a constant value which agrees with the behaviour of the thermocurrent when the
temperature bias is high. In order to explain the correlation, according Eq. (46) the current
is dependent on the occupation linearly. If the term C −D remains approximately constant
with temperature difference the shape of the thermocurrent can not vary strongly respecting
on the occupation.
The evolution of the thermocurrent due to temperature differences and energies of the
dot level are also shown in Fig. 13. We observe clearly the regions where transport is dom-
inated by holes (red) and electrons (blue). Additionally, the strongly nonlinear behaviour
regime and the double zero is now apparent: only when εd ∈ (−U,0) this extremal value
appears. When the energy of the dot level lies beyond that range, the transport will be
fully dominated by one carrier caused by the placement of both levels of the dot above or
below the Fermi level.
6.3 Thermovoltage
The behaviour of the thermocurrent can be related directly to the thermovoltage, which
is found from the condition I(Vth,∆T ) = 0. Depending on the sign of the current in the
system, an opposite sign voltage is needed to quench the current. This is also reflected
in a strong nonlinear behaviour with an additional point where Vth = 0 (See Fig. 14) and
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Figure 15: Heat current as a function of voltage for different values of the energy level εd. We
consider symmetric voltages (VL = −VR = V /2) and symmetric broadenings (ΓL = ΓR = 1).
Inset: Sketch of two symmetric cases where the value of the heat current is the same. We
have applied the transformation V → −V and εd → −εd −U
a change of sign. In addition, the temperature bias which satisfies a null thermovoltage
coincides with the vanishing thermocurrent. This is due to the fact that both conditions
have to be satisfied at this point, Ith = Vth = 0.
We also observe a local maximum (or minimum) on the thermovoltage. This extremal
point corresponds where the holes (o electrons) have its maximum contribution to the
current. After this temperature, the lower (or upper) level will trigger the transport of the
opposite particle.
In addition, when we assume a linear dependence of the current I = GV + L∆T , the
thermovoltage depends linearly on the temperature difference Vth(∆T ) = −(L/G)∆T . As
we observe in Fig. 14 the linear dependence is not valid for a long range of ∆T owing to
larger orders for which nonlinear effects become important.
Once we have calculated the thermovoltage, the thermopower can be immediately ob-
tained. The thermopower S represents voltage generated due to an applied temperature
difference at zero current and it is defined as
S = ∂Vth
∂∆T
∣
I=0 (52)
In Fig. 14, the numerically derivation of the thermovoltage is shown. We find an interesting
nonlinear regime at low thermal bias, which after a change of sign tends to a constant value.
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Figure 16: Heat current as a function of the voltage and the energy of the quantum dot.
Same parameters as in Fig. 15.
6.4 Heat Transport
Here we study the effects of the system when a heat flow is considered. The properties
of the heat transport are obtained with the definition of the heat current J ≡ ⟨JL⟩ in the
equation Eq. (25).
In the Fig. 15 we depict the heat current as function of V for different values of εd.
When the applied voltage is low, the heat current first depends linearly on the voltage
J =MV . Nonetheless, the term V 2, which is the Joule effect contribution, domains quickly
and the behaviour at this range is a parabola. Indeed, it occurs for very low values of
the voltage. However, when we go to voltages of the order of the quantum dot energy εd
the contribution of higher order rises and it looses its parabolic behaviour. We can also
discern an additional asymmetry when V = ∣εd∣ when εd < −U/2 and V = −∣εd+U ∣ otherwise.
This asymmetry can be more easily to observe in 16 where the heat transport increases (in
absolute value) faster for these values of the voltage.
Nevertheless, we have observed that in the energy level εd = −U/2 this asymmetry is
absent. Additionally, we notice a general symmetry of the heat current under the change
εd → −εd −U and V → −V . This is because these two cases are equivalent; when in the first
case the energy levels are located in such a way that for a certain value of the voltage the
occupation energy of the left contact can reach both peaks, in the second case the opposite
occurs, the right contact can reach the energy levels instead of the left contact (see ’inset’
in Fig. 15).
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Figure 17: Heat rectification parameter J(V ) − J(−V ) as a function of voltage bias. The
parameters of the figure are the same as in Fig. 15
We also show the dependence of J(V ) − J(−V ) in front of the voltage difference V in
Fig. 17. This magnitude is a asymmetric dissipation parameter. In general, one expects
that the energy dissipates equally independently of the direction of the current. Hence, a
non-zero value means that the heat current will be more easily dissipated in one direction.
Then, in the Fig. 17 we find that there is a linear behaviour in a range depending on
εd, corresponding to the linear behaviour showed in [22] . After this range, the asymmetry
starts to appear and the approximation J(V ) − J(−V ) = 2GTS0V is not valid any more.
Due to the asymmetry, the explanation of this nonlinearity is explained above. Nonetheless,
we remark a second zero when εd = −7.5 (In general, when εd ∈ (−U,0)) as a consequence
that Fermi level is located between both levels and the transport in one direction domains
until one of the Fermi functions arrives to one of the Fermi levels.
29
7 Conclusions
We have presented a model of transport through a quantum dot using Green’s function
formalism. We have focused on the Coulomb blockade regime which considers that inter-
actions in the quantum dot are strong. We have obtained an expression for the electric and
heat currents, which allows us to study the thermoelectric properties of the system when
we apply a voltage or temperature difference.
When we apply a voltage bias we observe that the current strongly increases when
the Fermi levels aligns with one of the resonances of the dot energy level. We have also
found a Coulomb diamond structure in the differential conductance which agrees with the
experimental results when Coulomb blockade is present.
In the temperature driven case, we have found that strong nonlinear behaviour is found
in the thermocurrent due to the competition between electrons and holes in the system. For
a certain range of the quantum dot energies we find that this competition yields a double zero
solution. Due to this nonlinear behaviour, the thermovoltage also shows strong correlations
with another value of the temperature bias for which the thermovoltage vanishes. This
behaviour can be compared with very recent experimental results where a non-smooth
correlation of the thermovoltage with temperature bias was measured [11].
Finally, we have discussed how the heat transport depends on the applied voltage. We
have found that the symmetry with respect to the sign of the applied voltage is broken
when the voltage is of the order of the charging energy.
Our results are relevant in view of the agreement with the experimental measurements of
Ref. [11]. We were able to explain the sign reversal of the thermovoltage and thermocurrent.
As we explained above, we have interpreted that this sign reversal stems directly from the
Coulomb blockade effect. The creation of an extra resonance in the dot due to this Coulomb
interaction between electrons is the key to understand the nonlinearity.
Furthermore, this work is one of the few which have studied nonlinear transport ef-
fects with interacting electrons in quantum dots. It intends to be the beginning of a more
ambitious project. Therefore, there are a large amount of extensions for the future. One
of these extensions can be the study of Kondo interactions between the spins which can
be compared with the experimental results of Ref. [23] where they measured the conduc-
tance in a single-electron transistor. They observed that Kondo interactions increases the
conductance of the local minimum between two peaks.
Another possible extension is the addition of co-tunnelling effects, namely the possibility
that more than one electron can be transported at the same time via virtual processes. One
experimental result to compare with this possible extension is Ref. [24]. They measured
the transport properties of a semiconductor quantum dot in the Coulomb blockade regime
with co-tunnelling showing that inelastic events can occur at low temperature.
Lastly, a more complete study of the heat transport can be performed. We can study
the Peltier effect of this system or even consider three terminals instead of two. This last
extension is interesting as a consequence of recent discussions about these systems[25] [26]
[27]. Nanodevices connected to three terminals seems to exhibit better efficiencies than
two-terminal configurations.
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A Keldysh Green’s Function Formalism
In this work, we discuss Green’s function method in order to find the analytical expressions
we wanted. Generally, Green’s function method is a powerful technique to solve differential
equations. In quantum mechanics, Green’s function provide information of the properties
of many-body system at equilibrium or in non-equilibrium without solving the Schrödinger
equation to find the wave functions. In fact, Green’s functions contain the same useful
information as the wave functions.
A.1 Equilibrium Green’s function
First, we are going to calculate the so-called casual Green’s function at equilibrium.
G(r⃗, t; r⃗′, t′) = − i
h̵
⟨ΨH ∣Tˆ [ψˆ(r⃗, t)ψˆ†(r⃗′, t′)]∣ΨH⟩ (53)
where ∣ΨH⟩ is the exact ground state of the system H∣ΨH⟩ = E0∣ΨH⟩ and Tˆ [] is the time-
ordering operator.
We assume that the Hamiltonian H is composed of a "known" Hamiltonian H0 and a
perturbation V. With this Hamiltonian we will use the Interaction picture.
Generally, we are used to the Schrödinger picture where operators evolve with U(t) =
exp−i/h̵Ht with ψ(t) = U(t)ψ(0) and operators remain constant in time (unless this opera-
tors has a component which also changes with time). Additionally, we know the Heisenberg
picture, where now the operators evolve with U(t) (Oˆ(t) = U †(t)Oˆ(0)U(t)) and the wave
functions do not change.
Here, we introduce the interaction picture, where the operators will evolve with the
"easy" Hamiltonian H0.
Oˆ(t) = e ih̵H0tOˆ(0)e− ih̵H0t (54)
Additionally, the wave functions will evolve in time from t′ to t using an operator function
called S-matrix ∣ψ(t)⟩ = S(t, t′)∣ψ(t′)⟩ which is defined
S(t, t′) = Tˆ [exp(− i
h̵
∫ t
t′ dt1V(t1))] (55)
In order to do the calculation of Eq. (53) one has to write the ground state in terms
of variables we know (the non-perturbed wave functions). Hence, we assume that the
perturbation only occurs in one instant of time. Then, we can express the ground state of
our system ∣ΨH⟩ in terms of the S-matrix and a non-interacting wave function ∣φ0⟩. This is
the Gell-Mann and Low theorem:
∣ΨH⟩ = S(∞,0)∣φ0⟩ (56)
Inserting into Eq. (53) and using the group property S(t, t′) = S(t, t′′)S(t′′, t′) we obtain
G(r⃗, t; r⃗′, t′) = − i
h̵
⟨φ0∣Tˆ [S(−∞,∞)ψˆ(r⃗, t)ψˆ†(r⃗′, t′)]∣φ⟩⟨φ0∣S(−∞,∞)∣φ0⟩ (57)
This definition allows us to compute the casual Green’s function perturbatively using
the Taylor expansion of the S-matrix.
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S(−∞,∞) = 1 + ∞∑
n=1( ih̵)
n 1
n! ∫ ∞−∞ dt1 . . . dtnTˆ [V (t1) . . . V (tn)] (58)
The perturbative calculation gives rise to a self-consistent equation called Dyson Equa-
tion.
G = G(0) +G(0)ΣG (59)
where Σ is the self-energy of the system and it depends on the type of perturbation.
Finally, we can define two additional Green’s functions in the equilibrium case: the
advanced Ga and retarded Gr Green’s function.
Ga(r⃗, t; r⃗′, t′) = − i
h̵
θ(t − t′)⟨ΨH ∣{ψ(r⃗, t), ψ†(r⃗′, t′)}∣ΨH⟩ (60)
Gr(r⃗, t; r⃗′, t′) = i
h̵
θ(t′ − t)⟨ΨH ∣{ψ(r⃗, t), ψ†(r⃗′, t′)}∣ΨH⟩ (61)
The retarded Green’s functions calculates the response at time t to an earlier pertur-
bation at time t′. Hence, this Green’s function only has contribution when t > t′. The
advanced Green’s function is not zero when t < t′.
A.2 Non-equilibrium Green’s function
Now, we calculate the Green’s function when the system is not at equilibrium. Due to this
fact, the state will differ at infinite time to the ground state. Hence, we have to change the
integral of the expectation value. Now we use the Keldysh path integral, which goes from
t = −∞ in a positive branch to the variable of interest t = t′ and then we make it evolve
from t = t′ back in time to its initial state t = −∞ in a negative branch crossing t =∞ (see
Fig. 18).
Now, Eq. (53) has been changed replacing the time-ordering operator T []→ Tc[] where
now Tc is the time-ordering of the Keldysh contour we consider. Additionally, if we have to
calculate the expected value of a operator, one have to see how the S-matrix is transformed.
⟨Oˆ⟩(t) = ⟨φ0∣S(−∞, t)Oˆ(t)S(t,−∞)∣φ0⟩ (62)= ⟨φ0∣S(−∞,∞)S(∞, t)Oˆ(t)S(t,−∞)∣φ0⟩ (63)= ⟨φ0∣S−(−∞,∞)Tˆ [Oˆ(t)S+(∞,−∞)]∣φ0⟩ (64)= ⟨φ0∣Tˆc[Oˆ(t)Sc(−∞,∞)]∣φ0⟩ (65)
where now Sc(−∞,∞) = S−(−∞,∞)S+(∞,−∞) is the time evolution operator taking into
account that the time goes from t+ = −∞ to t− = −∞ and S±(±∞,∓∞) reads
S±(±∞,∓∞) = 1 + ∞∑
n=1( ih̵)
n 1
n! ∫ ±∞∓∞ dt±1 . . . dt±nTˆ [V (t±1) . . . V (t±n)] (66)
where t±i is the time in the ± branch. In general, we can observe that the structure of
the perturbation expansion in the non equilibrium Green’s function is the same as the
equilibrium expansion at zero temperature. Consequently, both theories are identical. For
instance, both theories obtain the Dyson equation.
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Figure 18: Different contour path of the integrals in order to compute Green’s function: C1
is the path to compute equilibrium Green’s function, C is the Keldysh path integral and
Cd is the deformation of the Keldysh path in order to find the Langreth rules.
We highlight that we obtain several Green’s functions due to the existence of branches.
Due to this fact, we have four possible Green’s functions.
G++(r⃗, t; r⃗′, t′) = − i
h̵
⟨ΨH ∣Tˆ [ψ(r⃗, t+)ψ†(r⃗′, t′+)]∣ΨH⟩ (67)
G<(r⃗, t; r⃗′, t′) ≡ G+−(r⃗, t; r⃗′, t′) = − i
h̵
⟨ΨH ∣ψ†(r⃗′, t′−)ψ(r⃗, t+)∣ΨH⟩ (68)
G>(r⃗, t; r⃗′, t′) ≡ G−+(r⃗, t; r⃗′, t′) = − i
h̵
⟨ΨH ∣ψ(r⃗, t−)ψ†(r⃗′, t′+)∣ΨH⟩ (69)
G−−(r⃗, t; r⃗′, t′) = − i
h̵
⟨ΨH ∣ ˆ¯T [ψ(r⃗, t−)ψ†(r⃗′, t′−)]∣ΨH⟩ (70)
where ˆ¯T is the antichronological time-ordering operator. The Green’s function G< (G>)
is called lesser (greater) Green’s function and the times are ordered in terms of branches.
The Green’s function G++ is the casual Green’s function and G−− is the anticasual Green’s
function. Although we have four Green’s functions, only three are linearly independent,
they are related with G+++G−− = G<+G>. Hence, we can be interested in use another type
of Green’s function. As we have done in this master thesis, we use the retarded Green’s
function. Then, we introduce the retarded (Gr) and advanced (Ga) Green’s functions in
the non equilibrium (they have the same expressions as Eqs. (60) and (61)).
A.3 Langreth rules
In this thesis, we obtain different types of Green’s functions depending on the leads and
the dot. In general, we are looking for the Green’s function of the dot Gσ,σ. Nevertheless,
the expressions we obtain can be written in terms of the contact Green’s function Gσ,αkσ.
Hence, we need to relate these two expressions in order to find the Green’s function we are
searching for. Langreth rules relate different types of Green’s functions.
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First, we are going to illustrate the Langreth rule of contour ordered Green’s function.
We consider two matrix of Green’s function A(t, t′) and B(t, t′) and we want to obtain
D(t, t′) using the Keldysh formalism.
D(t, t′) = ∫
C
dτA(t, τ)B(τ, t′) (71)
where t and t′ are real times. Now we are going to deform the Keldysh contour C into Cd
(See Fig. 18). We can observe that there are different branches that can be cancelled. If
we focus on one Green’s function (for instance, D<), we obtain a relation with the other
Green’s function using real-time integrals.
D<(t, t′) = ∫ ∞−∞ dτAr(t, τ)B<(τ, t′) + ∫ ∞−∞ dτA<(t, τ)Ba(τ, t′) (72)
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B Calculation of the current expression
Now we calculate the expression for Eq. (22). First, we start with Eq. (17) and we apply
the time derivative.
Iα = −e∑
kσ
⎛⎝dC†αkσdt Cαkσ(t) +C†αkσ(t)dCαkσdt ⎞⎠ (73)
We apply the Heisenberg equation to this operators.
dC†αkσ
dt
= i
h̵
[H,C†αkσ] = ih̵(εαkσC†αkσ + V ∗αkσd†σ) (74)
dCαkσ
dt
= i
h̵
[H,Cαkσ] = − i
h̵
(εαkσCαkσ + Vαkσdσ) (75)
Substituting into Eq. (73)
Iα = −ei
h̵
∑
kσ
V ∗αkσd†σCαkσ − VαkσC†αkσdσ (76)
Calculating the expected value of the current, using the definition of the lesser Green’s
function (Eq. (19)) and tranforming into Fourier space the equation reads
⟨Iα⟩ = e2pih̵ ∫ ∞−∞ dE∑kσ VαkσG<σ,αkσ(E) − V ∗αkσG<αkσ,σ(E) (77)
If we take into account that [G<αkσ,σ]∗ = −G<σ,αkσ we arrive to Eq. (18). Now, we use the
Langreth rule of Eq. (72) with the lesser Green’s function transformed into Fourier space.
G<σ,αkσ(E) = V ∗αkσ (Grσ,σ(E)g<αkσ(E) +G<σ,σ(E)gaαkσ(E)) (78)
where gaαkσ and g<αkσ are the advanced and lesser equilibrium Green’s functions at the lead
α which reads
g<αkσ(E) = i2pifα(E)δ(E − εαkσ) (79)
gaαkσ(E) = ipiδ(E − εαkσ) (80)
where fα(E) are the Fermi function of the lead α. Replacing all these terms into Eq. (18)
we obtain
⟨Iα⟩ = − e
h̵
I[∑
kσ
VαkσV
∗
αkσ(2Grσ,σ(εαkσ)fα(εαkσ) +G<σ,σ(εαkσ))] (81)
We replace the sum over k to an integral over E ≡ εαkσ.
⟨Iα⟩ = − e
h̵
I[∫ dE∑
σ
ρα(E)VαkσV ∗αkσ(2Grσ,σ(E)fα(E) +G<σ,σ(E))] (82)
We use the definition of Γα and Eq. 82
⟨Iα⟩ = − e2pih̵I[∫ dE∑σ Γα(2Grσ,σ(E)fα(E) +G<σ,σ(E))] (83)
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Then, we know that the lesser Green’s function is related to the advanced and retarded
Green’s function G<σ,σ = Grσ,σΣ<σ,σGaσ,σ. Additionally the lesser self-energy can be written
in terms of the broadening of the dot Σ<σ,σ = i∑β fβΓβ. With these two relations, one can
write the lesser Green’s function as a function of the imaginary part of the retarded Green’s
function of the dot.
G<σ,σ = −2iI[Grσ,σ]∑β Γβfβ(E)∑β Γβ (84)
Inserting into Eq. (82) the current reads
⟨Iα⟩ = − e
pih̵
[∫ dE∑
σ
Γαfα(E)∑β Γβ −∑β fβ(E)ΓαΓβ∑β Γβ I[Grσ,σ(E)]] (85)
If we assume we have only two terminals and current is measured at lead α = L the current
we obtain is precisely Eq. (22).
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