Reliable Low-Power High Performance Spintronic Memories by Bishnoi, Rajendra Kumar
Reliable Low-Power High Performance
Spintronic Memories
For obtaining the academic degree of
Doctor of Engineering
Department of Informatics







Date of Oral Examination: 17.05.2017
Adviser: Prof. Dr. Mehdi Baradaran Tahoori, KIT, Germany





Hiermit erkläre ich an Eides statt, dass ich die von mir vorgelegte Arbeit selbstständig verfasst
habe, dass ich die verwendeten Quellen, Internet-Quellen und Hilfsmittel vollständig angegeben
haben und dass ich die Stellen der Arbeit - einschließlich Tabellen, Karten und Abbildungen -
die anderen Werken oder dem Internet im Wortlaut oder dem Sinn nach entnommen sind, auf






On the pathway of Moore’s law, chip manufacturing industries have shown explosive growth
for the last five decades. With that, the demand of memory components have also increased
exponentially, leading to a memory dominant chip in today’s computing system. However, the
traditional on-chip memory technologies such as Static Random Access Memories (SRAMs),
Dynamic Random Access Memories (DRAMs) and flip-flops are facing severe challenges in
terms of scaling, leakage power and reliability. These challenges along with the overwhelming
demand of increase in performance and density for an on-chip storage, make researchers seek
for a new non-volatile storage technology. Emerging spintronic based storing technologies such
as Spin Orbit Torque (SOT) and Spin Transfer Torque (STT) have captured a lot of attention
in recent years because of their various beneficial features such as non-volatility, scalability,
high endurance, CMOS compatibility and soft-error immunity. In the spintronic technology,
spin of electrons represent the information, in which the data is stored as resistance states,
that can be altered by passing a polarized current through the storing device. The zero leakage
capabilities of its storing devices as well as attributes of normally-off/instant-on computing,
make it very effective to deal with static power challenge. However, this technology faces
some challenges, such as high access latency and energy consumption, before its widespread
utilization. Addressing these challenges requires new computing paradigms, architectures and
design philosophy.
In the spintronic technology, the issue of high access latency is because the storing cell
takes relatively high switching durations, more than conventional SRAM cell. Moreover, due
to stochastic switching nature of the storing cell and the influence of process variation, a
significant timing margin is required. For that period of time, a constant write current has
to flow through the bit-cell to ensure its switching, resulting in a huge energy consumption.
Equivalently, the read operation also requires a considerable delay margin because of the impact
of process variation. On the other hand, due to extra timing margins, read and write currents
flow for a longer duration, leading to several other reliability problems such as read disturb
and other degradation issues such as Time Dependent Dielectric Breakdown (TDDB). Hence,
it is necessary to reduce energy and latency as well as to improve reliability, in order to make
it a potential candidate for an on-chip storage system.
In this thesis work, we provide design solutions to address the challenges associated with
caches, register and flip-flop designs using a cross-layer approach. For caches, we designed
several circuit-level techniques, whose efficiencies are evaluated at both memory architecture-
level and system-level in terms of energy consumption, performance improvement and reliability
enhancements. We design a self-timed technique for both read and write operations for caches
which can dynamically detect the completion of their respective operations. The read and write
operations are terminated immediately after this detection in order to save energy. Moreover,
the self-timed technique shortens the current flow durations from the storage devices, that
improve TDDB and read disturb effects during the write and read operations, respectively.
To improve write latency, we boost the write current through the bit-cell to accelerate the
magnetic switching process. On the top of that, to address register-file related challenges, we
design a multi-port memory architecture in which we have exploited a unique feature of the
SOT cell that it can perform simultaneous read and write operations. In this way, read-write
contention can be resolved at the bit-cell level, resulting in a much simplified multi-port register
file architecture.
In addition to memory solutions, we have also proposed two flip-flop architectures. The first
one is a Non-Volatile Non-Shadow flip-flop architecture, in which storing devices are employed
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as active components. This allows immediate turn-off/turn-on the supply voltage, hence it is
beneficial for aggressive power gating. Overall, the proposed flip-flop design has similar timing
characteristics as conventional CMOS flip-flops for normal operations, and at the same time it
allows to reduce the static power significantly compared to shadow non-volatile flip-flops. The
second one is a Fault Tolerate flip-flop architecture which is resilient to various defects and
faults. The effectiveness of all proposed techniques is illustrated with extensive circuit-level
simulations, which are further supported by detailed system-level evaluations. Overall, using
our proposed techniques, we have achieved significant improvements for performance, energy
and reliability for spintronic on-chip storages such as caches, registers, flip-flops and latches.
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ZUSAMMENFASSUNG
Moores Gesetz folgend, ist es der Chipindustrie in den letzten fünf Jahrzehnten gelungen, ein
explosionsartiges Wachstum zu erreichen. Dies hatte ebenso einen exponentiellen Anstieg der
Nachfrage von Speicherkomponenten zur Folge, was wiederum zu speicherlastigen Chips in
den heutigen Computersystemen führt. Allerdings stellen traditionelle on-Chip Speichertech-
nologien wie Static Random Access Memories (SRAMs), Dynamic Random Access Memories
(DRAMs) und Flip-Flops eine Herausforderung in Bezug auf Skalierbarkeit, Verlustleistung
und Zuverlässigkeit dar. Eben jene Herausforderungen und die überwältigende Nachfrage
nach höherer Performanz und Integrationsdichte des on-Chip Speichers motivieren Forscher,
nach neuen nichtflüchtigen Speichertechnologien zu suchen. Aufkommende spintronische Spe-
ichertechnologien wie Spin Orbit Torque (SOT) und Spin Transfer Torque (STT) erhielten
in den letzten Jahren eine hohe Aufmerksamkeit, da sie eine Reihe an Vorteilen bieten. Dazu
gehören Nichtflüchtigkeit, Skalierbarkeit, hohe Beständigkeit, CMOS Kompatibilität und Unan-
fälligkeit gegenüber Soft-Errors. In der Spintronik repräsentiert der Spin eines Elektrons dessen
Information. Das Datum wird durch die Höhe des Widerstandes gespeichert, welche sich durch
das Anlegen eines polarisierten Stroms an das Speichermedium verändern lässt. Das Prob-
lem der statischen Leistung gehen die Speichergeräte sowohl durch deren verlustleistungsfreie
Eigenschaft, als auch durch ihr Standard- Aus/Sofort-Ein Verhalten an. Nichtsdestotrotz sind
noch andere Probleme, wie die hohe Zugriffslatenz und die Energieaufnahme zu lösen, bevor
sie eine verbreitete Anwendung finden können. Um diesen Problemen gerecht zu werden, sind
neue Computerparadigmen, -architekturen und -entwurfsphilosophien notwendig.
Die hohe Zugriffslatenz der Spintroniktechnologie ist auf eine vergleichsweise lange Schalt-
dauer zurückzuführen, welche die von konventionellem SRAM übersteigt. Des Weiteren ist auf
Grund des stochastischen Schaltvorgangs der Speicherzelle und des Einflusses der Prozessvari-
ation ein nicht zu vernachlässigender Zeitraum dafür erforderlich. In diesem Zeitraum wird ein
konstanter Schreibstrom durch die Bitzelle geleitet, um den Schaltvorgang zu gewährleisten.
Dieser Vorgang verursacht eine hohe Energieaufnahme. Für die Leseoperation wird gleicher-
maßen ein beachtliches Zeitfenster benötigt, ebenfalls bedingt durch den Einfluss der Prozess-
variation. Dem gegenüber stehen diverse Zuverlässigkeitsprobleme. Dazu gehören unter An-
derem die Leseintereferenz und andere Degenerationspobleme, wie das des Time Dependent Di-
electric Breakdowns (TDDB). Diese Zuverlässigkeitsprobleme sind wiederum auf die benötigten
längeren Schaltzeiten zurückzuführen, welche in der Folge auch einen über längere Zeit an-
liegenden Lese- bzw. Schreibstrom implizieren. Es ist daher notwendig, sowohl die Energie, als
auch die Latenz zur Steigerung der Zuverlässigkeit zu reduzieren, um daraus einen potenziellen
Kandidaten für ein on-Chip Speichersystem zu machen.
In dieser Dissertation werden wir Entwurfsstrategien vorstellen, welche das Ziel verfolgen,
die Herausforderungen des Cache-, Register- und Flip-Flop-Entwurfs anzugehen. Dies erre-
ichen wir unter Zuhilfenahme eines Cross-Layer Ansatzes. Für Caches entwickelten wir ver-
schiedene Ansätze auf Schaltkreisebene, welche sowohl auf der Speicherarchitekturebene, als
auch auf der Systemebene in Bezug auf Energieaufnahme, Performanzsteigerung und Zuver-
lässigkeitverbesserung evaluiert werden. Wir entwickeln eine Selbstabschalttechnik, sowohl für
die Lese-, als auch die Schreiboperation von Caches. Diese ist in der Lage, den Abschluss der
entsprechenden Operation dynamisch zu ermitteln. Nachdem der Abschluss erkannt wurde,
wird die Lese- bzw. Schreiboperation sofort gestoppt, um Energie zu sparen. Zusätzlich
limitiert die Selbstabschalttechnik die Dauer des Stromflusses durch die Speicherzelle, was
wiederum das Auftreten von TDDB und Leseinterferenz bei Schreib- bzw. Leseoperationen re-
duziert. Zur Verbesserung der Schreiblatenz heben wir den Schreibstrom an der Bitzelle an, um
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den magnetischen Schaltprozess zu beschleunigen. Um registerbankspezifische Anforderungen
zu berücksichtigen, haben wir zusätzlich eine Multiport-Speicherarchitektur entworfen, welche
eine einzigartige Eigenschaft der SOT-Zelle ausnutzt, um simultan Lese- und Schreiboperatio-
nen auszuführen. Es ist daher möglich Lese/Schreib- Konfilkte auf Bitzellen-Ebene zu lösen,
was sich wiederum in einer sehr viel einfacheren Multiport- Registerbankarchitektur nieder-
schlägt.
Zusätzlich zu den Speicheransätzen haben wir ebenfalls zwei Flip-Flop-Architekturen vorgestellt.
Die erste ist eine nichtflüchtige non-Shadow Flip-Flop-Architektur, welche die Speicherzelle als
aktive Komponente nutzt. Dies ermöglicht das sofortige An- und Ausschalten der Versorgungss-
pannung und ist daher besonders gut für aggressives Powergating geeignet. Alles in Allem zeigt
der vorgestellte Flip-Flop-Entwurf eine ähnliche Timing-Charakteristik wie die konventioneller
CMOS Flip-Flops auf. Jedoch erlaubt er zur selben Zeit eine signifikante Reduktion der statis-
chen Leistungsaufnahme im Vergleich zu nichtflüchtigen Shadow- Flip-Flops. Die zweite ist eine
fehlertolerante Flip-Flop-Architektur, welche sich unanfällig gegenüber diversen Defekten und
Fehlern verhält. Die Leistungsfähigkeit aller vorgestellten Techniken wird durch ausführliche
Simulationen auf Schaltkreisebene verdeutlicht, welche weiter durch detaillierte Evaluationen
auf Systemebene untermauert werden. Im Allgemeinen konnten wir verschiedene Techniken en-
twickeln, die erhebliche Verbesserungen in Bezug auf Performanz, Energie und Zuverlässigkeit




Table of Contents viii
List of Figures xiv
List of Tables xviii
1 Introduction 1
1.1 Thesis Scope and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Background 9
2.1 Classification of semiconductor memories . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Evolution of spintronic technology . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Giant Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Magnetic Tunnel Junction . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Magnetic switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 MRAM characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Memory architectures using spintronic technology . . . . . . . . . . . . . . . . . 24
2.4 Normally-off computing enabled by non-volatile spintronic based latches and
flip-flops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Memory architecture-level evaluation . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Self-timed read and write operations in STT-MRAM 33
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Self-timed Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Asynchronous Write Termination . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Asynchronous Read Termination . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Experimental Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Circuit-level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 Comparison with state-of-the-art . . . . . . . . . . . . . . . . . . . . . . 43
3.3.3 Architecture-level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.4 Time Dependent Dielectric Breakdown Analysis . . . . . . . . . . . . . . 45
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Improving Write Performance for STT-MRAM 47
4.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Proposed Write Latency Reduction Technique . . . . . . . . . . . . . . . . . . . 47
4.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Current versus delay in MTJ . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.3 Static write technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.4 Dynamic write technique . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Experimental Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Circuit-Level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
ix
Contents
4.3.2 Comparison with state-of-the-art . . . . . . . . . . . . . . . . . . . . . . 57
4.3.3 Reliability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.4 Architecture-Level Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5 Low-Power Multi-port Memory Architecture 61
5.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Multi-port memory using SOT-MTJ . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.1 Overview of multi-port memories . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Simultaneous read-write concept . . . . . . . . . . . . . . . . . . . . . . 62
5.2.3 Bit-cell architecture modification . . . . . . . . . . . . . . . . . . . . . . 63
5.2.4 Array organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.5 Memory ports enhancement . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.6 Avoiding redundant writes . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.1 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.2 Bit-cell analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.3 Multi-port memory architecture-level analysis . . . . . . . . . . . . . . . 68
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6 Non-Volatile Non-Shadow Flip-Flop Architecture 71
6.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Non-Volatile Non-Shadow flip-flop architecture . . . . . . . . . . . . . . . . . . 72
6.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.2 Read and write operations to the non-volatile latch . . . . . . . . . . . . 73
6.2.3 Proposed flip-flop architecture . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2.4 Avoiding redundant writes in SOT-MTJ . . . . . . . . . . . . . . . . . . 76
6.2.5 Power gating methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.6 Reliability in terms of endurance . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Experimental Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.1 Circuit-level analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.2 Comparison with state-of-the-art . . . . . . . . . . . . . . . . . . . . . . 78
6.3.3 System-level evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7 Fault Tolerant Spintronic Flip-Flop Architecture 81
7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.2 Proposed fault tolerant non-volatile latch . . . . . . . . . . . . . . . . . . . . . 82
7.2.1 Proposed FTNV-L architecture . . . . . . . . . . . . . . . . . . . . . . . 82
7.2.2 Algorithm to obtain TMR and resistance values . . . . . . . . . . . . . . 85
7.3 Experimental Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.3.1 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.3.2 Circuit functionality analysis . . . . . . . . . . . . . . . . . . . . . . . . 87
7.3.3 Process variation analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.3.4 Variations due to different operating temperature . . . . . . . . . . . . . 90
7.3.5 Area analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.3.6 Comparison with triple modular redundancy . . . . . . . . . . . . . . . 91
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8 Conclusions and Outlook 95
x
Glossary
A | C | D | E | F | G | I | L | M | N | O | P | R | S | T | V | W
A
AP-Magnetization
Anti-Parallel Magnetization, when the magnetic orientation of two ferromagnetic layers
of the MTJ cell are in the opposite direction.
C
CACTI
An integrated cache and memory access time, cycle time, area, leakage, and dynamic
power model.
CLK
Clock signal of the design.
CMOS
Complementary Metal Oxide Semiconductor.
D
DRAM










Ferroelectric Random Access Memory.
FTNV-L












International Technology Roadmap for Semiconductors.
L
Leon3
CPU microprocessor core which has an in-order seven stage pipeline unit.
M
MiBench
Commercially representative embedded benchmark suite for various applications.
MRAM











A circuit-level module for non-volatile memory performance, energy and area estimation.
O
OpenSPARC
Processor with an in-order, six stage pipeline that executes four threads concurrently.
P
P-Magnetization
Parallel Magnetization, when the magnetic orientation of two ferromagnetic layers of the








P-Channel Metal Oxide Semiconductor Field Effect Transistor.
R
RA











Standard Performance Evaluation Corporation CPU benchmark.
Spectre
Cadence tool for circuit simulations.
SPICE
Simulation Program with Integrated Circuit Emphasis.
SRAM
Static Random Access Memory.
SRPG




















1.1 Conventional memory trends (a) Trends of DRAM capacity, data obtained from
[1–3], (b) Trends of total SRAM-caches capacity, data obtained from [4]. . . . 1
1.2 Dynamic power verses static power for various technology nodes (data obtained
from [5]). Total energy consumption is increased with scaling in which static
power is dominating. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Spintronic based storing devices. . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Illustration of the memory hierarchy, scope of the thesis work and contributions. 4
2.1 Memory classification (figure partially obtained from [6]). Here, * → indicates
conventional memories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Bit-cell architectures for conventional memories. Here, 6T→ six transistors;
1T1C→ one transistor and one capacitor. . . . . . . . . . . . . . . . . . . . . . 10
2.3 Illustration of a typical memory architecture and a hierarchical memory organi-
zation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Magnetoresistance observation for Fe and Cr structure for the applied magnetic
field for the experiments performed by [7]. Here, Hs is the field to overcome the
antiferromagnetic coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 A typical MTJ cell structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Illustration of the TMR effect for an MTJ cell. The electron with the same spin
as the sub-band can only tunnel through. The impact of tunnelling electrons
during: (a) parallel magnetization, and (b) anti-parallel magnetization of the
the two ferromagnetic layer has. Here dashed line show spin conserved tunnelling. 14
2.7 Trend of TMR using amorphous aluminium oxide and crystalline magnesium
oxide as tunnelling barrier (data obtained from [8–13] and [14–20]). . . . . . . . 15
2.8 Illustration of a cross-point architecture using field induced magnetic switching
based devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.9 Demonstration of switching steps in a thermally assisted magnetic switching
device [21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.10 Spin transfer torque switching mechanism. . . . . . . . . . . . . . . . . . . . . 18
2.11 Spin orbit torque switching mechanism . . . . . . . . . . . . . . . . . . . . . . 20
2.12 Demonstration of asymmetric switching behavior of the MTJ using waveforms. 21
2.13 Switching distribution of an MTJ for a single bit-cell [22]. . . . . . . . . . . . . 21
2.14 Write energy and write error rate for various write periods for a single bit-cell
[22]. This illustration is for the ‘AP’ switching, which represents the worst case
switching behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.15 Conceptual diagram of read disturb while reading ’AP’ state (solid line indicates
actual current flow) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.16 Classification of MTJ fault models. . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.17 Typical bit-cell architectures for STT-MRAM and SOT-MRAM memories. . . . 24
2.18 Typical sub-array architectures for STT-MRAM and SOT-MRAM memories. . 25
2.19 Read and write circuitries for both STT-MRAM and SOT-MRAM. . . . . . . . 26
2.20 A typical CMOS-based flip-flop architecture . . . . . . . . . . . . . . . . . . . . 27
xv
List of Figures
2.21 Illustration of a non-volatile shadow flip-flop architecture using MTJs. . . . . . 28
2.22 Comparison of MRAM technology with conventional and emerging memories . 29
2.23 Memory scaling results for SRAM, STT-MRAM and SOT-MRAM [23]. . . . . . 30
2.24 A system-level simulation framework to evaluate the implication of memories . 30
2.25 System-level comparison of SRAM, STT-MRAM and SOT-MRAM with their
nominal conditions [23]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Conceptual diagram to detect the switching of the MTJ cell . . . . . . . . . . 34
3.2 Circuit diagram for asynchronous bit-wise write termination (AP-branch and
P-branch are added for our technique) . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Circuit diagram for the Activation Control Circuits (ACCs) of the ’P’- and ’AP’-
branch of the bit-wise write detection technique . . . . . . . . . . . . . . . . . 36
3.4 Sequence of ACCs outputs and write detection signals (1 = First activation
period of the sensing circuitry to detect non-differential writes, 2 = Second
activation period if write is AP → P , 3 = Second activation period if write is
P → AP ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Optimal write termination point (for a 32 bits word) to enable the write detection
circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.6 Circuit diagram for a bit-wise read detection technique (dotted boxes are existing
circuits, shaded parts are added for our technique) . . . . . . . . . . . . . . . . 39
3.7 Simulation waveform for a bit-wise read detection . . . . . . . . . . . . . . . . . 40
3.8 Read energy saving and read disturb reduction with respect to different clock
periods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.9 Write energy saving for all possible switching cases with respect to different clock
periods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.10 Write energy saving for write ’1’ and write ’0’ for various memory sizes for our
proposed write technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Overview of the proposed static and dynamic write technique. . . . . . . . . . . 48
4.2 Current versus delay, for both ’P’→’AP’ and ’AP’→’P’ switching. . . . . . . . . 48
4.3 Circuit diagram for the implementation of the static technique (blue transistors
and gates are added to the default design). Transistors MN3 (W=600 nm) and
MP3 (W=1200 nm) are introduced to increase the ’AP’ switching current. . . 49
4.4 Waveform for the static method with balanced ’P’→’AP’ and ’AP’→’P’ switching. 50
4.5 Concept of dynamic write technique. . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 Circuit diagram for the implementation of the dynamic write technique. . . . . 52
4.7 Step-wise current increase for different suitable delays . . . . . . . . . . . . . . 53
4.8 Energy consumption for various delays of different equidistant step sizes . . . . 54
4.9 Write period considering process variation effect for the standard, static and
dynamic techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.10 Results of proposed technique with respect to various memory sizes for different
process corners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.11 Memory architecture for the proposed write techniques . . . . . . . . . . . . . . 57
5.1 Block diagram of 1R1W multi-port memory using SOT bit-cell. . . . . . . . . . 62
5.2 Demonstration of simultaneous read and write concept on SOT-MTJ. . . . . . . 62
5.3 Modified bit-cell architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Demonstration of write and read current flow path for write only, read only and
simultaneous read-write on the same cell. . . . . . . . . . . . . . . . . . . . . . 64
xvi
List of Figures
5.5 Word-line and bitlines metal tracks for 1R1W bit-cells of proposed multi-port
bit-cell architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.1 Overview of our proposed flip-flop architecture and its working principle with
respect to CLK signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2 Basic read write operation in SOT-MTJ . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Circuit illustration of proposed non-volatile non-shadow flip-flop architecture. . 74
6.4 Simulation snapshot for our proposed non-volatile non-shadow flip-flop architec-
ture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.5 Internal write avoidance approach for our proposed NVNS-FF . . . . . . . . . 76
6.6 Power gating durations for both a backup FF and NVNS-FFs . . . . . . . . . . 80
7.1 Schematic diagram of proposed FTNV-L design . . . . . . . . . . . . . . . . . 82
7.2 Waveform to demonstrate the fault-free functionility of the proposed FTNV-L
design (for typical process corner, room temperature and see Table 7.1 for more
setup informations). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.3 Branch wise demonstration of effective resistances for MTJ faults . . . . . . . . 84
7.4 TMR values in the presence of various faults . . . . . . . . . . . . . . . . . . . . 87
7.5 Read latency values in the presence of various faults . . . . . . . . . . . . . . . 87
7.6 Functionality of FTNV-L in the presence of short-AP and open-AP faults (for
typical process corner, temperature of 27◦C and see Table 7.1 for setup informa-
tion). Blue dotted circle indicates the worst resistance differences during read
for corresponding fault cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.7 Impact of process variation (1000 monte-carlo simulations) on the effective TMR
values for each fault. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.8 TMR and read latency variations for various MTJ faults with respect to oper-
ating temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.9 Demonstration of magnetic and CMOS layers for area analysis (area of magnetic




3.1 MTJ parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Comparison of our proposed self-timed technique with a self-terminated write
driver technique [24] for a single bit-cell . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Comparison of SRAM, standard STT-MRAM and proposed self-timed read and
write technique for a 2MB memory . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Energy reduction for leon3 processor for main memory for various MiBench
workloads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Truth table for ’C1’ circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 MTJ parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Comparison of column boosting technique [25], proposed static and dynamic
write techniques for a single bit-cell. . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Comparison of SRAM, standard STT-MRAM and proposed write technique for
a 512KByte cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5 Energy reduction (%) and access latencies using our proposed technique (unit: J) 59
5.1 SOT-MTJ parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Proposed simultaneous read-write 3T1MTJ design versus standard single-port
2T1MTJ design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Comparison of conventional CMOS based 32X32 1R1W multi-port memory with
our proposed simultaneous read-write architecture . . . . . . . . . . . . . . . . 68
6.1 Circuit-level setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Timing characteristics of our NVNS-FF . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Comparison of various flip-flop designs with our NVNS-FF . . . . . . . . . . . . 78
6.4 Energy consumption in active mode for conventional CMOS FF and NVNS-FFs
with write avoidance for various benchmarks . . . . . . . . . . . . . . . . . . . 79
6.5 Configuration details for the experiments . . . . . . . . . . . . . . . . . . . . . 80
7.1 Circuit-level setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86




In this era of the information age, electronic equipments heavily flood the market in almost
every application fields such as communication, household appliances, automotive, emerging
internet of things, education, research, medical, security, etc. The computing systems play a
significant role in the development of such equipments [26–29]. In other words, the development
of new products or upgrading the existing ones, can only become possible because of the
continuous progress of computing systems. For that, the main credit goes to the semiconductor
industries for their explosive growth, which they have shown in the last five decades on the
pathway of Moore’s law. Moore’s law is a projection made by Gordon E. Moore in 1965
[30], which states that the number of transistors on integrated circuits doubles approximately
every two years. As per Moore’s law, not only a high device density on a chip is achieved,
but also the devices become faster, consume less energy and cheaper every year [31–33]. For
instance, the Skylake microprocessor, one of the recent Intel’s processor, has around 1.75 billion
transistors and CPU clock frequency of 4GHz, which is around five orders of magnitude denser
and approximately three orders of magnitude faster compared to the early days microprocessors
[4]. With advancements in the computing system, the demand of memory components have
also grown exponentially [29].
In general, in a microprocessor, memories are organised hierarchically in order to balance the
memory response time and their capacity requirements. A typical memory hierarchy consists
of memory mass storages such as disk and flash, main memory, various level of caches, registers
and flip-flops. The memory mass storages are the class of secondary memory, that are well
known for their high capacity, nevertheless these memories are extremely slow. On the other
hand, the main memory, which is typically built using Dynamic Random Access Memories
(DRAM), is relatively faster than the mass storage system, however, much slower compared
to the speed of the processor. Additionally, the rate of improvements in DRAM is slower over





























































Figure 1.1: Conventional memory trends (a) Trends of DRAM capacity, data obtained from [1–3], (b)
















Figure 1.2: Dynamic power verses static power for various technology nodes (data obtained from [5]).
Total energy consumption is increased with scaling in which static power is dominating.
masked by that of DRAM speed, well-known with the term memory-wall in a microprocessor
[34, 35]. Therefore, in order to meet performance requirements of the processor, multiple
layers of buffers in the form of caches are introduced between the main memory and processor
unit. Cache memory, which is developed using Static Random Access Memories (SRAM)
technology, is faster, but less dense and more expensive than DRAM. Moreover, the other on-
chip storage systems such as registers and flip-flops, which are also implemented using SRAMs,
are much smaller and faster than caches. The DRAM as a primary memory and SRAM as
an on-chip memory, demonstrated tremendous growth in the past to fulfill the requirement of
the computing system. Figure 1.1(a) and Figure 1.1(b) show the rate of increase of memory
capacity per year for DRAM and SRAM, respectively. With these, memories nowadays have
become a dominating component of the modern computing system. For instance, in certain
microprocessors, the embedded memories are already occupying more than 70% of the total
die area [36], a trend that is increasing as technology advances.
With this technology advancements, the energy consumption at the chip-level has also in-
creased exponentially, already reaching at the alarming-level, that is well-known as the power-
wall in a microprocessor, and memory components contribute mostly to it. The reason is that,
first, memories are dominating the total chip components and second, memories are not only
consuming power when they are actually operating but also when they are not in operational
mode. This is due to the fact that both SRAM and DRAM are volatile memories, which
means their storage cells always require a constant power supply to retain their value. There-
fore, SRAM based memories significantly contribute to static (leakage) power consumption,
and DRAM cells require a periodical refresh. As a consequence, nowadays, the leakage power
has even exceeded the operational mode of power, and the trend is that this ratio is increasing
further with the technology down-scaling.
With the shrinking technology dimensions, SRAM and DRAM technologies are also facing
several other issues due to scalability and reliability [37–39]. A direct impact of the scaling is
that the storing cell itself becomes unstable, meaning the storing capability of the cell becomes
weak. As per International Technology Roadmap for Semiconductors (ITRS) guidelines, device
dimension reduction would be practically impossible after 2025 [40]. This is because, the
metal-oxide-semiconductor transistors have already reached a countable dopant atoms. Further
scaling results in a significant variations in the device parameters, which in turn widely varies
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Figure 1.3: Spintronic based storing devices.
write and hold margins can be severally impacted. Furthermore, the smaller storing devices
become more vulnerable to soft-errors due to radiations and external noises.
In these memories, the fundamental storage principles are based on the charge of the elec-
trons. However, the other characteristic of electrons, that is, the spin of electrons, is completely
ignored. Researchers have explored this quantum property of the electron as well as its asso-
ciated magnetism to come up with an emerging technology named as spintronic. Spintronics
means spin transfer electrons (or spin based electrons) is the new science of computer and mem-
ory chips that are based on electron spin [41, 42]. For memory solutions, this technology is
known as Magnetic Random Access Memories (MRAM) such as Spin Transfer Torque (STT)
and Spin Orbit Torque (SOT), in which the storing device is Magnetic tunnelling Junction
(MTJ) cell which consists of two ferromagnetic layers, separated by a thin oxide layer. These
MTJ cells are employed to store the digital information, and the magnetic orientation of these
devices are manipulated to store 1’s or 0’s in the form of the resistance states. These cells
are not only non-volatile in nature, i.e. not losing their content after being turned-off (means
zero leakage), but also proven to be highly scalable. In addition, these devices have several
other beneficial features such as high density, the device can sustain virtually infinite number
of write cycles (i.e., high endurance), compatible to CMOS, immune to soft-error due to radi-
ations, etc [43]. Overall, this technology has all the beneficial features as the existing memory
technologies like speed of SRAM, density of DRAM and non-volatility of Flash. Moreover, this
technology has an edge over the other emerging technologies such as Phase-change, Resistive
and Ferro-electric memories, in terms of scalability, access latencies and endurance. Hence,
spintronic-based memories have potential to become a universal memory technology, that can
be fit in any memory hierarchy of the computer system.
Despite all these advantages, spintronic based memories have relatively high write access
latency and energy consumption in comparison to SRAM memories [44]. These are due to the
physical characteristic of the storing device as described next. Firstly, in this technology, the
switching latency of the MTJ cell itself is high as it requires a high write current for a long
duration (several nanoseconds) to switch their magnetization. Secondly, the write latency of
the bit is asymmetric in nature which means different switching delay for write ‘1’ and write ‘0’
[45–48]. Thirdly, the switching of the MTJ cell is stochastic in nature, which means switching
latency of the cell is random even for the same environmental and operating conditions [25,
49]. Hence, to attain a required Write Error Rate (WER), a significant timing margin is
required to account the stochastic effects, which is in additional to the margin required for
process variations. This timing margin is added with respect to the one which has the worst
switching delay, i.e. slow-writes. Due to these timing margins, the total write period increases
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Figure 1.4: Illustration of the memory hierarchy, scope of the thesis work and contributions.
to ensure its switching completion, resulting in a huge overall energy consumption. On the top
of that, several reliability challenges are also associated with spintronic based memories. For
instance, due to the non-deterministic switching nature of the cell, there is a possibility that
the required magnetic transition does not happen within the given write duration, leading to
a write error. On the other hand, due to extra timing margins, read and write currents flow
for a longer duration, generating other reliability problems. For instance, a larger read period
increases the possibility of unintended switching in a MTJ, known as read disturb, whereas a
high write current flows for a longer duration can accelerate the degradation of MTJ parameters
as well as lifetime, termed as Time Dependent Dielectric Breakdown (TDDB). The goal of this
thesis is to improve overall performance, energy and reliability in spintronic based memories
using cost effective solutions.
1.1 Thesis Scope and Contributions
In this thesis work, we propose design techniques to address the challenges associated with
spintronic based caches, registers and flip-flops, using a cross-layer approach as shown in Fig-
ure 1.4. In that, we exploited the cell-level properties of this technology using circuit design
and evaluated their performance and energy consumption using a system-level platform. The
details of our contributions are described as:
Contributions for on-chip Caches
• Self-timed memory write operations: Spintronic based memories have a long write
period due to the requirement of a significant timing margin to account stochastic switch-
ing, however, the write operations for most of bits will finish much before the actual write
termination time. Such cells consume unnecessary energy even after the completion of
their switching because their switching completion time is unknown. In order to generate
a per-bit write completion signal, we have developed a flip detection circuit. The write
operation for each bit-cell is terminated based on this signal. Using this technique, a
significant amount of energy is reduced as here energy is consumed only for the dura-
tions when the memory write components are actually performed. Moreover, for bit-cells
which are already in their required magnetization state, the write completion signal is
generated at the beginning of the operation, hence energy savings are even more in such
cases. Additionally, using this self-timed memory write technique, we can detect the write
errors as well as the impact of TDDB and read disturb can be reduced significantly as
the duration of the current flow is reduced.
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• Write speed acceleration technique: Using the aforementioned self-timed write
scheme, the write energy can be reduced significantly, however, the total write period
still remains the same to target a certain WER value. To full-fill the performance re-
quirement of the on-chip caches, it is necessary to reduce the total write period along
with the energy reduction of the spintronic-based memories. Therefore, the latency of
the slow-write operation and the associated write margins have to be reduced in order
to shorten the overall write period. In our proposed technique, we boost the current
passing through the MTJ cell to accelerate the switching process. The current boosting
technique works in two phases: 1) the write current is increased only for the slow-writes
to the extent that its latency matches with that of the fast-writes. 2) We furthermore
increase the write current in a step-wise manner only for the unfinished bit-cells. The
proposed technique can significantly improve the write latency for a given WER because
of the shortening of the timing margin. Moreover, due to the reduction in the total write
period, the overall energy efficiency is increased as well as the effect of TDDB is reduced.
• Self-timed memory read operations: Similar to write, the read operation in spintronic-
based memory requires a significant timing margin due to process variation. Due to this,
the read current flows for a long time period, resulting in, not only a high energy con-
sumption but also a high rate of read disturb failures. In general, the read operation is
performed using a sense amplifier which always generates two complementary outputs.
These two output signals are exploited dynamically in this proposed technique, when the
read is performed, to generate a read detection signal. Once read detection signals for all
bit-cells are generated, a combined acknowledgement signal is generated to deactivate the
read operation in order to save energy. The self-timed read technique can significantly
reduce the energy consumption as well as the read disturb rate, because in this technique,
the sense amplifier remains active only for the necessary duration.
Contributions for Registers
• Design of unique multi-ported memory architecture: Multi-port memory is the
key element to achieve massive parallel data processing demand in a microprocessor. With
the continuous strive to increase the performance, the number of such memory elements
(like registers) or/and their associated capacity grows significantly. As a consequence,
the leakage is considerably increased because the state-of-the-art multi-ported memories
use SRAM-based storing cells. Additionally, during read-write contention, i.e., when the
same address is accessed simultaneously by a read and a write requests, a prioritizing or
buffering approach is typically employed. This severely impacts the overall performance
and also introduces a lot of complexity in the design. We design a unique multi-port
memory architecture using a non-volatile SOT cell, which has no bit-cell leakage. Fur-
thermore, we observe a fact about an SOT based storing cell that it can inherently perform
simultaneous read and write operations. That means, both read and write operations can
be performed by a single cell in the same cycle. In this way, read-write contention can
be naturally resolved at the bit-cell level, resulting in a much simplified multi-processing
design.
Contributions for Flip-flop
• Design of non-shadow flip-flop architecture:
A non-volatile spintronic-based flip-flop design is very beneficial to deal with static power
challenge as unlike the conventional SRAM-based flip-flop designs, the power of the entire
logic-core can be completely turned-off during standby durations. In these flip-flops, the
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non-volatile components are employed as a shadow (or backup) latch, where the data
backup storage can be done locally for each flip-flop. However, switching between backup
and restore operations for such flip-flops requires a complex controlling mechanism which
contributes to the delay, area and power overheads. Moreover, these flip-flops are only
feasible for long sleep durations, making them ineffective for the short standby durations.
We propose a novel non-volatile non-shadow flip-flop architecture using SOT as it offers
shorter switching delays at lower current, which allows very aggressive power gating.
Since MTJs are active components in this architecture, this architecture is suitable for
short standby periods as well. For further energy efficiency, we utilize a redundant write
avoidance scheme, i.e. if the value to be written is already stored in the MTJ cells, the
write operation for those MTJ cells is not initiated. To study the impact of our proposed
design for various applications, a system-level analysis is also performed. Overall, our
proposed flip-flop architecture has similar timing characteristics as normal CMOS flip-
flops in the active mode, and at the same time, it can address short standby periods
unlike the shadow flip-flop architecture.
• Design of fault-tolerant flip-flop architecture: The spintronic-based storing device
is more prone to manufacturing defects than the CMOS technology because these are
fabricated based on a new process and new materials. In order to render manufacturing
defects, memories are usually equipped with redundancies and error detection/correction
mechanisms. However, these techniques are inapplicable to flip-flop design because flip-
flops are scattered widely in the system-on-chip layout as individual cells. Therefore, a
single fault in flip-flops can lead to the breakdown of the entire non-volatile latch scheme
for a given design block. A traditional solution to resolve this issue is Triple Modular
Redundancy for the non-volatile latch, nevertheless it incurs overall huge area, energy and
performance costs. Therefore, we design a fault tolerant non-volatile flip-flop architecture,
which is resilient to various MTJ related faults. It has almost the same performance and
energy consumption as the standard non-volatile flip-flop design with a negligible area
overhead. The proposed flip-flop architecture is applicable to both shadow as well as
non-shadow flip-flop architectures.
1.2 Outline
The remainder of the thesis is primarily categorized into four parts. In the first part, Chapter-2
contains memory classification, necessary background and state-of-the-art about the spintronic
technology. In the second part, Chapter-3 and Chapter-4 cover cache related proposed tech-
niques to improve the overall energy consumption, performance and reliability. The third part,
which is Chapter-5, focusses on the design of a novel multi-ported memory architecture for a
register-file application. The fourth part is about the flip-flop architectures, in which Chapter-6
and Chapter-7 explain the design of a non-volatile non-shadow flip-flop and a fault tolerant
flip-flop architecture, respectively. A brief introduction of each chapter is described as follows:
Chapter-2 describes first the technical background in general about semiconductor memories
such as their classification, merits and demerits in a computing system, etc. Afterwards, the
evaluation of spintronic technology in chronical order is described. Additionally, various switch-
ing mechanisms associated with the spintronic technology is mentioned in this chapter.Then,
a cross layer design approach starting from bit-cell architecture all the way up to the entire
memory architecture is described with their system-level evaluation in this chapter.
Chapter-3 proposes a self-timed read and write operation in MRAM technology. In this
chapter, a circuit-level technique to generate a bit-wise completion signal for both write and
read operation is described, followed by their system-level evaluations. This chapter also discuss
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the reliability implications such as write errors, read disturb and cell degradation, after proposed
self-timed techniques are employed.
In Chapter-4, the proposed performance improvement techniques are explained. First, a
circuit-level static technique is explained, in which the latency of only slow-writes is reduced to
nullify the effect of asymmetry in latency. Then, a circuit-level dynamic technique is described,
in which the write current is increased in a step-wise manner only for those bits that have
unfinished transitions. Finally, a system-level evaluation and cell degradation effects for our
proposed techniques are explained in the end of this chapter.
Chapter-5 contains the description of a novel multi-port memory architecture using SOT-
MRAM. In this chapter, first the implementation of our proposed design is explained, in which
the bit-cell modification and all possible design scenarios with respect to our proposed archi-
tecture are discussed. Additionally, the two low power techniques, namely, Unnecessary Write
Termination and Unnecessary Write Avoidance, that are introduced on the top of our proposed
multi-port memory architecture, are described.
Chapter-6 describes a novel Non-volatile Non-shadow Flip-flop architecture in which storing
cells are demonstrated as active components of the latching operation. Moreover, a write
avoidance circuitry is designed for this flip-flop architecture to enhance its energy efficiency,
that is explained latter in this chapter. Finally, a comprehensive comparison with CMOS-based
flip-flop and their system-level evaluation are described at the end of the chapter.
In Chapter-7, a novel fault tolerant flip-flop architecture is explained. In the implementation
part, a comprehensive analysis of its functionality in the presence of various defect is discussed.
Later, an algorithm is mentioned, which is to determine the basic design parameters of the
storing cell, so that the proposed design can generate the correct output in the presence of
defects. In the end of the chapter, the functionality of the proposed architecture is analyzed in
the presence of the temperature and process variations.





Semiconductor memories have demonstrated a significant improvement and expansion in the
past several decades, achieved higher speeds, lower energies, higher densities, more advanced
features and lower costs. With that, the memory system has become one of the most criti-
cal components of any computing system. In this chapter, first a general description about
various semiconductor memories along with their merits/demerits in a computing system is ex-
plained. Afterwards, the evaluation of spintronic technology is discussed. Then, characteristics
of spintronic technology is explained. Afterwards, a bit-cell architecture and basic read/write
circuits are explained, followed by a spintronic based flip-flop architecture using MTJ cells
is mentioned. Finally, a memory architecture-level design parameter generation with their
system-level evaluation is explained in the end of the chapter.
2.1 Classification of semiconductor memories
Memories are physical devices that are capable of storing information temporarily or perma-
nently. They play a vital role in a computing system in terms of storing programs during their
execution as well as data storage. In order to facilitate the requirement of application-oriented
systems such as high-performance, energy-efficient, high-data intensive, low-cost, etc., different
classes of memories are employed depending on their characteristics. Classification of memory
array system is illustrated in Figure 2.1. Depending on applications, these memory arrays are
broadly classified into three categories namely, Random Access Memories (RAM), Serial Access
Memory (SAM) [50–52] and Content Addressable Memory (CAM) [53, 54]. The RAM is a class
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Figure 2.2: Bit-cell architectures for conventional memories. Here, 6T→ six transistors; 1T1C→ one
transistor and one capacitor.
to the SAM where data is accessed sequentially, that means no address is necessary for these
memories. The shift registers and queues are the example of such type of memories as shown
in the figure. On the other hand, CAM is a different type of memory that determines the
address(es) for a given data using a search and match operation.
The RAM can be categorized into two part, namely, volatile memories and non-volatile
memories. The volatile memories are the type of memories that can retain their content as
long as a power supply is applied, whereas non-volatile memories can hold data even in the
absence of the power supply. Volatile memories are further divided into static-RAM (SRAM)
and dynamic-RAM (DRAM) depending on their cell characteristics [6, 55, 56]. Moreover, there
are several type of memories that are non-volatile such as Read Only Memory (ROM) [6, 56, 57],
Erasable Programmable ROM (EPROM) [6, 57, 58], Electrically Erasable Programmable ROM
(EEPROM) [6, 57, 59], Flash [60–62] and emerging memories [63, 64]. The ROM memorie are
further divided into Masked-ROM and Programmable-ROM. In the masked-ROM, the stored
values are hard-wired during fabrication, whereas Programmable-ROM can be programmed by
blowing up fuses using a high programmable voltage after the fabrication [6]. On the other
hand, both EPROM and EEPROM are re-programmable memories. The EPROMs can be
erased by an exposure to ultraviolet light, whereas EEPROMs can be erased electronically.
Flash memories [65] are the improved version of the EEPROM with the main advantage that
the value can be erase or programmed at the block-level unlike the byte-level in EEPROM.
There are two types of Flash memories namely, NAND- and NOR-flash. The NAND-flash is
ideal for the high capacity storage because of its multi-level storage attributes, where as NOR
is best suited for the storage as well as executions due to its fast read access capabilities.
In addition to the conventional memory technologies presented above, there are several
emerging memory technologies such as Magnetoresistive RAM (MRAM) [66–68], Phase-Change
RAM (PCRAM) [69–71], resistive RAM (RRAM) [72–74] and Ferroelectric RAM (FRAM)
[64, 75]. All these emerging memories are the part of the non-volatile memory technology.
MRAMs are the spintronic storing technology in which values are stored using spin property
of the electron and the value is stored in terms of resistance state. PCRAMs and RRAMs
are another resistance type memories which exploits the material property to change their
resistance value. PCRAMs store data using sufficient heating effect, that can change amorphous
to crystalline state or vice-versa, whereas in RRAM data is stored based on the motion of ions
under the influence of an electric field.
The SRAM, DRAM and Flash memories are largely adopted by the semiconductor indus-
tries, those are termed as conventional memories. The bit-cell architectures for these conven-
tional memories are demonstrated in Figure 2.2. A six transistors (6T) for SRAM, and a single
transistor and a single capacitor (1T1C) for DRAM, are the most commonly used bit-cell archi-
tectures. Whereas, Flash-NAND uses a single floating gate transistor for the storage, and for
Multi-level cell (MLC) design, the same bit-cell is capable to store multiple bits. In memories,
10
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(b) Memory array organization
Figure 2.3: Illustration of a typical memory architecture and a hierarchical memory organization.
bit-cells are arranged as a regular structure known as memory core and additional circuitry that
facilitate the required memory operations is known as memory periphery. A typical memory
architecture is shown in Figure 2.3(a). In most of memories, the memory array is organised
with one row per word1 and one column per bit in each word. The address is first latched, and
then corresponding word-line (WL) is activated using a decoder logic. Once the bit-cells are
selected using WL activations, the required memory operation is performed using respective
read/write circuits. For a high density memory, the memory array is organised in a hierarchi-
cal way as shown in Figure 2.3(b). Bank is the top level structure and each bank consists of
multiple mat. Similarly, each mat consists of multiple subarrays and these subarrays are the
basic building blocks of the array organization. Every subarray has its own set of periphery
circuitry.
The basic storing cell for SAM and CAM memories are similar to that of the SRAM. Also,
flip-flops and latches, that are known for a single bit storage, are prevalent design used in a
system-on-chip, also employ SRAM-based storing mechanism. Overall, in a typical computing
system, the SRAM-based storing systems are predominating in on-chip components, DRAMs
are well known for the main memory and Flash memories are used in large as high storage
system. These conventional memories have performed well in the past, however, as per ITRS
report, now they have reached to the saturation level due to their scaling limit [76–79]. Ad-
ditionally, the total energy consumption per chip, in which leakage is dominating, is a serious
issue, especially for battery-operated portable devices. The introduction of new non-volatile
spintronic based memory technologies, such as MRAMs, promise to bring a revolutionary ad-
vancement in the landscape of memory system [41]. The details about the MRAM technology
are discussed in subsequent sections in this chapter.
2.2 Evolution of spintronic technology
Spintronics is a branch of science that uses the spin of electrons phenomenon for the information
processing in a computing system. The spin of electrons can be either spin-up or spin-down,
representing the two states of the binary data in spintronic in a similar way as the conventional
electronic uses charge to represent the information as zeros and ones. Such spin transfer in
solid-state devices is achieved by exploiting the magnetic properties of ferromagnetic materi-
als. The physics behind today’s spintronic technology has been known for a long time. For





















Figure 2.4: Magnetoresistance observation for Fe and Cr structure for the applied magnetic field for
the experiments performed by [7]. Here, Hs is the field to overcome the antiferromagnetic
coupling.
instance, the interdependency of the resistances due to the respective magnetic orientation and
current was first observed in 1856 by William Thomson [80]. Furthermore, the spin depen-
dent conduction was first observed by Mott in 1936, in which the resistive characteristics of
ferromagnetic metals at the curie temperature was examined [81, 82]. Later, an experimental
study about the spintronic based magnetic domain walls was performed by Berger in 1978
[83]. However, the widespread interest in magnetic nano-structures began with the discovery
of Giant Magnetoresistance effect, which is also known as the foundation step for spintronic
technology.
2.2.1 Giant Magnetoresistance
The Giant Magnetoresistance (or simply GMR) effect was first observed by Albert Fert and
Peter Grünberg, independently in year 1988 [7, 84], based on that, later in 2007, they jointly
awarded Nobel Prize in Physics. The GMR effect is a relative change in the resistance observed
over the multi-layered structure of ferromagnetic and non-ferromagnetic materials. There are
many experiments conducted on various set of materials to evaluate their GMR effects. A
large magnetoresistance impact was first demonstrated on Fe/Cr metal layers [85, 86]. The
Magnetoresistance curves for Fe/Cr multilayer structure with respect to magnetic field for the
experiments conducted by [7] is shown in Figure 2.4. This experiment is conducted at 4.2K,
where Fe (Iron) layer thickness is fixed at 3 nm and Cr (Chromium) layer thickness is varying
for 9 nm, 12 nm and 18 nm. Here, the magnetoresistance value was observed as high as 80%
for Fe-3 nm/Cr-0.9 nm multilayer structure. This experimental result drew a lot of attention
in the field of nano-magnetism.
The GMR was also explored in other multilayer structures for various ferromagnetic and non-
ferromagnetic metal layers such as Co (Cobalt), Ni (Nickel), Mo (Molybdenum), Ru (Ruthe-
12
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nium), Os (Osmuim), Ir (Iron), Cu (Copper), Ag (Silver), etc. The magnetoresistance value
depends on the thickness of these metal layers and the type of pair of ferromagnetic and non-
ferromagnetic materials. In all those materials, it was found that the GMR is associated with
changes in the relative orientation of the magnetization in the successive ferromagnetic layers.
This effect is termed as spin-value magnetoresistance [85]. This effect can be explained using a
triple-layered metal structure which has two identical ferromagnetic layers sandwiching a non-
ferromagnetic metal layer. When the two ferromagnetic layers are magnetized parallel to each
other, a particular spin type (either spin-up or spin-down) of electrons can easily move through
the non-ferromagnetic layer in an ordered way, exhibit a low resistance. On the other hand, in
the case where those two ferromagnetic layers are anti-parallel to each other, both spin-up and
spin-down electrons undergo collisions in either of the ferromagnetic layer (depending on the
type of spin), resulting in a higher resistance. Hence, the parallel and anti-parallel magnetic
configuration opens and closes the flow of electrons, respectively, acting as a valve. There is
another effect, in which the non-ferromagnetic layer of the spin valve structure is replaced with
an insulating layer known as tunnel effect [85]. In this structure, the electron move from one
ferromagnetic layer to the other by a tunnel effect while conserving their spin. This effect
was first proposed by M. Julliere in 1975 [87] and experiments were conducted on Fe/Ge/Co
multilayer at 4.2K. Nevertheless, it did not attract much attention because the magnetoreis-
tance value obtained was very small around 14% [87]. This effect draws a significant attention
after the discovery of GMR, that paved the way towards the development of Magnetic Tunnel
Junction, which is the key element of the Magnetic Random Access Memories (MRAM) [41].
The discovery of GMR had triggered an immense research activities as this has the potential
to be used for many useful applications. For instance, this effect was immediately adopted in
hard disk driver industries for the read sensors as it allows more data to be packed on computer
disks [41, 88–90]. The magnetoresistance head structure employed by IBM for its hard disk
structure [91]. In general, a disk consists of tiny regions of magnetization that is covered with
a thin film of magnetic materials and the data is stored (in term of zeros and ones) in the form
of the direction of the magnetization of these regions. Alternatively, the data is read by sensing
the magnetic fields using the head that flies at a constant height above the magnetic domains.
With the increase in density, these regions of magnetization get smaller, the sensing mechanism
to read the data becomes challenging. The GMR effect significantly increases the read margin
(i.e. change in resistance between the two states), that improves the sensing methodology
and hence, allows more data to be stored. Additionally, the discovery of GMR effect is also
important for various other applications such as in the development of MRAM, magnetic-filed
sensors and isolators [92, 93].
2.2.2 Magnetic Tunnel Junction
The next big step for the spintronic technology was the development of Magnetic Tunnel
Junction (MTJ), which is the storing component in MRAM. In MTJs, the values are stored in
terms of resistance states. An MTJ cell consists of the two ferromagnetic layers separated by
an insulator layer. The typical structure of the MTJ cell is shown in Figure 2.5. In general, this
insulator layer, which is also referred to as the barrier layer or tunnel barrier, is a very thin layer
(a few nanometer) so that electron can easily tunnel through this layer, resulting in electrical
conduction. This conduction using tunnelling process depends the relative magnetic orientation
of the two ferromagnetic layers. When the magnetic orientation of these two layers are Parallel
(P) to each other, it exhibits a low resistance value. On the other hand, the resistance value
is high in the case when the magnetic orientation of these two layers are Anti-Parallel (AP) to
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where θ represents the relative magnetic orientation of the two ferromagnetic layers as described
by Figure 2.5, GP and GAP are the conduction when the magnetic orientations for the two
ferromagnetic layers are parallel (i.e. θ = 0◦) and anti-parallel (i.e. θ = 180◦), respectively.
The magnetoresistance observed due to the tunnelling process (known as Tunnelling Magneto-








where RP and RAP are the resistance of the parallel and anti-parallel magnetization states,
respectively.
The origin of the TMR effect can be understood with a schematic diagram as depicted in
Figure 2.6. During tunnelling, the electron spin orientation is preserved and only the electron
with the same spin orientation as the spin-band can tunnel to the next electrode. Here Fig-



























































Figure 2.6: Illustration of the TMR effect for an MTJ cell. The electron with the same spin as the
sub-band can only tunnel through. The impact of tunnelling electrons during: (a) parallel
magnetization, and (b) anti-parallel magnetization of the the two ferromagnetic layer has.
Here dashed line show spin conserved tunnelling.
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Figure 2.7: Trend of TMR using amorphous aluminium oxide and crystalline magnesium oxide as tun-
nelling barrier (data obtained from [8–13] and [14–20]).
majority states of the next electrode and vice-versa. In this figure, the majority and minor-
ity tunnelling through electrons are shown with thicker and thinner arrows, respectively. The
parallel magnetization results in a good band matching, which means large conductance and
exhibit a small resistance. On the other hand, for anti-parallel magnetization as shown by
Figure 2.6(b), the electron with minority spins fills the majority sub-band, while minority spins
fill the majority sub-bands in the next electrode. The anti-parallel magnetization results in a
poor band matching, which means attenuated current and exhibit a high resistance. The TMR





where P1 and P2 are the polarisation factor of the two ferromagnetic electrode. The polarization





where N is the spin-resolved density of the respective states for the two ferromagnetic electrode.
The TMR effect using an amorphous aluminium oxide (AlOx) as tunnelling barrier was first
demonstrated by J.S. Moodera [96] and T. Miyanzaki [97] independently in 1995. Further, J.S.
Moodera and T. Miyanzaki conducted experiments using MTJ stacks of CoFe/Al2O3/Co or
CoFe/Al2O3/NiFe and Fe/Al2O3/Fe, respectively. The TMR value observed during that time
using these experiments was slightly more than 10%, which latter improved upto 70% using
CoFeB/Al2O3/CoFeB MTJ in the year 2004 [11]. Recently, Kap Soo Yoon demonstrated a
high magnetoresistance of about 220% using CoFeN/AlOx/CoFeN MTJ [8]. It was observed
that the TMR can not be improved using amorphous aluminium oxide as tunnelling barrier
after a certain level because of its unsymmetrical atom organisation, that leads to an incoherent
tunnelling. The TMR value is considerably increased with the introduction of the crystalline
magnesium oxide (MgO) as tunnelling barrier, which delivers the structurally ordered junctions
[14–20]. The trend of the growth of TMR (in % value) for both AlOx and MgO is illustrated
in Figure 2.7. This begins with a prediction made by W.H. Butler in year 2001 [98].
The significance of the TMR value is for the read operation, the higher the TMR value more
efficient the read is. The stored value in MTJs can be read by passing a current through the
stack. The stored value corresponds to the resistance state of the MTJ and the resistance state
15
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is decided based on the magnetic states of the ferromagnetic layer. The current value is then
sensed using a sense amplifier, that generates the output value after comparing the current
with that of a reference value. In order to demonstrate this device as a true storing cell, its
magnetization should be controllable. The mechanism to control the ferromagnetic layer is
known as storage (or write operation or switching) operation. To make MTJ for storage, one
layer has to be freely rotated and the other can act as reference layer whose magnetization is
always fixed.
2.2.3 Magnetic switching
In order to make MTJ a memory cell, another important characteristics of MTJ besides TMR
is to write (or store) a given value. For that purpose, a magnetic switching mechanism needs
to be developed for an MTJ cell. Many switching mechanisms have been developed in the past
two decades, those we will discuss next.
Field Induced Magnetic Switching
The Field Induced Magnetic Switching (FIMS) approach was used for the conventional MRAM
technology. In this approach, the magnetic orientation of the free layer of the MTJ is switched
using a two orthogonal magnetic fields. A cross point architecture of a FIMS based MRAM
is illustrated in Figure 2.8. It consists of an array of MTJs sandwitched between the two
conducting lines, namely, bit-line and digit-line as shown in the figure. In order to write a
value or to aligh the magnetization of the free lines in a required orientation, current pulses
are sent through bit-lines and data-lines. These current flow generate magnetic fields along the
conducting lines and an MTJ cell at the intersection of these two fields is selected for the write
operation. This switching mechanism is based on a coherent reversal magnetic orientation
proposed by Stoner-Wohlfarth model. The magnitude of the magnetic fields required for the














where Hh and He are the two magnetic fields, K is is an effective anisotropy constant and Ms
is the saturation magnetization. Using this approach, the magnetic switching process does not
involve any actual movement of electrons, resulting in almost no wear-out. Another advantage
is that this device is non-volatile, meaning that the magnetic polarization does not leak, so
the information remains stored even the power is turned off. However, one of the biggest
drawback of this technology is that there are many half-selected bits in each write operations
and the possibility of unnecessary switching of such bits is very high. Moreover, due to a
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Write 1 Write 0
Figure 2.8: Illustration of a cross-point architecture using field induced magnetic switching based de-
vices.
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To overcome these issue, Savtchenko proposed a toggle switching approach [99, 100] in which
the memory cell is typically oriented at 45◦ with respect to the the two conducting line. A
synthetic ferromagnetic layers of MTJ cell is considered which is separated through a thin Ru
spacer layer. In toggle MRAM, an offset in time has to be established between the two current
pulses such that they produce a 180◦ rotation in magnetization of the free layer of the selected
MTJ cell. A single current field leads to a small magnetic rotation of the free layer, and it
is fully reversible when another current pulse is applied. This way, half-selected bits issue is
completed eliminated. Nevertheless it requires a read before every write to know the content
of the bit, because this approach toggles the bit to the opposite magnetic state regardless of
existing state. Additionally, FIMS has a high energy consumption as it requires a high current
flow through the conductive lines to generate magnetic fields.
Thermally assisted Magnetic Switching
In order to further improve the magnetic switching process, a Thermally Assisted Switching
(TAS) approach was proposed [21, 101–103]. In this approach, a heating mechanism is utilized
that not only accelerates the magnetic switching process, but also eliminates the requirement
of one of the write fields. Here, the MTJ stack is slightly modified by including an additional
layer of biased exchange composed of an anti-ferromagnetic material to the storage layer. The
switching process of the TAS approach as proposed by [21] has total of three steps, as depicted
in Figure 2.9. First is heating, that is generated by passing current in the write lines through
the MTJ cell as shown in the figure. Once heating exceeds the blocking temperature of the
storage layer, then the writing process is initiated by applied external magnetic field HSW .
This external magnetic field is generated by passing current through the write field as in FIMS
approach. Finally, the cooling step in which the device starts cooling down which is performed
in the presence of the magnetic field. This approach has several advantages such as better bit
selectivity during write operation, power consumption is improved as it works with a single
external magnetic field and data retention ability is improved due to exchange bias of the
storage layer. However, its total switching time is too long and consumes very high energy,
although lower than the conventional MRAM, because it requires an additional current to
generate heat before the actual write process starts.
Spin Transfer Torque Magnetic Switching
Previous magnetic switching approaches consume very high energy due to the requirement of
the immense current to generate external magnetic fields and/or heat. Moreover, they require a
long delay to complete the entire switching process. With such a high access energy and latency
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Figure 2.10: Spin transfer torque switching mechanism.
applications. To address these issues, a new switching mechanism was discovered in which
spin polarized current is passed through the MTJ stacks to perform the magnetic switching,
known as Spin Transfer Torque (STT) effect. In this effect, the spin polarized current carries
angular momentum, that can be transferred to the magnetization. The STT effect was first
experimentally demonstrated on Co/Cu/Co stack in the year 2000, which is later also proven
working on MgO based tunnel barrier.
The basic principle of the current-induced torque is illustrated in Figure 2.10(a). This figure
shows the interaction of the spin of the electron with the magnetization of a ferromagnetic layer,
that results in a diversion in the electron spin after passing through the ferromagnetic layer.
This change in the direction of the spin angular momentum of the electron leads to a torque on
the magnetization of the ferromagnetic layer, which eventually resulting in a magnetic switch.
The STT switching process is shown in Figure 2.10(b). In order to perform ’AP’→’P’ magnetic
switching in the free layer, electron should flow from the reference layer to the free layer as
depicted in the figure. The electrons those have the same spin directions as that of the magnetic
orientation of the reference layer, tunnel through barrier layer and enter into the free layer. As a
consequence, the spin angular momentum of the electron is transferred to the magnetization of
the free layer, which results into a torque. If the generated torque is sufficiently strong exceeds
the threshold value (known as the critical current for ’AP’→’P’ switching), the magnetization of
the free layer is switched. On the other hand, the electrons should flow in the reverse direction
(i.e. from free layer to the reference layer) to perform ’P’→’AP’ magnetic switching in the
free layer. As shown in the figure, after passing the free layer, only those electrons which have
the same spin as that of the magnetization of the reference layer flow through. Whereas ones
with opposite magnetic directions are reflected back into the reference layer from the boundary
between tunnel barrier and the reference layer. The spin angular momentum of these electrons
are transferred to the magnetization of the free layer, that generates a torque and resulting in
a magnetic switch if the torque exceeds the threshold value (known as the critical current for
’P’→’AP’ switching). The critical current density of the two switching can be expressed as
JP→APco = αγeMst/(µBg(0)) · [(Hex +Hdip) + (Hki +Hd)] (2.6)
JAP→Pco = αγeMst/(µBg(π)) · [(Hex +Hdip)− (Hki +Hd)] (2.7)
where α is the Gilbert damping constant, γ is the gyromagnetic factor, e is the electron charge,
t is the thickness of the free layer, µB is the Bohr magneton constant, Ms is the saturation
18
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magnetization. The Hex, Hki, Hdip and Hd are the in-plane applied, in-plane anisotropy,
dipole fields from the pinned layer acting on the free layer and effective demagnetization field,
respectively. The g is the STT efficiency that can be expressed for an angle between the
magnetization of the free layer and the reference layer (θ) as:
G(θ) = P/
[
2(1 + P 2)cosθ)
]
(2.8)
The effective demagnetization field can be expressed as
Hd = Ms/µ0 −Hkp (2.9)
where Hkp is the perpendicular anisotropy field.
This approach has several advantages compared to previous magnetic switching schemes.
For instance, this scheme does not require any magnetic field to switch the magnetization of the
free layer, which also significantly improves overall energy consumption and area. Moreover,
the selectivity of bits is not at all a problem in STT based switching approach as current has to
pass through the stack to perform switching. The switching current density can be reduced with
the reduction of the size of the MTJ, hence has better scalability. However, in this technology
the switching current is still too high, that needs to pass through the MTJ stack for a long
duration to make a magnetic switch. This leads to high energy consumption, high switching
delay and several reliability issues such as Time dependent Dielectric Breakdown (TDDB).
These issues are resolved by a large extent by using a out-of-plane equilibrium orientation
of the magnetization of the free layer of the MTJ cell, that is termed as perpendicular STT
switching. The reason of the requirement of high current and long duration for the in-plane
devices is that they have to overcome a very large out-of-plane demagnetization field during
switching process. Whereas, for perpendicular STT (STT-P), since the magnetic switching is
perpendicular, the demagnetization field factor is naturally eliminated. Due to this, it requires
less torque for magnetic switching. Thus switching can be possible with considerable low
current and in less time, resulting in better energy compared to in-plane STT switching. The
critical current density of the two switching for STT-P can be expressed as
JP→APco = αγeMst/(µBg(0)) · [−(Hex +Hdip) + (Hkp −Ms/µ0)] (2.10)
JAP→Pco = αγeMst/(µBg(π)) · [−(Hex +Hdip)− (Hkp −Ms/µ0)] (2.11)
Spin Orbit Torque Magnetic Switching
Alternative to STT, recently a new current induced approach is discovered, named as Spin
Orbit Torque (SOT). In this technology, the magnetic torques are generated based on the spin-
orbit interaction that rotates the magnetic orientation of the free layer of the MTJ. In fact,
the magnetic stacks are placed on the top of a heavy metal such as platinum (Pt) or tantalum
(Ta), which are capable of generating strong spin-orbit interaction. The Spin Hall effect (SHE)
or/and the Rashba effect are responsible for the current induced magnetic switching. The
SHE is a electron transport phenomenon in which spin accumulation appear on the lateral
surfaces of the conductive metal [104–106]. Due to this effect electrons with opposite spin
drift in opposite direction as shown in Figure 2.11(a). This phenomenon is also applied for
inverse-SHE as illustrated in Figure 2.11(b).
Like in STT, the switching current does not flow through the MTJ stack in SOT based MTJ,
instead it passes through a heavy metal layer to generate spin-orbit interactions. Therefore,
it requires an additional terminal to provide a bidirectional current path. A three terminal
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(c) Spin orbit torque switching princi-
ple
Figure 2.11: Spin orbit torque switching mechanism
passing through the heavy metal layer, spin-orbit coupling causes spin-dependent scattering
or deflection, resulting in a spin angular momentum along the direction perpendicular to the
electron flow. This leads to a spin accumulation at the boundaries of the metal layer which
can be extracted by the adjacent ferromagnetic layer (free layer of the MTJ) and exerting a
torque, results i its magnetization switch. In SOT technology, both in-plane and perpendicular
magnetic switchings are possible. For the in-plane magnetic switching, it has to overcome
the demagnetization field similar to that of the STT. On the other hand, for perpendicular
switching, an additional magnetic field is required that is placed at the top of the MTJ stack
in order to achieve a deterministic switching.
2.2.4 MRAM characteristics
Asymmetric switching
In STT-MRAM, write current flows through the bit-cell for a certain duration to flip its magne-
tization. This current has a bidirectional path and the direction depends on the input value to
be written in the bit-cell. Moreover, it has an asymmetry in the switching latencies for writing
‘1’ and writing ‘0’ values [45–48]. Due to this asymmetrical behavior, writing ‘P’ configurations
(value ‘1’) is fast which we refer to as fast-writes and writing ‘AP’ configurations (value ‘0’) is
slow (slow-writes). This asymmetry in the bit-cell is categorized into two parts: the asymmetry
du to the MTJ cell and the asymmetry due to the bit-cell access transistor.
The MTJ cell has an inherent torque asymmetry because of its two different mechanisms
to flip the magnetic orientation. The transition to the ‘P’ state is based on the same spin
direction electrons as the magnetic orientation of the RL, whereas the switching into the ‘AP’
state is due to the opposite spin direction electrons that are reflected back at the boundary
of t e oxide layer and the RL [107]. This asymmetry of the MTJ switching behavior depends
on the spin-transfer efficiency factor of the ferromagnetic layers [45]. For the MTJ model as
specifi d in [108], write latency for writing ‘P’ and ‘AP’ configuration is 3.9 ns and 5.7 ns,
respectively, as demonstrated in Figure 2.12.
The other source of asymmetry is the voltage degradation of the access transistor (equal to
the threshold voltage of NMOS). This voltage degradation reduces the write current for the
slow-write operations (i.e. ‘AP’), and consequently the switching delay for that kind of write
operations increases significantly. As illustrated in Figure 2.12, the write latency for an ‘AP’
configuration increases from 5.7 ns to 9.7 ns after adding the access transistor, while the latency
for the fast-write remains the same.
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Figure 2.12: Demonstration of asymmetric switching behavior of the MTJ using waveforms.
Stochastic switching
The switching of the MTJ cell is stochastic in nature due to the random thermal fluctuations.
This means that the switching delay of the magnetization is not deterministic. However, the
write period has a fixed duration, and thus incomplete transitions due to the stochastic write
behavior cause write errors. The Write Error Rate (WER) of a bit-cell or the overall write
duration of t is expressed as [49]
PWER(t) = 1− exp








In this equation, I is the write current, Ic is the critical current, α is the Gilbert damping
constant, γ is the gyromagnetic factor, ∆ is the thermal stability factor and HK is the effective
anisotropy field. In general, the typical value for the targeted WER for the STT-MRAM is
10−9 with Error Correction Code (ECC) and 10−18 without ECC correction [109]. It is inferred
from the above equation that the switching probability of the cell increases by extending the
duration of the write period [110, 111]. For instance, using MTJ model as specified in [108],
WER of 10−9 can be achieved with a write period of 18 ns. Please note that the write period is
decided based on ‘P’→‘AP’ switching delay as it is the worst of the two switching delays. Using
the above equation, the write latency distribution for both ‘AP’ and ‘P’ switching delays for a
single bit-cell are shown in Figure 2.13. As it can be seen in the figure, the ‘AP’ switching delay
has a wider distribution compared to the ‘P’ switching delay. Furthermore, these distributions
have a very long tail, especially for the ‘AP’ switching, resulting in the aforementioned long




































































Figure 2.14: Write energy and write error rate for various write periods for a single bit-cell [22]. This
illustration is for the ‘AP’ switching, which represents the worst case switching behavior.
Read Disturb
In STT-MRAM, the content of a bit-cell can accidentally change during a read operation which
is known as read disturb. This is due to the fact that the read current shares one of the write
current paths in STT-MRAM. However, the read current is around 5-10 times lower than the
critical write current (minimum current required to flip the bit-cell at a certain write period
and write error rate). Nevertheless, this low read current induces a magnetic disturbance in
the MTJ cell which may lead to a flip of the magnetic orientation. Since the read current is
unidirectional, the flip can only happen in one direction, i.e. either from ‘AP’→‘P’ or the other
way around. As a result, also the resistance changes, which in turn affects the read current.
The switching probability due to read disturb is given by the following equation [109]:




where ∆ is the thermal stability factor, Iread is the read current, IC0 is the write critical current,
and tread is the read period. For STT-MRAM, the typical read disturb probability for a single
read event is in the range of 10−23 to 10−21 [109].
‘P’ Current  
‘AP’ Current 
‘ref’ Current  








Period Stable Period 
End of 
Read 
Figure 2.15: Conceptual diagram of read disturb while reading ’AP’ state (solid line indicates actual
current flow)
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2.2 Evolution of spintronic technology
Degradation effect
The MTJ cell consists of very thin layer of MgO tunnel barrier (thickness of around 1.2 nm),
which can lead to a breakdown under high stress conditions known as Time Dependent Dielec-
tric Breakdown (TDDB) [112, 113]. This is a severe reliability challenge for the MTJ cells and
can considerably limit their lifetime. The time to breakdown value depends on the amount of
current flowing through the device and its duration. It can be modeled in a similar way as the
gate dielectric breakdown modelling in MOSFET, which is given by following equation [114]:
Whard_breakdown = βln t− βln α (2.14)
where α and β are current-dependent parameters, and t is the duration of the current flow.
Process variation
The development of spintronic based memory requires two different fabrication processes, i.e.,
a magnetic process and a CMOS process. Any variations in these processes affect the cell
properties. Due to the manufacturing process, the MTJ cell has mainly variations in area,
TMR and oxide thickness. This results in disturbances in the magnetization of the cell, affecting
the write current that leads to a deviation of the switching delays from its mean [115]. The
additional timing margin for the correct functionality of the memory in the presence of process
variation could be as large as 2X [116]. Therefore, it is critical to take the impact of process
variation into account.
Defects in MTJs and fault modeling
The MTJ device uses different materials and processes for manufacturing compared to CMOS.
Due to the complexity of these fabrication processes and the interdependency of magnetic
materials, MTJ cells are subject to various and new failure mechanisms [25, 114, 117–119]. For
instance, during the ion beam etching process, due to sputtering effects, the sputtered atoms
re-deposit at the MTJ sidewall leading to a barrier short [118]. As a consequence, the isolation
of the ferromagnetic layers is damaged, resulting in a very low resistance value [114]. In this
case, although current can flow through the device, the cell no longer behaves as an MTJ cell.
On the other hand, an MTJ cell can also have an open connection due to internal damage,
which delivers a very high resistance value. As a result, current cannot flow through the device
because of a discontinuity in the design.
There are some cases, where the MTJ cell resistance values are not so severely affected as
in open and short faults, however, their values can easily influence the sense amplifier so that





















































































Figure 2.16: Classification of MTJ fault models.
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2 Background
the FL can be permanently fixed to either ‘P’ or ‘AP’ configuration [120]. Another possibility
is that the switching margin and/or the current value are not sufficient enough to flip the
magnetization of an MTJ cell [25]. This is due to defects or the impact of process variation. In
addition to manufacturing defects, MTJs are also vulnerable to runtime failures such as read
disturb, retention failures and back-hopping [119, 121, 122].
We can broadly classify all these MTJ defects into the following four fault models (as
illustrated in Figure 2.16):
• Short fault: The two ferromagnetic layers, FL and RL are connected.
• Open fault: Discontinuity in the device.
• Stuck-at-P fault: MTJ magnetization is permanently or temporally locked to the ‘P’
state.
• Stuck-at-AP fault: MTJ magnetization is permanently or temporally locked to the ‘AP’
state.
2.3 Memory architectures using spintronic technology
Like any other memory technologies, MRAM bit-cell also comprises of a storage element and
its access mechanism. In MRAM technology, the storing element is an MTJ cell that stores
the value in term of resistance states as described previously. In order to access certain MTJ
cells for the random access memory operations (such as store or read operations), one or more
CMOS-based transistors are required. This is due to the fact that the MTJ cells are highly
compatible with the CMOS technology because of their suitable resistance values. Next, the
bit-cell architectures of STT-MRAM and SOT-MRAM technologies are explained.
Bit-cell architecture
The fundamental building block of a MRAM is the MTJ based memory cell. Figure 2.17(a)
shows a typical STT-MRAM bit-cell architecture. It consists of an MTJ cell and an access
transistor (refereed as 1T1M architecture). It has total three terminals namely, Source-line,
Bit-line and Word-line. The access transistor can be connected to the Free Layer or the Pinned
layer of the MTJ cell. More commonly, it is connected to the Pinned layer, therefore known
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(b) SOT-MRAM bit-cell
Figure 2.17: Typical bit-cell architectures for STT-MRAM and SOT-MRAM memories.
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2.3 Memory architectures using spintronic technology
reverse connection. The other end of the MTJ cell and the access transistor are connected to
the Source-line and Bit-line terminals, respectively. These two terminals facilitates the read-
write current flows during the corresponding memory operations. On the other hand, the gate
of the access terminal is connected to the word-line terminal, which is activated based on the
output of the row decoder.
The bit-cell architecture for SOT-MRAM is demonstrated in Figure 2.17(b). As shown in
the figure, it consists of an SOT based MTJ cell and two NMOS-based access transistors. This
architecture has total of four terminals namely, Bit-line, Source-line, Read Word-line and Write
Word-line. One access transistor (‘N1’) is connected to the read terminal of the SOT based MTJ
cell, which is activated only during the read operations. Whereas, the other access transistor
(‘N2’) is connected to the write terminal of the MTJ cell, which is activated only during the
write operations. The other end of both transistors are connected to the bit-line terminal. At
a time only one transistor is activated based on the output of the row decoder depending on
the memory operation. For instance, for read operations the access transistor ‘N1’ is activated
so that read current can flows through the bit-line to the source-line terminals. On the other
hand, for write operations, the other transistor ‘N2’ is activated so that write current can flow
between the source-line and bit-line terminals. Due to device-level phenomenon, for a given
memory operation, a certain amount of unwanted current (known as sneaky current) also flows
out through one of the other terminal which is not in use. For instance, during write operation,
a certain amount of current can flow through the MTJ stack if the access transistor is not
connected at the read terminal of the MTJ cell. Such a sneaky current can flow in both read
and write operations, that can not only disturb the operating cell but also erode the content
of the neighbouring cells.
Array architecture
The array organization of any memory has primarily two requirements: (1) to provide accessi-
bility to bit-cells, and (2) to facilitate the memory operation. The bit-cells are accessed using
a row decoder, whereas memory operations are performed using their respective read-write
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(b) Sub-array architecture using SOT
Figure 2.18: Typical sub-array architectures for STT-MRAM and SOT-MRAM memories.
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Figure 2.18. In general, memory bit-cells are accessed using the decoder circuit based on the
applied memory address. These memory addresses are first latched and activate the corre-
sponding word-line using decoder logics, and a driver circuitry is used to drive this signal. A
pre-decoding scheme is employed in these decoding logics in order to improve the area. The
decoder circuits have extensively explored in the conventional memory technologies and similar
circuits can also be applicable to MRAM designs. In STT-MRAM, decoder logics directly
activate the word-line signal as illustrated in Figure 2.18(a). On the other hand, SOT-MRAM
bit-cells have separate word-lines for read and write accesses (i.e. WLR and WLW ), which
require a mux to activate the respective word-line through the decoder logic as shown in Fig-
ure 2.18(b). The control-signal of the mux is controlled using the write enable signal, which is
the memory read-write operation control signal. When the write enable signal is high means
write operation is performed and vice-versa. The read-write circuities are also activated based
on the control signal. The MRAM specific read-write circuitries are discussed next.
Write circuit
For the write operation, a bidirectional current path has to be established for every bits. The
schematic diagram of a typical write circuitry is shown in Figure 2.19(a). As shown in the
figure, write circuit has total four terminal namely, write_enable, data_in, and the two output
terminals. The two output terminals need to be connected to the bit-line and source-line
terminals of the bit-cell. The write_enable signal activates the write operations, i.e. it is 1 for
the write operation otherwise it remains 0 for read or no memory operations. The data_in is
another input signal, from where input data has to be provided, which eventually decides the
direction of the current flow. This is because, the current direction makes the magnetization
switching in the required orientation (either ’P’ or ’AP’), that represents different resistance
states, hence distinguishable two logic values. (about write buffers, may be in array modelling
part).
Read circuit
For the read operation, a small unidirectional current has to pass through the MTJ stack. This



















































































































































































































































































































































Figure 2.19: Read and write circuitries for both STT-MRAM and SOT-MRAM.
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2.4 Normally-off computing enabled by non-volatile spintronic based latches and flip-flops
state after comparing it with the reference signal. A pre-charge based current sense amplifier
is shown in Figure 2.19(b). It mainly consists of an equalizer circuit, a reference bit-cell and a
sensing circuit. In the equalizer circuit, the two output nodes (q1 and q2) need to be at the
same potential before the sensing operation begins. This is achieved using an equalizer circuit
which is controlled using a pre-charge (PC) signal. The equalizer circuit is active when the
PC signal is ‘0’ and becomes inactive when PC is ‘1’ during the actual sensing process. The
reference bit-cell circuit consists of a set of four MTJ and a NMOS transistor as shown in the
figure. The four MTJs connected in such a way that the effective resistance value is the middle
of the two resistance states that a single MTJ can take i.e. RP +RAP /2 where RP and RAP are
the resistance values during ‘P’ and ‘AP’ magnetization state. Moreover, the sensing circuit
consists of two back-to-back connected inverters. The sensing circuit is stimulated with the
deactivation of the pre-change signal and activation of the word-line signal. The reference word-
line signal is activated using address transition detection circuit. During the read evaluation,
the two output nodes read and read try to become stable based on current values in the two
branches, that in turn depends on their resistance values.
2.4 Normally-off computing enabled by non-volatile spintronic
based latches and flip-flops
Flip-flops and latches are the basic building blocks of digital electronic systems. These are the
storing component in a sequential logic, that are extensively used in a system-on-chip. In such
device, data can be stored as a state in a sequential logic, value of a counter or a memory element
to store any other piece of information. Additionally, flip-flops are adopted in a synchronous
computation system as a cycle boundary in order to evaluate their path delays. In general,
flip-flops are composed of a pair of latches, whose functionality is controlled with the different
levels of a clock signal. A typical flip-flop architecture is shown in Figure 2.20. As shown,
the storing mechanism in a latch is organized using a two back-to-back connected inverters
similar to an SRAM bit-cell structure. These two inverters always have to be connected to a
supply voltage to retain its stored data, even when the design is operated in a standby mode.
Since these flip-flops can not be power-gated during standby mode, it accelerates the leakage
consumption of the design. In order to deal with this issue, spintronics storing devices such as
STT and SOT are very effective as these are non-volatile and can be easily power gated.
Many non-volatile shadow flip-flop architectures have recently been introduces which exploit
the normally-off and instant-on attributes of this technology. The block diagram of a typical
shadow flip-flop architecture is shown in Figure 2.21. It consists of three components, namely,
master latch, slave latch, and non-volatile shadow latch. As shown in the figure, the master
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(c) Shadow latch using SOT-
based MTJs
Figure 2.21: Illustration of a non-volatile shadow flip-flop architecture using MTJs.
latch component is connected to the slave-latch. This type of design have an additional pin
named power-down (PD) pin. During standby mode, with the activation of this pin, the slave
data value is stored in the shadow latch. After that, the entire design blocks including flip-flop
designs can be power gated to reduce the static power consumption. On the other hand, during
wakeup, the non-volatile shadow latch content is read and re-stored into the slave latch, so that
the normal operation can be resumed.
The block diagrams of a typical non-volatile latch architecture using STT and SOT based
storing MTJ cells are shown in Figure 2.21(b) and Figure 2.21(c), respectively. It consists of
two MTJ cells and CMOS-based read and write components as shown in figures. The write
or store operation is activated based on ‘PD_wr’ signal and the value to be stored is decided
based on the direction of the current flow which is controlled using ‘D’ signal. The two MTJs
should always store the opposite magnetizations which assists the read process by providing a
self-referencing structure while sensing the resistance differences. On the other hand, the read
is activated using ‘PD_rd’ signal and the value is read using current sensing mechanism, which
is available at mtj_read andmtj_read. The ‘PD_rd’ and ‘PD_wr’ signals are generated using
the ‘PD’ pin.
2.5 Memory architecture-level evaluation
Before going into details of memory architecture evaluation, a qualitative analysis of MRAM
technology is performed in comparison to other conventional and emerging technologies. Fig-
ure 2.22(a) describes the comparison of MRAM technology with respect to the convention
memory technologies. As shown in the figure, MRAM is highly scalable compared to all other
conventional memories. Moreover, the performance of MRAM and endurance2 level is similar
to that of SRAM. Nevertheless, the write access energy consumption is relatively higher com-
pared to that of SRAM, which is at the same level as DRAM and much better than Flash.
This is because, DRAM requires a periodic refresh and Flash write operations require the
charge pump to supply a high voltage (5V to 20V) [123]. The MRAM technology can be as
high density as DRAM as shown in the figure. The NAND-Flash has highest density among
all because of its multi-level cell capabilities. Moreover, MRAM can have the similar level of
data retention3 as Flash because its bit-cells are highly non-volatile in nature. As per ITRS,
MRAM can retain their data for a duration of more than 10 years. However, in reality for high
2Endurance is the number of cycles that a storing cell can sustain.
3Retention time refers to the data retaining capability of the storing cell, regardless of their powered-on or
powered-off.
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Figure 2.22: Comparison of MRAM technology with conventional and emerging memories
performance memories such as caches in standard computing system, such a high retention
duration is not required. Therefore, to target such memory systems, the retention values of
MRAM can be relax d, that can result in improvement in the write access latency and energy.
Additionally, MRAMs are immune to the soft-errors due to radiations unlike to conventional
memories.
On the other hand, the comparison of MRAM with other emerging memories are shown
in Figure 2.22(b). All these memory technologies are proven scalable, but MRAM is the only
memory technology among them, whose endurance level is equal to that of SRAM. Addition-
ally, MRAM and RRAM have almost similar access latency and write energy values, which are
relatively better than those of PCRAM and FRAM. The array density of the PCRAM and
RRAM is better than MRAM technology. However, PCRAM and RRAM have another relia-
bility challenge, that is, the functionality of their cells are material dependent whose properties
are significantly changing with the temperature. On the other hand, FRAM has a destructive
read cycles, means a write back has to be performed after every read operations. The MRAM
technology does not have such limitations.
In summary, the MRAM is a highly scalable technology that can be as fast as SRAM, as
dense as DRAM and as volatile as Flash [23, 124–128]. Moreover, it is more reliable and has
the best latency and energy efficiency compared to other emerging memory technologies.
The memory architecture-level evaluation is performed using NVSim [129]. NVSim is a
circuit-level module for Non-Volatile Memory (NVM) performance, energy and area estimation
which uses an empirical modelling methodology based on the well-known CACTI [130]. It
estimates the access time, access energy and the total area of NVM chips with different options
before the fabricating of actual chip. The bit-cell level information and the desired memory
architecture information like capacity, data width, associativity, local and global wire type,
routing type etc., are inputs to this tool. It also supports memory array organizations which
have three hierarchy levels i.e. bank, mat and subarray. Furthermore, NVSim has optimization
settings such as buffer design optimization, optimization target, and various other design con-
straints. The sizing of the periphery circuit is done by optimized models i.e. latency, area and
balance optimization. NVSim generates results such as write access latency for both set and
reset, read access latency, read dynamic energy, write dynamic energy for both set and reset,
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Figure 2.23: Memory scaling results for SRAM, STT-MRAM and SOT-MRAM [23].
comparison for SRAM, STT-MRAM and SOT-MRAM is performed, and results for the same
are as depicted in Figure 2.23.
System-level evaluation
The output data from NVSim (as described previously) is then used by a system-level simu-
lation framework to evaluate the implication of different memory technologies. These memory
technologies are used for microprocessor caches at different levels. In [23], a cycle accurate
performance simulator like gem5 is employed as using this simulator, it is possible to config-
ure suitable cache parameters such as capacity, associativity, latency, block size and policy.
Figure 2.24 shows the gem5 based system evaluation platform which is tuned to support both
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Figure 2.25: System-level comparison of SRAM, STT-MRAM and SOT-MRAM with their nominal
conditions [23].
simulator also requires system-level applications as input to execute the simulations. The gem5
tool generates the output for overall system performance (e.g. runtime) and cache statics such
as read and write access per cache.
Using aforementioned framework, we have compared the SRAM, STT-MRAM and SOT-
MRAM technologies in their nominal conditions. For that, we have used out-of-order processor
with clock frequency of 3GHz and L1 (both data and instruction), L2 and L3 (shared) caches
are configured as 32KBytes, 512KBytes and 16MBytes, respectively. They executed several
applications such as MiBench, SPEC2000 and SPEC2006, in additional to several multi-core
workloads and generated the final results as depicted in Figure 2.25.
2.6 Summary
In this chapter, first the classification of the semiconductor memories was discussed, in which
the conventional memories such as SRAM, DRAM and flash, were explained in detail with their
pros and cons. Then, the evaluation of spintronic technology was discussed in chronicle order.
In that, initially, the discovery of Giant Magnetoresistance was discussed, latter Magetic tunnel
Junction device and its associated Tunnelling Magnetoresistance was explained. The TMR is
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essentially for the memory read operation, however, for the memory write operation, a control-
ling mechanism is required that can facilitate the magnetic switching for the free layer of the
MTJ cell. For that purpose, several free layer switching mechanisms discussed in this chapter
including, Field Induced, Thermal Assisted, Spin Transfer Torque and Spin Orbit Torque, and
their associated shortcomings/advantages were also mentioned. Later in this chapter, MRAM
characteristics discussed, in which general MRAM cell related behavior such as asymmetric
switching, stochastic switching, read disturb, degradation effect, process variation, defects in
MTJ’s and fault modeling were explained. Afterwards, a flip-flop architecture implementation
was explained, followed by a cross layer memory design approach starting from the bit-cell,
all the way up to the complete memory architecture was explained with their system-level
evaluations.
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3 Self-timed read and write operations in
STT-MRAM
To make STT-MRAM memory energy efficient, a self-timed technique for read and write op-
erations [22] is proposed in this chapter. Using this technique, the energy is consumed only for
the necessary durations for their respective memory operations. This is achieved by generating
bitwise completion signals for read and write operations using a self-timed circuit that detects
the end of a memory operation and initiates the closure of the corresponding read/write cir-
cuitry. By that means, this technique does not only improve the energy consumption but also
the reliability. Since our technique tracks the actual end of a memory operation (read/write), it
does not increase the read or Write Error Rate (WER), but it can also detect write errors and
hence reduces the overhead for write error detection/correction mechanisms. In this chapter,
the proposed self-time write technique is explained first, followed by the self-time read tech-
nique is described. Afterwards, a comprehensive result evaluation is done and finally, in the
end of the chapter has the summary and conclusion section.
3.1 Overview
In STT-MRAM, when the Word-line (WL) is active, the current continuously flows through the
MTJ cell and all components, including the peripheral circuitry, remain operational. Consider-
ing the fact that the active period of the WL is determined by the worst timing scenario, a very
conservative timing guardband is chosen for read and write operations. This in turn results in
a significant unnecessary current flowing through the bit-cells and hence a high dynamic power
consumption. Moreover, a longer duration of the operational period also leads to reliability
issues. For instance, it exacerbates the TDDB effect of the device during write operations and
increases the read disturb rate for read operations [131].
In general, most of the write operations finish early enough, not (fully) exploiting the given
timing guardband. For instance, in our design, the average switching time for ‘AP’ and ‘P’
is 9.7 and 3.9 ns, respectively. The write energy and WER for various write periods for both
‘AP’ switching and ‘P’ switching are shown in Background Section. If the write termination
time could be accurately detected on the fly, the write circuitry can be closed earlier, resulting
in less energy consumption, without affecting WER. In addition, due to the stochastic nature,
there are also some write operations that may fail to complete within the given time period.
If we would be able to detect the completion time, we can also detect these unsuccessful write
operations and initiate an efficient error correction/retry mechanism.
To achieve this goal, some approaches were already proposed to detect or predict the com-
pletion of write operation in STT-MRAM. However, none of these solutions is comprehensive
and can be used for all operating conditions. The early write termination technique targets
only redundant write operations [132, 133], whereas verify-one-while-writing [134] and asyn-
chronous asymmetrical write termination [135] only address the slow writes and fast writes,
respectively. Furthermore, a variable-energy writes scheme [136] as well as a self-terminated
write driver [24] approach were proposed that can tackle all write operations. However, these
techniques employ an inverter (or buffer) as write completion detector which is impractical due
to two reasons. First, it is hard to control the trip point of the inverter for the magnetic flip
33


























(a) ‘AP’’P’ detection (b) ‘P’’AP’ detection
‘P’ Current
‘AP’ Current
Figure 3.1: Conceptual diagram to detect the switching of the MTJ cell
detection in the presence of variations, in particular, for smaller technology nodes. Second,
there is a high short-circuit current through the comparator which significantly increases the
total energy consumed during a write operation. Therefore, a robust bit flip detection tech-
nique is needed instead of the simple inverter- based comparator design. In contrast to all
these write operation schemes, no technique is yet available that addresses read operations in
STT-MRAM. However, various asynchronous circuit design approaches are implemented for
other memory technologies [137–140]. Unfortunately, these circuit techniques are ineffective to
track the MTJ-based bit-cell behavior. Hence, for STT-MRAM, an asynchronous technique
which can track all memory operations in all operating conditions and terminate them on the
fly is necessary for efficient energy reduction.
For a reliable and low-power implementation of STT-MRAM, it is mandatory to have a
technique that can detect the actual end of all types of memory operations and closedown the
corresponding circuitry directly after the operation ends. Therefore, we propose a self-timed
bitwise approach that allows an on the fly, asynchronous termination of read and write opera-
tions as soon as these are completed. This technique not only reduces the power consumption,
as motivated before, but also improves the reliability as current is flowing only in considerably
reduced time periods.
3.2 Self-timed Technique
In this section, we explain our proposed methodology in detail. Section 3.2.1 and Section 3.2.2
explain the proposed circuit-level technique for an asynchronous detection and termination of
write and read operations, respectively.
3.2.1 Asynchronous Write Termination
As explained previously, the write behavior in STT-MRAM is asymmetrical, i.e. writing ’1’
(’P’) is much faster than writing ’0’ (’AP’). In addition, the write process is stochastic, i.e. the
actual time required for a write operation is highly variable. This also applies to the bit-wise
write operations inside the same data word. Hence, to achieve an acceptable WER usually
very conservative timing windows are employed. However, improvement in WER has a trade-
off with a high energy consumption. To address this problem, here we propose a self-timed
based bit-wise write termination technique. This technique can detect the actual end of a write
operation using a detection circuit based on a current sensor, and closes the corresponding write
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circuits afterwards to reduce the power consumption. This behavior is explained below in two
phases, write detection and write termination.
Phase I: Write Detection
Since the bit-cell state in STT-MRAM corresponds to a resistance value, a write operation that
changes the bit-cell value (’0’→’1’, or ’1’→’0’) also changes the bit-cell resistance. Consequently,
the write current changes accordingly. Based on our implementation, this current difference is
around 90µA (see Figure 3.1), which is enough to be used by our technique to detect the end
of a write operation.
In fact, while this current difference itself can be easily detected, the final detection circuitry
has to deal with two main challenges: 1) The write current has a bidirectional path, i.e. the
current direction for writing ’1’ and writing ’0’ are opposing and different in magnitude. 2) Non-
differential write operations (’0’→’0’, or ’1’→’1’) do not lead to a detectable current change. To
deal with these challenges, we developed a detection circuit as shown in Figure 3.2. As one can
see, there are two different branches in the circuit, one is used for writing ’1’ (P-Branch) and the
other one for writing ’0’ (AP-Branch). Having these two different branches, the bidirectional
current path is no longer an issue, since there is a separate branch for each write operation
(and hence current direction). Furthermore, this implementation also allows to detect non-
differential write operations, as we will explain later. The output of these branches (out_AP














































Figure 3.2: Circuit diagram for asynchronous bit-wise write termination (AP-branch and P-branch are
added for our technique)
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(a) sense enable signal for P-branch 
(b) sense enable signal for AP-branch 
Figure 3.3: Circuit diagram for the Activation Control Circuits (ACCs) of the ’P’- and ’AP’-branch of
the bit-wise write detection technique
of this scheme, depending on the write operation, only the required branch is activated (via
write_{AP,P}_enable, WL, out_{P,AP}).
Each branch contains its own sensing circuit. These circuits are intended to detect a current
difference between a reference cell and the bit-cell. As soon as this current difference is around a
particular threshold (90µA in our setup), the ongoing write operation is finished and the sensing
circuitry can trigger a signal (out_{P,AP}) to initiate the write termination. Therefore, each
sensing circuit requires two inputs. The first input is biased through the write current (bit-
cell) using a current mirror and the other input is biased through a reference cell. Since the
current direction and difference need to be known in each branch, the reference cell has to
be designed accordingly. Hence, if a write ’0’ (’AP’) is going to be tracked, the reference cell
has to have a ’P’ configuration to achieve a current difference between the bit-cell and the
reference cell. For writing ’1’, it is the other way around. These sensing circuits are enabled
using sen_en_{AP,P} signals which are controlled using Activation Control Circuits (ACC).
The ACC consists of a 3 input AND gate and generates the enable signals (sen_en_{AP,P}) to
turn ON/OFF the required sensing circuits using tail transistors N13/N14. ACC circuits have
three inputs namely, WL, input data and out_{AP,P}. The out_{AP,P} signal is fed back to
the ACC signal to deactivate the sensing circuits once when switching is over. Consequently,
at the end of all kinds of write operations (differential and non-differential) a current difference
between the reference cell and bit-cell will exist. As this current difference (of around 90µA
in our setup) is sensed, an acknowledgement signal (out_{P,AP}) is triggered to indicate the
end of the actual write operation. Note that in the case of non-differential write operations the
bit-cell current remains constant and is in its final state right from the beginning. Hence, the
acknowledgement signal is generated almost immediately. In our implementation, the delay of
the acknowledgement signal with respect to WL is around 198 ps.
A limitation of the implementation explained above is that in the case of differential write
operations the activated branch is active for a very long period of time. This is because
the selected branch is enabled with the activation of WL and remains active until the flip is
observed. Consequently, the static current flowing through the CMOS gates leads to a high
power consumption. To make our approach power efficient, it is required to enable the selected
branch (sensing circuit) only when it is needed. In other words, the sensing circuit should
be active only in a short time period during which the flip occurs. Therefore, the ACCs are
modified as depicted in Figure 3.3. As illustrated in Figure 3.3, each ACC consists of two
branches, one for differential write operations and one for non-differential operations. Both
branches contain a delay element to activate/deactivate the detection circuitry at the right
point in time. While the non-differential branch relies on a simple inverter chain to achieve the
required active period (≈ 198 ps), the differential part uses a clock based delay approach as
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Figure 3.4: Sequence of ACCs outputs and write detection signals (1 = First activation period of the
sensing circuitry to detect non-differential writes, 2 = Second activation period if write is
AP → P , 3 = Second activation period if write is P → AP )
branches, there is always an active period for the detection circuitry right at the beginning of
the write operation to detect non-differential operations as shown in Figure 3.4. This period is
inevitable, even if differential write operations occur, as it is impossible to distinguish between
differential and non-differential write operations before the operations start. Hence, in the case
of differential write operations, there are two active periods (one right at the beginning, and
another one for the differential write operation). The start time of the second active period
depends on the actual write operation, i.e. for AP → P the second active period is around
3.9 ns, while it is around 9.7 ns for P → AP operations (see Figure 3.4).
Optimal Write Termination Point: Due to the stochastic nature, if write operations
finish much earlier, this will not be detected until the corresponding detection branch is ac-


























Write termination time [ns]
Figure 3.5: Optimal write termination point (for a 32 bits word) to enable the write detection circuit
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energy savings due to a “faster than expected write” is sacrificed. In order to obtain an optimal
write termination time to enable the write detection circuit using clock based delay signal, we
extracted the energy consumption using SPICE simulation for the write distributions as de-
scribed earlier in Background Section. The energy consumption for various termination points
for 32 bits is as shown in Figure 3.5. The figure depicts that the optimal termination point
for ’AP’ switching is around 10 ns where the energy consumption is minimum. Similarly, the
optimal termination point for ’P’ switching is obtained as 4 ns.
Phase II: Write Termination
Once the end of the write operation is detected, the acknowledgement signal (out_{AP,P})
makes a transition from ’1’ to ’0’. This can be used to terminate the write operation asyn-
chronously. Therefore, the acknowledgement signal is fed back to the ACCs as input to deac-
tivate the branches, and it is also employed to cut off the power for the bit-cell, similar to the
method mentioned in [135]. Accordingly, the current flow through the bit-cell is stopped. As
this is a bit-wise termination, for each bit-cell the write operation is terminated at the optimal
point in time, which minimizes the overall current flowing through the bit-cells. This in turn,
will improve the overall memory reliability, due to reduced TDDB, as the amount of current
passing through the MTJ and the oxide barrier is minimized.
Note that the clock based delay signal [135] of the ACCs cannot be used directly to terminate
the write operation. This is because the write latency of the actual bit-cell(s) can be signif-
icantly different from the predicated delay due to variations and in particular, the stochastic
write behavior. Hence, this technique can be used only for power reduction. Furthermore, as
soon as all bit-wise write operations are terminated (i.e. for all bits the out_{P,AP} is ’0’) a
combined acknowledgement signal is generated to deactivate the WL signal. It is noteworthy
that the write latency is still determined (asynchronously) by the slowest bit-cell, however,
write circuits are disabled bit-wise, hence only necessary energy per bit-cell is used.
Write Error Detection: A major problem with write operations in STT-MRAM is their
stochastic nature, i.e. the actual time which is required to perform the write operation is non-
deterministic. Hence, even with conservative timing margins, it may happen that the write
operation is not yet finished, i.e. when the word-line is deactivated. In these situations the
acknowledgement signal (out_{P,AP}) is still ’1’, but the word-line signal is already ’0’. Hence,
with this knowledge an error signal (WE_detect) can be created according to:
WE_detect = out_{P,AP} ∧ WL.
This signal can be used by the memory controller to trigger an error correction mechanism (e.g.
retry the write operation). By this means, write errors can be detected very early (immediately
after they occurred), and very fast as well as efficient error correction mechanisms can be
invoked. As a result, this allows to reduce the overhead of sophisticated Error Detection Code
or ECC techniques.
3.2.2 Asynchronous Read Termination
To generate the read completion signal, we propose a circuit-level technique added onto the
existing read methodology. In our proposed technique, the logic values, which are complemen-
tary to each other, at the output ports of the sensing circuit are exploited dynamically when
a read operation is performed. Therefore, for each bit, the actual end of the read operation
is detected on-the-fly and the read completion signal is generated accordingly. When the read
completion signals for all bits are generated, meaning the read operation for an entire word is



























































Figure 3.6: Circuit diagram for a bit-wise read detection technique (dotted boxes are existing circuits,
shaded parts are added for our technique)
of the memory. Please note that, unlike the asynchronous write termination technique, in this
technique we perform word-wise termination instead of the bit-wise as both read ’0’ and ’1’
have similar delay values. Hence, the entire process of the asynchronous read termination can
be split into two phases, i.e. read detection and read termination, that will be explained next.
Phase I: Read Detection
For the implementation of the read circuitry in our technique, we have chosen a fast and low-
power pre-charge sense amplifier similar to the one presented in [141]. This sense amplifier, as
shown in Figure 3.6, is equipped with an equalizer to keep the potential of the two output nodes
(q1 and q2) equal. The sense amplifier consists of two branches, namely, bit-cell and reference
cell branch. In the bit-cell branch, all the bit-cells of a single column are connected, however,
out of them, only one is activated using word-line (WL) signal based on the address bits of
the memory. The reference branch consists of four MTJ cells connected in such a way that
the effective read resistance is the middle of the two possible resistance states (RAP and RP ),
i.e. (RP + RAP )/2 where RP and RAP are the resistances during ’P’ and ’AP’ magnetization
states, respectively. Similar to the bit-cell branch, several bit-cells (equal in number to those of
the bit-cell branch in a column) are connected to this reference branch in order to maintain the
same load effect on both branches. The access transistor of the reference cell is driven using
an Address Transition Detection (ATD) circuitry [142].
The chosen sense amplifier has two phases of operation:
• Pre-charge phase: The pre-charge (PC) signal is ’0’ and the equalizer circuit is ON which
keeps q1 = q2 = 1.
• Evaluation phase: The PC signal is ’1’ and the equalizer circuit is disabled. Due to
this, the potential of the two nodes q1 and q2 starts gradually to decrease. However, the
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Figure 3.7: Simulation waveform for a bit-wise read detection
potential of the node which has less resistance decreases faster than that of the other
node, which increases the potential of the other node due to back-to-back connected
inverters (see Figure 3.7). As a result, either of the two output nodes (q1 and q2) stables
at ’0’ and the other remains ’1’ (depending on the resistance state of the two branches).
Whenever these potentials are stabilized, the value is read from the bit-cell.
In the pre-charge phase, both q1 and q2 nodes have the logic value ’1’, while after the
completion of the read operation (i.e. bit-cell value successfully read) either of them is ’0’.
This behavior can be detected with an AND gate as shown in Figure 3.6. Hence, the output
of this gate is ’1’ at the beginning of a read operation (during the pre-charge phase) and ’0’
as soon as the data is read (end of the operation). Accordingly, this output signal indicates
the end of the read operation for a particular bit-cell. Since, these output nodes have low
impedance, the AND gate can be easily driven. This behavior is illustrated in the waveform as
shown in Figure 3.7. Please note that, the required AND gate is not part of the critical path,
and hence does not affect the overall read latency. Furthermore, our technique also works with
any other sense amplifier such as [141, 143, 144].
Phase II: Read Termination
As soon as the read acknowledgement signals for all bits in a row are generated, a combined
signal is generated to deactivate the word-line. This is achieved using a NOR gate as shown in
Figure 3.6. Once the word-line is deactivated, the bit-cell is isolated from the sense amplifier
and the memory is ready for the next operation.
3.3 Experimental Setup and Results
In order to evaluate the effectiveness of our proposed technique for both read and write op-
erations, we implemented the proposed technique at the circuit-level in SPICE environment.
The circuit-level analysis is then projected at the architecture-level to evaluate the effect of
the proposed technique on the energy consumption of various workloads. Please note that, we
have used an in-plane STT model for our implementation because this one is validated with
fabrication process, however, our proposed self-timed technique can also work efficiently with
perpendicular STT model.
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Size of MTJ 40 nm × 90 nm
Read current 12µA
Write critical current 51µA
3.3.1 Circuit-level Analysis
For the circuit-level implementation, we employed TSMC 65 nm general purpose SPICE models
and the MTJ model presented in [108]. The MTJ parameters used in this work are summarized
in Table 7.1. The simulations are conducted with the supply voltage of 1.2V and temperature
of 27◦C.
Since the proposed technique reduces the energy consumed after the completion of the
desired operation until the end of the clock period, its energy saving and reliability improvement
are a function of the clock period. This fact will be evaluated next, with the baseline of standard
STT-MRAM design.
Evaluation of the Read Methodology
Figure 3.8 shows the percentage of the reduction in energy and read disturb rate for the read
operation across different clock periods ranging from 1ns to 23 ns. As one can see, the energy
saving of read operation grows by increasing the clock period, which is due to the fact that
the sense amplifier requires less than 300 ps to read a single bit-cell. Consequently, the lowest
energy savings (around 30%) are obtained for aggressive clock periods, while for low clock
periods the read energy savings can even reach 92%. Similarly, the reduction in the read
disturb rate shows a saturation behavior. As the read disturb probability is time duration
dependent, the read disturb rate for our proposed technique can be reduced by more than 60%













































Figure 3.8: Read energy saving and read disturb reduction with respect to different clock periods
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Figure 3.9: Write energy saving for all possible switching cases with respect to different clock periods
Evaluation of the Write Methodology
Similar to the evaluation of the efficiency of our proposed read methodology, Figure 3.9 shows
the analysis of our proposed write approach for all possible write operations (differential and
non-differential) reflecting the mean write delay. Since a write access requires more than 1 ns,
it might require multiple clock cycles to accomplish. This results in a “zig-zag-behavior” as
shown in Figure 3.9. Whenever, the write delay is matching with a multiple of the clock
period, the word-line is deactivated right after the write operations finish. Hence, in these
cases the savings of our proposed technique are worst, since it does not allow to terminate
the write operation earlier, but adds some energy overhead due to the required circuitry. The
power consumption due to the write detection circuit for ’P’ and ’AP’ switching is 565µW
and 304µW, respectively. If all write operations have similar occurrence rates (i.e. 25%), our
proposed write scheme provides more than 70% energy saving in average. In contrast, if the
write delay is much more than a multiple of the clock period, the energy savings are much
higher, and grow with the increase in the clock period.
Area Analysis
We have estimated the area overhead of our proposed self-timed read and write technique. The
total memory area is obtained for a 2 MByte capacity using the NVSim tool [129]. The area
of additional gates, which are required for every write circuitry of our proposed technique, are
obtained from the TSMC standard cell library with appropriate drive strengths. The area of
the write detection sensor circuits is estimated based on these transistor sizes. In addition, we
included the area of a 4-bit counter and the write termination circuitry. With all this, the total
area overhead of our proposed technique is obtained as less than 0.4%.
Process Corner Analysis
In addition to the design-level analysis, we also performed a process variation analysis at circuit-
level. For that, we first extracted the delay, current and power values for a single bit-cell using
SPICE simulations for three process corners, i.e. fast, typical and slow. Please note that we have
considered process variation effects separately for the MTJ and CMOS devices, as these two are
different fabrication technologies. For the MTJ cell, we have considered ±3σ variations for the
Tunneling Magneto-Resistance and the product of Resistance and Area values. After extracting
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Figure 3.10: Write energy saving for write ’1’ and write ’0’ for various memory sizes for our proposed
write technique
the cell-level information, we fed the corresponding corner case values separately to the NVSim
tool [129] in order to obtain the energy savings at memory architecture level. The write energy
savings for our proposed technique for various memory sizes with the baseline of standard STT-
MRAM design, are shown in Figure 3.10. In this figure, the write ’1’ (’AP’→’P’) energy savings
are more compared to that of the write ’0’ (’P’→’AP’). This is because, the average switching
latency for write ’1’ is much shorter than the write ’0’ and hence, the write termination for
write ’1’ happens much earlier, which results in higher energy savings. Moreover, write ’0’
energy savings have more variations than that of the write ’1’ energy.
In a similar way, we explored the process variation effects for the self-timed read technique
as well, and we found that these variations are not that pronounced in our case. The total read
time for a single bit-cell has the best and worst case latencies of 333 ps and 345 ps, respectively.
Because of this fact, we employed a word-wise approach for the read termination as mentioned
in Section 3.2.2. Nevertheless, if process variation is more severe, a bit-wise termination can
also be chosen.
3.3.2 Comparison with state-of-the-art
To demonstrate the merits of our proposed technique, we have compared it with the existing
self-terminated write technique [24]. To do so, we implemented this technique in our simula-
tion framework. In this technique, an inverter based comparator is used as detection circuit
which is the key element of the design. For such a comparator design, one of the transistors
(either NMOS or PMOS) operates in the active region and the other one in the saturation
region resulting in high short-circuit power consumption. However, the detection circuit for
our proposed technique is implemented based on a reliable current sensing technique which is
enabled only for the required duration when it is necessary (see Section 3.2.1). Due to this
optimization for the active duration of the detection circuit, it is overall energy efficient. The
energy and detection delay values for the existing technique along with our proposed technique
are given in Table 3.2. In order to account for the stochastic effect, these values are obtained
with respect to a write period of 18 ns.
Beside comparison with existing technique, we also performed a memory architecture-level
comparison with SRAM using the NVSim tool [129]. This comparison for a 2 MByte memory
capacity for a word size of 512 Bits is summarized in Table 3.3. As shown in the table,
STT-MRAM has significant advantages over SRAM in terms of area, read latency and leakage
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Table 3.2: Comparison of our proposed self-timed technique with a self-terminated write driver tech-
nique [24] for a single bit-cell
Parameters Self-terminated Self-timed
write driver [24] technique
Write Energy [pJ] ’P’→’AP’ 3.8 1.2’AP’→’P’ 2.8 0.3
Write detection delay [ps] 246.0 198.0
Write detection using Inverter based Current sensing
comparator
Optimization to enable the
write detection circuit No Yes
Type of memory operation Write Write and read
Table 3.3: Comparison of SRAM, standard STT-MRAM and proposed self-timed read and write tech-
nique for a 2MB memory
Parameters SRAM Standard Self-timed Read-Write
STT-MRAM Technique
Area [mm2] 11.24 5.96 5.97
Read latency [ns] 1.35 1.35 1.11 (nominal)
Write latency [ns] 1.16 18.73 10.74 (nominal)
Read energy [nJ] 1.19 0.61 0.49
Write energy [nJ] 0.76 1.26 0.51
Leakage [W] 3.90 1.55 1.55
power. In contrast, SRAM is better for write latency and both read and write energies. As
mentioned earlier and also evident from the Table 3.3, our proposed self-timed technique has an
improvement in terms of both read and write energies over the standard STT-MRAM design.
Moreover, in standard STT-MRAM design, the latency values are always set according to the
worst-case, however, using our proposed technique the average latency improves as shown in
the table.
However, it has some overheads for the area (< 0.4%) and leakage power (< 0.1%) due to
the additional circuitries added to the standard design.
3.3.3 Architecture-level Analysis
In order to show the architecture-level implications of the proposed approach, we conducted an
experiment to evaluate the energy saving with respect to realistic memory accesses for different
workloads. In this regard, we investigated the energy saving for a 32MByte main memory of
Leon3 System-on-Chip (SoC) as a case study. This SoC has a minimum clock period of 1.24 ns,
hence, the main memory is implemented with the STT-MRAM model considering the read and
write operations of 6 and 19 cycles, respectively.
The HDL description of the main memory is modified to compute the read and write statis-
tics as well as the probability of having different write types (’AP’→’AP’, ’AP’→’P’, ...).
Several workloads from MiBench suite [145] are executed on the Leon3 processor and the en-
ergy savings are computed based on the operation types for their respective workloads. Table
3.4 summarizes the results for the architecture-level analysis. It is shown in the table that the
proposed approach reduces the overall energy of read and write operation for the main memory
by 66% and 89%, respectively. Also, the overall energy saving is 88% which is almost identical
to the write energy saving as the overall absolute energy consumption of the write operation
is very high compared to that of the read operation.
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Table 3.4: Energy reduction for leon3 processor for main memory for various MiBench workloads
Benchmark Cycles Write Type Occurrence [%] Read Energy SavingAP→AP AP→P P→AP P→P Occurrence Read Write Overall
stringsearch_small 500M+ 43.17% 0.43% 0.26% 1.21% 54.93% 66.11% 91.77% 90.96%
stringsearch_large 77M 40.07% 0.95% 0.95% 1.35% 56.68% 66.17% 90.40% 89.59%
basicmath_small 500M+ 18.96% 3.42% 3.49% 6.05% 68.09% 66.08% 82.95% 82.10%
bitcount_small 500M+ 45.62% 0.26% 0.29% 0.49% 53.35% 66.16% 91.82% 91.05%
crc32 6M 29.74% 0.11% 0.11% 0.29% 69.75% 65.97% 92.03% 90.52%
qsort_large 3M 30.85% 6.19% 3.83% 1.01% 58.11% 66.17% 84.33% 83.71%
Average 33.73% 1.89% 1.49% 1.73% 60.15% 66.11% 88.88% 87.99%
3.3.4 Time Dependent Dielectric Breakdown Analysis
In addition to the design analysis in terms of energy and area for our proposed techniques,
we also performed a reliability analysis considering Time Dependent Dielectric Breakdown
(TDDB). In our proposed self-timed based write scheme, the current value remains same,
however, the duration of the current flow is reduced significantly.
The bit-cell current value is obtained using SPICE simulations, and the duration of the
current flowing is considered based on the average switching delay of the bit-cell. Using the
equation for TDDB (as described in Background) and the architecture-level results for the
write type occurrence for various workloads, the average TDDB improvement is obtained as
over 90%. This is because, for a large number of non-differential writes (’AP’→’AP’ and
’P’→’P’), our proposed technique terminates the write operation right at the beginning, which
means almost no current flowing through the bit-cell. Moreover, the fast ’AP’→’P’ transitions
occur more often than the slower ’P’→’AP’ operations. Overall, with our proposed self-timed
technique, the write current flows through the bit-cell only for the required duration, hence
such a high TDDB improvement.
3.4 Conclusions
STT-MRAM is an emerging non-volatile memory technology due to its various beneficial fea-
tures such as scalability, high density, no leakage and high endurance. However, high dynamic
power is still a major concern for this memory technology. To overcome this, it is required
that all the active components are turned-off immediately after they finish their respective
operations. We proposed a self-timed bit-wise termination technique for both read and write
operations in which the operation completion is detected on-the-fly and an acknowledgement
signal is generated, with which the respective active components can be turned-off. Our re-
sults for Leon3 main memory show that the proposed technique can reduce the overall memory
energy consumption by 88%.
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4 Improving Write Performance for
STT-MRAM
In this chapter, we propose two complementary bit-wise write schemes for STT-MRAM, a
static and a dynamic technique [146]. In the static technique, the latency of the slow-write
is reduced by addressing the bit-cell asymmetry. Therefore, the bit-cell structure is modified
and an increased current is passed through the bit-cell only for the slow-write operations. The
dynamic technique reduces the write margin by further increasing the write current in a step-
wise manner until the bit-cell switching process is completed. Moreover, the write margin due
to process variation can also be reduced using our proposed dynamic technique. This chapter is
organized as follows: related work is discussed first, then our proposed static and the dynamic
write techniques are explained. Afterwards, comprehensive results are presented, followed by
the summary and conclusion of this chapter is mentioned.
4.1 Related work
The write latency of STT-MRAM can be reduced at device-level by relaxing the thermal insta-
bility factor [147] at the cost of increased retention failures [148–150]. Although this technique
reduces the write latency, it does not address the write asymmetry issue. In order to address
this issue, the technique presented in [151] balances the write delays by changing the voltage-
level of the memory word line based on the input data. By applying this technique, the effective
latency becomes the average of the two write latencies. This technique not only significantly
increases the fast-write latency, but also requires two level converters and an additional nega-
tive power supply which eventually increases the total energy. The write latency and energy
of the STT-MRAM are significantly reduced in [152], however, an additional magnetic field is
used to assist the switching process. Furthermore, an adaptive write current boosting tech-
nique is proposed in [25] that addresses the process variation induced slow bit-cells. Since the
write current is boosted for the entire column, this technique consumes high energy for the fast
switching bit-cells in that column.
In summary, a suitable solution for balancing the write latency at low cost is still missing and
requires more attention. Furthermore, none of the existing techniques has explicitly addressed
the write margin due to the stochastic write behavior, and thus none of them exploited this
important knob to improve the write latency and energy. Therefore, it is important to effectively
reduce both the write margin and the slow-write latency in order to shorten the overall write
latency.
4.2 Proposed Write Latency Reduction Technique
4.2.1 Overview
As explained earlier, the write access latency in STT-MRAM depends on the slow-write latency
considering appropriate amount of timing margins for the stochastic and process variation
effects. There are several techniques trying to optimize the write current to improve either
yield [153], reliability [134, 154], or energy efficiency [24, 133, 136]. However, there is no
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-AP to P requires 138 uA
-P to AP requires 180 uA
Balancing at delay of 3.9 ns:
P to AP switching delay
AP to P switching delay
Figure 4.2: Current versus delay, for both ’P’→’AP’ and ’AP’→’P’ switching.
work targeting the latency of slow-writes and the associated write margins through the current
optimization. Hence, we propose bit-wise static and dynamic write techniques to reduce the
total write period, as described in the flowchart shown in Figure 4.1. In the static technique,
we increase the write current for the slow-writes in such a way that the delay of the slow-
writes (’AP’ switching) becomes equal to that of the fast-writes (’P’ switching). Then both
’AP’ and ’P’ transitions are monitored per bit-cell using a switch detection scheme [24]. If the
desired switching is incomplete after a given duration of time, the write current is increased
for that bit-cell by a certain amount for a specified duration. In case that bit-cell switching is
still incomplete, the write current is further increased and these steps are repeated until the
corresponding bit-cell switching is completed.
4.2.2 Current versus delay in MTJ
In STT-MRAM, the switching delay depends on the amount of current flowing through the
MTJ cell, i.e. a larger current value leads to a shorter switching delay. The current and delay
relations for both switching types are depicted in Figure 4.2. These values are obtained using
the in-plane based MTJ device model presented in [108]. The switching delay is obtained for a
single MTJ cell by sweeping the current value. As shown, the slow switching type (’P’→’AP’)
varies significantly for a slight increase in the current. On the contrary, the delay of the fast
switching type (’AP’→’P’), decreases on a small scale even with a considerable increase in the
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Figure 4.3: Circuit diagram for the implementation of the static technique (blue transistors and gates
are added to the default design). Transistors MN3 (W=600 nm) and MP3 (W=1200 nm)
are introduced to increase the ’AP’ switching current.
current. Therefore, it is beneficial to target the slower operations for an overall reduction of
the write period.
In order to maximize the gain for both performance and energy, the ’P’→’AP’ switching
latency should closely match with that of the ’AP’→’P’ switching. Therefore, the write current
for the slow-writes can be increased to the extent that the switching delay of the slow-writes
matches with that of the fast-writes. For this configuration, almost the same latency (around
3.9 ns) can be achieved for the fast- and slow-writes using the current values of 138 uA and
180 uA, respectively.
4.2.3 Static write technique
In the static write technique, our intention is to shorten the slow-write latency by reducing
the asymmetry of the bit-cell. The MTJ based asymmetry is handled by increasing the write
current only for the slow-writes. For this purpose, our proposed write circuitry is designed in
such a way that it drives an increased current for the slow-write operations. However, due to the
voltage drop across the access transistor in the 1T1MTJ bit-cell structure, the current increase
is relatively small. Therefore, to overcome this limitation, a PMOS transistor is introduced in
the bit-cell.
The circuit diagram for the implementation of the proposed static technique is shown in
Figure 4.3. As shown in the figure, a PMOS is connected in parallel to the original NMOS
access transistor (i.e. a transmission gate structure) in order to eliminate the voltage drop
due to the NMOS transistor. These PMOS and NMOS transistors are conditionally used for
memory read and write operations. During the write operation, both transistors are ON, so
that write currents in both directions flow evenly without any degradation, whereas only the
PMOS is ON during the read operation. A low current is desirable for the read operation
[119, 155, 156] and since PMOS has lower mobility, it delivers less current. Note that, with the
proposed technique, the read and write currents can be optimized separately. The activation
conditions for these two transistors are obtained using an AND gate which has two inputs,
namely, write enable (WE) and word line (WL). WE is considered as HIGH and LOW for the
write and read operations, respectively. The WL signal is driven through the address decoder
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Figure 4.4: Waveform for the static method with balanced ’P’→’AP’ and ’AP’→’P’ switching.
of the STT-MRAM. The output of the AND gate is connected to the gate terminal of the
NMOS and WL is directly connected to the gate terminal of the PMOS. Hence, the PMOS is
always ON whenever WL is activated irrespective of the type of the memory operation. On
the other hand, the NMOS is ON only during the write operation, i.e. when WE is HIGH.
Furthermore, as illustrated in Figure 4.3, another important component of the static write
technique schematic is the write circuit. It consists of two inputs, one is input data which is
clock dependent and driven through the input latch, and the other one is the (WE) signal
which is applied through the memory ports. The output of the write circuit drives the bit-line
(BL) and the source-line (SL) terminals of a single column. These output values are always
complementary to each other during the write operations. In order to demonstrate the two write
current paths, the last pair of inverters is shown as transistor-level schematics in Figure 4.3.
These inverters drive the BL and the SL. To write a ’P’ configuration, the input data is HIGH
which makes BL and SL as HIGH and LOW, respectively. As a result, the write current flows
from BL to SL because the transistors MP1 and MN2 of the write circuit are ON while MP2
and MN1 are OFF. On the other hand, to write an ’AP’ configuration, the input data is LOW
which makes the transistors MP2 and MN1 ON, whereas MP1 and MN2 are OFF. In this case
the write current flows from SL to BL to write the ’AP’ configuration. Therefore, MP1 and
MN2 are the driving transistors to write the ’P’ configuration whereas MP2 and MN1 are the
driving transistors to write the ’AP’ configuration (slow-writes). In order to fulfill the given
objective, i.e. to pass an increased current during the slow-write operations, it is required to
strengthen the MP2 and MN1 transistors. This can be done either by up-sizing the MN1 and
MP2 transistors or by adding a PMOS and an NMOS transistors as shown in Figure 4.3 In the
actual implementation, these additional transistors can be included as layout finger and share
the same diffusion.
The waveforms for both write operations are depicted in Figure 4.4. It shows that the
magnetic switching latency of the two writes are closely matching (around 3.9 ns). Hence,
using this static technique, both the inherent torque asymmetry of the MTJ cell and access
transistor induced asymmetry are eliminated.
50
4.2 Proposed Write Latency Reduction Technique
Nominal region, 













for the same WER
Figure 4.5: Concept of dynamic write technique.
4.2.4 Dynamic write technique
The stochastic switching behavior in STT-MRAM means that the actual write period to a
bit-cell is random. Due to this behavior, the write operations for some bit-cells in a row
of the memory array (i.e. bits in a word) are already completed while for others the write
operations remain incomplete in the specified time period. These unfinished write operations
contribute to WER. To account for those bit-cells whose transitions are not completed for a
given time duration, an additional margin, that is almost as large as the average switching
delay, is required to achieve the target WER (10−9). By increasing the amount of write
current, the probability of unfinished operations drops, and hence a smaller margin is required
(see Equation 2.13). However, the write current cannot be increased too much due to energy
and reliability constraints. Therefore, we propose a dynamic write technique in which the write
current is increased in a step-wise manner only for those bit-cells whose write transition is not
completed after a specified duration. This technique is implemented for each write circuitry
(means bit-wise operation) in order to make it energy efficient.
In our proposed methodology, some parallel transistors, which are part of the write circuitry,
are activated in a step-wise manner to drive more current, while the write operation is ongoing.
The implementation is illustrated using a conceptual diagram as shown in Figure 4.5. The
shaded region in this figure represents the average switching delay, therefore it is termed as
nominal region. For the bit-cells with incomplete write operations (transitions) in the nominal
region, the current through the bit-cell is dynamically increased. This is done at every edge
of an available high frequency processor clock, which is a fraction of the write period of the
STT-MRAM. For this purpose, an acknowledgement signal is required that can detect the
completion of a write operation. This acknowledgement signal is generated through a circuit
implemented in [22] as a switching detection signal. So, the write current that pass through
the bit-cells with incomplete transitions, is increased in a step-wise manner (for every edge
of available processor clock) until an acknowledgement signal is activated, i.e. the transition
is completed. With this technique, the required write margin for the same target WER can
be reduced (see Figure 4.9 for details). Please note that, using this technique, either the write
period can be reduced for a given WER or the WER can be improved for the same write period.
In this work, we choose the former one to improve the overall latency of the STT-MRAM.
The circuit-level implementation of the proposed dynamic write technique is shown in Fig-
ure 4.6(a). Here the write circuitry is the same as the one used for the static write technique.
In order to increase the write current, several transistors are employed that are activated using
conditional circuits (’C1’ to ’Cn’) based on the following conditions:
• activated on each edge of the external clock after the nominal region.
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(a) Circuit diagram for the dynamic write. Several PMOS (W = 1200 nm) and











Connected to the 










(b) Circuit diagram of the ’C1’ component.
Figure 4.6: Circuit diagram for the implementation of the dynamic write technique.
• operated only when acknowledgement signal is not activated.
• activated for the respective write values, which is based on the direction of the current.
One of the conditional circuits, namely ’C1’, is shown in Figure 4.6(b). The other condi-
tional circuits are implemented similarly. This circuit is activated based on the aforementioned
conditions and generates four outputs, from ’C1_out1’ to ’C1_out4’. Here the direction of the
current which is obtained from BL and SL, decides whether it is an ’AP’ or ’P’ type of write
operation and the corresponding output is activated for a bit-cell. Note that the current in-
creasing steps can be independently optimized for ’P’→’AP’ and ’AP’→’P’ types of switching.
Table 4.1: Truth table for ’C1’ circuit
BL SL Q ack_signal c1_out1 c1_out2 c1_out3 c1_out4
X X X 1 1 0 1 0
1 0 1 0 1 0 1 0
0 1 1 0 1 0 1 0
0 1 0 0 0 0 1 1
1 0 0 0 1 1 0 0
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We considered the acknowledgement as an active HIGH signal, meaning that this circuit will
not activate any of the outputs if the acknowledgement signal is HIGH. Furthermore, to make
it clock dependent, a D-Latch is used. The functionality of the implementation for the circuit
’C1’ is explained using Table 4.1. The positive-level latches are used for the conditional circuit
’C1’ and ’C3’, while negative-level latches for ’C2’ and ’C4’. Please note that, initially these
latches are reset and then activated when the majority of write operations has been completed
(after the nominal region).
Evaluation of the number of steps: Finding an optimal number of necessary boosting
steps is challenging. The reason is that the distribution of the switching latency alters with
the change in the current value, and it is not trivial to find the total write period for the target
WER value in such a case. Therefore, to deal with this scenario, we obtain the switching
delay based on the accumulated charge transferred. This is because the charge is ultimately
responsible for the bit-cell switching. In general, the charge is computed as:
Q = I × t (4.1)
where I is the current and t is the duration of the current flow. The accumulation effect of the
step-wise increase in the current value is obtained by adding the charge values for each boosting
stage. The terminating point is the point where the accumulated charge is equivalent to the
charge required for a WER of 10−9. In this regard, the only thing that need to be determined
are the number of steps required, the duration of the steps and the increase of the current value
in each step. As mentioned previously, the duration of steps are clock frequency dependent,
and thus the only available knobs are the number of boosting steps and the current value in
each step. Note that the durations of all steps are the same except for the last one, because it












































































Figure 4.7: Step-wise current increase for different suitable delays
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Figure 4.8: Energy consumption for various delays of different equidistant step sizes
can be formulated using Equation (4.1) as:










where Ibase is the initial current value, Imax is the maximum current value, Qbase is the charge
transferred during initial period (for nominal switching) and tsi is the duration of the ith step.
Following this optimization methodology we obtained the boosting patterns depicted in
Figure 4.7 for a clock period of 500 ps and a maximum current of 230µA. As it can be seen,
for all evaluated values of ’N’, the total write period is almost the same. This is due to the
fact that the delay sensitivity on the current is rather small, when the write current is larger
than 180µA. Therefore, we choose the solution with the lowest energy consumption. The
energy consumption is computed for each step of current increase for the given duration of
the time, as illustrated in Figure 4.8. This figure shows that the lowest energy consumption is
achieved for ’N=3’ (with ts = 0.5 ns) and ’N=2’ (with ts = 1.0 ns). Thus, we select ’N=2’ for
our implementation as it requires a simpler boosting circuitry compared to ’N=3’.
4.2.5 Discussion
In the static write technique, the two switching delays are balanced with the ’AP’ current value
of 180 uA, for a particular experimental setup. For that we have increased the width of the
existing access transistor (from 470 nm to 600 nm) in addition to the introduction of the PMOS
transistor (size of 600 nm). For the dynamic write technique, the size of both access transistors
are adjusted (as 770 nm) to be able to deliver the final current value that is 230µA. Please note
that the sizing of the transistors will change, if perpendicular STT is used instead of in-plane
STT, but the overall methodology remains the same. Furthermore, such an increase in access
transistor sizes and the introduction of several other devices result in an increase in the leakage
power in the write circuit (by 3.36 nW per write circuit). This leakage overhead is negligible
compared to the total leakage power of the memory (193mW for 512KByte capacity). Please
note that in STT-MRAM, only periphery circuits contribute to the leakage power.
4.3 Experimental Setup and Results
To evaluate the effectiveness of our proposed techniques, we analyzed the circuit-level imple-
mentation first and then projected the obtained results to an architecture-level evaluation.
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Size of MTJ 40 nm × 90 nm
Write critical current 51µA
4.3.1 Circuit-Level Analysis
We performed the circuit-level simulation using SPICE by employing the STT model presented
in [108] and TSMC 65nm general purpose SPICE models for the CMOS implementation.
Simulations are operated with a supply voltage of 1.2V and a temperature of 27◦C. The MTJ
parameters used in this work are summarized in Table 7.1. Please note that our proposed
techniques are generic, which can be applicable to any MTJ model.
In order to demonstrate the efficiency of our proposed technique, we simulated our circuit-
level implementation at various process corners. The process variation effect is separately
considered for CMOS and MTJ devices as these two are different fabrication technologies.
For MTJ, ±3σ variations for the Tunneling Magneto-Resistance (TMR) and the product of
resistance and area (RA) were considered. Depending upon these variation effects, the current
values for fast, typical and slow CMOS process corner cases were extracted. Based on these
values, the required write period for WER=10−9 was obtained using Equation (2.13). The
total time period with the segregation in terms of average delay and the necessary margin for
different corner cases are shown in Figure 4.9. It is revealed from the figure that the required
write margin is considerable, up to 100% of the switching delay.
Furthermore, to study the memory architecture-level impacts, we feed the aforementioned
cell-level information into NVSim tool [129]. Using NVSim, we extracted the results for various
memory capacities. The results for the overall write energy and latency considering process
variation are shown in Figure 4.10(a) and Figure 4.10(b), respectively. In this figure, the write
latencies were directly obtained from NVSim based on various write periods specified in Fig-
ure 4.9. The energy is obtained by considering the worst-case timing scenario and variation in
current due to different process corners. This is reasonable, as in a real design, the timing con-





















Figure 4.9: Write period considering process variation effect for the standard, static and dynamic tech-
niques
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Figure 4.10: Results of proposed technique with respect to various memory sizes for different process
corners
circuits to generate acknowledgement signals is also considered. It is revealed from the figure
that the static technique has a low write latency and energy, in comparison to the standard
technique. These gains for both latency and energy are further increased with the proposed
dynamic technique which is implemented on the top of the static technique. Please note that
for the dynamic technique, we considered the complete timing window that is required for the
step-wise current increase in order to cover the worst possible scenarios. However, in reality,
some of the write operations finish earlier and in that case, the overall energy consumption
would be less.
In addition to the timing and energy evaluations, we also calculated the area overhead. To
estimate the area, we considered the memory architecture as shown in Figure 4.11(a). Here the
bit-array is partitioned into several blocks, each of which has a dedicated periphery circuitry.
Using NVSim, we obtained the ratio of the bit-array to the total area (23% for 512KByte).
Moreover, the bit-cell layout is drawn based on the 65 nm TSMC technology rules as shown
in Figure 4.11(b). The layout comparison of a single bit-cell for our proposed technique with
the standard 1T1MTJ layout shows a 74% increase in the bit-cell layout area. The addition
of the PMOS transistor increases the height of the memory array (row decoder block) and the
width remains unchanged (see Figure 4.11(a)). With that, the overall area overhead for static
and dynamic technique is around 17% and 20% for a 512KByte memory, respectively.
The area overhead of both static and dynamic techniques, after including other additional
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Figure 4.11: Memory architecture for the proposed write techniques
circuits, for various memory sizes are shown in Figure 4.10(c). The area overhead of the
dynamic technique also includes the area occupied by the additional circuits to generate the
acknowledgement signals. According to the figure, for lower memory capacities, the area of the
periphery circuits is dominating, and thus the overhead of our proposed techniques is smaller.
However, with the increase in the memory capacity, the area overhead increases as well, because
the bit-array area becomes more dominant. Nevertheless, the total area is far less than that of
the SRAM (see Section 4.3.2).
In summary, with the proposed dynamic technique, the latency and the energy are reduced
by 71% and 43% for a single bit-cell, respectively. The static technique has a gain in timing
and energy of around 55% and 27%, respectively. Besides these gains, the static and dynamic
techniques also impose an area overhead of less than 19% and 22% for a 2MByte memory,
respectively.
4.3.2 Comparison with state-of-the-art
In order to demonstrate the benefits of our techniques, they are compared to the column
boosting technique [25], as illustrated in Table 4.3. For this purpose, we implemented this
technique in our simulation framework. As shown in the table, the energy consumption for the
column boosting technique for the bit-cell with the current boosting are around 781 fJ and 623 fJ
for ’P’→’AP’ and ’AP’→’P’ switching, respectively. The energy value for the bit-cell with the
current boosting was obtained by increasing the current to the level that the worst case process
corner latency became equal to that of the typical process corner. However, the write current
increases unnecessarily for the other bit-cells in the same column which are already fast. The
energy consumption for such bit-cells (which have nominal switching latency) are increased
by approximately 48% and 33% for ’P’→’AP’ and ’AP’→’P’ switching, respectively. Note
that the total write period of the entire word for this technique remains the same. Moreover,
the column boosting technique is a column-wise static technique which is applicable during
the production test requiring a fuse based memory block organization. On the other hand,
both our proposed static and dynamic techniques are bit-wise and applicable during the design
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Table 4.3: Comparison of column boosting technique [25], proposed static and dynamic write techniques
for a single bit-cell.
Parameters Column boosting Static Static + Dynamic
technique [25] technique technique
Write period [ns] 18.0 8.0 5.2
Energy ’P’→’AP’ 781.1† and 1155.9‡ 436.2 396.3
[fJ] ’AP’→’P’ 623.1† and 828.6‡ 456.0 357.4
Technique Column-wise static Bit-wise static Bit-wise dynamic
Margin Addressed Process variation Asymmetricity Process variation
+ Asymmetricity
+ Stochastic
Applicable during Test phase Design phase Design phase
†: worst process corner case bit-cell with current boosting
‡: typical process corner case bit-cell with current boosting
Table 4.4: Comparison of SRAM, standard STT-MRAM and proposed write technique for a 512KByte
cache
Parameters SRAM Standard Static + Dynamic
STT-MRAM write technique
Area [mm2] 2.7 1.31 1.57
Read latency [ns] 1.2 1.4 1.4
Write latency [ns] 1.2 19.0 6.9
Read energy [pJ] 574.5 79.0 79.0
Write energy [pJ] 162.3 1046.0 849.0
Leakage [mW] 966.5 193.0 193.2
phase. This indicates, our proposed techniques have a finer granularity, which result into the
better write period and energy efficiency. On the contrary to the column boosting technique
that addressed only process variation, our proposed dynamic technique additionally targets the
asymmetry and stochasticity.
Furthermore, we also compared our proposed dynamic technique to SRAM for a 512KByte
cache. The comparison results for SRAM, standard STT-MRAM and our proposed techniques
are shown in Table 4.4. These results are extracted using NVSim tool [129] for a 65 nm tech-
nology node with the typical process corner values. As shown in the table, the total area of
our proposed technique is slightly higher than the standard STT-MRAM, but it is far less than
that of the SRAM. Moreover, both standard STT-MRAM and proposed write technique have
considerably low leakage compared to the SRAM as illustrated in the table. Note that, as men-
tioned earlier, read can be optimized independently to the write operation. Hence, we assumed
the same read latency and energy for the proposed technique as the standard STT-MRAM
design.
4.3.3 Reliability Analysis
In addition to the analysis of timing, energy and area of proposed techniques, we also performed
a reliability analysis considering TDDB. The time to breakdown is very sensitive to the current
flowing through the bit-cell [113, 157]. Hence, it is important to study TDDB for our proposed
techniques as they rely on increased write current through the MTJ cell. To analyze the impact
on TDDB, we used the model that is proposed in [114], in which this phenomenon is modeled
similar to the gate dielectric breakdown in MOSFET, given as:
Whard_breakdown = βln t− βln α (4.3)
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Table 4.5: Energy reduction (%) and access latencies using our proposed technique (unit: J)
L1=SRAM/L2=STT-MRAM
Technique Baseline Static Static+Dynamic
Latencies (L1/L2) 1cycle/19cycles 1cycle/9cycles 1cycle/7cycles
Bzip2 2.45 2.41 (2%) 2.40 (2%)
Equake 2.75 2.46 (10%) 2.43 (12%)
Gzip 1.83 1.76 (4%) 1.75 (4%)
Twolf 1.50 1.25 (16%) 1.23 (18%)
VPR 3.35 3.09 (8%) 3.06 (9%)
MCF 1.97 1.71 (13%) 1.69 (14%)
Average Reduction 9% 10%
where α and β are current-dependent parameters, and t is the duration of the current flow, i.e.
proportional to the write period. The analysis reveals that we are able to reduce the TDDB
effect by 17% and 23% with static and dynamic write techniques, respectively. This means
that, although the write current is increased, but the reduction of the write period is more
significant, and the overall impact is the TDDB improvement.
4.3.4 Architecture-Level Analysis
Beside the circuit-level evaluation we also performed an architecture-level analysis to obtain
the influence on energy and possibly performance of an entire microprocessor. For this purpose,
we employed gem5 [158] to model an embedded, in-order single-core processor with two levels
of cache running at 1GHz. The L1-Cache is split into a Data-cache and an Instruction-Cache,
each of which is 32KByte large. Our proposed technique is used only for L2-Cache, which
has a size of 512KByte, while the L1-Caches are implemented with SRAM. The corresponding
access-latencies and the per-access energies were extracted with the circuit-level platform using
NVSim [129]. To evaluate our techniques, we run the first 5 billion instructions of six SPEC2000
benchmarks on this system. Please note that, to reduce the overall costs of the embedded
processor, the caches use a single access latency, i.e. a read access takes as much time as a
write access. Our proposed technique has a significant improvement on the cache latencies,
and thus overall system performance improves by 11%. As shown in Table 4.5, our proposed
technique also improves the energy reduction by 9% and 10% on average for the static and
dynamic technique, respectively. Since the performance improvement can be used to power
down the entire microprocessor more often, it also leads to significant power savings of around
11% for the entire microprocessor.
4.4 Conclusions
STT-MRAM is a promising memory technology because of its beneficial features such as non-
volatility, high density, scalability, high endurance and CMOS compatibility. However, the long
write latency and high write energy are still major drawbacks for this memory technology. We
proposed two complementary circuit-level techniques to reduce the overall write period. The
first one is a static technique in which the write current is increased only for the ’AP’ configu-
ration which is the limiting factor. The second one is a dynamic technique to reduce the timing
margin required to deal with the stochastic write behavior in STT-MRAM. Therefore, the write
current is increased in a step-wise manner only for the bit-cells whose write operations are not
completed within a given duration. With our proposed techniques, we obtained equal switch-
ing latencies for both types of transitions (3.9 ns) and we can reduce the overall write latency
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by 71%. Applying our proposed techniques to L2-cache (512KByte) of a high-performance
microprocessor improves its performance by 11%, while its energy is reduced by 10%.
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Architecture
In this chapter, we have utilized a fact about Magnetic Tunnel Junction of Spin Orbit Torque
(SOT-MTJ) that it can inherently perform simultaneous read and write operations. In an
SOT device, since read and write currents have isolated paths, both can flow at the same time
through the same bit-cell without affecting each other functionality. In this way, the read-
write contention can be resolved at the bit-cell level. We exploit this feature of SOT-MTJ
to design a unique multi-port memory architecture in which we have modified the standard
SOT bit-cell structure [159]. Overall, the simultaneous read and write feature of the SOT
simplifies the multi-port design. Additionally, two low-power schemes, namely, Unnecessary
Write Termination and Unnecessary Write Avoidance, are introduced on the top of our proposed
multi-port memory architecture for further energy improvements. This chapter is organized
as follows: related work is mentioned first and the implementation of our proposed multi-
port architecture is described next. Afterwards, the comprehensive results for our proposed
technique is explained, followed by the summary and conclusion is mentioned in the end of this
chapter.
5.1 Related work
Recently, a dual port bit-cell architecture using an SOT is proposed in [160]. However, the
sneaky current path during operational mode is overlooked in this architecture, which can
easily result in read and write failures. Additionally, in this architecture, a level converter
is also required for each write circuitry that significantly contributes to the total area and
energy. Another dual-port bit-cell architecture is proposed in [161], and a multi-level cell based
structure for a Graphic Processor Unit architecture is proposed in [162]. Nevertheless, both
use STT memory technology that has a high switching latency and energy, due to which the
overall multi-port design becomes slow and energy inefficient. Therefore, a reliable low-cost
multi-port architecture which has latency and energy efficiency, is still missing.
5.2 Multi-port memory using SOT-MTJ
The device structure of SOT-MTJ can support simultaneous read and write operations with
a negligible influence on each other. With this attribute, the read and write contention of
multi-port memories can be inherently resolved at the bit-cell level and delivers a dual-port
characteristic. In this section, first we explain the overview of the SOT based multi-port
memory and the concept of simultaneous read-write, followed by the bit-cell architecture and
the corresponding array organization. At the end, memory port enhancements and redundant
write avoidance techniques for our proposed multi-port design are discussed.
5.2.1 Overview of multi-port memories
Multi-port memories are extensively used as shared bit-cell array for microprocessor as it can
provide data access parallelism to enhance the overall performance. A block diagram of a
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Figure 5.1: Block diagram of 1R1W multi-port memory using SOT bit-cell.
typical two-port memory (1R1W: one read and one write) using SOT bit-cell, is shown in
Figure 5.1. It consists of two decoders to facilitate the two different addresses to access the
bit-cell array and read-write periphery circuitry to perform necessary memory operations, as
shown in the figure. Here read-write circuits are the same as the ones employed for the standard
SOT-MRAM design. In general, our proposed multi-port design is implemented on the top of
the single-port SOT-MRAM with the modification of just additional accessibility to the bit-cell.
This is done since the bit-cell inherently provides the characteristics for simultaneous read and
write operations, which simplifies the overall multi-port memory architecture design. In order
to utilize this feature and to enhance the bit-cell accessibility, the bit-cell architecture has to
be altered, which is explained in next subsection. Please note that the proposed architecture
is demonstrated for 1R1W memory port, however, the number of ports can be easily extended
by adding access lines and introducing corresponding bitlines in the design.
5.2.2 Simultaneous read-write concept
In standard single-port SOT-MRAM, the read current flows from the read terminal to any one of
the write terminals through the oxide layer. In reality, this read current can pass through either
of the two write terminals due to the symmetric structure of the SOT-MTJ cell. We exploit
this fact about the SOT-MTJ cell, in which the read current is directed to follow the write
current path in the case of simultaneous read-write operations as described in Figure 5.2(a). In
other words, the conventional write current always flows from a high potential terminal to the
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(b) Read and write access
Figure 5.2: Demonstration of simultaneous read and write concept on SOT-MTJ.
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Figure 5.3: Modified bit-cell architecture
passing through the oxide layer. In addition, as illustrated in Figure 5.2(b), the read access
is significantly faster than (around 5X in our setup) the write access. Therefore, always old
data can be read without any conflicts in the case of simultaneous read-write operations on the
same bit-cell.
5.2.3 Bit-cell architecture modification
As mentioned earlier, due to symmetric structure of the SOT device, a read current can flow
through either of the write terminals. However, in the present bit-cell structure, there is a
dissimilarity in the two read current paths. One of the paths has an additional NMOS transistor
(write access transistor) in the bit-cell, whereas the other path has no such transistor. Because
of this, a disproportionate amount of read current flows, which can disturb the distinguishability
of the two read values. This is due to the reason that the bit-cell read current value has to
be compared with a reference current value which is always fixed. To avoid such scenario and
to develop a symmetric read current path for better readability, we introduce an additional
NMOS transistor to the other write terminal as well (connecting to the sourceline as shown in
Figure 5.3). The new bit-cell architecture also serves an additional purpose that it eliminates
the asymmetry in the write currents which is essentially because of the potential degradation
due to the existing single NOMS transistor [154]. The addition of another NMOS transistor
balances the write current, which in turn balances the write latency. This extra access transistor
is activated when either (or both) read or write word line is activated. In other words, this
transistor is required to be on for both read and write memory operations. Therefore, we ORed
the read and write word lines, and the gate of the newly added access transistor is connected
to the resulting output. The bit-cell operations with respect to their access transistors are
illustrated in the table shown in Figure 5.3. The functionality of this bit-cell architecture is
further explained next.
5.2.4 Array organization
In this section, the functionality of memory operations in term of memory array organization
is explained. All the four possible scenarios for the proposed multi-port memory array accesses
are described below:
When only write is performed
For the write operation, a bi-directional current path is established using write circuitry as
illustrated in Figure 5.1. The two directions of the write current are decided based on the input
data value. With the modified bit-cell architecture, the directions of the current for writing
respective values are demonstrated in Figure 5.4(a). Here, we have shown the final inverters in
order to illustrate the complete current source and sink paths through the bit-cell. These two
inverters are the part of the write block that drives the source and write lines. During the write
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(d) Write and read current path for simul-
taneous read and write on different bit-cells.
Figure 5.4: Demonstration of write and read current flow path for write only, read only and simultaneous
read-write on the same cell.
operation, these two inverters have always opposite output values. In order to establish the
complete current path, the two access transistors, which are connected to the write terminals,
are always on during the write operation. Note that the access transistors connected to the
read terminal should be off when only write operation is performed, to avoid any sneaky current
path.
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When only read is performed
For read only operations, the write access is disabled by setting write enable signal to ’0’.
Therefore, both inputs of the inverters of the write block become ’1’, which make source-line
and write-line ’0’. Since, only the read operation is performed, access transistor ’N3’ and
’N2’ are on. Therefore, a read current path is established as illustrated in Figure 5.4(b). In
our implementation, we have employed a pre-charge based sense amplifier (SA). In this SA
architecture, one end of the MTJ is connected to the amplifier component and the other end is
connected to ground, so that an appropriate read current, which is evoked using SA, can flow
through the MTJ device.
Simultaneous read and write on the same bit-cell
When both read and write operations are performed on the same cell, all three access transistors
(namely, ’N1’, ’N2’ and ’N3’) of the bit-cells are on. In such scenarios, the write current behaves
same as illustrated in Figure 5.4(a). However, the read current path has to be altered based on
the write current flow directions, as shown in Figure 5.4(c). In other words, the read current
always follows the write current path after passing through the oxide layer of the MTJ cell. For
instance, if write ’1’ is performed, the read current flows through the transistor ’N2’. Otherwise,
it flows through the transistor ’N1’ in the case of write ’0’. Please note that, the sneaky write
current path cannot be established in such scenarios because either source line or write line
has to be at the ’0’ potential and the potential developed at the read terminal is always more
than that. In addition, the metal electrode of the SOT device, through which the write current
flows, is made up of tantalum bearing very low resistance compared to the resistance value of
the MTJ device itself. Hence, the resistance value of metal electrode has negligible impact on
the overall read current and readability.
In SOT-MRAM, in general, the read operation is performed much faster than write, which
means there is a significant delay margin (of around 5X in our implementation) between the
read and write latencies. Therefore, during simultaneous read and write operations on the
same value, the previous value in the bit-cell is always read first, before writing a new value
into the bit-cell. Furthermore, the margin between read and write latency is significant enough
to maintain the impact of process variation. i.e. to gurantee that read always finishes before
write. In case, if there is any overlap between the slow read and fast write due to extreme
influence of the process variation, the read and write circuitries can be easily tuned to make
them fast and slow, respectively. Since read and write latencies are inversely proportional to
their respective current values, increasing read current and decreasing write current can make
read and write circuitries fast and slow, respectively.
Simultaneous read and write on different bit-cell
In this case, simultaneous read and write operations are performed on different bit-cells, nev-
ertheless they share common bitlines in the same column. Bit-cells with the two independent
read and write operations on the same column are illustrated in Figure 5.4(d). Similar to the
read-only and write-only operations, the access transistors ’N2’ and ’N3’ are on for the bit-cell
where read is performed. On the other hand, access transistors ’N1’ and ’N2’ are on for the
bit-cell where write is performed. Therefore, the read current flows through the oxide layer of
the MTJ cell whose value needs to read and follows the same current path as the write current
of the MTJ on which the write operation is performed. The read current path with respect to
the two write current path cases are shown in the figure.
65
5 Low-Power Multi-port Memory Architecture
5.2.5 Memory ports enhancement
In general, communication applications require multiple read-write ports in order to obtain high
throughput in a processor. In this paper, our focus is 1R1W multi-port memory architecture,
nevertheless extra read-write ports can be easily added to our implementation just by expanding
the bit-cell accessibility and increasing corresponding read, source and write lines. Similar to
the conventional multi-port architecture, multiple read through the same bit-cell are possible.
Moreover, read and write operations on the same cell (r-w contention) can be addressed in
a similar way as explained previously. Furthermore, with the addition of ports, the read
currents from different ports can follow the write current in the similar way as described earlier.
Otherwise, when no write operation is performed, there has to be a dedicated source-line access
through which potential ’0’ can be provided. On the other hand, write-write contention can
be resolved based on prioritizing the signals similar to the conventional methods.
5.2.6 Avoiding redundant writes
An SOT storing device requires a constant current value (around 130 uA in our implementation
setup) to switch its magnetization, resulting in significant write access energy consumption. For
an energy efficient design, we need to make sure that this architecture consumes energy only
when it is necessary. Therefore, in our implementation, we have classified the write operation
for each bit into the necessary and unnecessary categories, which are defined as:
• Unnecessary operations: When the value to be written in the bit-cell is already stored.
In this case, the magnetic switching in SOT device does not happen.
• Necessary operations: When the value to be written in the bit-cell is different from the
stored one. In this case, the magnetic switching in the SOT device actually happens.
To distinguish between the necessary and unnecessary operations, it is required to know the
content of the bit-cell in which the write operation has to be performed. To do so, a read has
to be performed prior every write and the write operation is performed after comparing it with
the value to be written, similar to the one proposed in [133]. Unlike this technique, we require
a dedicated sense amplifier and read-line in our design implementation. In this paper, we term
this scheme as an Unnecessary Write Avoidance (UWA). With the UWA scheme, considerable
energy is saved, nevertheless there is a timing penalty as the circuit delays of the read and
comparator are added to the write latency. This timing penalty can be completely eliminated
if the read and write operations are performed concurrently (similar to the one explained in
the Section 5.2.4), which we term as an Unnecessary Write Termination (UWT) scheme.
5.3 Experimental Results
We have performed a detailed circuit-level analysis for our proposed simultaneous read-write
multi-port memory architecture. In this section, we first explain the simulation setup, followed
by the bit-cell analysis in which the design behavior of our proposed multi-port memory with
respect to the standard single-port bit-cell design is illustrated. At the end, a multi-port
memory architecture-level analysis is presented to demonstrate a comprehensive comparison of
our proposed design with the conventional CMOS-based multi-port design.
5.3.1 Simulation setup
For the circuit-level implementation, we employed the SOT based MTJ model proposed in
[163]. The MTJ parameters used for our work are depicted in Table 7.1. We used TSMC 65nm
66
5.3 Experimental Results
Table 5.1: SOT-MTJ parameters
Parameters Value
Damping factor 0.5
Bias magnetic field [164] 0.1 T
Saturation Magnetization 1.1 × 106 A/m
Metal Electrode [165] 100 nm × 50 nm × 2.5 nm
Critical current 59 uA
’AP’/’P’ resistance 10KΩ/5KΩ
general purpose SPICE model for the simulation of CMOS components. Simulations were
performed using Cadence Spectre tool with a power supply voltage of 1.2V and temperature
of 27◦C.
5.3.2 Bit-cell analysis
To demonstrate the efficiency of our proposed multi-port memory architecture, we performed
a bit-cell analysis using SPICE simulations. In this analysis, we have compared the behavior
of the standard single-port SOT-MRAM design versus our proposed multi-port design. For
the standard single-port design, we considered 2T1MTJ (two access transistor and one MTJ
cell) type of bit-cell design. On the other hand, the modified 3T1MTJ (3 access transistor
and 1 MTJ) type bit-cell, as described in Section 5.2.3, was used for our proposed multi-port
design. Note that, similar read and write circuitries were used for both of these designs. For
the proposed multi-port design, the circuit-level analysis was performed in two phases: (1)
Independent operation, i.e, when only one operation (either read or write) is performed. (2)
Simultaneous operation, i.e., when both read-write operations are performed at the same time.
The results for the independent and simultaneous operations for our proposed multi-port
design along with the standard single-port design are summarize in Table 5.2. As shown in the
table, the read latency and energy of our proposed independent operation are slightly increased
compared to the standard single-port design. This is due to the addition of an extra NMOS
transistor in the bit-cell of the proposed multi-port design. Note that, we have used pre-charged
based sense amplifier in which only a peak of current is generated (due to a short-circuit) during
a read evaluation. On the other hand, the read latency of our proposed multi-port simultaneous
operations is considerably higher compared to both standard single-port and proposed multi-
port independent read operations. The reason for the same is that the write current which is
relatively very high compared to the read current, slows the read process. Furthermore, the
write latency and energy are same for all three cases because the addition of a low read current
for a very short duration has almost no impact on a high write current value. Please note that,
the read and write latencies are inversely proportional to their respective current values, which
means, an increase in the current value can be used for the latency reduction for both read and
Table 5.2: Proposed simultaneous read-write 3T1MTJ design versus standard single-port 2T1MTJ de-
sign
Standard Proposed 3T1MTJ
Design parameters single-port 2T1MTJ Independent operation Simultaneous operation
Read Latency (ps) 28 30 46
Energy (fJ) 0.26 0.34 31.44
Write Latency (ps) 266 266 266
Energy (fJ) 31.23 31.43 31.44
# Cycle requires for
a read and a write operation Two One
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Table 5.3: Comparison of conventional CMOS based 32X32 1R1W multi-port memory with our pro-
posed simultaneous read-write architecture
CMOS Proposed Proposed multi-port Proposed multi-port
1R1W 1R1W design with design with
Parameters multi-port multi-port Unnecessary Write Termination Unnecessary Write Avoidance
design design Nec. writes Unnec. writes Nec. writes Unnec. writes
Read Lat. (ps) 263 253 253 253 253 253
Write Lat. (ps) 241 431 431 431 539 539
Read En. (pJ) 1.3 1.1 1.1 1.1 1.1 1.1
Write En. (pJ) 1.3 2.5 2.6 1.8 2.6 0.8
Leakage (mW) 19.5 8.5 9.8 9.8 9.8 9.8
write operations. In our implementation, both read and write latencies are optimized for the
minimum energy consumption, however, these latencies can be further improved by passing
higher current, at the cost of more energy.
5.3.3 Multi-port memory architecture-level analysis
We have developed a 32 × 32 1R1W multi-port memory for our proposed architecture together
with the two proposed avoiding unnecessary write schemes presented in Section 5.2.6. Moreover,
we also implemented conventional CMOS-based multi-port memory with a single-ended read
and a double-ended write architecture for the same configuration. The results for the latency
and energy comparisons are presented in Table 5.3. In this table, the results for Unnecessary
Write Termination (UWT) and Unnecessary Write Avoidance (UWA) schemes are illustrated
for both necessary and unnecessary write operations.
The read latency and energy in our proposed multi-port design are smaller compared to the
conventional CMOS design. This is because, in our implementation, we employed pre-charged
based SA which is fast and energy efficient. On the other hand, the write latency and energy
is relatively high in our proposed multi-port design. This is due to the fact that the SOT
device requires a constant current value (around 130 uA in our setup) for a specified duration
to switch its magnetization. The switching latency, as mentioned earlier, can be improved with
the increase in the write current value. Moreover, the energy efficiency can be significantly
improved in the case of unnecessary writes using avoiding unnecessary write schemes with our
proposed multi-port design. For instance, compared to proposed multi-port design, the energy
in UWT and UWA can be saved for unnecessary writes by around 28% and 68%, respectively.
The reason of such a high energy saving for UWA scheme is that the write operation is not
performed at all for the case of unnecessary writes. In that case, the energy is only consumed
by a read and comparator circuitry during the write operation. Nevertheless, there is a timing
penalty of 25% compared to our proposed multi-port design. Whereas, for UWT scheme,
the write operation is performed along with the read and the comparison. Hence, for UWT
scheme, there is no timing penalty, but the energy saving is less compared to that of UWA. In
general, more than 75% of the write operations are the unnecessary writes [132, 135]. Since
our proposed multi-port design with UWT and UWA are bit-wise technique, the overall energy
savings for these approaches can be significantly high at the application-level. Moreover, our
proposed architecture is very effective for the leakage reduction because its bit-cell has zero-
leakage unlike CMOS design. In our proposed design, the leakage is only contributed by the
periphery circuitries such as decoder, read-write circuitry, drivers, etc. Moreover, for the write
avoidance schemes, leakage energy is more because of the additional read and comparator
circuitry.





































































Figure 5.5: Word-line and bitlines metal tracks for 1R1W bit-cells of proposed multi-port bit-cell ar-
chitecture.
ture requires three vertical and three horizontal metal lines and the integration of UWT and/or
UWA schemes adds one extra vertical metal line as illustrated in Figure 5.5. The SOT-MTJ
cell, which is small in size, is fabricated in different technology layer and its bit-cell comprises
of at most four NMOS transistors for 1R1W multi-port design. Hence, the overall SOT based
bit-cell is small in area, and the metal pitch of the metal lines for both rows and columns de-
cide the total array area. We estimated the area of a 32 × 32 1R1W multi-port memory using
TSMC standard cell library layouts for appropriate sizes. With the addition of write avoidance
scheme, due to an extra read and a comparator circuitry, the overall area is increased by 12.7%
compared to our proposed multi-port design.
In summary, our proposed SOT based multi-port memory design has less read latency
and energy, and also provide significant leakage reduction. Moreover, the integration of UWT
and/or UWA makes the design more energy efficient, especially for applications where switching
activity is relatively low.
5.4 Conclusions
Spin Orbit Torque is an emerging non-volatile magnetic memory technology which has several
advantageous features such as scalability, low area, high endurance, no leakage and immunity
to soft-errors. In addition, this device has a capability to perform simultaneous read and
write operations on the same cell without affecting each other functionality. In this paper,
we propose a novel multi-port memory architecture by exploiting the simultaneous read-write
attribute along with its other benefits. We demonstrated the functionality of 1R1W multi-
port design architecture in all possible scenarios. Experimental results show that our proposed
multi-port design is highly beneficial for read operations and leakage reduction. Furthermore,
addition of avoiding redundant write schemes can increase its energy efficiency up to 68%.
69

6 Non-Volatile Non-Shadow Flip-Flop
Architecture
In this chapter, we propose a novel Non-Volatile Non-Shadow flip-flop (NVNS-FF), in which
Magnetic Tunnel Junction (MTJ) cells are employed as active components for the storing/latching
operations [166]. In our unique NVNS-FF design, the write process to the NV component is
initiated at the same time when the input latched value is transferred to the output ports.
The read value from the NV component is transferred to the output at the very next clock
transition. In this way, the MTJ switching delay does not contribute to the critical path delay,
and it is also effective for both short and long power-down periods. For better power saving and
improved endurance, we utilize a redundant write avoidance scheme, due to which the energy
efficiency in the active mode is increased to the level of conventional CMOS-based flip-flops.
For the MTJ cells, we have chosen the Spin Orbit Torque (SOT) technology instead of the
traditional Spin Transfer Torque, as it offers shorter switching delays at lower currents. In
this chapter, the related work is discussed first, and then, the proposed flip-flop architecture
is explained next, followed by the simulation results. In the end of the chapter, the summary
and conclusion is mentioned.
6.1 Related work
The shrinking of device geometry and high performance requirements lead to a substantial
increase in leakage current. The best way to reduce leakage current is to cut-off the power
supply for certain logic blocks which are idle, is known as power gating. In this regard, solutions
are classified into two categories: 1) volatile solutions that always require power supply for data
retention, 2) MTJ based non-volatile solutions.
To perform power gating operations reliably and to speed-up the wake-up sequences, a
State Retention Power Gating (SRPG) flip-flop can be employed [167]. In SRPG based design
blocks, the master latch along with combinational logic can be power gated. However, the slave
latch always require a power supply to retain the data. This, not only raises the static power
consumptions, but also increases the overall area and design complexity. Another well-known
technique named Save and Restore Power Gating (SaRPG) [168], is applied when idle periods
are very long. In this technique, the flip-flop content is stored in a memory array during power-
down. During the wake-up, the block is powered-up with a reset condition and the previous
state is restored from the memory array. Although with this approach, the power can be
completely turned-off, it incurs huge latency and area costs. Overall, CMOS based solutions
are not efficient to deal with static power challenges. Therefore, researchers are looking for
other alternatives such as MTJ based non-volatile solutions.
Recently, several non-volatile MTJ based flip-flop designs were introduced to reduce the
static power, in which idle design blocks can be turned-off completely. Because of the non-
volatility, the system state restoration is much easier than conventional CMOS flip-flops. For
instance, [169] has exploited an STT-MTJ cell as a backup to store the content of the flip-flop
during the power-down mode. In this design, the conventional CMOS-based flip-flop is extended
with a shadow or backup latch which is based on MTJ devices. During power-down mode, the
content of the conventional flip-flop is stored into the backup latch, and when it is power-up,
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the content is loaded from the backup latch. During the active mode, only conventional flip-flop
is used. Moreover, a non-volatile multi-bit flip-flop architecture [170], and several other SOT
based flip-flops [164, 165, 171] have also used MTJ cells in the backup (shadow) latch. All these
MTJ based flip-flop designs use MTJ as a backup storing element, which are only beneficial for
the applications with a very long standby duration. Otherwise, the switching between backup
and active mode adds excessive delay and energy in the design.
In summary, CMOS based solutions always require a retention power supply and MTJ
based shadow flip-flop architectures provide only backup solutions which are not applicable for
short power-down periods. In our proposed Non-Volatile Non-Shadow flip-flop architecture, we
employ an SOT-MTJ cell in the active mode due to which it can be used for both short and
long standby periods.
6.2 Non-Volatile Non-Shadow flip-flop architecture
In this section, the proposed Non-Volatile Non-Shadow flip-flop (NVNS-FF ) is presented. In
the beginning, we provide an overview of the flip-flop architecture and its working principle.
Afterwards, we explain the basic access operations for the SOT-MTJ cells employed in our
proposed flip-flop. Then, the novel NVNS-FF design is introduced followed by discussions
about energy reduction, power gating and reliability.
6.2.1 Overview
In order to address short standby periods, an extremely fine grained power gating methodology
is required, which in turn makes non-volatile flip-flops a necessity. This is achieved using our
proposed NVNS-FF by employing SOT-MTJ cells as the storing elements. Our novel NVNS-
FF consists mainly of two parts, i.e. a CMOS latch and a Non-Volatile (NV) component, as
depicted in Figure 6.1(a). Similar to standard flip-flop designs, it has two output (‘Q’ and ‘Q’)
and two input (‘D’ and ‘CLK’) pins. The main working principle of this flip-flop design, as
demonstrated in Figure 6.1(b), can be divided into two phases: 1.) During the positive edge
of the clock, the CMOS latch generates the outputs, and in parallel, the value stored in the
CMOS latch is written to the NV component. Thus, the CMOS latch acts as a pseudo-master
in this flip-flop architecture. 2.) During the negative edge of the clock, the write operation to
the NV component is completed such that the NV component can now generate the outputs.
This is used to enable the CMOS latch to capture the new incoming value from ‘D’. Hence,
the NV component can be seen as a pseudo-slave. By that means the write latency of the NV
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(b) Working wrt. CLK
Figure 6.1: Overview of our proposed flip-flop architecture and its working principle with respect to
CLK signal
72


























Figure 6.2: Basic read write operation in SOT-MTJ
In this work, the focus is on positive edge triggered flip-flops. However, by changing the
clock level, the NVNS-FF can be also used as a negative edge triggered flip-flop.
6.2.2 Read and write operations to the non-volatile latch
Before going into the detailed explanation of the proposed NVNS flip-flop architecture, we first
explain, how the input value can be stored and read out for the NV component. This can
be explained using a non-volatile latch, in which read and write operations are performed at
different levels of the clock signal.
The circuit diagram for such a latch is shown in Figure 6.2. It consists of two SOT-MTJ
cells, and CMOS-based read and write components. The two MTJ cells are arranged in such
a way, that a self-referencing structure can be employed, which is essential for fast and reliable
read operations. Therefore, the ‘WT2’ terminals of both cells are connected to ‘CM’ node.
Thus, when current flows through the write terminals, it will flow from ‘WT1’ to ‘WT2’ for
one cell, and in a reverse way for the other cell. By that means, always one cell stores ‘1’,
whereas the other one stores ‘0’.
The write (store) operation is performed using the write component of the latch, and the
current directions to write a value, are illustrated in the figure. It is worth to mention that in
this implementation, the write circuit component remains active only during the positive clock
level. Hence, if this is the case, no write current flows through the tail transistor ‘N3’ because
it is OFF. However, this transistor is turned-on at the negative level of ‘CLK’ when the read
operation is performed.
The stored values in SOT-MTJ cells are read using the sense amplifier circuit as depicted
in Figure 6.2. The output and its complementary values are obtained at the ‘read_out’ and
‘read_out’ nodes, respectively. Before the read is performed, these two nodes are at an equipo-
tential using the equalizer circuit as shown in the figure. However, during the read execution,
the equalizer circuit is deactivated and at the same time, the tail transistor (‘N3’) is turned
ON. Thus, a (read) current flows through the MTJ cells. At this point, one of the output nodes
instantly goes to a high steady state, while the other quickly reaches a low stable state, depend-
ing upon the resistance states of the two MTJ cells. The stabilization process is accelerated
due to the two back-to-back connected inverters.
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6.2.3 Proposed flip-flop architecture
Our proposed NVNS-FF is designed with the same read and write concept explained before
for a simple latch. However, the design is modified to be clock edge sensitive, by adjusting the
write part and the final output generation.
The schematic of our proposed synchronous positive edge triggered NVNS-FF is illustrated
in Figure 6.3. As it can be seen in the figure, the main circuit components of the NVNS-FF are:
the NV component presented in the previous subsection, an input CMOS latch and MUXes.
The CMOS latch serves two purposes: 1) to provide a constant value during the write operation
to the MTJ cells, and 2) to deliver the value at the NVNS-FF output ports, while it is written
into the SOT-MTJ cells. As shown in the figure, the ‘CLK’ controlled (synchronous) data
input ‘D’ is driven through ‘IN1’ and applied to the node ‘DN1’, and the inverted value is
obtained at ‘DN2’. This operation is performed during the negative level of ‘CLK’. With the
next transition of ‘CLK’, the input value is latched using ‘IN2’ and ‘IN3’. At the same time,
the corresponding value is transferred to the output ports of the NVNS-FF (‘Q’ and ‘Q’) and
also written into the MTJ-SOT cells. Please note that these two nodes are disconnected from
the input ‘D’ for the positive level of ‘CLK’. At the next transition of ‘CLK’ (negative edge),
the new input value is driven through the ‘IN1’ and the already stored value in the MTJ is read
and propagated to the NVNS-FF outputs. Therefore, the read methodology for SOT-MTJ cells
is the same as explained in the previous subsection. The latched value (using ‘IN2’ and ‘IN3’)
and the read out value from the MTJ cells are transferred to the NVNS-FF output ports at the
positive and negative levels of ‘CLK’, respectively. To control this mechanism, we introduced
two MUXes with the select input connected to the ‘CLK’ signal. It is noteworthy to mention
that the switching current for the two MTJs can be increased by replacing transmission gates
(’T1’ and ’T2’) with clocked inverters.

























Figure 6.3: Circuit illustration of proposed non-volatile non-shadow flip-flop architecture.
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be finished within the first half of the clock cycle. Thus, the clock period has to be longer than
twice the write latency of the employed MTJ cells. However, it is important to note that this
latency is not additive to the critical path. In fact, writing is performed at the same time when
the values from ‘DN1’ and ‘DN2’ are propagated to the NVNS-FF outputs. Hence, the final
clock period TCP follows Equation (1):
TCP ≥MAX{tCLK→Q + tc + tsetup, 2tsot}, (6.1)
where tCLK→Q is the ‘CLK’ to ‘Q’ delay, tc is the delay of the combinational logic, tsetup is the
setup time for the NVNS-FF and tsot is the switching delay of the SOT-MTJ cell (<300 ps).
As a result, in low-power embedded processors, the combinational logic delay is dominating
due to the usage of slow yet low-power gates. Thus, for these processors, which typically have
a clock frequency of 1GHz or less, the SOT write operation is not part of the critical path and
consequently does not increase the clock period. However, if this flip-flop design is employed
for high-performance processors with high clock frequencies and short combinational paths,
the write latency might become critical. To alleviate this problem, the flip-flops can use an
internal clocking scheme that changes the clock duty cycle, i.e. the period of the negative
clock level is reduced, whereas the period of the positive clock level is increased. However, it
is important to note that such high-performance processors are not the primary target of this
flip-flop architecture.
The waveform for our proposed NVNS-FF is shown in Figure 6.4. We consider a clock period
of 1 ns and a sequence of "101" is provided to the data input ‘D’. The magnetic orientations
for both MTJs change at the positive edge of ‘CLK’ and store the opposite magnetizations.
The ‘read_out’ and its complementary signals are generated at the negative edge of ‘CLK’ as
demonstrated in the waveform. The final outputs ‘Q’ and ‘Q’ remain constant for the complete










































Figure 6.4: Simulation snapshot for our proposed non-volatile non-shadow flip-flop architecture
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Figure 6.5: Internal write avoidance approach for our proposed NVNS-FF
small glitch which is due to the read process. However, this glitch is so small that it cannot
propagate to the next stage as illustrated by ‘buffered Q’.
6.2.4 Avoiding redundant writes in SOT-MTJ
In our implementation, since we employ MTJ cells as active components in the design (i.e. not
for backup purpose), a constant current (188 uA in our setup) is required for every flip-flop
access to store the input value in the MTJ cells. However, in CMOS based flip-flop designs,
only a current spike due to short circuit occurs during the transitions. Due to this reason,
the NVNS-FF design has a comparatively high power consumption during active mode. To
overcome this problem, we propose a circuit-level solution, in which redundant write operations
are avoided. This means, if the value to be written is already stored in the MTJ cells, the write
operation for the MTJ cells will not be performed. This is implemented using a new clock
signal that is generated internally, as illustrated in Figure 6.5. Therefore, the ‘read_out’ value
is compared to the value of the ’DN2’ node using an XOR gate. Here, a feedback structure
using two NAND gates, as shown in the figure, is employed to obtain a stable ‘read_out’ value.
The resulting XORed value is then gated with the standard clock signal (‘CLK’) with the help
of an AND gate, and the output signal is used as the new clock signal (‘CLK_new’) for the
design. In other words, an internal clock gating scheme is employed, where the clock becomes
active only if the input and output values of the NV component differ. In fact, not only the
write operations are avoided, but also read is not performed, as the equalizer circuit remains
disabled. Please note that all design components switch with the ‘CLK_new’ signal except the
input latch components (‘IN1’ and ‘IN3’) and the MUXes. The input latch has to be operated
with the original clock signal to prevent any metastability conditions in the design, and the
MUXes need to use the original clock to evade any additional delay for ‘CLK’→’Q’ timing
during the active mode when ‘read_out’ and ‘DN2’ are different.
Furthermore, it is worth to note that the principle of adjusting the positive clock pulse
width mentioned in the previous subsection can not only be used for high-frequency designs
to improve the critical path delay, but also to improve the energy efficiency of the flip-flop for
low-frequency applications. Here, the period of the positive clock level (for a write operation)
can be reduced, to minimize the time during which current is flowing through the MTJ cells,
which in turn reduces the amount of energy consumed during the write operation.
6.2.5 Power gating methodology
Using our proposed NVNS-FF, a complete design block can be easily turned-off. Unlike the
State Retention Power Gating (SRPG) storage, it does not require any power down controlling
pin, and unlike shadow or backup architectures, the data is already stored in a non-volatile
device. The power gating scheme itself can be implemented with PMOS header or NMOS
footer switches. During wake-up, it is necessary that the MTJ read component is powered up
before other flip-flop components as well as the combinational logic. This is required due to
two reasons: 1) it boosts the wake-up sequences, and 2) it is more energy efficient due to a
faster stabilizing process.
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6.2.6 Reliability in terms of endurance
As mentioned earlier, by integrating the write avoidance scheme in our proposed NVNS-FF
design, write operations are performed in the MTJ cells only when it is necessary. In other
words, current is flowing through the write terminals of the SOT-MTJ cells only when a switch
of the magnetization is required. Thus, this will also considerably improve the endurance of
the NV component in the NVNS-FF. For instance, let us consider an embedded low-power
microprocessor with a clock frequency of 1GHz. As shown later in Table 6.4, the average
switching activity for flip-flops in such designs is very low, i.e. less than 2%. Hence, in one
year the average number of write operations is less than 6.3 · 1014. Since the endurance of
SOT-MTJs is said to be better than the endurance of STT-MTJs (1016 writes) [172], as no
write current flows through the junction, an average lifetime of 16 years can be expected [43].
In addition, typically low-power devices are not permanently active. In fact, as laid out in [173],
the active time is usually smaller than 1%. Hence, even if a flip-flop has a switching activity
of 100%, the lifetime would be at least 30 years, and on average the lifetime is more than
100 years.
6.3 Experimental Setup and Results
In order to evaluate the efficiency of our proposed NVNS-FF, we performed a circuit-level
analysis, followed by a comparison with the state-of-the-art. Finally, a system-level evaluation
based on the circuit-level characteristics is discussed.
6.3.1 Circuit-level analysis
For the circuit development, we employed the setup detailed in Table 6.1 using the SOT-MTJ
Verilog-A model presented in [163]. The simulations and characterization steps were performed
with Cadence Spectre and Liberate, respectively. To extract the timing characteristics of the
NVNS-FF, we used a slew value of 100 ps and a load capacitance of 10 fF.
Using this setup, our NVNS-FF can achieve remarkable timing values, as shown in Table 6.2.
The important ’CLK’→’Q’ delay is less than 100 ps, whereas a conventional CMOS flip-flop
requires typically more than 100 ps. In addition, the ’CLK’→’Q’ is even smaller than the
’CLK’→’Q’ delay, as ’Q’ is obtained from a node (’DN2’) that drives a higher load than that of
its counter node (’DN1’). Also, the setup time values are comparable to conventional CMOS
flip-flops, whereas the hold time values are slightly worse. In this regard it is important to note
that for the targeted low-power systems the presented timing values are typically independent
of the read and write delay to the SOT-MTJ cells, as these are usually not in the critical path.
This is due to the fact that the clock frequency for these systems is low (1GHz or less) and the
Table 6.1: Circuit-level setup
Parameters Value
VDD, Temperature, Process 1.0V, 27 ◦C, Typical
CMOS Technology TSMC 65nm GP
Damping factor 0.5
Thermal stability factor [165] 104
Bias magnetic field [164] 0.1 T
Saturation Magnetization 1.1 × 106 A/m
Metal Electrode [165] 100 nm × 50 nm × 2.5 nm
Critical current 59 uA
’AP’/’P’ resistance 10KΩ/5KΩ
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Table 6.2: Timing characteristics of our NVNS-FF
Parameters Rise [ps] Fall [ps]
’CLK’→ ’Q’ delay 92.2 66.9
’CLK’→ ’Q’ delay 81.3 56.8
Setup time 38.3 38.3
Hold time 39.2 36.7
SOT-MTJ access is fast (<300 ps). Thus, our NVNS-FF is capable of providing similar timing
characteristics as a conventional CMOS flip-flop in the active mode despite the fact of being
non-volatile, i.e. the latency of the MTJ cells can be effectively hidden.
6.3.2 Comparison with state-of-the-art
In order to demonstrate the benefits of our proposed NVNS-FF compared to state-of-the-art
flip-flops in terms of energy efficiency and area, we also implemented a conventional CMOS
flip-flop and the SOT-based flip-flop proposed in [171]. The latter is a flip-flop which uses
the non-volatile component only as a backup element, i.e. during active mode it works like a
conventional CMOS flip-flop. The results of this comparison are summarized in Table 6.3.
The first important result is the energy consumed in active mode (including switching, short-
circuit and leakage power) by each flip-flop. While the SOT-based backup flip-flop requires a
similar amount of energy to the conventional CMOS flip-flop (as the components used during
the active time are basically the same as in a CMOS flip-flop), our NVNS-FF consumes 4.8X
more energy, when new data is captured by the flip-flop. However, as reported in Table 6.4
for various ISCAS-89 benchmark circuits and two complete microprocessors (FabScalar [174]
and OpenSPARC T1), the average switching activity of the flip-flop data inputs is much lower
than 30%. This means that on average, in less than 30% of all clock cycles new data is cap-
tured by a flip-flop. Consequently, with our scheme to avoid unnecessary write operations,
the average energy consumption reduces considerably. This saving is further magnified for
microprocessors running real applications, as shown in Table 6.4. For example in case of Fab-
Scalar executing SPEC2000 workloads, the average energy in the active mode consumed by all
flip-flops in the design is just 5 pJ using the NVNS-FF, whereas it is 32 pJ in case of conven-
tional CMOS flip-flops (or backup flip-flops that rely on standard CMOS architectures during
active mode). Hence, our proposed NVNS-FF results in a lower average energy consumption
in active mode than the other designs, if the average input switching activity is less than 8%.
In cases where the switching activity is significantly higher (e.g. S13207 in Table 6.4), a se-
lective replacement scheme can be employed, i.e. only a subset of flip-flops is implemented
using the proposed NVNS-FF. For instance, flip-flops storing data that does not require non-
Table 6.3: Comparison of various flip-flop designs with our NVNS-FF
Parameters Conv. Backup Proposed
CMOS SOT [171] NVNS
Energy in active mode (fJ) 13 13 59 and 63†
Backup energy (fJ) – 66 52 and 56†
Wake-up energy (fJ) – 34 5 and 9†
Power down delay (ps) – 983 266 (worst case)
Wake-up delay (ps) – 305 103
Transistor count 26 29 34 and 64†
MTJ count 0 2 2
†: values with write avoidance.
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Table 6.4: Energy consumption in active mode for conventional CMOS FF and NVNS-FFs with write
avoidance for various benchmarks
Benchmarks Number of Avg Switching Avg Energy (in pJ)Flip-Flops activity (in %) CMOS NVNS Saving (in %)
s1423 74 6.9 0.35 0.32 11
s5378 179 12.8 0.96 1.43 -49
s15850 534 9.3 2.69 3.10 -15
s13207 638 26.4 4.20 10.53 -151
s35932 1728 8.3 8.55 8.96 -5
Fabscalar † 7563 1.2 32.58 5.67 83
OpenSPARC T1 † 10627 0.9 45.5 5.97 87
†: Processor functional workload
volatility (e.g. content of a branch predictor or microarchitecture flip-flops not constituting
program/system state), can be implemented with conventional CMOS flip-flops. Please note
that the write avoidance scheme is not feasible for standard CMOS flip-flop designs, as the
main source of power consumption in active mode is short circuit during clock transitions due
to the usage of transmission gates, even if the data input remains constant. Nevertheless, the
power consumption in these cases is lower than in situations in which the input changes (≈3X
lower), which is taken into account in Table 6.4.
Another important result is the energy required for data backup to enable power gating as
well as the energy required to recover the data after power gating. As our flip-flop always uses
a non-volatile component to store the data, the power-down can be initiated as soon as the
data is captured in the MTJs, i.e. after less than 300 ps. The required energy corresponds
to the energy necessary to write into the two SOT-MTJ cells (52 fJ), i.e. the energy that is
consumed during the first half of a clock cycle. In contrast, the backup flip-flop requires 3X
more time to store the value in the non-volatile component and also the consumed energy is
more (66 fJ). Similarly, our proposed flip-flop is also superior in terms of wake-up energy and
delay. In fact, during the wake-up time the energy consumed by the NVNS-FF is more than 4X
lower and basically corresponds to the energy consumed during the second half of a clock cycle
in active mode. This huge advantage of our flip-flop design is due to high static currents in
the backup flip-flop architecture [171], whereas the sensing scheme in our implementation has
no direct current paths once the value is read out of the MTJ cells. In addition, the proposed
NVNS-FF has a smaller wake-up delay, as the data does not need to be transferred from a
shadow component to the main flip-flop before resuming the normal operation. Please note
that the energy spent for backup and wake-up by the backup flip-flop architecture is additional
to the energy consumed in active mode, whereas there is no additional energy consumption for
our proposed NVNS-FF.
The last important point presented in Table 6.3 is the number of required transistors and
MTJ cells, as this reflects the area required for the different flip-flop structures. This is the
main advantage of the standard CMOS flip-flop as it requires only 26 transistors, compared
to 29 transistors and 2 MTJs for the backup flip-flop, and at least 34 transistors as well as 2
MTJs for our proposed design. Indeed, if the scheme to avoid unnecessary write operations
is employed, even 64 transistors have to be used in our design. Hence, we trade-off area to
improve energy efficiency.
In summary, with the scheme to bypass redundant write accesses our novel NVNS-FF design
has a very low energy consumption which can be even lower than a conventional CMOS flip-flop
in the active mode at the cost of an increased transistor count. In addition, it enables almost
instantaneous power gating, which further helps to reduce the overall static power consumption,
as demonstrated in the next subsection.
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Table 6.5: Configuration details for the experiments
Processor Single-core, 1GHz, 5 Stages in-order
L1 Cache / L2 Cache 32KB / 512KB Capacity
Execution units ALU, CALU, FPU
Applications MiBench : CJPEG and GSM
































Figure 6.6: Power gating durations for both a backup FF and NVNS-FFs
6.3.3 System-level evaluation
In order to illustrate the benefits of our unique NVNS-FF for power gating, we executed several
system-level applications using GEM5, a cycle accurate performance simulator [158]. Therefore,
we modeled a low-power embedded processor core running at 1GHz with an in-order instruction
pipeline architecture as detailed in Table 6.5. Consequently, our flip-flop design allows to power
gate within one clock cycle, whereas the backup flip-flop implementation requires at least two
clock cycles. However, short idle periods occur much more often than long idle periods, and as
a result, a microprocessor using NVNS-FF can be power gated more effectively. As depicted
in Figure 6.6, the total duration the microprocessor was power gated is on average 42% when
our proposed flip-flop is employed compared only 8% for the scenario with backup flip-flops.
Hence, our flip-flop design allows to reduce overall leakage power by 5X, on average.
6.4 Conclusions
With technology downscaling, it is very challenging to deal with static power. To reduce static
power, power gating is often employed. However, many existing flip-flop architectures, such as
CMOS-based flip-flops, always require an additional power supply to retain the system states,
and various non-volatile backup (shadow) flip-flop designs are only efficient for long standby
periods. To overcome these limitations, we proposed the novel Non-Volatile Non-Shadow flip-
flop (NVNS-FF) design, in which a non-volatile component is employed as an active component,
to enable fast power-down and power-up operations. Thus, both short and long standby periods
can be efficiently addressed. In addition, the NVNS-FF can achieve similar energy and timing
characteristics as conventional CMOS flip-flops, while reducing static power by 5X compared
to backup NV flip-flops.
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In this chapter, a novel shadow flip-flop architecture is proposed, in which a generic Fault
Tolerant Non-Volatile Latch (FTNV-L) is designed, to address various faults in MTJ cells
[175, 176]. In this proposed FTNV-L design, several MTJ cells are structured in such a way
that it can easily tolerate all single MTJ faults within a flip-flop. The remainder of this chapter
is organized as follows: the proposed fault tolerant non-vlatile latch is explained next. Then,
the comprehensive results about the proposed technique is described and the chapter ends with
a conclusion.
7.1 Overview
Nowadays the static power dominates the total power consumption in a System-on-Chip (SoC)
design, a trend that is increasing as the technology downscaling. Power Gating is the most
effective methodology for the reduction of static power consumption, in which the power supply
for the idle design blocks is disconnected. In this method, the conventional CMOS-based flip-
flop designs, however, are not adequate as they always require a retention supply. In addition,
the conventional CMOS save and restore scheme [168], where the content of the flip-flop is
stored in memories during power-down and is restored during wake- up, contributes to severe
delay and routing overheads. Hence, MTJ-based non-volatile flip-flop designs are becoming
popular as the entire logic core can be power gated, and the data backup storage can be done
locally for each flip-flop [169, 170, 177]. This way, the state restoration after power-off cycles
becomes very fast and low cost. These flip-flops are very efficient for static power reduction,
while maintaining the same performance for normal operation as conventional CMOS flip-flops.
Nevertheless, due to several MTJ defects, as mentioned previously, the shadow latch component
can either fail completely (loss of non- volatility feature) or may deliver incorrect values (loss
of data integrity).
There are very effective solutions for defect and fault tolerance in array-based memories,
such as main or cache memories based on built-in repair [178] and error correction mechanisms
[179–181], like row/column redundancy, error detection/correction codes etc. However, these
approaches are not applicable to flip-flop designs because flip-flops are placed as individual
standard cells in the SoC layout. This means, failures in MTJ cells of flip-flops either lead
to a very low manufacturing yield of the SoC or benefits of the leakage reduction cannot be
utilized. Some techniques have arranged several non-volatile components to improve the read
signal margin [182–184], nevertheless the defects are ignored. For instance, these techniques
can not work if any one of the storing devices has an open defect. In [185], a robust flip-flop
design is proposed to target soft-error due to radiations which only targets CMOS transistors
and not MTJs. Moreover, it can not address manufacturing defects. A traditional solution to
resolve this issue is Triple Modular Redundancy (3MR1) for the shadow latch. In this design,
in total three shadow latch components are employed, and the output is generated based on a
voting system. With this approach, although one fault per flip-flop can be tolerated, it incurs
1To distinguish between Tunnel Magneto-Resistance (TMR), we refer to Triple Modular Redundancy as 3MR
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overall huge area, energy and performance costs.
7.2 Proposed fault tolerant non-volatile latch
This section presents our proposed fault tolerant shadow latch design using redundant MTJ
cells. In Section 7.2.1, we explain the implementation of our proposed Fault Tolerant Non-
Volatile Latch (FTNV-L) design. Later, Section 7.2.2 describes an algorithm to determine the
required TMR and resistance values for our design.
7.2.1 Proposed FTNV-L architecture
As mentioned before, the manufacturing defects in MTJ cells are so severe that they can easily
ruin the leakage benefits of the non-volatile latch, and the existing solution is not effective.
Therefore, we propose a low cost solution using a novel fault tolerant MTJ-based latch design
that can withstand various defects, and deliver a correct output. The implementation details
of our proposed latch design, along with its functionality in the presence of all possible faults,
are discussed next.
The circuit diagram for our proposed FTNV-L design is shown in Fig 7.1. It primarily
consists of three components, namely, write, read and MTJ cell arrangements. The purpose of
the write component is to store the content of the conventional CMOS flip-flop in the MTJ cells
during power-down. This can be achieved by establishing a bi-directional current path such
that the switching current flows through each MTJ cell. To assure the magnetic switching,
the write component has to be designed in such a way that a sufficient amount of switching
current for a required duration can flow through each MTJ. This current value is adjusted with
the transistor widths in the write components, whereas its duration is synchronized with the




























Figure 7.1: Schematic diagram of proposed FTNV-L design
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(i.e., Branch-1 and Branch-2) should always have a set of MTJs with opposite magnetizations.
This design creates a self-referenced structure which is necessary for a proper read operation.
The read component of the design is composed of a pre-charge circuit, a pair of back-to-back
connected inverters and a tail transistor. The purpose of the pre-charge circuit is to provide an
equipotential at the output nodes (read_mtj and read_mtj) before the actual read is started.
In our implementation, read is performed with the activation of the ’PD_rd’. During the read
process, the pre-charge circuit is deactivated, and the two back-to-back connected inverters are
coupled with the two branches of the MTJ sets, since the transmission gates T1 and T2 are
ON. Additionally, the tail transistor ’N3’ is also ON at the same time. Therefore, a current
path is established, and the sensing process begins. During this sensing process, one of the
output nodes goes to a low steady state, while the other remains at a high state. The two
back-to-back connected inverters develop a positive feedback loop that accelerates the process
of stabilizing the two output nodes.
The waveform illustration of the FTNV-L design is shown in Figure 7.2. Here, the read
output, and the switching behavior of each MTJ along with its corresponding effective resistance
value for each branch are shown. Read is performed at the negative level of ’CLK’, where the
resistance difference between two branches is important to deliver the correct output. We
have obtained this waveform from real simulations, hence sometimes effective resistances have
glitches when current/voltage around MTJs are changing.
The arrangement of the MTJ cells is one of the key components in our design implementa-
tion. All MTJs in each branch have the same magnetization, and as mentioned previously, the
MTJs in those two branches always have the opposite magnetization. The branch in which all
MTJs are in ’P’ and ’AP’ states are referred as branch-P and branch-AP, respectively. Each
branch has a serial connection of the two parallel connected MTJs. This type of arrangement
serves two purposes in FTNV-L design: (1) The parallel connection addresses short and open
faults. (2) The serial connections are to increase the ratio of the effective resistance difference
between the two branches, which we named equivalent TMR (TMReq). In other words, the


































Figure 7.2: Waveform to demonstrate the fault-free functionility of the proposed FTNV-L design (for
typical process corner, room temperature and see Table 7.1 for more setup informations).
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(b) faulty MTJ of branch-P
Figure 7.3: Branch wise demonstration of effective resistances for MTJ faults









where RP is the resistance value of the corresponding MTJ that has ’P’ magnetization. Simi-








where RAP is the resistance of the corresponding MTJ that has ’AP’ magnetization. Using the





If one MTJ cell has a permanent or temporal defect, the equivalent resistance changes based
on the fault type, as discussed next.
Short fault: When one of the MTJs has a short fault, a relatively high current flows though
that defective MTJ. Consequently, the MTJ which is in parallel to the shorted one, is bypassed






7.2 Proposed fault tolerant non-volatile latch
where Req{P,AP} is the equivalent resistance of either branch-P or branch-AP.
Open fault: When one of the MTJs is open, no current flows through that MTJ. Unlike for
shorts, the MTJ which is in parallel to the defective MTJ is usable and it becomes in series
with the other two parallel connected MTJs. In this case, the equivalent resistance for both





where RP,AP is the resistance of a single MTJ in either ’P’ or ’AP’.
Stuck-at-P: When one of the MTJ cells is stuck at the ’P’ configuration, then only the ’AP’








where RP and RAP are the resistances of the MTJs when they are in ’P’ and ’AP’ configu-
rations, respectively. Stuck-at-AP fault: When one of the MTJ cells is stuck at the ’AP’
configuration, then only the ’P’ branch is affected. Therefore, the equivalent resistance in ’AP’








All aforementioned faults with their effective resistances are demonstrated in Figure 7.3.
When the faulty MTJ is in the branch-AP, the short fault has the worst effective resistance,
which in-turn results in the worst TMReq for that fault. On the other hand, when the faulty
MTJ is in the branch-P, the open fault becomes critical from TMReq point of view, compared
to all other faults. For more details, please see Section 7.3.2.
7.2.2 Algorithm to obtain TMR and resistance values
The TMR and resistance values for any MTJ device have to be fixed beforehand at device-level
prior to the circuit design implementations. In general, high TMR is always preferable for the
read, however, it has some limitations due to materials, and trade-off with device parameters
Algorithm 1 Algorithm to determine TMR and resistance values for MTJ device
Input Rmin, Rmax, TMRmin, TMRmax, Rarray,
TMReq_acceptable, Rstep, TMRstep
Result TMRMTJ , RMTJ ;
For TMRMTJ from TMRmin to TMRmax in TMRstep do
For RMTJ from Rmin to Rmax in Rstep do
RP = RMTJ ;
RAP = RMTJ * (1 + TMRMTJ);
Obtain the equivalent resistances for all four fault cases
using Eq (7.4), (7.5), (7.6), and (7.7);
Obtain the TMReq in each cases;
if (TMReq of {Open && Short && Stuck-at-AP && Stuck-at-P)}
≥ TMReq_acceptable) do
return TMRMTJ ;




return RMTJ from Rarray that supports MTJ design parameters;
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such as switching energy and thermal stability. Therefore, a methodology is needed to obtain
a minimum TMR of a single MTJ with a design-suited resistance value, which can tolerate all
aforementioned MTJ faults in the design.
To obtain the TMR and resistance values for each MTJ, a generic algorithm is developed,
shown in Algorithm1. As inputs, we consider the range of TMR and resistance values that
can be supported at technology level. In general, the TMR value can easily reach more than
600% depending on the oxide layer thickness and area of the device [20]. In addition, the
minimal acceptable TMReq, which can generate the correct output during read, is also part of
the input parameters. Here, TMR and resistance values are varied by a specific step size. For
each TMR and resistance values, the effective resistance and TMReq are obtained for every
fault type using Equations (7.4)-(7.7). If the obtained TMReq is equal to or more than the
acceptable TMReq value, we store the corresponding resistance values in an array, so that an
optimum value, based on the device trade-offs, can be picked. Note that the range of the input
TMR values can be further increased by adding another set of parallel MTJs for both branches
in the design. In that case, the read and write components have to be designed accordingly.
Moreover, if the write drivers are not able to provide sufficient current in such cases, it is also
possible to add multiple drivers at an intermediate stage of the design. Another possibility is
to use a high supply voltage to pass a high switching current.
7.3 Experimental Setup and Results
We performed a circuit-level analysis in order to evaluate the efficiency of our proposed FTNV-
L design. The simulation setup is discussed first, followed by the circuit-level results. In the
end, a comparison of our proposed technique with triple modular redundancy is performed.
7.3.1 Simulation setup
For the circuit design implementation, we employed the MTJ model presented in [186], and the
other design parameters for the simulations are depicted in Table 7.1. Here, our MTJ model
is tuned for the TMR and resistance values specified in the table, which are determined using
Eq (7.4)-(7.7), with the assumption of an acceptable TMReq of 50%. We have used Cadence
Spectre tool for circuit simulations.
The resistance value associated with each MTJ is obtained by measuring the current value
and voltage across its terminals. Furthermore, to obtain a setup for the defective MTJ cell, we
employed a resistance device to replace the MTJ in the design. For instance, a low (around
5Ω) and a high (around 5MΩ) resistances are connected to demonstrate the short and open
faults, receptively. Similarly, to show the stuck-at-P and stuck-at-AP behavior in the design,
a resistance value equivalent of RP and RAP is connected, respectively. Please note that
only one resistance at a time is connected, as our design targets a single fault per latch. For
Table 7.1: Circuit-level setup
Parameters Value
VDD and Temperature 1.2V and 27 ◦C
CMOS Technology TSMC 65nm GP
Thermal stability factor 60
Free/Oxide layer thickness 1.84/1.48 nm
RA 6.145Ωµm2
TMR @ 0V 200%
’AP’/’P’ resistance 3.6KΩ/1.2KΩ
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Figure 7.5: Read latency values in the presence of various faults
process variation, we have considered MTJ and CMOS components separately as these two are
different fabrication technologies. For MTJ components, we used statistical monte-carlo model
that includes variation in terms of TMR and the product of Resistance and Area (RA). On the
other hand, for CMOS components, we used the statistical model provided by the TSMC.
7.3.2 Circuit functionality analysis
The TMR value is very sensitive to MTJ defects, which in turn influences the functionality of
the design. In our proposed design, we have performed a detailed TMReq analysis and the
results for both branch-P and branch-AP are demonstrated in Figure 7.4. These TMReq values
influence the delay of the restore (read latency) operation of the FTNV-L as demonstrated in
Figure 7.5. As shown in the figure, the worst TMReq value is obtained for open and short
faults in branch-P and branch-AP, respectively. The range of process corner variations in our
TMReq and read latency results are shown with error bars. The functionality of the FTNV-L
design in the presence of the short-AP and open-P faults, are demonstrated in Figure 7.6. In
these figures, the read outputs and effective resistances for both branches are shown. Here,
both of those figures show the low TMR values (marked by the blue circles) during the read
operation. The low TMR value is for the low resistance and high resistance value range for the
short-AP and open-P faults as described by Figure 7.6(a) and Figure 7.6(b), respectively. The
reason for low TMReq for short-AP fault is that the effective resistance of branch-AP becomes
low, close to that of the branch-P, due to an MTJ short. Similarly, in case of an open-P fault,
the effective resistance of branch-P becomes high, close to that of the branch-AP, due to an
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Figure 7.6: Functionality of FTNV-L in the presence of short-AP and open-AP faults (for typical process
corner, temperature of 27◦C and see Table 7.1 for setup information). Blue dotted circle
indicates the worst resistance differences during read for corresponding fault cases.
MTJ open. However, these low TMR values are still good enough to read the output correctly.
On the other hand, in the presence of short-P and open-AP faults, the TMReq value is
high, even more than that of a fault-free MTJ cell. This is because, the faulty MTJs in these
two cases are additive to the resistance differences which further increases the overall effective
resistance. Moreover, the TMReq value for both stuck-at faults is slightly less than that of the
TMR value of an MTJ. Since, the read latency is inversely proportional to the TMReq value,
short-P has the lowest and short-AP has the highest delay.
For write operation, the voltage drop due to the series-parallel connections of MTJs for our
proposed design is similar to the standard latch design. This is because, the overall effective
resistance between the two write drivers are same (see Equations (7.1) and (7.2)). However,
in our proposed design, the write current is divided into two branches because of the parallel
connections of the MTJs. To compensate this, the write drivers of our proposed design are
strengthened (3.4X) to deliver more switching current (around 2X) compared to the standard
design. In our proposed design, the write drivers are delivering high enough current in the
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Figure 7.7: Impact of process variation (1000 monte-carlo simulations) on the effective TMR values for
each fault.
presence of any faults to ensure the necessary switching.
7.3.3 Process variation analysis
Similar to CMOS fabrication, the MTJ cell manufacturing and measurement processes also
exhibit variations. In other words, due to manufacturing process, the MTJ critical dimensions
such as surface area, oxide thickness, size of the free layer etc., are not the same. In general, the
read latency of a non-volatile latch is influenced by process variation in two ways: 1) The resis-
tance of the MTJ cell varies with process variation, affecting the read current that in turn the
read latency. 2) Process variation affects the resistance difference (TMR), resulting in variation
in the read latency, i.e., higher the TMR, lower the read latency and vice-versa. Moreover,
also CMOS variation affects read by changing the read current mostly due to the transistor
threshold variations. In order to perform a process variation analysis for our proposed FTNV-L
architecture, we have run monte-carlo simulations for the effective TMR value (TMReq). The
histogram results for all faults for 1000 samples are depicted in Figure 7.7. As illustrated in
the figure, TMReq variations for all fault cases show normal distribution. The short-P and
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open-AP faults can have a very high overall TMReq value as described earlier. For instance,
the TMReq value for short-P fault can reach upto 586%. However, these two fault cases have
much wider distributions as shown in Figure 7.7(a) and Figure 7.7(d). Here, the σ value for
the TMReq value for these two faults is more than 20. On the contrary, all other fault cases,
have relatively narrow distribution with σ value less than 10. The short-AP fault, which has
the lowest TMR value among all faults, has lowest σ value (less than 7). The reason for this
behavior is that the effective resistances in both branches in short-AP are varying mostly in
the same direction. In other words, the difference in the variation of the two set of resistances
of the two branches is less (around 2X), resulting in low TMR variations. Nevertheless, this
difference is significant for short-P where the effective high resistance value can vary more than
5X compared to that of the low resistance branch value. Despite the low TMR variations for
short-AP fault, the TMReq value can go as low as 29%. With this TMR value, as explained
earlier, the data integrity can be maintained, but the read latency is increased significantly
(can reach up to 105 ps).
7.3.4 Variations due to different operating temperature
The TMR value of an MTJ device varies with the operating temperature as the MTJ resistances
are sensitive to temperature. Therefore, in order to evaluate the efficiency of our proposed
FTNV-L design for various operating temperatures, we have performed TMR and read latency
analysis for all faults at different temperatures. The results are extracted for both branch-P
and branch-AP for a range of temperature values as illustrated in Figure 7.8. As shown in
























































































Figure 7.8: TMR and read latency variations for various MTJ faults with respect to operating temper-
ature.
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in temperature. This rate of TMR declination with the increase in temperature is high for
short-P and open-AP compared to the other faults. In addition, the range of TMR variations
due to process variation is also high for these two fault cases. Nevertheless, the TMReq value
remains significantly high at 100 ◦C. On the other hand, the open-P and short-AP fault, which
have the worst case TMR values for ’branch-P’ and ’branch-AP’, respectively, demonstrate
relatively less TMR declination rate and variations with the increase in temperature value.
Furthermore, the TMR value of the short-AP fault can reach as low as less than 5% at 100 ◦C.
The TMR variations for each fault case influence the read latency as illustrated by Figure 7.8(c)
and Figure 7.8(d). The short-P and open-AP, which have best TMR values, resulting in a very
low read latency (less than 93 ps). On the contrary, the short-AP fault, which have the worst
TMR value among all faults at 100 ◦C, can have very high read latency (upto 150 ps).
Overall, using our proposed FTNV-L architecture, the flip-flop functionality remains intact,
since it is able to deliver good enough TMReq value for all fault cases in the presence of process
variation at different operating temperatures. In some cases, such as short-AP or open-P, the
TMReq value found to be considerably low resulting in a high wakeup delay. However, this
increase in wakeup delay is very low compared to the power down durations. Hence, it has
overall negligible impact on the overall performance of the system. Beside this, in case, the
two read states are not distinguishable due to extreme variation conditions, the TMR value
of individual MTJs can be increased (see Algorithm1). If the TMR value of individual MTJs
has already reached to its maximum due to the material or write current limitations, then
another set of two parallel MTJs can be connected to the given structure to further increase
the effective TMR value.
7.3.5 Area analysis
In addition to the design parameters, we conducted an area analysis for our proposed FTNV-L
design. Compared to the standard latch design, the only components added in our proposed
design is the replacement of the two MTJs with the eight parallel/serial connected MTJs
(see Figure 7.1). Nevertheless, in general, MTJs are fabricated in another layer [187], and
additionally, flip-flops are widely distributed all over the logic core unlike memory bit-cells.
Therefore, there would be no placement restrictions for MTJs for flip-flop designs as those can
be easily placed above CMOS device layers, as illustrated in Figure 7.9. The area of CMOS
layers which also includes the conventional flip-flop design (i.e., X * Y) is significantly more
than the area of the magnetic layer (i.e., X´ * Y´ ). Therefore, the area of the CMOS layer
eventually contributes to the total area of the flip-flop design. In case the magnetic layer
area is more than the CMOS part of the flip-flop, e.g. the MTJs are placed in more relaxed
manner or any other manufacturing constraints, they can be placed above the neighboring
combinational logic cells as well, i.e., without impacting the chip area. Please note that the
MTJ via sizes are negligible compared to the area of the CMOS layer. Due to this fact, the
effective area of our proposed FTNV-L design remains the same as the standard latch design.
However, the parallel/serial structure of MTJs in our proposed design requires an increased
write current (around 2X) to ensure the switching in each MTJ. Therefore, the drive strength
of the write component has to be increased by 3.4X compared to the standard latch design,
which is, however, negligible in a custom layout design for a flip-flop.
7.3.6 Comparison with triple modular redundancy
To illustrate the advantages of our proposed FTNV-L design, we compare it with a standard
latch as well as 3MR. For the standard NV latch implementation, we use only two MTJs, one
per each branch. For the 3MR implementation, we employ three standard NV latch designs
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Figure 7.9: Demonstration of magnetic and CMOS layers for area analysis (area of magnetic layer <
area of CMOS layer).
with a voting circuit. The results of comparison for the three designs for a normal operation
are summarized in Table 7.2.
As specified in Table 7.2, the TMReq value for each design is the same for the normal
operation when fault-free MTJs are considered. However, in the presence of defective MTJs,
the standard latch design is not functional at all, whereas our proposed FTNV-L design as well
as 3MR are able to generate fault-free output. Both of these designs can address a single MTJ
fault per latch, but the 3MR has huge overheads becaus t uses three sets of standard NV latch
designs and a voter circuit. For instance, compared to FTNV-L, the 3MR design has around
2X and 3X overheads for the read latency and energy, respectively. Here, the read operation
means the MTJ values are sensed in an NV shadow latch (during wakeup) and restored back
to the normal flip-flop. The voter circuit in 3MR adds 120 ps to the delay and consumes 6.4 fJ
energy during restore. In the store operation, the flip-flop data is written into the NV shadow
latch during the power-down mode. The storing delay is same for those three designs because
the three sets of MTJs in 3MR design can be written in parallel. But, similar to read, it has
around 3X more energy as it requires total three sets of MTJ to switch its magnetization.
On the other hand, our proposed FTNV-L has almost similar results in comparison to the
standard NV latch design. For instance, the backup energy for a non-volatile latch is dominated
by the write current as a continuous constant current requires to flow through the MTJs for
a certain duration to switch their magnetizations. The equivalent resistance of our proposed
design is also high because of the serial-parallel MTJ connections. To be more precise, the
equivalent resistance of each branch for our proposed design becomes twice as that of the
standard design (see Equation 7.1 and Equation 7.2). Therefore, we need to pass an increased
current for our proposed design in order to equalize the switching latency to that of the standard
latch design. To achieve that, the drive strength of the write components are increased by 3.4X
in FTNV-L design compared to the standard NV latch design. Since similar write currents flow
in both designs, the write energies are comparable. On the other hand, we are dealing at the
processional switching regime where the switching current can vary significantly for almost the
same latency. Due to this, in automated simulated environment, with our proposed design, we
could able to attain the same latency with slightly lower current value, hence we have lower
total energy compared to that of the standard latch design. Moreover, the increase in the width
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Table 7.2: Comparison of standard latch and 3MR design with proposed FTNV-L design
Parameters Standard NV Latch 3MR Proposed NV Latch
TMReq (%) 200 200 200
Read Latency (ps) 83 203 89
Read Energy (fJ) 12 42 15
Store delay (ps) 4056 4056 4065
Store energy (fJ) 390 1170 366
Leakage (nW) 37 155 97
Transistor count 16 72 16 †
MTJ count 2 6 8
†:Transistor width are increased by 3.4X compared to standard NV-latch
of transistors in the write component results in high leakage compared to the standard NV latch
design as illustrated in the table. Please note that, the leakage due to the read component for
our proposed design remains same as the standard latch design. Similar to previous cases, the
3MR design has a high leakage due to more circuitries as described before.
7.4 Conclusions
Nowadays, spintronic based shadow latches are gaining attention as these are highly beneficial
for leakage reduction. This is because, the storing devices of these latches, which are Magnetic
Tunnel Junction (MTJ) cells, have attractive attributes such as zero leakage as well as high
access speed. Consequently, these latches very effective for instant-on/normally-off computing
in an SoC. However, these MTJ cells are highly susceptible to several manufacturing defects
such as short oxide, open vias, magnetic orientation of the free layer does not switch, etc. Due
to this, the yield of the design is affected since a single defect in a flip-flop can lead the failure
of the entire backup strategy. Therefore, we proposed a Fault Tolerant Non-Volatile Latch
(FTNV-L), in which MTJs are serially and parallelly connected in a unique way to tolerate
MTJ related faults. We have demonstrated the functionality of our proposed design in the
presence of all MTJ faults under the influence of process variation and operating temperature.
In addition, using the FTNV-L design, any single fault per latch can be tolerated at much
reduced costs compared to the traditional solution based on triple modular redundancy.
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8 Conclusions and Outlook
With the increasing performance requirements in a microprocessor, the demand of memories is
continuously growing. However, the conventional memories such as SRAM, DRAM and Flash
are facing severe scaling challenges with the shrinking technology nodes. As per International
Technology Roadmap for Semiconductors report, the storing devices for these conventional
memory technologies can not be further scaled beyond the year 2025 [40]. This is due to
the fact that, with smaller devices, the increasing effect of process variation severely impacts
several memory design constrains such as read, write and hold margins, as well as exaggerates
the failure rates due to external noises and radiations. On the top of that, leakage power, which
becomes a dominating factor in the total power consumption, also increases with the technology
downscaling. This is due to the fact that SRAM-based memories such as caches, registers, flip-
flops, latches, always require a constant supply voltage to retain their content. Moreover, for
DRAM, the periodic refresh rate is increasing significantly with the down-scaling, that can
further add to the total power consumption even when it is not performing any operation.
To address the challenges associated with conventional memory technology, researchers both
in academia and industry have been seeking for non-volatile memory solutions. Magnetic
Random Access Memories (MRAM) technology such as Spin Transfer Torque (STT) or Spin
Orbit Torque (SOT), is a promising candidate because of its various beneficial features such as
high density, high endurance, non-volatility, CMOS compatibility and immunity to radiations.
The MRAM is the spintronics storing technology, in which the spin of the electron is exploited
to store the information unlike the conventional memories where the charge of the electron is
used for the same purpose. Overall, this memory technology combines the attributes of speed
and endurance of SRAM, high density of DRAM and non-volatility of Flash. Hence, it has
potential to become a universal memory technology that can be integrated into every level of
the memory hierarchy of the computing system.
Despite all these merits, spintronic-based memories have several challenges which need to be
addressed before widespread commercial utilization. For instance, the write access energy and
latency are relatively higher than CMOS-based memory technology. This is because, it requires
a significant timing margins to account for its stochastic switching as well as the impact of
process variation. Moreover, because of such a high timing margin, read and write current flow
for longer durations, which can easily lead to read disturb and other degradation issues such
as Time Dependent Dielectric Breakdown (TDDB). Additionally, reliable high performance
and energy efficient solutions for registers and flip-flops are still a major challenge for this
technology.
In this thesis, several design techniques were proposed to address the aforementioned chal-
lenges associated with the spintronic-based caches, registers and flip-flops. Here, the funda-
mental properties of the storing cell were exploited using circuit design first and those were
evaluated using a system-level platform afterwards. In order to make this technology energy
efficient, self-timed read and write techniques were proposed, in which the respective operation
completions are detected dynamically. Using these techniques, a significant amount of energy
was saved as it is consumed only during when bit-cells are actually performing operations.
Moreover, the impact of TDDB and read disturb can be reduced significantly using these tech-
niques because the duration of the current flow is shortened. On the top of these techniques, a
write speed acceleration technique was proposed, in order to improve the overall write period of
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the memory. Using this technique, the write current is boosted in a controlled way only during
the required occasions and only for bits for which it is necessary. For instance, the bit-cell
asymmetry is addressed by boosting current statically only for the slow-writes. Whereas, the
write margin due to stochastic switching and process variation is reduced by increasing write
current dynamically in a step wise manner only for bits which have unfinished transitions.
Overall, using combined self-timed and write speed acceleration techniques, the cache perfor-
mance and energy efficiency were significantly improved, and also their reliability is enhanced
extensively.
Besides caches, solutions for registers and flip-flops were also covered in this thesis work. For
registers, a novel multi-port memory architecture was proposed. This technique was designed by
exploiting a unique property of the SOT cell that it can perform both read and write operations
at the same time. In this way, the read-write contention can be naturally resolved, that resulted
in a much simplified multi-processing design. For flip-flops, a non-volatile spintronic-based flip-
flop design was proposed which can greatly save static energy consumption. This is due to the
fact that, this design can address short standby durations along with long periods of inactivity,
unlike the conventional shadow flip-flop architectures. Moreover, this architecture achieved
similar timing characteristics as CMOS-based flip-flops. Additionally, we have also developed
a fault tolerant non-volatile flip-flop architecture, which is resilient to various manufacturing
faults. In this technique, several storing cells are arranged in a unique way that can deliver a
fault-free functionality in the presence of different faults. This flip-flop design is applicable to
both shadow as well as non-shadow architectures.
Overall, in this thesis, significant improvements for performance, energy and reliability were
demonstrated for spintronic on-chip storages such as caches, registers, flip-flops and latches.
This spintronic technology can be further explored in many aspects. For instance, this tech-
nology can be developed to store multi-bits in order to enhance the density. A few techniques
have been proposed to implement the spintronic-based storage cell with multi-bit capabilities,
but the fundamental challenges related to the structure of the cell are yet to be resolved for
the real product development. Moreover, spintronic technology can also be very beneficial
in the security field. In this field the variations due process and stochastic switching can
be easily utilized for the development of Physically Unclonable Function and True Random
Number Generator. Moreover, the stochastic switching nature of spintronic technology can be
exploited for the development of stochastic-memristive synapses for neuromorphic computing
paradigms. Additionally, this technology can play a vital role for various sensor applications
such as probes for biomedical purposes, magneto-resistive sensors for non-destructive testing,
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