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A B S T R A C T
The practical performance in terms of throughput, robustness, and scalability of tradi-
tional Wireless Multihop Networks (WMNs) is limited. The key problem is that such
networks do not allow for advanced physical layers, which typically require (a) spatial
diversity via multiple antennas, (b) timely Channel State Information (CSI) feedback,
and (c) a central instance that coordinates nodes. We propose Corridor-based Routing to
address these issues. Our approach widens traditional hop-by-hop paths to span multiple
nodes at each hop, and thus provide spatial diversity. As a result, at each hop, a group of
transmitters cooperates at the physical layer to forward data to a group of receivers. We
call two subsequent groups of nodes a stage. Since all nodes participating in data for-
warding at a certain hop are part of the same fully connected stage, corridors only require
one-hop CSI feedback. Further, each stage operates independently. Thus, Corridor-based
Routing does not require a network-wide central instance, and is scalable. We design a
protocol that builds end-to-end corridors. As expected, this incurs more overhead than
finding a traditional WMN path. However, if the resulting corridor provides throughput
gains, the overhead compensates after a certain number of transmitted packets.
We adapt two physical layers to the aforementioned stage topology, namely, Orthogonal
Frequency-Division Multiple Access (OFDMA), and Interference Alignment (IA). In
OFDMA, we allocate each subchannel to a link of the current stage which provides good
channel conditions. As a result, we avoid deep fades, which enables OFDMA to transmit
data robustly in scenarios in which traditional schemes cannot operate. Moreover, it
achieves higher throughputs than such schemes. To minimize the transmission time at
each stage, we present an allocation mechanism that takes into account both the CSI, and
the amount of data that each transmitter needs to transmit. Further, we address practical
issues and implement our scheme on software-defined radios. We achieve roughly 30%
average throughput gain compared to a WMN not using corridors. We analyze OFDMA
in theory, simulation, and practice. Our results match in all three domains.
Further, we design a physical layer for corridor stages based on IA in the frequency
domain. Our practical experiments show that IA often performs poorly because the
decoding process augments noise. We find that the augmentation factor depends only
on the channel coefficients of the subchannels that IA uses. We design a mechanism to
determine which transmitters should transmit to which receivers on which subchannels
to minimize noise. Since the number of possible combinations is very large, we use
heuristics that reduce the search space significantly. Based on this design, we present
the first practical frequency IA system. Our results show that our approach avoids noise
augmentation efficiently, and thus operates robustly. We observe that IA is most suitable
for stages with specific CSI and traffic conditions. In such scenarios, the throughput gain
compared to a WMN not using corridors is 25% on average, and 150% in the best case.
Finally, we design a decision engine which estimates the performance of both OFDMA
and IA for a given stage, and chooses the one which achieves the highest throughput. We
evaluate corridors with up to five stages, and achieve roughly 20% average throughput
gain. We conclude that switching among physical layers to adapt to the particular CSI
and traffic conditions of each stage is crucial for efficient and robust operation.
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Z U S A M M E N FA S S U N G
Der Durchsatz, die Robustheit, und die Skalierbarkeit von klassischen drahtlosen multi-
hop Netzen ist in der Praxis beschränkt. Das grundlegende Problem ist, dass solche
Netze fortschrittliche Verfahren auf der Bitübertragungsschicht nicht unterstützen. Diese
Verfahren erfordern in der Regel (a) räumliche Diversität mit Hilfe mehrerer Anten-
nen, (b) aktualisierte Kanalinformation am Sender, und (c) eine zentrale Instanz zur
Koordinierung der Netzwerkknoten. Im Rahmen dieser Arbeit wird Korridor-basiertes
Routing vorgeschlagen um diese Limitierungen in drahtlosen multi-hop Netzen zu
beheben. Dieser Ansatz weitet klassische multi-hop Pfade auf, um mehrere Knoten in
jedem Hop zu erfassen, und somit räumliche Diversität zu erreichen. Dadurch kooperiert
bei jedem Hop eine Gruppe von Sendern auf der Bitübertragungsschicht, um Daten an
eine Gruppe von Empfängern weiterzuleiten. Zwei aufeinanderfolgende Knotengruppen
formen eine Korridoretappe. Da alle Knoten, die an der Weiterleitung von Daten in einem
Hop teilnehmen, zur selben vollvermaschten Etappe gehören, ist die Rückmeldung von
Kanalinformation nur über einen Hop notwendig. Zusätzlich ist Korridor-basiertes Rout-
ing skalierbar, da jede Etappe unabhängig betrieben wird, und somit keine netzwerkweite
zentrale Koordinierungsinstanz benötigt wird. Durch die Etablierung von Ende-zu-Ende
Korridoren entstehen im Vergleich zur Etablierung von klassischen Pfaden in drahtlosen
multi-hop Netzen, wie erwartet, zusätzliche Kosten in Form von Kontrollnachrichten.
Wenn der daraus entstehende Korridor jedoch Durchsatzgewinne ermöglicht, gleichen
sich die Etablierungskosten nach einer gewissen Anzahl an Paketübertragungen aus.
Im Rahmen dieser Arbeit werden zwei Techniken auf der Bitübertragungsschicht für
die obengenannte Systemarchitektur erforscht. Es handelt sich dabei um Orthogonal
Frequency-Division Multiple Access (OFDMA) und Interference Alignment (IA). In Etap-
pen, die OFDMA einsetzen, wird jeder Subkanal einem Link der Etappe zugeordnet, der
für diesen Subkanal eine gute Kanalqualität aufweist. Somit kann OFDMA in Szenarien,
in denen klassische Weiterleitungsmechanismen auf der Bitübertragungsschicht nicht
betriebsfähig sind, Daten robust übertragen. Zudem kann ein höherer Durchsatz als
bei solchen klassischen Ansätzen erzielt werden. Um die Etappenübertragungszeit zu
minimieren, wird ein Allokationsverfahren vorgeschlagen, das sowohl die Kanalinforma-
tion als auch die Menge an Daten, die jeder Sender in einer Etappe übertragen möchte,
berücksichtigt. Ferner werden die praktischen Herausforderungen, die der Betrieb einer
Etappe auf Basis von OFDMA stellt, behandelt, und eine Implementierung auf Software
Defined Radios realisiert. Der durchschnittliche Durchsatzgewinn liegt bei 30% im Ver-
gleich zu klassischen drahtlosen multi-hop Netzen. OFDMA wird in Theorie, Simulation,
und Praxis analysiert. Die Ergebnisse in allen drei Domänen stimmen überein.
Weiterhin wird IA in der Frequenz als Bitübertragungsschicht für Korridoretappen
untersucht. Praktische Experimente zeigen, dass IA oft nur einen geringen Durchsatz
aufgrund von einer Verstärkung des Rauschens im Zuge des Dekodierungsprozesses
erreicht. Es wird festgestellt, dass der Verstärkungsfaktor nur von den Kanalkoeffizien-
ten der Subkanäle abhängt, die für IA verwendet werden. Auf Basis dieser Erkenntnis
wird ein Mechanismus vorgeschlagen, der bestimmt, welche Senderknoten mit welchen
Empfängerknoten innerhalb einer Etappe über welche Subkanäle Daten austauschen
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sollten, um den Verstärkungsfaktor zu minimieren. Da die Anzahl an möglichen Kom-
binationen sehr umfangreich ist, werden Heuristiken entworfen, die den Suchraum
erheblich reduzieren. Auf diesem Mechanismus aufbauend wird das erste praktikable
Übertragungssystem entwickelt, dass IA in der Frequenz nutzt. Die Messergebnisse
zeigen, dass die obengenannte Verstärkung des Rauschens effizient vermieden, und
somit ein robuster Betrieb erzielt werden kann. Es wird auch deutlich, dass IA nur für
Korridoretappen mit bestimmten Kanalzuständen und Datenaufkommen an den Sendern
geeignet ist. Im Vergleich zu klassischen multi-hop Netzen beträgt in solchen Fällen der
durchschnittliche Durchsatzgewinn 25% und der maximale Durchsatzgewinn 150%.
Abschließend wird ein Entscheidungsmechanismus entwickelt, der für eine bestimmte
Etappe die Technik auf der Bitübertragungsschicht auswählt, die den höchsten Durchsatz
erreicht. Es werden Korridore mit bis zu fünf Etappen untersucht; diese erzielen einen
durchschnittlichen Durchsatzgewinn von 20%. Insgesamt erweist sich, dass die Fähigkeit
von Korridoren die beste Technik auf der Bitübertragungsschicht auszuwählen, um sich
so an die Gegebenheiten der einzelnen Etappen anpassen zu können, entscheidend ist,
um einen effizienten und robusten Betrieb zu ermöglichen.
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1
I N T R O D U C T I O N
1.1 motivation
Wireless Multi-hop Networks (WMNs) have not made it into everyday life despite signifi-
cant efforts in this research area. The reasons are twofold. First, single-hop systems such
as LTE and 802.11 cover the needs of today’s wireless devices—their centralized design
allows for a much lower complexity compared to WMNs. Second, the performance of
WMNs is often significantly lower than for single-hop systems. Essentially, the latter bene-
fit from recent advances at the Physical Layer (PHY) particularly designed for single-hop
communication to keep up with increasing wireless demands.
However, the vision behind the Internet of Things (IoT) challenges the wireless single-
hop paradigm and thus the first of the aforementioned reasons. The main problem is
scalability—single-hop systems typically mitigate the increase of wireless devices by
deploying more base stations, but in practice the density of such base stations is limited.
For instance, deploying and wiring cells significantly smaller than a room might become
infeasible in existing buildings. Outdoor environments are even more challenging, as
such a dense cell deployment would require wiring the landscape. WMNs address this
issue by allowing for wireless data forwarding. Many existing IoT systems raising from
highly successful crowdfunded projects into commercial products have identified the
need for such networks and are thus based on a multi-hop design. For example, the
smart light bulb system LIFX1 uses a multi-hop network to interconnect all light bulbs in
a home. The original project raised more than ten times its initial goal on a crowdfunding
platform, showing the popularity of the IoT. Similarly, the smart plug system Zuli2 is also
based on WMNs, and emerged from a successful crowdfunding campaign, too. Further
platforms designed for the IoT and based on WMNs include Flutter3 and Pinoccio4. In
other words, the IoT is pushing WMNs into commercial products since single-hop systems
are not well-suited for such a scenario. Moreover, WMNs are not only becoming present
in independent, crowdfunded projects but also in widespread technology. For instance,
recent versions of Apple iOS natively support mesh networking. As a result, applications
such as Firechat5, which allows for multi-hop instant messaging, have emerged.
Although the performance in terms of throughput of state-of-the-art WMNs is limited,
it covers the needs of the aforementioned examples—all of them generate only small
amounts of traffic, such as sensor readings, actuator instructions, or text messages.
However, further applications such as multi-hop sharing of Internet connections, or multi-
hop video streaming among multimedia devices require significantly more bandwidth.
This directly relates to the second reason for WMNs not being part of everyday life—
as opposed to single-hop systems, WMNs use simple PHYs that limit their practical








is, they exploit that the Channel State Information (CSI) of each link in a network is
random and linearly independent from the CSI of all other links in the network with
high probability. This allows for techniques such as Orthogonal Frequency-Division
Multiple Access (OFDMA), Interference Alignment (IA) [20], and Multiple-Input Multiple-
Output (MIMO). For instance, OFDMA enables a fine-granular allocation of resources to
multiple links. Since links have random and different CSI, the probability of at least
one link having good channel conditions on each fine-granular resource is high (c.f.
Chapter 5). Further, IA exploits the linear independence of link CSI to align interfering
signals into the same subspace, while desired signals lie in orthogonal subspaces. Hence,
IA can decode the desired signals by combining aligned unknowns in an undetermined
system of equations (c.f. Chapter 6). In contrast to opportunistic approaches that adapt
the Network Layer (NET) to the random behavior of the PHY, such as MIXIT [67], the
aforementioned techniques directly operate at the PHY and require CSI at the transmitters.
WMNs inherently provide for spatial diversity as many links are available. Still, state-of-
the-art WMNs do not use advanced PHYs since such techniques pose significant challenges
in a decentralized scenario. In particular, all devices participating in a transmission using
an advanced PHY typically need to (a) be coordinated regarding resource allocation, (b)
be synchronized in both time as well as frequency, and (c) share timely CSI. In single-hop
systems, often a central controller solves these issues. For instance, a base station or
an access point can decide on resource allocations, provide tight synchronization using
preambles, and collect CSI efficiently using the available direct links. In contrast, coordi-
nating multiple equal peer nodes in a WMN is hard. In particular, nodes must achieve a
consensus regarding the allocation of PHY resources before the characteristics of the PHY
change. Similarly, the system must provide CSI exchange and node synchronization over
multiple hops before both become outdated. The larger the network, the more challenging
the aforementioned issues since existing approaches do not scale. The key problem is that
the NET and the PHY operate at different timescales. Essentially, channel fluctuations at
the PHY occur at a speed orders of magnitude larger than the operation of the NET. Hence,
using advanced PHYs in a multi-hop environment is typically infeasible. As a result,
traditional WMNs stick to basic PHYs inspired by early 802.11 standards. Unsurprisingly,
the performance of such WMNs is significantly worse than modern versions of single-hop
802.11—similarly to how a horse-drawn car is slower than a motor car.
In this work, we address the aforementioned issues in order to enable state-of-the-art
PHYs for WMNs. To this end, we follow a divide and conquer approach. Essentially, we
enable fully connected groups of nodes to use advanced PHYs techniques—within such
groups these techniques become feasible, similarly to single-hop systems. We then allow
the groups to cooperate in order to forward packets over multi-hop routes. Our goal is to
improve the practical performance of WMNs. Our motivation is to provide mechanisms
for a wireless network connecting everything and everyone, everywhere.
1.2 challenges and goals
Section 1.1 identifies the limited performance of practical WMNs as one of their main
problems. Based on this, in Figure 1.1 we derive the sub-problems that we need to solve
to address this issue. Next, we identify for each sub-problem a general approach on how
to deal with it. We formulate the result as a sub-challenge, and a corresponding sub-goal.
Finally, we infer the main goal of this thesis based on the individual sub-goals.
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Challenge: enable advanced PHYs in wireless multi-hop networks to improve performance
Goal: efficient, robust, and scalable wireless multi-hop networks
Figure 1.1: Challenges and goals of this thesis.
1.2.1 Spatial Diversity
In order to tackle the limited performance of WMNs, prior work aims at exploiting spatial
diversity using multi-path mechanisms [110, 124, 84]. Essentially, such mechanisms send
packets to the destination along multiple different paths. In theory, the delivery ratio
improves since the probability that at least one of the paths is successful becomes larger
the more paths we use. However, the problem stems from the resulting effects at the PHY
since the nodes on each of the paths are often close to each other and thus compete for
the channel. As a result of node contention, performance in practical scenarios typically
breaks down, and the delivery ratio may be even lower than without multi-paths.
Still, state-of-the-art single-hop PHY techniques show that spatial diversity can pro-
vide large performance gains in terms of throughput as well as robustness. Hence, the
challenge is to enable such techniques in a multi-hop environment. The key difference
between exploiting spatial diversity using multi-paths at the NET or using the aforemen-
tioned techniques at the PHY is that in the former case nodes compete at the PHY while
in the latter they cooperate. In other words, while simultaneous transmissions obstruct
the operation of multi-paths, advanced PHYs intentionally cause them. Our goal is to use
such an approach to achieve interference-free exploitation of spatial diversity in WMNs.
1.2.2 Scalability
Multi-hop scenarios pose a significant problem to state-of-the-art PHYs. In particular,
nodes transmitting simultaneously often need up-to-date CSI of all links involved in the
transmission in order to compute, for instance, precoding vectors or resource allocations.
As highlighted in Section 1.1, CSI is typically outdated by the time it is forwarded
beyond one hop. Moreover, the larger the network, the more complex it becomes to
determine which nodes shall participate in a certain transmission to optimize the resulting
performance. Also, the more nodes participate, the more difficult it is to provide timely
CSI to all of them. In other words, state-of-the-art PHYs do not scale.
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To tackle the aforementioned scalability issues, we aim at using state-of-the-art PHYs
only in fully connected subsets of the network. As a result, (a) CSI does not need to
be forwarded over multiple hops, and (b) the number of participating nodes is limited.
Hence, the challenge is to design mechanisms that form such fully connected subsets of
nodes of a suitable size for the PHY in use. This raises a number of research questions
such as the trade-off between the subset size and the achievable performance—the larger
the subsets, the more spatial diversity but also the more effort needed to distribute CSI.
All in all, our goal is to enable the decentralized operation of advanced PHYs in WMNs.
1.2.3 Real-World Environments
In Section 1.1, we highlight a number of advanced PHY techniques (OFDMA, IA, and MIMO).
However, this is just a selection—recent work proposes a plethora of such techniques. The
most suitable technique for a certain WMN strongly depends on the channel conditions,
as well as the network topology and the ongoing data flows in the network. The problem
in real-world environments is that these characteristics are usually different in different
parts of a network. For instance, one part of a network may be indoors and thus feature
high node density, strong links, and high frequency selectivity. In contrast, a different
part may be outdoors, featuring few nodes, weak links, and less selective channels. Thus,
a PHY beneficial for the indoor part may be unsuitable for outdoors, and vice versa.
The challenge is to allow WMNs to use different PHYs in different fully connected node
subsets (c.f. Section 1.2.2). To this end, we need to design mechanisms that enable nodes
of one subset to adapt the incoming data to the PHY of the next subset. For instance, the
amount of received data at each node influences the allocation of PHY resources in the
next subset. Additionally, nodes in a certain area may switch to a different PHY technique
if channel characteristics in their environment change over time. In other words, our goal
is to enable spatio-temporal transitions among exchangeable PHY techniques to adapt to
the real-world environment in WMNs.
1.2.4 Practical Validation
Practical effects such as Carrier Frequency Offset (CFO), Symbol Time Offset (STO), or
gain misadjustments have a significant impact on PHY performance. These effects often
become even more severe in WMNs since WMNs lack a central instance that can correct such
variations homogeneously on all nodes. Hence, practically validating our mechanisms
that enable state-of-the-art PHYs in WMNs is crucial. The problem stems from the practical
implementation of techniques at the PHY, which may require a prohibitive effort. Even
using a Software-defined Radio (SDR) platform might require costly implementation on a
Field Programmable Gate Array (FPGA) to validate mechanisms at the PHY. As a result,
even validation cycles of simple mechanisms may take up to several months.
To keep validation cycles short, we need rapid prototyping. The challenge is to develop
a framework that allows us to implement advanced PHYs in a multi-hop environment
easily. Our SDR platform provides such a rapid prototyping framework based on Matlab6
for a single transmitter-receiver pair. Hence, we need to extend it to support (a) multiple
6 Throughout this work we use the term Matlab to refer to MATLAB and Communications Toolbox Release
2013a, The MathWorks, Inc., Natick, Massachusetts, United States, http://www.mathworks.com/
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hops, and (b) an arbitrary number of nodes. Rapid prototyping in Matlab comes at
the price of non-real-time execution, that is, signals are processed offline. However, our
system needs to be online and interactive in order to, e.g., react to CSI updates. Hence,
our goal is to find a trade-off between rapid prototyping and online processing.
main goal. All in all, the main goal of this thesis is to improve the practical per-
formance of WMNs in terms of throughput, robustness, and scalability. To this end, we
enable advanced PHYs in WMNs in practice to exploit cooperative spatial diversity.
1.3 contributions
To address the aforementioned challenges, we propose Corridor-based Routing. We (a)
introduce the general operation of our scheme, and (b) adapt a number of advanced PHYs
to WMNs using Corridor-based Routing. In particular, our contributions are as follows.
1.3.1 Architecture and Operation of Corridor-based Routing
Corridor-based Routing is a multi-hop forwarding paradigm that supports spatial di-
versity. Essentially, data is forwarded along corridors, which are the result of widening
a hop-by-hop path in order to span multiple nodes at each hop. Figure 1.2 shows an
example for a corridor of width three. We call each widened hop a stage. Stages realize the
aforementioned fully connected subsets of nodes. Each stage can have a different width
and use a different stage mechanism—that is, a different PHY technique—to forward
data. This implements spatial PHY transitions. To realize temporal PHY transitions, stages
periodically measure channel conditions and adapt the stage mechanism in use based
on the number of nodes at each side, the CSI of its links, and the amount of data at each
transmitter. We call this stage maintenance. Finally, stage coordination provides consensus
among nodes both within a stage, e.g., for resource allocation, and among stages, e.g., to
ensure that the stage mechanisms of two subsequent stages are compatible.
1.3.2 Stage Mechanism based on OFDMA
We design and implement a stage mechanism based on OFDMA for Corridor-based
Routing. The result is modular, that is, we can integrate it seamlessly into the architecture
described in Section 1.3.1. OFDMA builds on Orthogonal Frequency-Division Multiplexing
(OFDM) at the PHY, which splits the channel bandwidth into narrowband subchannels.
Stage # 1 2 3 4 5 6 7
SRC
DST DSTSRC





Figure 1.2: Corridor example. We select nodes during corridor construction, as shown on the left.
For clarity, we often represent corridors in a structured manner, as shown on the right.
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Additionally, OFDMA can assign each subchannel to a different link in the network. If the
channel is frequency selective, each subchannel on each link experiences a different quality
in terms of Signal-to-Noise Ratio (SNR). Hence, the PHY can allocate each subchannel
to the link on which it has the largest SNR to improve transmission quality. We adapt
this technique to a stage by allowing transmitters to share the available subchannels.
We investigate both fair and unfair algorithms—the former allocate the same number
of subchannels to each stage link while the latter share subchannels unevenly. As a
result, unfair algorithms may cause bottlenecks if a node receives more data in one
stage than it can forward in the next stage. Further, we analyze two metrics for resource
allocation, namely, the SNR, and the stage transmission time, which takes into account
the aforementioned bottlenecks. Data splits and joins at nodes as it traverses the corridor,
thus becoming disordered. We include identifiers to allow the destination to reconstruct
the data. We show that our OFDMA stage mechanism achieves 30% average and up to 2×
throughput gains in practice compared to a traditional mechanism not using corridors.
1.3.3 Stage Mechanism based on IA
We also adapt IA to operate as a stage mechanism module. IA can operate in the space,
time, and frequency domains. We choose IA in the frequency domain because it does
not require nodes to have multiple antennas. In frequency IA, three transmitters send
unicast data to three receivers using three subchannels. By aligning interference, one of
the transmitters can send two packets on one resource, that is, the overall system can
deliver four packets using only three subchannels, achieving a 33% throughput gain. We
identify a crucial limitation of IA in practice—unfavorable channel conditions augment
noise at the receiver prohibitively, rendering IA inoperable. However, we realize that
this noise augmentation strongly depends on which transmitter sends data to which
receiver on which subchannels, since CSI has a different impact in each case. If a stage has
more than three transmitters or receivers, we can also choose which nodes participate in
IA. Additionally, we can use IA only on beneficial subchannels and resort to OFDMA on
others. In other words, IA can choose among a large set of possible resource allocations.
We define a metric that allows to predict the aforementioned noise augmentation based
on CSI measurements, and use it to find the best resource allocation for a given set of
transmitters and receivers. We take into account the amount of data each transmitter in a
stage needs to forward, and choose the allocation which minimizes the transmission time.
We implement our design in practice, and show that our resource selection mechanism
enables throughput gains in the range of 20% to 30% compared to a scheme not using IA.
1.4 outline
Figure 1.3 shows a block diagram of the structure of this thesis, which is divided into three
parts—Introduction, Corridor-based Routing, and Discussion. The first part highlights
the research question that we deal with. In particular, Chapter 1 presents the limitations
of existing WMNs, and explains the challenge of including state-of-the-art PHYs in such
networks. Next, in Chapter 2, we discuss previous work that aims at improving the
performance of WMNs and relate it to our goals.
The second part investigates Corridor-based Routing, which is our approach to enable















Figure 1.3: Structure of the chapters of this thesis.
operation of our system. The former deals with the general concept underlying our
approach, while the latter defines a specific protocol that implements it. This includes
corridor construction. In the subsequent chapters, we investigate three different stage
mechanisms that corridors can use as PHY modules to forward data. First, we describe a
single link stage mechanism in Chapter 4. This mechanism only transmits on one link
of a stage at a time using OFDM. Second, in Chapter 5 we present in detail the OFDMA
stage mechanism we sketch in Section 1.3.2. We also discuss practical results which
show the improved throughput and robustness of a corridor using OFDMA compared
to a traditional WMN. Third, in Chapter 6 we dive into the specific operation of the IA
stage mechanism that we summarize in Section 1.3.3. We present results focused on the
operation of the stage mechanism itself, that is, on the resource selection for IA. We then
conclude this part of the thesis with a system evaluation in Chapter 7 which includes the
full operation of the corridor, as well as all the aforementioned stage mechanisms.
In the third part of this thesis, we first discuss our results and give an outlook on
future work in Chapter 8. This includes, for instance, a sketch on the possible benefits
of operating multiple simultaneous corridors in a network. Finally, we summarize and
conclude the thesis in Chapter 9.

2
R E L AT E D W O R K A N D B A C K G R O U N D
In Chapter 1 we present the goal of this work—enable advanced PHYs in WMNs to improve
their practical performance. Our approach is based on the cooperation of multiple nodes
at the PHY to exploit spatial diversity. To enable this cooperation, we need to coordinate
nodes in a multi-hop environment, which inevitably involves the NET. As a result, being
between the PHY and the NET, the Link Layer (LNK) is also a fundamental part of our
approach. In other words, we span all three lower layers of the protocol stack.
A significant amount of related work deals with improving the performance of WMNs
on each of the aforementioned layers, as well as combinations of these layers. Initially,
many approaches focused exclusively on the NET [83] since the NET forms the WMN in
the first place. However, it soon became clear that the limitations of WMNs were rooted
at the PHY [40]. Hence, research efforts on WMNs have moved towards dealing with the
characteristics of the wireless medium [68, 67, 22] in order to tackle the source of the
problem directly. That is, state-of-the-art WMNs are by no means limited to the NET but
are strongly related to the PHY.
Related work exhibits different levels of interaction with the PHY: PHY-aware, cross-
layer, and PHY-interactive. First, PHY-aware approaches operate exclusively at the NET
but modify its behavior to account for the characteristics of the wireless medium without
interacting with it. For instance, these approaches often do not use the hop count as a
metric at the NET but rather more sophisticated metrics such as the Expected Transmission
Count (ETX) [30]. That is, they take into account that a low hop count typically implies
long, unreliable wireless links, and thus favor short, high quality links which cause less
retransmissions resulting in a smaller end-to-end transmission time. However, PHY-aware
approaches do not obtain any additional information from the lower layers, nor do they
change their parameters. Second, cross-layer schemes violate the layered protocol stack
model to obtain information from the lower layers, thus achieving a higher level of
interaction with them than PHY-aware approaches. For instance, at the LNK, such cross-
layer information can help identifying interference patterns in a multi-hop environment
[155], thus allowing for simultaneous transmissions which a traditional Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) protocol would have prevented
unnecessarily. At the NET, cross-layer mechanisms allow nodes to, e.g., split packets
and forward each fragment opportunistically via different routes based on the PHY
decoding reliability at each intermediate hop [67]. Finally, state-of-the-art PHY-interactive
approaches advance even further towards the PHY. However, related work at this level of
interaction quickly becomes limited. Only a few existing approaches directly change or
parameterize the PHY—most of them assume a PHY similar to the 802.11 standard [57].
Moreover, schemes that do modify the lower layers typically consider only one specific
PHY mechanism, such as using OFDMA instead of OFDM [148]. In contrast, in this work
we study how to enable virtually any PHY in WMNs, thus increasing the interaction with
the PHY one step further than the current state-of-the-art.
In this chapter, we survey existing efforts to improve the performance of WMNs as well
as background on the specific PHY techniques that we enable for WMNs. We categorize
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Figure 2.1: Overview on the structure of our survey on related work.
related work according to the three aforementioned levels of interaction with the PHY,
that is, PHY-aware (Section 2.1), cross-layer (Section 2.2), and PHY-interactive (Section 2.3).
As a result, we follow a top-down approach, starting from the NET and advancing step-
by-step towards state-of-the-art WMN schemes operating close to the PHY. At that level of
interaction, we then seamlessly move on to the second part of this thesis, which deals with
Corridor-based Routing. Figure 2.1 shows the structure of this chapter and highlights our
top-down approach. In Section 2.3, we also present related work on validating wireless
techniques on SDRs, which is a crucial step to ensure their practicability and thus plays a
fundamental role in our work.
2.1 phy-aware network layer
In this section, we first sketch the limitations of traditional WMN schemes to highlight the
importance of taking into account the characteristics of the wireless medium. Then, we
present an overview of the aforementioned PHY-aware approaches.
2.1.1 Traditional WMN Schemes
Traditional routing mechanisms for WMNs address the problem of finding a path from
a source node to a destination node on a network graph which may change frequently
due to the fluctuations of the wireless medium. Existing solutions [17] can be either
topological or geographical, that is, either using a link-based or a distance-based metric.
Topological approaches can be further classified into reactive, such as Ad hoc On-Demand
Distance Vector Routing (AODV) [118] or Dynamic Source Routing (DSR) [62], or proactive,
such as Optimized Link State Routing (OLSR) [26]. While the former only initiates path
discovery when a source node generates a packet, the latter periodically exchanges link
information. Still, both essentially need to flood the network, either with route request
messages or link updates, to determine the network topology and compute the end
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to end path. This potentially significant overhead is unavoidable since the topology
is initially unknown to the protocol and no further information about the network is
available. In contrast, geographic approaches such as greedy or face routing [104] avoid
this overhead entirely—the key difference is that they assume that nodes are aware of
their locations. Nodes locally share their location with their neighbors, and source nodes
include the location of the destination in the headers of each packet they generate. Hence,
intermediate nodes can compute which of their neighbors provides most geographical
progress towards the destination without knowing the topology. Further, nodes can also
forward packets along any arbitrary geometric curve from source to destination [112].
A further WMN approach that avoids flooding the network with control messages is
backpressure routing [145]. Intuitively, this scheme forwards data similarly to how water
flows through pipes, that is, along pressure gradients1. Each node keeps an independent
packet queue for each destination. If a node has more packets in a certain queue than
a neighbor—that is, a higher pressure—it forwards data to that neighbor. Since the
destination consumes data and thus always has an empty queue, packets ultimately flow
towards the destination. However, the original scheme [145] requires a central controller
which is aware of all queue backlogs and optimizes which nodes transmit in each time
slot. As a result, the scalability of backpressure routing is limited. While this scheme is
mainly theoretical, recent work implements it in practice, and shows how to overcome
its limitations [80, 113]. In particular, some approaches propose self-organized variants
which do not require a central controller but in turn are not throughput optimal [114].
Also, backpressure routing may result in unnecessarily long routes as it uses all links of
the network to forward packets. However, hybrid schemes combining backpressure with
topological routing can alleviate this problem [165].
All of the aforementioned protocols abstract from the PHY and LNK. That is, they build
on a simplified model of the lower layers, which in turn leads to an inefficient design. In
the following, we present selected examples of this inefficiency described in the literature.
• Link Model. Traditional schemes assume that a link in a WMN either exists or not.
However, this strongly depends on the Modulation and Coding Scheme (MCS) and
the subcarriers in use. A link may be unusable at a high MCS but still deliver packets
when using a lower modulation and a stronger error correction code. However, a
deep fade may impede communication even at the most robust MCS available. In
such cases, the PHY can still operate the link by switching off the subcarriers close
to the deep fade [122]. While this slightly reduces the available bandwidth, it may
be very beneficial for the NET if, e.g., the link enables a shortcut on an otherwise
prohibitively long multi-hop path. Finally, the PHY can set the MCS of each subcarrier
individually, instead of using the same MCS on all of the subcarriers. This further
improves the performance of links which otherwise would be inexistent.
• Packet Loss. The NET typically assumes that packets forwarded on a WMN link
either arrive correctly or cannot be decoded at all. A decoding error can happen, for
instance, as a result of channel fluctuations or interference. However, such errors
often affect only a portion of a packet, either in the time or frequency domain.
Hence, nodes can achieve a significant gain if they only retransmit the affected
bits instead of the entire packet [61]. On a multi-hop path, the impact of such
1 The water metaphor is widely used to describe backpressure routing, such as in “Notes on Backpressure
Routing” by Michael J. Neely. Available at http://ee.usc.edu/stochastic-nets/docs/backpressure.pdf
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retransmissions increases dramatically, as such costly packet retransmissions can
occur randomly at any intermediate hop of a potentially long path.
• Concurrent Transmissions. Most traditional routing protocols assume that two
nodes in range that transmit simultaneously inevitably cause a collision resulting in
a packet loss. The 802.11 LNK [57] provides multiple mechanisms to avoid collisions,
such as Request-to-Send (RTS) and Clear-to-Send (CTS) messages, which inform
nodes that they are within range of two communicating nodes, and thus should
not transmit. However, these mechanisms may avoid simultaneous transmissions
unnecessarily. For instance, depending on the timing of messages and the trans-
mission power of nodes, a receiver may be able to decode two collided packets
[42, 136]. In other words, traditional collision avoidance builds on an interference
model which naturally causes a wastage of resources, and design inefficiencies.
• Topology Models. Theoretical analysis of traditional WMNs is often based on
simplified models, such as the unit disk graph [25], which assumes that two nodes
are in range whenever they are closer than a certain distance value. However, in
practice, real-world effects such as uneven antenna radiation patterns and multi-
path propagation result in a significantly different behavior [106]. As a result,
designs that build on such models may not be practical at all, that is, they may
address problems that have a low impact in practice while ignoring crucial issues.
The above examples illustrate that NET protocols agnostic to the PHY are highly in-
efficient. However, even if protocols adapt to the PHY, the intrinsic characteristics of
standard PHYs, such as the 802.11 PHY, limit the scalability of the WMN [51]. In partic-
ular, the lack of concurrency at the PHY causes the maximum concurrent flow and the
minimum cut-capacity to scale as Θ (1/r (n) k) [64], i.e., it tends to zero as the number
of communicating node pairs k increases for a certain node range r (n). In other words,
according to this result WMNs do not scale. Nevertheless, recent work [38, 64] shows
that allowing nodes to transmit or receive multiple packets concurrently overcomes this





for both concurrent transmissions as well as receptions [64], with n the
number of nodes in the network. That is, concurrency at the PHY enables WMNs to scale
better. To achieve this, not only the NET needs to adapt to the PHY but also the PHY to
the NET by using state-of-the-art PHY techniques that enable nodes to send and receive
multiple packets concurrently according to the needs of the NET.
Signal processing is key to enable this potential in terms of scalability [40]. For instance,
many state-of-the-art PHY techniques build on combining baseband signals from multi-
antenna systems to achieve concurrency, and thus a better performance [126, 60]. However,
the capacity limit when using such techniques in a WMN is unclear [6]. In other words,
WMNs have a large potential but their maximum theoretical performance in terms of
throughput is unclear. The key problem is modeling the inherent complexity of WMNs.
Existing work [6] defines three major hurdles, namely, modeling the feedback overhead
for network coordination, taking into account the spatio-temporal fluctuations in WMNs,
and including additional constraints such as delay or reliability. All of these issues
significantly impact the performance of WMNs in practice, and are thus crucial for
obtaining the aforementioned performance limit. While current approaches such as [92]
determine the capacity of WMNs, they are often limited to certain PHY capabilities and
thus cover only a fraction of the potential of WMNs.
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2.1.2 Advanced Routing Schemes
In the following, we survey PHY-aware mechanisms which partially exploit the afore-
mentioned potential of WMNs. Specifically, we focus on wireless backbones, multi-path
routing, and opportunistic routing.
2.1.2.1 Wireless Backbones
Topological routing protocols (c.f. Section 2.1.1) often limit the performance of WMNs
when flooding control messages to find paths. Due to the broadcast nature of the wireless
medium, such flooding may block all transmissions in the network for a significant
amount of time. To alleviate this issue, wireless backbones [162, 24] introduce a hierarchy
in the network, that is, only a certain subset of so-called cluster-heads participate in the
routing process. All other nodes are assigned to a nearby cluster-head, which locally
relays packets addressed to them. In other words, similarly to our approach introduced
in Section 1.3.1, wireless backbones divide the network into local groups of nodes.
However, the key difference is that we envision such groups to cooperate at the PHY, while
wireless backbones aim at reducing overhead without introducing any cooperation at all.
Moreover, wireless backbones use clustering techniques [167] to form groups of nodes,
generally without taking into account how packets flow in the network. In contrast, our
design sketched in Section 1.3.1 forms groups to transport data in a certain direction. Still,
work on wireless backbones identifies crucial issues when forming groups of nodes in a
WMN, such as choosing cluster-heads [162], guaranteeing connectivity among clusters [24],
and routing packets efficiently both within as well as among clusters [21]. For the latter,
a combination of topological and geographic routing is most beneficial [21]. In particular,
topological routing is well suited for local clusters, while geographic approaches keep
overhead low on potentially long routes among cluster-heads.
2.1.2.2 Multi-Path Routing
Besides reducing control overhead using wireless backbones, PHY-aware schemes also can
exploit spatial diversity using multi-path routing. The underlying PHY principle is that
two links whose start points or end points are separated more than λ/4 are uncorrelated
with high probability [106], where λ is the wavelength. For wireless systems operating at
2.4GHz, this translates into about 3 to 4 centimeters. In other words, any two links in a
WMN are likely to have different channel quality. A straightforward approach to exploit
spatial diversity at the NET is to use multiple paths—if one path provides poor quality,
using a different path may help [108].
A first approach to spatial diversity is local repair. Essentially, whenever a path breaks,
nearby nodes locally find an alternative route that connects again the two path fractions
[100]. Traditional WMNs can easily incorporate such an approach. For instance, AODV can
generate a route request with a small Time To Live (TTL) value at a node detecting the
path break [83]. As a result, the request is only flooded locally but is likely to reach a node
which is part of the original path. The Castor protocol [37] implements a similar concept
but provides a more sophisticated solution including routing security. Essentially, nodes
forward packets based on per-destination reliability indicators that they keep for each
neighbor. Initially, a node floods data packets because all estimators are zero. A node sets
the reliability estimator for a neighbor nc according to the number of acknowledgments
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that it receives via nc for packets that it has previously forwarded to nc. If a path breaks,
the reliability of the path at each node drops. As a result, nodes forward packets via their
neighbor with the next higher reliability for the current destination. While such local
repair schemes can be very effective, they can only exploit spatial diversity at the level of
links. In contrast, mechanisms at the PHY provide much higher granularity as they can
select individual OFDM subcarriers of individual links.
A second approach to spatial diversity is using multiple paths simultaneously—either
to achieve a higher throughput, or to provide redundancy [152, 85]. Additionally, related
work proposes only including paths of equal length in the multi-path to avoid long
detours, and thus undesired delays [152]. However, such an approach causes significant
interference at the PHY since paths of similar lengths connecting a certain node pair are
often geographically very close. In other words, instead of cooperating to forward data
more efficiently, nodes on the paths compete for the channel, resulting in poor performance.
A similar approach for multicast scenarios [85] leads to similar problems—messages are
flooded within multicast groups to provide redundancy but cause interference. To avoid
such issues, spatial diversity schemes must involve the PHY.
2.1.2.3 Opportunistic Routing
In contrast to multi-path routing, opportunistic approaches exploit spatial diversity a
posteriori—that is, they decide after a transmission which node shall forward data. As
a result, opportunistic routing forwards packets on-the-fly, and is thus able to react
immediately to the fluctuations of the wireless channel. Essentially, nodes relay packets
to a set of potential forwarders [16]. Depending on the channel conditions on each link
during transmission, typically only a subset of these forwarders is able to decode the
packet. Out of this subset, the protocol chooses the node which provides most progress
towards the destination as the next forwarder. Hence, such an approach exploits spatial
diversity without needing to discover multiple paths. The key challenge is coordination.
That is, the protocol must ensure that at least one of the forwarders receives the packet,
but also that at most one of the forwarders relays it, to avoid unnecessary transmissions.
Related work has extended the concept of opportunistic routing to include, e.g., partial
packet recovery [55], and support for adaptive MCS [79]. The former allows nodes to
forward packet fragments to exploit weak but long links, and to alleviate the impact of
packet losses (c.f. Section 2.1.1). The latter is key to the performance of opportunistic
routing since the MCS determines whether a link is operable at a certain SNR. Both
analytical and practical results show that choosing a suitable MCS improves performance
by up to an order of magnitude [79]. Practical work on opportunistic routing solves
further issues such as supporting the Transmission Control Protocol (TCP) and using
off-the-shelf hardware [55]. Additionally, opportunistic routing can optimize on-the-fly to
which final destination it delivers packets—this can provide significant gain if the source
indicates multiple possible destinations, such as multiple gateways in a WMN [81].
In contrast to opportunistic routing, our corridor-based approach (c.f. Section 1.3) takes
routing decisions a priori based on CSI feedback. Opportunistic routing builds on the
assumption that such CSI is prohibitively expensive in a WMN. However, we counteract
this limitation by splitting corridors into stages. Moreover, work in this area shows that
some feedback is also needed in opportunistic routing for rate adaptation [79]. In some
cases, one-bit PHY feedback is enough [129]—that is, feedback for opportunistic routing
can be of the same order of magnitude than feedback for corridors.
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2.2 cross-layer approaches
While the previous section deals with protocols that operate exclusively at the NET, in
the following we survey mechanisms that span two or more layers out of NET, LNK,
and PHY. Our goal is to identify cross-layer techniques that improve the performance
of single-hop or multi-hop wireless networks based on the characteristics of the PHY.
We later design our Corridor-based Routing system such that it supports and integrates
cross-layer techniques. We start with mechanisms that improve the efficiency of channel
use in Section 2.2.1. Next, we present schemes that exploit cross-layer information in
Section 2.2.2. Finally, we introduce two areas which extend such cross-layer approaches
to an entire WMN, namely, network coding in Section 2.2.3 and cooperative diversity in
Section 2.2.4.
2.2.1 Advanced Link Layer
The LNK coordinates both channel access and channel coding. Recent work at the PHY
on full duplex challenges some of the fundamental design principles of channel access.
Hence, we also sketch the state-of-the-art in that area.
2.2.1.1 Channel Access
At the LNK, two problems limit the performance of channel access, namely, (a) deciding
which node shall transmit on which resource, and (b) allowing the highest possible
number of transmissions per time unit. Regarding (a), the 802.11 LNK [57] uses an
often inefficient CSMA/CA protocol with binary exponential backoff to coordinate channel
access. Recent cross-layer work suggests translating this protocol to the frequency domain
[132]. Essentially, instead of wasting transmission time during backoff phases, nodes
send a pilot on a random OFDM subcarrier. The node which picks the smallest subcarrier
wins the contention. Hence, nodes need a second antenna in order to transmit their pilot
and simultaneously receive the pilots from neighboring nodes. However, full duplex
techniques (c.f. Section 2.2.1.2) address this requirement. Also, similar work in this
area exploits non-contending neighbor nodes to circumvent the need for two antennas
[128]. Essentially, neighbors provide feedback to the contending nodes on which node
won. Further, since two nodes may choose the same subcarrier, such schemes introduce
multiple rounds—the probability of two nodes choosing the same subcarrier twice is
negligible [132]. Translating contention to the frequency domain results in an OFDMA
transmission as multiple nodes transmit simultaneously on different subcarriers. However,
it does not need to deal with CSI feedback and tight node synchronization, since nodes
only need to transmit a simple on/off pilot. In contrast, schemes using OFDMA as an
advanced PHY scheme to achieve higher throughput, must address these issues.
Beyond lightweight contention mechanisms, OFDMA can also avoid contention entirely
[87]. Basically, nodes transmit multiple copies of their data simultaneously on a set of
randomly chosen subcarriers. Hence, collisions may happen if two nodes choose inter-
secting sets of subcarriers. However, since subcarriers are typically linearly independent,
collisions on multiple subcarriers result in a system of linear equations of the form
Ax = b. The vector of unknowns x represents the transmitted packets, the matrix of
coefficients A stands for the CSI of each subcarrier, and vector b contains the received
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packet collisions. As long as transmitters send packets via at least as many subcarriers as
nodes collide, the receivers can decode them. In other words, collisions become uncritical
and contention thus unnecessary. However, in contrast to the aforementioned techniques
which translate contention to the frequency domain, in this case nodes must be tightly
synchronized since they transmit actual data on the individual subcarriers. Still, CSI
feedback is not needed in this case either, since only the receivers need to know matrix
A. Overall, we conclude that supporting advanced PHYs such as OFDMA enables wireless
systems to improve—or even avoid—contention at the LNK.
Regarding (b), traditional LNK schemes such as CSMA/CA are typically conservative
regarding the number of simultaneous transmissions. In particular, when using RTS/CTS,
any neighbor of both the transmitter and the receiver must not transmit. However, such a
restriction is often excessive in practice, and can result, for instance, in the exposed node
problem [14]. That is, two neighboring transmitters are prevented from transmitting even
if their receivers are at locations such that they would only receive the signal from their
respective transmitter. Identifying such situations is hard—in practice, the range of nodes
is highly irregular and strongly depends on the physical environment a node is located in.
In other words, simple models such as unit disk graphs [25] do not capture the complexity
of practical wireless networks. Hence, state-of-the-art mechanisms that aim at increasing
the number of simultaneous transmissions build on empirical approaches. For instance,
nodes can construct a collision map that reflects at which node each transmitter interferes
[155]. Further, a transmitter can also try to exploit the capture effect opportunistically
[160]. That is, instead of waiting for the channel to be available, the node directly probes
each possible receiver. If one or more receivers answer with an acknowledgment, channel
conditions allow for a simultaneous transmission. The node then transmits to the receiver
which received its probe message best. Such empirical approaches at the NET and LNK
assume that the PHY is random and unpredictable. However, involving the detailed PHY
CSI directly into channel access decisions may allow for mechanisms that not only learn
from past experiences but also predict them. This motivates our work on supporting
advanced PHY schemes in WMNs. Higher layers can also help improving the efficiency at
the LNK by, for instance, merging TCP and LNK acknowledgments [130]. However, their
efficiency is bounded to the performance of the PHY they build on.
2.2.1.2 Full Duplex
The aforementioned mechanisms for channel access typically assume that a node cannot
transmit and send simultaneously on the same frequency. The reason is a technical
limitation—even if a node has two antennas and two transceiver chains, the outgoing
signal drowns the incoming one since it is orders of magnitude larger. As a result, the
incoming signal is likely to fall below the quantization noise floor of the receive chain’s
Analog-to-Digital Converter (ADC), which adjusts its range to the stronger outgoing signal.
Thus, canceling the outgoing signal from the received signal to obtain the incoming signal
after the ADC is infeasible.
To solve this problem, existing approaches cancel the outgoing signal prior to the ADC
using analog hardware [32, 60]. This enables full duplex and hence opens the door to
highly efficient channel access [60], as well as, for instance, low latency feedback channels
[93]. The latter is crucial to support advanced PHYs, particularly in multi-hop scenarios
(c.f. Chapter 1). State-of-the-art full duplex Single-Input Single-Output (SISO) systems are
practical, and support current wireless standards such as 802.11ac [13]. They build on
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a large body of work which studies different techniques to cancel the aforementioned
outgoing signal [32], and how to integrate full duplex in existing standards [60]. Further,
recent work shows that full duplex MIMO is feasible in practice, too [12, 8]. In this case,
complexity grows significantly since nodes not only have to cancel the outgoing signal
of one antenna but of M antennas to receive M incoming signals simultaneously. Initial
work in this area explores the combination of full duplex with MIMO but requires four
times the amount of antennas than MIMO data streams to operate. However, the latest
results show that full-duplex MIMO with M data streams and M antennas is (a) feasible
and (b) scalable [12]. To this end, authors exploit that the antennas of a node are located
close to each other and thus experience similar channel conditions. Further, they leverage
that transmitting pilot symbols over all M antennas improves signal cancellation.
Supporting full duplex in a WMN may significantly increase its efficiency. While not all
nodes might support full duplex, a full duplex node can simultaneously transmit to and
receive from two half duplex nodes, respectively [143]. However, if the half duplex nodes
are in range of each other, the half duplex transmitter would interfere at the half duplex
receiver. To solve this issue, the nodes can additionally use spatial IA to ensure that the
interference aligns at the half duplex receiver and that it can thus decode the signal [143].
Related work shows the feasibility of such an approach for single-hop, but translating it
into multi-hop is challenging (c.f. Section 1.2). Full duplex can be beneficially combined
with further techniques at the physical layer, such as backscatter communication [93].
Such systems are particularly interesting for IoT scenarios, which also motivate our work.
2.2.1.3 Channel Coding
Apart from channel access, the LNK is also responsible for channel coding. That is, it
adapts data encoding to the current channel conditions to ensure that the receiver can
decode it. This is particularly challenging when enabling advanced PHYs in a distributed
environment such as a WMN. The reason is that such PHYs may deliver data not just from
one transmitter to one receiver but may split streams among multiple pairs of nodes.
Hence, the LNK must encode data such that each receiver can decode it. Traditional
mechanisms [57] use acknowledgments and simply retransmit packets using a more
robust coding in case of an error. This is very costly, specially if the PHY must retransmit
all streams when decoding fails in one of them. Rateless codes [48, 56] address this issue—
instead of retransmitting all data, they allow the transmitter to send only additional
information to help the receiver decode. Most importantly, the transmitter does not need
to know which part of the original packet produced the decoding error.
In this work, we use Strider [48] as a rateless code to deal with the aforementioned
coding challenges. Instead of sending packets with a specific discrete MCS, in Strider
nodes code packets into batches. If channel quality is high, the receiver only needs a few
batches to decode, whereas if channel quality is low, more batches are transmitted. The
key advantage of such an approach is that no batch is in vain—all batches contribute to a
successful decoding. Moreover, Strider does not need to estimate the channel quality prior
to transmitting data in order to choose the best rate, because it just sends batches until
the receiver can decode. This simplifies the operation of the LNK significantly. However,
Strider still needs some minimal feedback from the receiver to know whether it can
decode or if it needs more batches. To this end, transmitters can learn the decoding
Cumulative Distribution Function (CDF) to estimate how many batches a receiver needs
[56]. Thus, receivers only need to send feedback when the estimated value is too small.
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2.2.2 Cross-Layer Information
In the following, we focus on cross-layer interactions that involve the PHY, and thus help
us in the design of the system we sketch in Section 1.3. In particular, from the work we
discuss in this section, we learn the crucial components of cross-layer approaches which
we then include in our design.
2.2.2.1 Cross-Layer Fundamentals
Allowing layers of the network stack to share information about data flow helps solving
some of the challenges in wireless networks [41]. Early work in this area proposes
different designs for such cross-layer interactions [141, 28]. Essentially, layers can (a)
share information via dedicated interfaces, (b) use a common database to store such
information, or (c) merge completely. Figure 2.2 gives an overview. While (c) allows for
full interaction among layers, it results in a highly complex system which is difficult
to maintain. In contrast, (b) provides an efficient manner for information sharing—any
information that any layer publishes in the database is immediately available for any
other layer that can benefit from it. Moreover, it retains the layered structure from
traditional protocol stacks, including all its benefits. However, such an approach requires
standardized interfaces to the database, and a common understanding on how it operates.
In other words, it would imply a significant change compared to existing systems, which
makes its adoption unlikely. The most widespread approach is (a), which is a compromise.
It does not require any common elements but just allows layers to communicate directly
via dedicated interfaces. Hence, only the layers exchanging information need to adapt to
enable the cross-layer interaction. We use such an approach for our design in Chapter 3,
and discuss existing work that follows a similar approach throughout this section.
2.2.2.2 Channel State
Cross-layer protocols that interact with the PHY often query for the state of the channel
in use. For instance, a routing protocol may choose the next hop based on a Link Quality
Indicator (LQI) computed at the PHY. Such approaches may require this state either at the
transmitter or at the receiver. The PHY can quantify the channel state according to very
diverse metrics, which range from an abstract LQI to detailed CSI. The former is often
based on simplified models (e.g., the two-ray ground model), while the latter refers to the
individual complex OFDM channel coefficients of each subcarrier, that is, the amplitude
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Figure 2.2: Overview on cross-layer approaches.
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typically send pilots symbols in each data frame. Since the CSI is often both time and
frequency dependent, transmitters include pilots at regular intervals in the respective
dimensions of the frame [139]. Pilot symbols are known at the receiver—hence, it can
use them to deduce how the channel modifies symbols both in amplitude and phase at
the time and frequency of the pilot. This information is the detailed CSI but the receiver
can also process it to obtain LQIs such as the average SNR or the signal strength. While
traditional WMN routing protocols often use LQIs as routing metrics, practical experiments
show that the underlying PHY models do not capture the complexity of, for instance,
urban environments [36]. Moreover, advanced PHYs typically require detailed CSI to
operate. Most importantly, they require it at the transmitter, that is, the receiver must feed
the CSI back to the transmitter after computing it.
Timely CSI is challenging not only in the multi-hop case but also in single-hop scenarios
[39]. In Section 1.3 we sketch a technique to avoid multi-hop CSI feedback in a WMN but
we still must provide single-hop CSI feedback, for which we build on existing practical
approaches from, e.g., cellular networks. In the following, we summarize the insights
from the extensive work in this area [96] which we use as a basis to realize CSI feedback in
our system. Most practical systems, such as LTE [1], quantize CSI since full CSI feedback
is often infeasible. Essentially, sending full amplitude and phase information would
result in a large overhead. In contrast, codebooks known to both the transmitter and
the receiver allow for efficient feedback—for each CSI value, the receiver finds the most
similar codebook entry and only sends back its index. The larger the codebook, the
more similar values the receiver can find, but also the larger the codebook entry indices
and thus the feedback overhead. Hence, finding a suitable codebook size for a certain
PHY technique is crucial. For OFDM and OFDMA, the PHY typically uses CSI feedback to
identify poor subcarriers. Performance improves significantly if such subcarriers use a
more robust coding [129], do not transport critical data [15], or are not used at all [122].
In this case, the most basic feedback is a single bit per subcarrier indicating whether
its performance is poor. In other words, the codebook only has two entries. Even with
such minimal feedback, related work [129, 23] achieves large enhancements in system
performance. Theoretical studies in this area analytically show the impact of such a
limited rate feedback channel on OFDM [4]. However, PHYs that precode data at the
transmitter, such as IA, typically need more detailed CSI feedback (c.f. Chapter 6), and
thus incur more overhead than a one-bit indicator.
2.2.2.3 PHY Hints
While channel state describes the medium at a certain point in time, PHY hints [153]
provide information on how the medium affected a particular received data symbol.
Basically, PHY hints capture the decoding confidence of the receiver for each symbol, and
help the receiver on deciding how to process it. That is, PHY hints always refer to specific
received data, in contrast to channel state. Hence, they are used at the receiver and do
not need to be fed back. In the simplest case, the decoding confidence of a symbol in
the IQ plane is directly related to the distance of the symbol to the nearest constellation
point. If the distance is small, the decoding confidence is high, and vice versa.
PHY hints allow a receiver to infer much more precise information about a transmission
than traditional indicators, such as the signal strength of a received frame. For instance,
related work uses PHY hints to estimate the best suited MCS more accurately [154].
Specifically, receivers can compute the likelihood of packet decoding failures for each
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single frame even if no bit errors occur. Hence, this allows for fine-granular rate adaptation
algorithms, and results in a much higher throughput than schemes that use frame errors
or frame SNRs to select bit rates. In a WMN which supports multiple PHYs, this opens the
door to further gains. To be specific, the PHY choice depends on the amount of time each
PHY needs to successfully deliver a frame to the destination, which is directly related
to the bit rate. Hence, the more accurate the bit rate selection, the more suitable PHY
the WMN chooses. This motivates our design in the following chapters, which not only
considers the CSI to choose the PHY in a WMN, but also the bit rate the PHY supports.
2.2.2.4 Partial Packets
The aforementioned PHY hints enable Partial Packet Recovery (PPR) [15, 61]. In case of
a decoding error, receivers can use them to deduce which parts of a frame are likely to
contain symbol errors. Hence, instead of retransmitting the entire frame, the transmitter
can (a) retransmit only the frame parts with errors [61], or (b) send additional redundancy
only for those parts [89]. In both cases (a) and (b), throughput improves significantly.
Again, we can beneficially combine such a scheme with a WMN supporting multiple
PHYs. In particular, the amount of data nodes need to transmit influences the PHY the
WMN chooses. Since the amount of data is different in the retransmission than in the
original transmission when using PPR, the WMN can potentially find a more efficient
PHY to transport the retransmitted data. Hence, the interplay of PHY and PPR results in a
number of mechanism combinations. That is, we can find the PHY and the PPR technique
which are most suitable for a given scenario. This results in a highly adaptive system.
Related work on PPR shows that such adaptability enables gains even when not
involving the PHY. Specifically, a receiver can decide after receiving a packet whether to
request again the frame parts with errors, or only request additional redundancy [159].
While the redundancy variant is more efficient, it may cause a prohibitive CPU load
at the receiver if a frame contains many errors. Thus, partial frame retransmission is
more suitable in such cases. In other words, error patterns in the received frames play
a fundamental role for PPR. The wireless medium often results in burst errors but the
hardware both at transmitter and receiver may cause additional error patterns [53]. For
instance, error probability often increases at the end of the frame due to clock drifting.
That is, the CFO estimation that the receiver computes using the frame preamble becomes
outdated over the course of the frame. Further, errors may occur due to the interplay
of transmitter and receiver gain adaptation. Each effect causes a different error pattern
which calls for a different PPR technique.
The throughput gains of PPR strongly depend on channel conditions [89]. More pre-
cisely, PPR provides gains in indoor environments with high SNRs when channel condi-
tions result in the link operating at the border between two different rates. A system
without PPR would typically choose the lower rate to avoid errors—and thus costly
retransmissions—whereas a system with PPR can afford such errors [61]. In other words,
PPR allows for a higher Bit Error Rate (BER) at the PHY. Our goal is to enable WMNs to
switch to advanced PHYs which result in better channel conditions. Hence, combining
both approaches yields a promising synergy since both advanced PHYs and PPR con-
tribute to support a higher rate. In contrast, in outdoor environments with mobile nodes,
links are significantly more unpredictable and thus rate selection cannot find a stable
operating point [89]. In such a scenario, PPR provides significant gains not only at the
border between rates but for any channel conditions since errors are frequent.
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In the uplink of a wireless access network, PPR can operate without using retrans-
missions. Essentially, if a packet of a Mobile Station (MS) arrives with errors at two or
more Access Points (APs), the APs can use PHY-hints to obtain the correct parts of the
packet and then exchange them via a wired Ethernet backbone [158]. The key idea is that
errors in the received packet are often different at each AP due to spatial diversity. The
more APs overhear a packet, the higher the probability that they can reconstruct the full
packet. However, such an approach requires a wired backbone, and is thus unsuitable for
infrastructure-less wireless networks such as WMNs.
2.2.2.5 Collision Decoding
While PPR addresses bit errors regardless of the underlying cause, collision decoding
provides mechanisms for the specific case of errors arising from simultaneous trans-
missions. Essentially, receivers can decode data even after a collision as long as the
Signal-to-Interference-plus-Noise Ratio (SINR) is high enough [161]. That is, if the signal
of interest is strong enough compared to the interference, the receiver can decode it.
Related work suggests a number of techniques that enable collision decoding, such
as Successive Interference Cancellation (SIC) [49], or Message in Message (MIM) [101].
Theoretical results show that reception of multiple packets allows WMNs to increase
throughput by a factor of Θ(logn), where n is the number of nodes [38]. In particular,
a combination of multiple packet reception and network coding is promising to allow
WMNs to scale.
Recent work shows that collision decoding is practical. For instance, ZigZag decoding
[42] exploits that two interfering 802.11 nodes typically collide multiple times on the
same packet if they experience the hidden node problem. Basically, after a collision, both
nodes wait for a random time and try to retransmit their packet. Since they are mutually
hidden, they collide again. However, packets overlap differently in each collision as each
transmitter waits for a different amount of time. This collision offset enables the receiver
to bootstrap decoding, since it can use the non-overlapped symbols from one collision to
obtain overlapped symbols from the second collision using SIC and vice versa. In case
of a single collision, the receiver can still resort to decoding only the strongest signal.
However, typical receiver hardware locks on the signal which arrives first. If the strong
signal arrives later, nodes can switch to it using techniques such as MIM [101]. Selecting a
suitable code rate for collision decoding is particularly challenging, since transmitters
often cannot determine the SINR during the collision. To address this, recent work suggests
using rateless codes, which allow the receiver to choose the rate a posteriori [49].
Hence, we conclude that collision decoding (a) offers a large potential for throughput
improvement in WMNs [38, 136], and (b) is feasible in practice. Still, the aforementioned
techniques typically assume standard 802.11 PHY and LNK layers. In contrast, we aim
at enabling advanced PHYs for WMNs. Hence, collision decoding is orthogonal to our
approach—if a WMN chooses a PHY and LNK that may result in collisions, the above
techniques are suitable to mitigate their effect.
2.2.3 Network Coding
The previous section introduces how the LNK can benefit from cross-layer information
from the PHY. Next, we present related work which extends such an approach to the NET
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of WMNs to improve performance, and which thus deals with the main goal of our work.
In particular, we survey cross-layer approaches which use network coding [5] in the form
of random network coding and PHY network coding to achieve a higher throughput in
wireless networks. The basic principle of network coding improves the throughput of
flows intersecting at a router. Briefly, if two nodes A and B exchange packets via router
R, a traditional scheme would require four transmissions—two for A and B sending their
respective packets to R, and another two for R forwarding them. However, if R forwards
the XOR of both packets, A and B can still decode as they still know the packets they
sent, resulting in only three transmissions. In the following, we explain how such an
approach interacts with the PHY, and how it relates to our goal.
2.2.3.1 Random Network Coding
The aforementioned network coding concept is directly applicable to WMNs. Basically, if
the network needs to forward two flows in opposite directions, the intermediate routers
can use network coding to relay packets using less transmissions. Further, similar schemes
are beneficial in other topologies with more than two flows, too [68, 65]. In order to create
more coding opportunities, nodes overhear and store packets not intended for them. As
a result, they can decode coded packets that involve the previously overheard packets.
This allows neighbors to code more packets together, and thus increase the amount of
data conveyed with each single transmission. However, this is also the limitation of such
a scheme—transmitters must be aware of the packets available at their neighbors in order
to know which packets they can code together to deliver them in one transmission. This
is particularly challenging, since nodes might not overhear a transmission as expected
due to the random nature of the wireless medium. Random network coding [99] tackles
this issue. Intuitively, source nodes code native packets of a flow into batches, that is,
linearly independent combinations of the native packets. The destination can decode as
soon as it receives as many coded packets as native packets were coded together at the
source. The key insight is that the destination can use any combination of coded packets
to decode, that is, it does not matter which packets intermediate nodes forward since
they all contribute to the decoding process at the destination. Hence, intermediate nodes
do not need to be aware of which packets are available at their neighbors.
Random network coding yields large gains in practice [22]. Still, exploiting PHY-hints
(c.f. Section 2.2.2.3) results in even better performance. More precisely, intermediate
nodes can code together and forward not only any packets but also partial packets [67]. In
other words, such an approach operates at symbol level. Packets feature a header which
indicates which symbols the intermediate nodes that forward it estimate to be correct.
The destination decodes each symbol individually as soon as it receives enough coded
versions of it. Hence, intermediate nodes can forward any data they receive—they neither
need to coordinate with neighbors nor do they need to forward full packets. Further
work in this area extends symbol-level random network coding to improve end-to-end
flow control. For instance, intermediate nodes can send an acknowledgment to the source
as soon as they can decode a batch to allow the source to start sending coded packets of
the next batch [90]. Moreover, by introducing a transmission window such as in TCP, the
WMN can forward multiple data segments simultaneously [91].
In summary, symbol-level random network coding is tailored to the characteristics of
the wireless medium as observed from the point of view of the NET. That is, links in
the WMN are random and thus unpredictable. However, this only holds at the timescale
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of the NET (c.f. Section 2.2.2.3). Actions at the NET such as route establishment require
in the order of seconds to complete. Indeed, the PHY changes randomly over such a
timespan even in a typical indoor environment. However, the PHY operates at a timescale
orders of magnitude smaller which provides enough temporal resolution to perform
meaningful CSI measurement and feedback. While symbol-level random network coding
assumes that the NET must cope with this timescale mismatch, we aim at decoupling both
timescales using our design sketched in Section 1.3. Specifically, we create a multi-hop
structure at the NET which allows us to use advanced single-hop techniques at the PHY.
In other words, we address a similar problem than symbol-level random network coding
but solve it from a different perspective.
2.2.3.2 Signal-Level Network Coding
Although traditional network coding can exploit cross-layer information, such as PHY-
hints in symbol-level random network coding, it operates primarily at the NET. In other
words, packets—or symbols—are coded in the digital domain. Nodes receive and transmit
packets individually. That is, traditional network coding assumes that the LNK avoids
collisions. In contrast, signal-level network coding exploits collisions instead of avoiding
them, since collisions naturally code packets together [170]. As a result, signal-level
network coding further reduces the number of transmissions when two nodes A and
B exchange data via an intermediate router R. Concretely, both nodes A and B can
transmit their packets simultaneously. Router R directly receives the coded packet and
relays it. Hence, such an approach requires two transmissions only instead of four (c.f.
Section 2.2.3). Most importantly, signal-level network coding is beneficial also for multi-
hop scenarios. Figure 2.3 shows an example. In a traditional WMN, successive packets on
a path must be spaced at least two hops to avoid interference at the node in between. For
instance, in Figure 2.3, nodes B and D do not transmit their packets simultaneously to
avoid a collision at intermediate node C, which receives P1. However, with signal-level
network coding, C can still decode P1 even if it collides with P2—it obtains P1 XOR P2
and can thus decode P1 if it still stores P2. Hence, nodes can forward packets faster.
Signal-level network coding comes in two variants, namely, Physical-layer Network
Coding (PNC) [88] and Analog Network Coding (ANC) [66]. The difference lies in the
behavior of the router. In PNC, the router deduces the XOR of the collided packets from
the received signal. That is, the decoding process automatically yields the XOR in the
digital domain. Since the signals do not add modulo two in the analog domain, the
receiver maps the received constellation points to the corresponding XOR bit in the digital
domain [170]. For instance, assuming transmitters use Binary Phase-Shift Keying (BPSK)
and ignoring channel distortions for simplicity, if both transmitters send symbol 1+ j · 0,
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Figure 2.3: Multi-hop signal-level network coding (SNC). The gray areas represent the transmis-
sion time with and without SNC. Figure adapted from [66].
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the receiver gets the sum, that is, 2+ j · 0. To obtain the XOR, the receiver maps such a
received signal to a binary zero. Other symbol combinations have equivalent mappings.
While straightforward for BPSK and ideal channels, PNC becomes challenging for higher
order modulations and realistic channel distortions. Still, practical work in this area
shows its feasibility [98]. Further, PNC also needs to deal with synchronization issues.
Surprisingly, depending on how data packets are encoded and modulated, asynchrony is
actually beneficial in some scenarios [97].
In contrast, ANC follows a more simple design. Basically, intermediate nodes do not
decode the XOR of the collided packets but just amplify-and-forward the overlapped
signals [66]. That is, in the aforementioned scenario with nodes A and B exchanging data
via R, R forwards the analog sum of the signals of A and B. Node A can then obtain
the signal of node B by subtracting its own signal from the sum. Node B decodes the
signal of node A similarly. Hence, unlike PNC, ANC does not need to deal with mapping
received signals to binary XOR values at R. However, the drawback is that such an
amplify-and-forward approach also amplifies noise [102], whereas PNC decodes data at
each hop. Both PNC and ANC can operate on networks similar to the structure we suggest
in Figure 1.2. Hence, we can integrate them in our design as one of the advanced PHYs
we support. Further, Natural Network Coding (NNC) [121] also fits on such a structure.
NNC is in-between PNC and ANC since it decodes data at each node but incorporates the
randomness of the channel. More precisely, NNC realizes random network coding at the
PHY, that is, the coding coefficients are directly related to the CSI. When nodes A and B
simultaneously transmit a packet, router R decodes the overlapped symbols by mapping
them to bits according to their distance in the received constellation diagram, which
includes the distortion of the channel. In other words, NNC decodes data similarly to
PNC but instead of obtaining the XOR of the overlapped packets, it computes a function
resulting from the CSI. Such an advanced PHY is also suitable for the system design we
present in Chapter 3.
2.2.4 Cooperative Diversity
Wireless techniques that enable nodes to cooperate in order to deliver data to a destination,
such as the above discussed mechanisms, fall into the broad category of cooperative
diversity techniques [133, 134]. Specifically, cooperative diversity refers to distributed
nodes which combine their antennas to achieve a higher spatial diversity. For instance,
an MS in a cellular network may share its data with a second MS via an ad-hoc link in
order to send its data via the link of the second MS to the base station in case its own link
suffers strong fading [142].
2.2.4.1 Relays
A simple form of cooperative diversity is relaying, either following an amplify-and-
forward or a decode-and-forward strategy. For both cases, transmitters can operate in a
number of different modes. For instance, the relay may transmit on the same frequency
or time resource than the source in order to form a virtual MIMO array. Alternatively,
the source and the relay may transmit on orthogonal channels, allowing the destination
to combine both packet receptions to improve decoding [164]. A large body of work
studies such cooperative approaches in theory. Further, recent results also show their
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practicability [109]. In practice, cooperative diversity schemes must deal with issues such
as time and frequency synchronization. CFO is particularly challenging when two nodes
transmit on the same resource. Basically, the CFO is different for each node but the receiver
receives a combination of both signals. Hence, cooperative diversity schemes must resort
to advanced CFO correction techniques, such as transmitter-side CFO compensation.
Similar practical issues arise for the PHY mechanisms we consider in Chapters 5 and 6.
Further cooperative schemes include mechanisms that exploit relays to forward partial
information about a signal. For example, a relay may forward soft information such as
PHY-hints of a packet it cannot decode. The destination can then combine this information
with its own received signal to decode the packet correctly. Related work shows that
such a scheme can yield a diversity order of two in block Rayleigh fading channels
[169]. However, results in this area are often theoretical, and practical implementations
that exploit them are missing. This motivates our focus on implementing advanced PHY
schemes in practice.
2.2.4.2 Multi-Hop Scenarios
A corridor structure such as in Figure 1.2 exploits cooperative diversity over multiple
hops. More precisely, nodes cooperate at the PHY in order to exploit spatial diversity and
deliver data to the destination more efficiently. Related work studies simplified variants
of such structures. For instance, nodes can use CSI to choose the best sequence of links to
deliver data from a source to a destination [29, 50]. In particular, nodes can find links
(a) locally, (b) over a certain number of hops, or (c) globally. In (a), nodes only have
CSI information about their own links. Hence, at each stage (c.f. Section 1.3.1) the node
which receives the packet chooses the next hop locally. In (b), nodes have CSI of a certain
number of next stages. Hence, they can avoid forwarding packets to a next hop with very
poor outgoing links, which would result in a bottleneck. Finally, in (c) nodes have global
CSI information and thus can find the optimal end-to-end path to the destination.
Further cooperative diversity schemes suggest using all links of a stage with OFDMA
[29], similarly to our approach in Chapter 5. However, existing work in this area is
limited and focuses on a strictly theoretical study on outage performance. In other
words, it ignores the system needed to operate a multi-hop cooperative scheme using
OFDMA, as well as practical issues. Such a system spans the NET, LNK, and PHY, including
amongst other components tailored resource allocation mechanisms, scheduling schemes,
and coding techniques. Moreover, our goal is to support not only OFDMA in WMNs but
virtually any advanced PHY that exploits spatial diversity. Hence, our work clearly stands
apart from existing approaches in this area.
Most multi-hop cooperative diversity techniques are theoretical, since practical im-
plementations would require costly CSI feedback over multiple hops, which is often
infeasible (c.f. Section 1.2). We aim at designing a system that enables such schemes in
practice. However, certain cooperative diversity techniques do not require timely CSI at
the transmitters, and thus pose less challenges for WMNs. For example, multiple nodes
overhearing a packet can coordinate in order to relay it simultaneously and thus achieve a
higher SNR at the intended receiver [125]. To this end, transmitters must achieve tight time
and frequency synchronization. Any node overhearing a certain packet can participate in
the joint transmission without detailed per-subcarrier channel knowledge. In contrast,
techniques such as IA, OFDMA, or MIMO require CSI at the transmitter to determine the
parameters of the transmission.
28 related work and background
2.3 phy-interactive schemes
The previous sections discuss related work that aims at improving the performance
of WMNs predominantly at the NET, the LNK, or both. In the following, we continue
our top-down survey, and focus on advanced PHY schemes that we expect to be highly
beneficial for WMNs. Concretely, we discuss OFDMA and IA because we realize them in
Chapters 5 and 6 as example PHYs for our system that we sketch in Section 1.3. Finally,
we conclude this section with an overview on SDR platforms to highlight the need for a
rapid prototyping SDR framework for WMNs.
2.3.1 Orthogonal Frequency-Division Multiple Access
OFDMA is a state-of-the-art multiple access scheme that builds on top of OFDM. Basically,
OFDM splits the bandwidth of the channel in use into narrowband subcarriers. As a result,
each of the subcarriers experiences flat fading, that is, the channel transfer function is
approximately constant throughout the subcarrier’s bandwidth. OFDM transmits each
data symbol via an individual subcarrier instead of spreading it over the entire channel
bandwidth. Hence, each of the subcarriers acts as a one-top channel, which is to say that
the channel distortion on the symbols that OFDM transmits via a certain subcarrier is a
multiplication with a complex channel coefficient. This allows for a simple and efficient
decoder at the receiver, who can easily compensate for the channel distortion.
Due to multi-path propagation effects, each subcarrier typically experiences a different
channel distortion. Such frequency selectivity often translates into some subcarriers
providing better channel quality than others. Essentially, multi-path reflections add up
differently at a receiver for different frequencies, that is, for different subcarriers. Reflec-
tions adding up destructively result in a channel coefficient with an amplitude smaller
than one. Hence, noise has a stronger impact on that subcarrier, and the transmitter is
limited to low order MCSs to avoid decoding errors. The CSI of an OFDM link captures this
frequency selectivity since it is the set of complex coefficients that describes the link.
Spatial diversity causes links to be uncorrelated. That is, two links typically experience
different distortions on a certain subcarrier, even if they are located close to each other.
OFDMA exploits this behavior to achieve better performance. Essentially, OFDMA allocates
disjoint sets of subcarriers to different links, and uses them simultaneously. In order to
improve performance, it allocates each subcarrier to the link whose channel conditions are
best for that subcarrier. More precisely, it chooses the link whose channel coefficient for
that subcarrier has the largest amplitude, which results in the least noise impact. Hence,
links use on average subcarriers with better channel conditions than without OFDMA.
Thus, links can use higher MCSs, which translates into a higher overall throughput. In
the following, we first discuss practical issues that affect both OFDM and OFDMA. After
that, we present existing single-hop OFDMA schemes which we use as a reference for our
multi-hop OFDMA corridor in Chapter 5. Finally, we survey work on multi-hop OFDMA,
which is typically limited to simulation and theoretical results.
2.3.1.1 Practical Issues
The aforementioned frequency selective behavior of OFDM subcarriers suggests that a
transmitter should use individual MCSs on each subcarrier to achieve a good adaptation
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to the channel conditions. However, this poses practical problems since transmitters need
to (a) obtain per-subcarrier CSI via feedback, and (b) encode each subcarrier individually.
While (b) only requires a more complex design at transmitter and receiver, (a) results in
costly overhead. Hence, schemes such as 802.11g use the same MCS on all subcarriers [47].
This translates into a strong limitation since the worst subcarrier determines the MCS. For
instance, a deep fade on a single subcarrier may force the system to use a very low MCS
even if all other subcarriers support a much higher MCS. In other words, such an approach
wastes channel capacity. Related work extends 802.11g to support per-subcarrier MCS [47].
Alternatively, a transmitter can use power loading, that is, instead of adapting the MCS,
it can adapt the energy it transmits on each subcarrier [122]. Per-subcarrier modulation
and/or power loading becomes essential for schemes using wide channels, such as
802.11ac, which allows for 80 MHz and 160 MHz channels. Essentially, the wider the
channel, the higher the probability that at least one subcarrier experiences poor channel
conditions. Similar issues occur in multi-hop scenarios with the additional constraint
that subsequent hops should support similar data rates to avoid bottlenecks [172]. This
typically requires disseminating CSI over multiple hops, which is particularly challenging
in practice. Moreover, since OFDMA systems building on OFDM allow multiple node pairs
to share the channel subcarriers, all of these nodes require channel feedback.
A further practical issue of both OFDM and OFDMA systems is synchronization. This
is specially challenging for OFDMA since multiple nodes transmit simultaneously [107].
To avoid interference, nodes need to synchronize both in time and frequency. That is,
all transmitters must (a) start transmitting at exactly the same time, and (b) share the
same clock. Regarding (a), time misalignments result in subcarriers not being orthogonal,
which is to say that the subcarrier sets of different nodes interfere with each other. For
(b), small clock drifts cause a characteristic symbol rotation in the IQ-plane. However,
larger drifts ultimately also cause interference among subcarriers. A large body of work
addresses these issues for infrastructure-based networks such as LTE. For instance,
theoretical studies derive error rates for different timing [117] and CFO estimation errors
[173]. Traditional systems address the former by choosing a Cyclic Prefix (CP) [106] large
enough to cancel out any timing errors, and the latter by including pilot symbols that
allow the receiver to track the clock drift. Both approaches reduce channel utilization—the
CP introduces redundant data, and pilots take up OFDM symbols otherwise available for
data. More advanced schemes aim at reducing the impact of such approaches by, e.g.,
using the preamble [106] to estimate the CFO, or exploiting unused subcarriers [11]. In
WMNs, time alignment becomes more challenging since transmissions must synchronize
at multiple receivers simultaneously. Hence, single-hop schemes which, for example,
introduce individual delays at each transmitter to ensure that all signals arrive at the
same time at the base station, are not always suitable for multi-hop [52, 116]. Still, this
is only a concern for large WMNs whose links are long enough to experience significant
delay differences. In contrast, single-hop frequency synchronization techniques can often
be translated to WMNs using OFDMA since CFO correction occurs on a per-subcarrier basis.
2.3.1.2 Single-Hop OFDMA
OFDMA is mainly used in infrastructure-based scenarios such as cellular networks. Initial
work in this area [157] suggests (a) allowing the base station to use different subcarriers
to transmit unicast data to individual users according to their channel conditions on
each subcarrier, and (b) enabling users to transmit simultaneously on disjoint sets of
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subcarriers to the base station. Similar schemes are suitable not only for cellular but
also for 802.11 networks [146]. Moreover, systems can combine OFDMA with other PHY
techniques such as MIMO to obtain further performance improvements [34].
While OFDMA opens the door to a better channel utilization compared to OFDM, it
also raises a number of issues. In particular, systems using OFDMA must decide on
how to allocate subcarriers, which MCS to use on each subcarrier, and how to distribute
transmission power among subcarriers. That is, the system must decide how to allocate its
resources. A large body of work deals with these issues, predominantly from a theoretical
perspective [3]. The uplink and the downlink result in different allocation constraints
since the underlying assumptions differ—on the downlink, the base station transmits on
all subcarriers, while on the uplink, multiple nodes share the available subcarriers. In
both cases, optimal resource allocation is highly complex. Hence, most approaches split
the problem into multiple sub-problems, and often resort to greedy schemes [71]. Still,
in some cases, sub-optimal approaches yield virtually identical results as the theoretical
optimal solutions [135]. Further, data scheduling also plays a fundamental role along
with subcarrier and power allocation. That is, the amount of data the base station needs
to deliver to the users in the downlink directly influences the number of subcarriers and
OFDMA symbols the base station allocates to each user [27]. Similarly, resource allocation
on the uplink is directly related to the amount of data each user wants to transmit to
the base station. The base station typically coordinates such uplink scheduling. Hence,
users must signal to the base station both their CSI and the amount of data that they
need to transmit, which may result in a significant overhead. Alternatively, probabilistic
approaches allow for distributed allocation and scheduling. Essentially, users claim
resources in a reservation phase, and transmit data in a transmission phase. Collisions
only occur in the reservation phase, which is much shorter than the transmission phase.
As a result, the impact of collisions is limited [163].
The operation of OFDMA becomes particularly challenging in dense and unplanned
scenarios, such as femtocell deployments. In contrast to traditional cells, femtocells may
interfere with each other significantly. To address this issue, overlapping femtocell base
stations can share the available subcarriers. In other words, this results in a scenario
with multiple transmitters and receivers for both the uplink and the downlink. Such a
setting is somewhat similar to OFDMA in WMNs—however, the key differences are that
(a) femtocell base stations can coordinate via a wired backbone, and (b) communication
is still single-hop. Related work on OFDMA for femtocells studies coordination both in
a centralized [7] and distributed [166] manner. Similarly to traditional cells, allocation
and scheduling schemes can optimize all of the aforementioned parameters, such as
subcarrier allocation and power distribution among subcarriers [140].
2.3.1.3 Multi-Hop OFDMA
The concept underlying multi-hop OFDMA is related to multi-radio WMNs since both
approaches aim at exploiting spatial and frequency diversity. For instance, work on
multi-radio WMNs jointly optimizes the end-to-end path selection and the channel at
which each link operates. However, existing approaches are limited. First, results are
often simulated, and do not consider quick channel fluctuations at the PHY [156]. This is
crucial, since such fluctuations strongly limit performance. Specifically, by the time the
scheme establishes an end-to-end path, channel conditions typically have changed (c.f.
Section 1.1). Second, and most importantly, multi-radio approaches must deal with a
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number of inherent limitations. Radios can typically operate only on one channel at any
point in time. Hence, they can only exchange control information with radios currently
operating on the same channel, which results in an inefficient design. In contrast, OFDMA
operates only on one channel, that is, nodes do not get cut off from certain portions of
the network because of using a specific resource. In other words, while multi-radio WMNs
and multi-hop OFDMA are conceptually related, design constraints are very different.
Similarly to the single-hop case, theoretical work on OFDMA for WMNs focuses on
resource allocation. We categorize existing approaches according to their assumptions
on channel state and traffic knowledge. First, some schemes assume global network
knowledge. The design of the resulting algorithms builds on a central network controller
which coordinates allocation [70], as well as traffic scheduling [174]. While this allows
the network controller to optimize the performance of the network as a whole, it poses
significant practical challenges. Basically, providing timely feedback to the controller is
often infeasible. A second class of OFDMA WMN schemes proposes partially centralized
solutions. In this case, the network controller only decides on a subset of the allocation
problems, while the nodes locally handle the rest. For instance, the controller decides
on subcarrier allocation, which might require only limited feedback (c.f. Section 2.2.2.2),
and the nodes handle power allocation, which requires detailed CSI [35]. Further schemes
combine such an approach with game theory [82]. Specifically, these schemes model
resource allocation as a game because nodes have to find a compromise regarding how
many subcarriers they keep, and how many they give up for other nodes to use. Finally,
such game theoretic mechanisms are also suitable for our third class of resource allocation
schemes, which follows a purely distributed approach [54]. While distributed schemes
avoid feedback to a central controller, they often can find suboptimal solutions only.
The above OFDMA WMN schemes provide solutions for resource allocation. However,
a WMN can only use them when translated into a protocol. Related work on protocols
for OFDMA WMNs is limited, and mostly presents simulation results. Practical implemen-
tations are inexistent. The functionality of OFDMA WMNs is often realized at the LNK to
allow for simultaneous access to the medium [151]. Simulations of resource allocation
mechanisms based on, e.g., the SINR of individual subcarriers [149], include all necessary
control messages to coordinate nodes. However, in contrast to the aforementioned theo-
retical approaches, implementations often focus on reducing the resulting overhead. For
instance, protocols often aggregate data packets, that is, instead of allocating resources
for each individual packet, multiple packets use the same allocation as long as channels
remain stable [147]. Further schemes aim at reducing the control overhead itself by as-
signing resources in a partially probabilistic manner [148, 150]. While the aforementioned
protocols enable the benefits of OFDMA for WMNs, their practicability is limited. First,
they focus on the LNK only, that is, the multi-hop paths at NET are not involved at all
in the operation of OFDMA even though they determine on which links resources are
needed. In other words, the aforementioned OFDMA WMN approaches do not incorporate
at all the multi-hop component of WMNs. Second, existing work only provides simulation
results and often builds on strong assumptions regarding the PHY, such as simplified
interference models [148]. Finally, the above protocols force all nodes in a network to
use OFDMA even though other schemes such as OFDM may be more beneficial in some
scenarios. For instance, CSI feedback may become prohibitive in a highly mobile network
area, and thus OFDM may result in better throughput performance than OFDMA. In our
work, we build on the concept sketched in Section 1.3 to address all of these issues.
32 related work and background
2.3.2 Interference Alignment
In information theory, a very recent and promising approach is IA, which allows to
achieve an increased Degree-of-Freedom (DOF). This means that, in a system with K
interfering transmitter-receiver pairs, each pair gets more than a 1/K resource share.
Thus, the sum of all shares is larger than one. This surprising result was first established
by Cadambe and Jafar [20]. The key idea behind IA is to align interfering signals into the
same subspace, while desired signals lie in orthogonal subspaces. In other words, two
or more aligned interferers affect a certain receiver as if there was only one interferer.
Hence, receivers can decode the desired signal by combining “aligned” unknowns in an
underdetermined system of equations.
A toy example of IA would work as follows. Assume an interference domain with K
transmitter-receiver pairs which exchange data at the same time. Further, all desired links—
that is, all links connecting pairs—have real channel coefficients while all interference
links have purely imaginary coefficients. As a result, the intended receiver of a signal
gets the signal multiplied by a real value, while all other receivers get it multiplied by
an imaginary value. Thus, if all transmitters send real signals, receivers can discard
the interference by ignoring the imaginary part of the received signal. Since pairs can
only exchange real signals, they only use half the resources, but they use them all the
time, that is, each pair gets “half the cake”. While this toy example is only valid for
carefully selected channels, transmitters can precode signals based on CSI to achieve
alignment in random channels. Further, transmitters can align interference in multiple
domains—time, frequency, space, and signal level (c.f. Section 2.3.2.2). IA in space enables
gains equivalent to our above example but requires multiple antennas. In contrast, the
achievable DOF in the time and frequency domains is upper-bounded by 1/2 per user.
More precisely, IA in both time and frequency requires so-called symbol extensions, which
means that IA is done over multiple time slots or subcarriers. The additional “symbols”
provide overflow space for interference that does not align perfectly. The achievable DOF
increases with larger extensions but the larger the extension, the higher the required
SNR is [127]. Still, for three transmitter-receiver pairs and the smallest possible extension,
which comprises three symbols, transmitters can send a total of four packets using only
three symbols, which translates into a 33% gain compared to no IA. Transmitters using IA
need the channel coefficients of all symbols in the extension to ensure alignment. For time
extension, this means knowing future CSI, which limits its practicability. In contrast, in
the frequency domain, nodes can obtain CSI estimates for multiple subcarriers in parallel.
Hence, frequency IA is directly applicable to the vast majority of nowadays wireless
networks, which are based on OFDM and thus allow for IA over multiple subcarriers.
Related work investigates IA mainly in single-hop scenarios and focuses on spatial IA.
In Chapter 6, we present the first practical frequency IA system. Initially we study the
single-hop case but then we adapt it to a multi-hop environment. Hence, our work clearly
stands apart from previous results in this area.
2.3.2.1 Practical Issues
While IA is a promising approach to improve throughput in wireless networks, its
practicability is limited [33] due to its high SNR requirements [127] and the need for
detailed CSI at the transmitters. In contrast to OFDMA, one-bit feedback (c.f. Section 2.2.2.2)
is not enough to compute pre-coding vectors—instead, IA needs the channel coefficients
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both in amplitude and phase. Still, recent work shows that IA is operable in certain
practical scenarios [44, 43, 105, 9]. In particular, IA is feasible in indoor and/or dense
scenarios featuring high SNRs. Further, related work shows that signals do not need to
align perfectly in order to achieve throughput gains [137]. This “best effort” approach
eases the implementation of IA in practice. Finally, a number of techniques allow IA to
operate at lower SNRs. For instance, the original IA scheme [20] chooses the all-one vector
as a basis to derive the pre-coding vectors at the transmitters. However, transmitters
can choose any initial vector. Thus, if they choose this vector according to CSI, they can
maximize the sum-rate at the receivers [69].
2.3.2.2 IA Dimensions
Interference can align in time, space, frequency, and signal level. However, practical time
IA is challenging since transmitters need to know future CSI (c.f. Section 2.3.2). Signal
level IA [19] also stands apart from other IA variants since it does not achieve alignment
in signal space but exploiting symbol lattices. More precisely, two or more interfering
signals using a regular Quadrature Amplitude Modulation (QAM) symbol lattice have the
same effect than a single interferer if their signal level at the receiver is the same. That
is, if the interfering signals are aligned. Essentially, the alignment condition is that the
minimum distance among the lattice points of the sum of the interference signals is the
same than the minimum distance in the lattice of a single interferer. However, achieving
a specific signal level at a receiver is often challenging in practice.
In contrast to time and signal level IA, spatial IA is widely studied in related work.
Similarly to the above toy scenario (c.f. Section 2.3.2), its gain becomes larger the more
users participate in IA. However, close-form solutions to compute the precoding vectors
only exist for the three-user interference channel. Implementations on MIMO SDR testbeds
for this particular case show that spatial IA is feasible [44]. However, practical issues
such as outdated CSI or correlated channels limit its performance. Beyond three users,
state-of-the-art IA schemes resort to iterative algorithms, such as alternating minimization
[120], to compute the precoding vectors. Again, practical SDR implementations show the
feasibility of IA also for this case [103]. Most work on spatial IA focuses on the single-hop
case. However, some authors also investigate the multi-hop case. In particular, nodes in a
WMN can cooperate to align or cancel interference even if they are not one-hop neighbors
[86]. Work in this area identifies network motifs in multi-hop topologies which are
beneficial for spatial IA. This directly fits the corridor concept we introduce in Section 1.3
since such motifs could be stages of a corridor. Moreover, the corridor structure would
provide both CSI and information about data flows, which is essential for operating
spatial IA in practice. Still, in contrast to work on spatial multi-hop IA, in Chapter 6 we
investigate multi-hop IA in the frequency domain.
A highly promising variant of spatial IA is blind IA since it does not require CSI feedback
at all [45, 59]. The key to enable such operation is twofold. Namely, (a) the receiver must
have two antennas among which to switch, and (b) the coherence time of the channel
must be long enough to allow the transmitters to send packets multiple times without
CSI changing significantly. Figure 2.4 shows an example scenario. Each transmitter must
have one packet for each receiver. In the first time-slot, transmitters send the sum of
their packets, and receivers receive via their first antenna. Next, in the second time-slot,
transmitters only send their first packet, and the first receiver switches to its second
antenna while the second receiver still uses its first antenna. Finally, transmitters send
































Figure 2.4: Blind IA scenario. Packets at the transmitters indicate which signals each transmitter
sends in each time-slot. Equation 2.1 shows the received signals.
their second packet in the third time-slot, and both receivers switch to the first and second
antenna, respectively. As a result, the first receiver r1 has the data shown in Equation 2.1.
It can cancel out the packets y1 and y2 in I using III to obtain IV . Then, it can obtain x1
and x2 solving the linear system of II and IV . Similarly, the second receiver can obtain y1
and y2. In other words, blind IA delivers four packets using only three time-slots, thus
achieving a 33% gain. Practical implementations realize blind IA in real-time [105], and
compare it to other state-of-the-art multi-antenna PHYs such as MIMO [9].
I: r1(1) = h11 · (x1 + y1) + h21 · (x2 + y2)
II: r1(2) = h ′11 · x1 + h ′21 · x2
III: r1(3) = h11 · y1 + h21 · y2
IV: r1(1) − r1(3) = h11 · x1 + h21 · x2
(2.1)
In contrast to spatial IA, work on frequency IA is limited. We discuss its operation in
detail in Chapter 6. Improvements building on the original frequency IA design [20] show
how to achieve a larger SNR at receivers by orthonormalizing the precoding matrices
[138]. This allows frequency IA to become operable in a wider range of situations. Still,
practical implementations of frequency IA are inexistent. The only attempt to obtain
insights into its performance in practice is based on offline traces of real-world channels
[18]. Essentially, authors jointly measure radio channels to three base stations in an urban
macrocell scenario. Then, they use those traces as an input to a frequency IA simulation.
In Chapter 6, we build a practical frequency IA system that allows us to (a) investigate its
limitations, and (b) show the effectiveness of our solutions to those limitations.
2.3.2.3 IA System Improvements
While the above discussion deals with IA itself, the performance of IA can improve
significantly when considering it as part of a whole system. For instance, an IA system
can divide its users into groups which use orthogonal channels to mitigate the overhead
impact resulting from providing timely CSI feedback [119]. Concretely, although IA gains
theoretically increase with the number of users, the aforementioned overhead impact
grows faster. If the number of users participating in IA becomes too large, the throughput
ultimately tends to zero. Hence, by dividing users into smaller groups that take turns for
transmission, overhead becomes manageable. Further, in combination with interference
cancellation, IA can help a MIMO system to transmit more simultaneous streams than the
number of antennas at each node [43]. In particular, APs connected via a wired backbone
can exchange packets decoded with IA to bootstrap decoding based on interference
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cancellation. Finally, related work on IA systems shows that spatial IA can operate using
only one antenna at the transmitters, and without needing CSI feedback [2]. In general, if
two one-antenna transmitters interfere at a receiver with two antennas, their signals are
not aligned. Hence the receiver cannot separate interference from a third desired signal.
However, if the receiver can move one of its antennas, in most cases it can find a small
displacement which results in the two interfering signals being aligned [2]. As a result,
the two-antenna receiver can decode without precoding at the transmitters.
2.3.3 Software-defined Radios
One of our goals is to validate our mechanisms in practice (c.f. Section 1.2). To this end,
we use an SDR platform which gives us full control over the PHY while allowing us to
span also the LNK and the NET. As part of our contribution, we design a framework
which enables us to carry out multi-hop experiments directly from the Matlab workspace.
In the following, we survey existing SDR platforms and highlight the need for such a
multi-hop framework. The flexibility of SDRs comes at the price of processing delays, since
functionality is realized in software instead of application specific hardware. These delays
hinder interactive protocols at the LNK and NET layers. However, certain SDR architectures
[111, 180] execute code closer to the hardware than others [144, 177], resulting in different
delays. Current approaches can coarsely be categorized into two classes, namely FPGA-
based and host-based schemes.
First, FPGA-based solutions implement most functionality on FPGAs directly on the SDR.
This results in very low processing delays at the price of a much higher implementation
effort compared to host-based approaches. Examples include the Wireless Open-Access
Research Platform (WARP) and the Airblue SDR. The former achieves real-time perfor-
mance [178, 179], while the latter focuses on a modular design [111]. Second, host-based
solutions implement core functionality on General-Purpose Processors (GPPs). This ap-
proach is highly attractive since it allows for rapid prototyping of mechanisms—at the
cost of a higher processing delay. The SORA [144] SDR aims at minimizing this delay
by storing pre-computed waveforms of time-critical data. The widely used GNU Radio
[176] with the USRP [177] SDR incurs higher delays than SORA but in turn features easier
extensibility. While GNU Radio requires implementation in C++, WARPLab [181] takes
rapid prototyping a step further allowing for implementation in Matlab. This is highly
convenient for prototyping complex signal processing schemes but also places WARPLab
at the highest end of the scale for processing delays.
Related work studies SDR processing delays extensively for the case of GNU Radio
with USRP [123, 131]. It analyzes the feasibility of 802.11 and concludes that the minimal
receive latency is already larger than the inter-frame spacing requirements of current LNK
protocols. This issue becomes particularly critical for sophisticated LNK layers [171] which
are based on, for instance, machine-learning techniques for cognitive radio. Hence, recent
work categorizes LNK functionality based on its timing constraints [115]. Essentially, such
a categorization splits LNK protocols, implementing critical components close to the
hardware while leaving the rest to GPPs. Other approaches such as CalRadio [63] also
deal with the LNK but assume a fixed 802.11 PHY, which limits their flexibility compared
to SDRs. While the aforementioned research efforts focus on the challenges resulting
from SDR processing delays at the LNK, these issues also propagate to the network layer.
Existing SDR network testbeds [76] often use FPGA-based solutions to achieve real-time















Table 2.1: Overview on related work. Black cells indicate that the corresponding topic focuses on
the marked layer. Gray cells indicate partial relation to a layer. Light gray cells refer to a
topic dealing only superficially with a layer. White cells indicate no relation at all.
performance, which raises the bar regarding implementation effort. Alternatively, such
approaches resort to standard 802.11 hardware, thus limiting cross-layer implementations
to the LNK and NET. Further efforts to incorporate the NET into SDR testbeds use, e.g., a
framework [31] which brings together the USRP SDR with the Click Modular Router [75],
hence providing a tool that spans up to the NET. However, this framework focuses on the
LNK and is still limited by the processing delay of the USRP. While the connection to Click
allows for NET functionality, the design of the framework is tailored to one-hop wireless
communication. A solution for rapid prototyping of cross-layer multi-hop protocols
on SDRs that addresses the impact of long processing times is missing. As one of our
contributions in this thesis, we propose an approach to close this gap.
2.4 summary
In this chapter, we survey related work that aims at improving the throughput perfor-
mance of WMNs at the PHY, LNK, and NET. Table 2.1 shows an overview of our findings.
For each topic, the shading of the cells indicates how much it deals with the three
aforementioned layers. We observe that nearly all topics involve to some extent the
PHY. In other words, improving how WMNs deal with the PHY is key to achieve better
performance. Further, with a few exceptions, topics focus on a single layer. Most of them
also deal partially with a second layer but interaction among layers is rather limited. For
instance, network coding involves the PHY because it uses PHY hints, but the underlying
PHY is still the 802.11 standard. Also, advanced routing schemes use metrics such as ETX
to take into account the PHY but operate exclusively at the NET. Hence, we conclude that
none of the existing approaches covers all three layers despite adapting the PHY to WMNs
has a direct influence on all of them. In this thesis, we aim at filling this gap by designing
a system that supports advanced PHYs on all the aforementioned layers. To this end, we
propose Corridor-based Routing.
Part II
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A R C H I T E C T U R E
Our survey in Chapter 2 highlights that the key to providing better throughput perfor-
mance in WMNs is the PHY. State-of-the-art WMNs use cross-layer approaches to adapt to
the characteristics of the wireless medium. However, such approaches typically adapt a
single layer out of PHY, LNK, or NET and, at most, partially influence the operation of a
second layer. A system architecture that enables multiple advanced PHY techniques, and
additionally supports the resulting changes at LNK and NET is missing. In this section,
we propose such an architecture. In particular, we get into the details of the concept we
sketch in Section 1.3, namely, Corridor-based Routing. In Section 3.1 we explain how
the characteristics of corridors address the needs of advanced PHYs in WMNs. Next, we
present a protocol that enables the operation of a corridor, which includes its construction,
maintenance, and coordination. Finally, we conclude this chapter in Section 3.3.
3.1 corridor concept
Corridor-based Routing widens the performance bottleneck of WMNs by exploiting spatial
diversity. In the following, we introduce a general view on Corridor-based Routing and
explore its characteristics. A corridor is a set of successive groups of nodes that forward
data along multiple stages—we index the former with h and the latter with i, as shown
in Figure 3.1. Each group has a main node hm that coordinates nodes in its group. The
remaining nodes of a group are called “group neighbors”. The corridor architecture
does not specify which node is selected as a coordinator in each group but a number of
designs are possible. For instance, the NET may define it according to a certain criteria,
or at random. A stage involves two groups of nodes, namely, a group of m transmitters
and a group of n receivers. Hence, the number of links in a stage is m ·n. Both m and n
may have any value as long as the resulting stages are fully connected. That is, a stage
may be widening (m < n), narrowing (m > n), or constant (m = n). Figure 3.1 shows an
example of a corridor consisting of nine groups of nodes h and thus eight stages i.
h = 1
i = 1 i = 2 i = 3
h = 2
h = 3 h = 4
h = 5
h = 6
h = 7 h = 8
h = 9
i = 4









































Figure 3.1: Corridor notation example. We denote groups of forwarding nodes as h, stages as i,
number of transmitters in a stage as m, number of receivers in a stage as n, and the
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Figure 3.2: Example of the impact of a diverse urban environment on channel conditions along a
corridor. LOS and NLOS stand for Line-Of-Sight and Non-Line-Of-Sight, respectively.
The construction of a corridor is equivalent to finding a traditional hop-by-hop path
from a source to a destination. In Section 3.2 we present a NET protocol that builds corri-
dors. The source node initiates the construction process and specifies a certain intended
corridor width w. The larger w, the more spatial diversity the corridor features, but also
the larger the overhead required for operating it. Moreover, the corridor construction
protocol may not be able to achieve the intended corridor width w at all corridor groups.
For example, the protocol may be forced to narrow the corridor in sparse network areas.
Hence, w specifies the maximum corridor width and thus limits the corridor operation
overhead, but does not guarantee a certain minimum corridor width. In general, corridors
are not constant on all stages but can have any shape, as shown in Figure 3.1.
In contrast to state-of-the-art WMN techniques (c.f. Chapter 2), Corridor-based Routing
enables WMNs to use a different PHY at each hop, that is, at each stage. Hence, each
stage can locally choose the mechanism which best suits the current channel conditions,
thus providing high adaptability and flexibility. For instance, a network deployed in a
urban environment may span multiple heterogeneous areas, as in Figure 3.2. Each area
has a different impact on channel conditions, that is, different PHY mechanisms are best
suited in each area. Using corridors, multi-hop transmissions traversing multiple such
areas can switch among PHYs at each stage accordingly. A stage only needs to coordinate
with its neighboring stages in order to guarantee that the used PHY is compatible to the
mechanisms in use at its neighbors. For instance, if the PHY in stage i splits data among
the receiving nodes and the PHY in stage i+ 1 assumes that all nodes have the same
data, the PHYs are incompatible. Further, a certain PHY may require a minimum number
of transmitters, and is thus incompatible to a previous stage with a smaller number of
receivers. In other words, the transmitting nodes at each stage choose the most suitable
PHY according to (a) the channel state of the stage, (b) the shape of the stage, and (c) the
amount of data that each transmitter needs to transmit.
3.1.1 Corridor Characteristics
In the following, we explain how a corridor addresses the needs of advanced PHYs,
namely, spatial diversity, coordination, network awareness, timeliness, and locality.
3.1.1.1 Spatial Diversity
Most state-of-the-art PHYs exploit spatial diversity to achieve a higher performance. In
other words, they require using multiple antennas at different locations. While nodes
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in a WMN provide naturally for such diversity, this has a direct impact on the LNK and
the NET. In particular, the LNK must allow for simultaneous transmissions in the same
interference domain, and the NET must deliver data to each of the transmitting nodes
instead of forwarding it to just one node. Without a corridor, both the NET and the LNK
would incur a significant overhead in determining which nodes require which data, and
which nodes are allowed to transmit at the same time, respectively. A corridor facilitates
both since it “modularizes” the path into stages. Hence, only the nodes within a stage
need to transmit simultaneously. Further, each stage has well-defined requirements on
which of the nodes in its transmitter group requires which data according to the PHY in
use. For instance, if the PHY requires all transmitters to have the same data, the NET can
take this into account when forwarding data in the previous stage.
3.1.1.2 Coordination
Advanced PHYs require multiple entities to cooperate, and thus need coordination.
For instance, in a single-hop scenario using multi-user MIMO, multiple APs need to
synchronize accurately [126]. This applies directly to WMNs using such PHYs, too. In
particular, WMNs may require coordination at different levels of granularity, ranging from
knowing which nodes have received a certain packet to precise synchronization. This
results in control overhead at the upper layers. Concretely, the LNK must provide channel
access to disseminate such control messages among nodes in range of each other, and the
NET must provide means to forward control data over multiple hops, if needed. The latter
becomes critical when the PHY requires tight coordination since multi-hop routing may
incur significant delays. Corridor-based Routing addresses this issue by using advanced
PHYs on fully connected groups of nodes only, that is, on corridor stages.
3.1.1.3 Network Awareness
In WMNs, the PHY typically assumes that the upper layers determine which nodes partici-
pate in a transmission. More precisely, when forwarding data along a traditional path,
each hop translates into a specific transmitter and receiver. In contrast, a PHY involving
multiple nodes raises the question as to which nodes shall participate. Potentially, any
node in range along the path to the destination could participate. Finding an ad hoc
consensus on which nodes shall participate for each individual transmission would
result in a large control overhead both at the LNK and at the NET. Specifically, the NET
would need to ensure that the nodes actually contribute to transport data closer to the
destination, and the LNK would need to keep track of the link quality of any possible
transmitter-receiver pair to select an appropriate MCS. The latter is crucial since MCS adap-
tation often builds on link statistics to choose an appropriate encoding. Corridor-based
Routing significantly simplifies the operation of advanced PHYs since its stage structure
predefines which nodes act as transmitters and receivers at each hop.
3.1.1.4 Timeliness
A large number of advanced PHYs requires timely CSI feedback to adapt to fast channel
fluctuations. While this is feasible in single-hop scenarios, it is highly challenging in the
multi-hop case. The underlying reason is that channel fluctuations occur at a much smaller
timescale than multi-hop forwarding. Hence, by the time CSI feedback has traversed
multiple hops, it becomes outdated. To enable multi-hop CSI dissemination, both the LNK
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and the NET would need to operate following a tight scheduling. As a result, distributed
schemes such as CSMA/CA become unsuitable. However, a centralized controller for
scheduling is not scalable, either. In other words, such an approach is prohibitive for
WMNs. In contrast, Corridor-based Routing decouples both aforementioned timescales.
Since it only uses a certain PHY within a fully connected stage, CSI feedback is always
single-hop. Similarly to infrastructure-based systems, the LNK within such a stage may
follow a time-scheduled approach. Further, it does not require a central controller for the
entire network since the main node of each transmitter group can schedule transmissions
locally. Such single-hop CSI feedback allows for timely adaptation to short-term link quality
variations at the PHY timescale. Further, the corridor can adapt to long-term variations at
the NET timescale if, for instance, an external interference permanently causes poor links
in a certain network area. To this end, the corridor could switch to a more robust stage
mechanism, or even change its shape to avoid the affected area.
3.1.1.5 Locality
Finally, PHY techniques are inherently local since transmitters have a limited range. Hence,
and as a result of supporting multiple PHYs, a WMN may use simultaneously different
PHYs in different network areas (c.f. Figure 3.2). This poses a number of challenges at the
LNK and NET. At the LNK, the MCS adaptation mechanism must keep track not only of
all possible transmitter-receiver pairs but also for each possible PHY. In particular, the
link quality for a certain pair may vary significantly according to the PHY in use. Further,
each PHY splits and joins data differently as it forwards data through the network. For
instance, while OFDM delivers the same data to all receivers, blind IA as depicted in
Figure 2.4 delivers one packet of each transmitter at each receiver. Hence, the NET must
allow data to spread among the receivers of each transmission, that is, it needs to ensure
that each individual data segment reaches the destination instead of only keeping track of
one single packet as in traditional WMNs. The stage structure in Corridor-based Routing
allows the LNK and the NET to easily handle the resulting complexity. Essentially, the LNK
only needs to keep track of the link quality of each PHY within one stage. Further, data
segments are confined to the corridor, and the succession of stages ensures that, at the
NET, nodes route each segment towards the destination.
3.1.2 Corridor Trade-offs
The above corridor characteristics enable advanced PHYs to operate in WMNs. Basically,
Corridor-based Routing follows a divide-and-conquer approach that yields the aforemen-
tioned characteristics but also results in a number of trade-offs. Instead of finding the
optimal combination of transmitters, receivers, and PHY technique in the whole network
for each single transmission, Corridor-based Routing (a) limits the nodes that it considers
to corridor nodes which provide progress towards the destination, and (b) divides the
corridor into fully connected stages. While this reduces the overhead dramatically, it
also may result in sub-optimal solutions. For instance, including an additional node in
a stage may yield better performance than when considering only the stage nodes that
the corridor construction protocol selects. Further, limiting CSI feedback to a single stage
may result in the previous stage delivering data in a disadvantageous manner to the
transmitting nodes. That is, a node in a group may receive more data than it can forward
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in the next stage, resulting in a bottleneck, because the previous stage does not know the
quality of the outgoing links of that node. The impact and frequency of such situations
depends on each PHY. However, Corridor-based Routing can shift the trade-off balance
to counteract such effects. In the following, we present two mechanism blueprints that fit
the corridor architecture and enable such a shift.
3.1.2.1 Cross-Layer Corridor Construction
Corridor construction protocols aim at building a corridor from a source to a destination
with a certain intended corridor width w. In dense network areas, the corridor may find
more than w suitable nodes for a certain node group h. While the construction protocol
may simply choose w nodes at random for the current group, it may also use cross-layer
information to choose the w nodes which are most suitable for a certain PHY that the
resulting stage may use later on. However, such a selection is only beneficial when the
corresponding PHY can benefit from long-term channel characteristics since the corridor
structure itself only adapts at large intervals (c.f. Section 3.1.1.4). In other words, selecting
the nodes for group h based on short-lived channel characteristics is unprofitable. Further,
exploiting cross-layer information to select nodes during corridor construction comes
at the price of a larger construction overhead since the protocol needs to obtain this
information for all potential nodes. Hence, this technique shifts the trade-off balance
towards a higher overhead but may also result in better performance.
3.1.2.2 Coarse Corridor-wide Feedback
A second approach to shift the divide-and-conquer trade-off in Corridor-based Routing
is to allow a limited amount of corridor-wide feedback traffic. Essentially, stages within a
corridor may exchange limited information on their long-term channel characteristics to
avoid the aforementioned bottlenecks. This results in multi-hop feedback which, similarly
to the mechanism in Section 3.1.2.1, is unprofitable for short-lived CSI—only long-lived
and thus coarse channel state feedback may be beneficial. Again, the price for such
feedback is a larger overhead. However, the corridor can control the overhead impact
by limiting the number of stages that forward the feedback, similarly to Reference [50].
The more stages forward the feedback, the less likely bottlenecks are, but also the larger
the overhead is. The most suitable dissemination range of such feedback, as well as the
disseminated information itself, depend on the particular PHY in use. The reason is that
different traffic patterns lead to bottlenecks for each PHY.
3.2 corridor operation
In this section, we introduce the detailed operation of Corridor-based Routing. More
precisely, we design a protocol consisting of multiple phases, namely, corridor construc-
tion, stage maintenance, profile matching, stage coordination, and data transmission. The
design of most phases is different for each individual PHY. Thus, in Section 3.2.1 we give
a general description, and leave the specific details for the following chapters, which deal
with particular PHYs. However, the corridor construction phase is common for all PHYs
since the corridor is the base structure on top of which all of them operate. Hence, in
Section 3.2.2 we present the design, implementation, and evaluation of a specific corridor


































Figure 3.3: Protocol phases for Corridor-based Routing.
3.2.1 Protocol Phases
Figure 3.3 shows an overview of our Corridor-based Routing protocol. In the following,
we explain the operation of each individual protocol phase.
3.2.1.1 Corridor Construction
In a first step, our protocol builds the corridor itself, similarly to how traditional WMN
approaches establish a routing path. The goals are to (a) find a suitable corridor placement
in the network, (b) decide which nodes are part of the corridor, and (c) organize nodes
in stages. To this end, the corridor construction mechanism can build on well-known
topological or geographical routing mechanisms. In the topological case, routing protocols
such as AODV [118] or DSR [62] offer mechanisms to find a hop-by-hop path to the
destination. After the initial setup, the protocol widens each hop to a group by adding
neighboring nodes. The intended corridor width w determines how many nodes the
protocol adds to each group. In the geographical case, trajectory-based forwarding
[112] enables corridor construction to find a path along an arbitrary curve from source
to destination. The protocol then extends the curve to a band whose width is given
in geographic units. All nodes falling into that band become part of the corridor. As
opposed to the topological case, the width in terms of nodes may vary, since it depends
on node density. Further, corridor construction can also use a combination of topological
and geographical routing mechanisms, such as the protocol we propose in Section 3.2.2.
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For all cases, the routing metric determines the corridor shape. For instance, in the
topological case, using the hop count compared to using a metric such as ETX [30] often
results in two different hop-by-hop paths. Hence, the resulting corridors have different
shapes. Similarly, in geographical routing the corridor shape is related to the underlying
geographical curve. This enables the construction protocol to select a metric that avoids
areas that provide only substandard service due to long-term inferior channel conditions.
3.2.1.2 Stage Maintenance
As a result of corridor construction, nodes are aware of (a) the corridor they are part
of, and (b) the stage they are involved into. The nodes of a stage periodically probe
each other to locally maintain the control information required for data forwarding.
Maintenance ranges from periodical “Hello” messages required for basic PHYs, to full
CSI measurements required for advanced PHYs. Figure 3.3 reflects the latter case, which
involves transmitting a sequence of known pilot symbols on each link to determine its CSI.
After each maintenance measurement, the stage adapts its PHY forwarding mechanism
if needed. To this end, the main node of the transmitter group of the stage collects the
channel measurements from all other stage nodes, and decides to which extent adaption
is needed. Such adaptation may include adjusting the parameters of the current PHY
mechanism, switching to a different PHY mechanism, or changing the nodes involved in
the stage. This allows for a quick reaction to short-term channel conditions within one
stage. However, switching to a different PHY mechanism requires profile matching, which
we discuss in Section 3.2.1.3, to ensure that the new PHY is compatible to the PHYs in use
in the next and previous stages.
3.2.1.3 Profile Matching
To forward data, a stage may use any PHY which fits its m×n shape. We call a PHY which
is adapted to operate on such a corridor stage a stage mechanism. Each stage mechanism
has particular requirements both regarding the current stage as well as the previous and
next stages. Regarding the current stage, a stage mechanism may require, for instance, a
certain degree of time and frequency synchronization among transmitters, or a minimum
coherence time to be beneficial. The former is crucial for PHYs such as distributed MIMO
which require all transmitter nodes to start transmitting at exactly the same time and with
a virtually identical clock. The latter is important for PHYs which generate a large amount
of overhead—if channels change too often due to short coherence times, the overhead
does not pay off. Further, regarding the previous and next stages, a PHY may require
a certain amount or type of data at each transmitter node. For example, a PHY such as
SourceSync [125], which aims at achieving a higher SNR at the receiver by transmitting a
packet simultaneously from multiple nodes, requires all transmitters to have that packet.
In other words, all transmitters must have the same data.
The profile of a stage mechanism captures its requirements. Essentially, the profile
lists how the PHY assumes input data to be available at the transmitters, how it delivers
output data to the receivers, and on what type of stages it fits. The latter includes the
aforementioned synchronization and coherence time, but also the stage shape and any
other characteristic that the PHY may require to be operable. Stages are aware of the
profiles of their neighboring stages to ensure that they use a PHY which is compatible to
them regarding input and output data. That is, stage maintenance uses the profiles of
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neighboring stages to ensure that, after adapting the stage mechanism, the profiles still
match. Further, stage profiles are also a form of corridor-wide feedback (c.f. Section 3.1.2.2)
that may help optimizing the PHY at each stage from an end-to-end perspective.
3.2.1.4 Stage Coordination
Stage coordination is the control overhead required to operate a certain PHY. We divide it
into intra-stage and inter-stage coordination—the former refers to control messages within
a stage, and the latter to control overhead among different stages. For instance, if nodes
in a stage share a number of PHY resources, such as in OFDMA, the control messages that
nodes exchange to agree on which transmitter-receiver pair uses which resource, are part
of intra-stage coordination. In contrast, the overhead required to let the following stage
know which information has traveled via which of the aforementioned resources, is part
of inter-stage coordination. Further, exchanging PHY profiles (c.f. Section 3.2.1.3) among
stages is also part of such coordination. As shown in Figure 3.3, stage coordination occurs
after stage maintenance since the result of stage maintenance may require additional
control messages, such as announcing that the stage has switched to a different PHY.
However, slight adaptations such as adjusting mechanism parameters only, typically
do not require additional coordination. Hence, the frequency of stage coordination
is significantly lower than of stage adaptation, and thus also the resulting overhead.
Moreover, the localized operation of stage mechanisms minimizes costly inter-stage
coordination, and thus keeps multi-hop control data low.
3.2.1.5 Data Transmission
After a stage completes the above protocol phases, it starts transmitting data. Stages can
exploit packet aggregation to minimize the impact of stage maintenance and coordination.
That is, the stage does not execute those phases for each individual packet but for groups
of packets. However, the coherence time limits the number of aggregated packets in
each group. In other words, the duration of the transmission of a group of packets must
not exceed the time during which the CSI is approximately constant. The reason is that,
whenever the CSI changes, the stage must execute stage maintenance and coordination to
ensure that it is still using the most appropriate PHY for the current CSI. The coherence
time depends on the mobility of the WMN. More precisely, it is related to the maximum
Doppler spread fDmax as shown in Equation 3.1, which in turn depends on the maximum
speed vmax at which nodes move, the center frequency fC, and the speed of light cl
as reflected in Equation 3.2. If nodes are static, vmax = 0 and thus fDmax = 0, which
translates into a theoretically infinite coherence time. For typical indoor environments
where nodes move at most at human speed, that is, at about 5 km/h, the coherence time
for communication on 2.4 GHz is about 45 ms. Since packet durations are typically much
smaller, stages can aggregate a significant number of packets. Nevertheless, this number
drops for scenarios with higher node mobility. This results in a trade-off regarding the
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3.2.2 Corridor Construction Protocol
Using an efficient corridor construction protocol is crucial for Corridor-based Routing.
The problem is that building a corridor results in a significantly larger control overhead
than finding a traditional hop-by-hop path from a source to a destination. However, in
contrast to such traditional paths, we expect it to be much more robust against channel
fluctuations. Essentially, while a path may break as soon as one link becomes inoperable
due to a change in CSI, a corridor can adapt (a) the parameters of the PHY in use, and (b)
the PHY itself to counteract such fluctuations. In other words, while corridors may require
a larger initial investment than traditional paths in terms of overhead, they pay off after
using them for a number of packet transmissions. More precisely, the throughput gain of
the corridor must be large enough to compensate for the effort required to set up and
maintain the corridor. This raises a number of questions.
• How many packets are needed to achieve this turning point? Is the pay-off reached
before the corridor has to be rebuilt due to, e.g., node mobility?
• How do network characteristics such as density and connectivity impact the con-
struction of corridors, and the resulting performance?
• How large is the overhead of corridor control messages? How many packets are
needed, and what information must they carry?
In this section, we design and evaluate a corridor construction protocol to answer the
above questions. Basically, we combine the benefits of geographic and topological routing.
First, we use location-based approaches to find a traditional hop-by-hop path from source
S to destination D without flooding the network with route discovery messages. Then, we
widen the resulting path to a corridor of a certain intended width w. To guarantee that all
nodes in a stage are fully connected, nodes locally exchange neighbor lists and identify
suitable neighbors. If the protocol does not find enough suitable neighbors for a certain
node group h, it narrows the corridor and widens it again, if possible, at subsequent
stages. In the following, we elaborate this design to a practical protocol.
3.2.2.1 Construction Algorithm
Our corridor construction algorithm operates on WMNs with randomly distributed nodes.
If nodes move, we consider the worst-case scenario, that is, the algorithm needs to rebuild
the entire corridor. Alternatively, the algorithm could also locally rebuild the corridor,
resulting in less overhead. The input parameters for our algorithm are (a) the intended
corridor width w, and (b) SNRmin, which is the minimum average SNR that all the links
in the corridor must have. We build the corridor in the aforementioned two steps, namely,
finding a traditional single-path, and widening it to a corridor.
step 1: single-path. Our single-path mechanism is inspired by well-known geo-
graphic routing approaches [104]. However, we do not use geographic routing to transport
data packets but to find a single-path, that is, we use this approach with a different
goal than typical geographic routing mechanisms. Source node S—and all subsequent
nodes C selected as part of the path in this step—run Algorithm 1 to find the next node.
Essentially, each node C forms a set T of neighbors N which are suitable to be the next
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Figure 3.4: Stage construction (a) and reorganization (b/c). In (b/c), X and Z are not neighbors.
Algorithm 1 Single-path construction algorithm.
Require: Location of neighbors N of current node C, location of destination D, nodes P
already part of the single-path, and SNRmin
Ensure: Find next node of a hop-by-hop path to D
1: set α to angle of
−→
CD with horizontal axis
2: for all neighbors N of C do
3: set βN to angle of
−→
CN with horizontal axis
4: if |βN −α| < pi and SNRN > SNRmin
and N /∈ P then
5: add N to set T of suitable neighbors
6: end if
7: end for
8: if T 6= ∅ then
9: return neighbor N ∈ T with minimum |βN −α|
10: else
11: use existing mechanisms to escape local minima
12: end if
node of the path. In particular, T contains all neighbors who (a) are not part of the path
already, (b) have a link to the current node C with an SNR larger than SNRmin, and (c) are





CD is less than 180◦. Finally, node C chooses the neighbor in T
which lies closest to the direction of D. If node C does not find any suitable node, that is,
T = ∅, there is a local minima. To escape it, the algorithm can use planar graph routing
[104]. However, we do not include this in our prototype implementation in Section 3.2.2.3.
step 2: widening paths. Next, we define an algorithm to widen the single-path
to a corridor. This process starts at the destination once Algorithm 1 finds the last hop
of the single-path. We build one stage at a time towards the source. For each stage, the
algorithm must ensure that all nodes of the two subsequent groups forming a stage are
one-hop neighbors, and that the number of nodes in each group is equal to w, if possible.
Algorithm 2 uses a topological approach to meet these requirements. The construction of
a generic stage is shown in Figure 3.4a. Our algorithm involves three steps: (a) neighbor
list collection, (b) neighbor matching, and (c) node selection. Node hm coordinates these
three steps for the construction of stage i, which connects groups h and h− 1. In step (a),
hm collects the list of neighbors of the two next nodes along the single-path, (h− 1)m
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Algorithm 2 Stage construction according to Figure 3.4a.
Require: List of neighbors of all nodes potentially part of the current stage i being built.
Ensure: Find suitable nodes for group h− 1 in order to build stage i.
1: node hm requests list of neighbors of
1. Group neighbors of hm
2. Group neighbors of (h− 1)m (required to verify link symmetry)
3. Main node of h− 1
4. Main node of h− 2 via (h− 1)m
2: filter out links in lists with SNR < SNRmin
3: find coincidences V in all filtered lists
4: if |V | = w− 1 then
5: select all nodes ∈ V as neighbors for group h− 1
6: else if |V | < w− 1 then
7: if ∃u ∈ V / u is neighbor ∀V ∧ u hasw− 1− |V | list coincidences V ′ with h, h− 2
then
8: set u as main node of group h− 1
9: set nodes ∈ V ∪ V ′ as neighbors for group h− 1
10: else
11: narrow corridor at group h− 1
12: end if
13: else
14: select w− 1 nodes ∈ V with best average SNR
15: end if
and (h− 2)m. Additionally, hm requires the two-hop neighbors of (h− 1)m and itself to
verify that links are symmetric. For instance, in Figure 3.4a node hm needs the list of
neighbors of X to verify that X can both send to and receive from Y, Z, hm, (h− 1)m, and
(h− 2)m. In step (b), hm removes all links with SNR < SNRmin from the lists, and then
finds common nodes in all lists. The latter ensures that the stage is fully connected. The
number of common nodes |V | leads to three cases in step (c), which we discuss next.
First, if |V | = w− 1, we have exactly the number of nodes needed to form a stage
of width w. Hence, Algorithm 2 selects all nodes in V as neighbors for group h− 1.
Second, if |V | < w− 1, we lack one or more nodes to build a stage of width w. However,
changing the main node of group h− 1 may still allow the algorithm to find enough
group neighbors. For instance, in Figure 3.4b, node X is the main node of h− 1 and only
has node Y as a suitable group neighbor. Node Z, which is a neighbor of Y and of all
nodes in group h, is not a neighbor of X. Since the main node must be a one-hop neighbor
of all stage nodes to enable coordination, Figure 3.4b only allows for a corridor of width
two. Hence, in this case the algorithm examines whether any node in V allows for the
desired stage width if set as the main node of h− 1. In our example, this is the case for
node Y, which is thus set as the main node in Figure 3.4c. Such stage reorganization is
also possible for wider corridors—the general condition making this possible is given in
line 7 of Algorithm 2. If changing the main node does not allow for the desired width,
we narrow the corridor at group h. Third, if |V | > w− 1, we have found more nodes than
needed to achieve w. In this case, the algorithm chooses the w− 1 nodes with best average
SNR. However, this also allows for cross-layer corridor construction (c.f. Section 3.1.2.1).
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Packet type Contents and function
Beacon Node ID and location. Allows nodes to discover their neighborhood.
Single-path Message for single-path construction. Includes destination ID, list of
nodes which are already part of the single-path, and SNRmin.
List Request Used by hm to request the neighbor list of a node.
List Reply Answer to “List Request”. Includes the ID and the average SNR of
each neighbor of the node sending it.
Stage ACK Notifies group neighbors that the main node building the current
stage has chosen them as part of the stage.
Corridor ACK Final confirmation sent by the main node of each stage after the
corridor is complete to signal that data transmission can begin.
Optimization Allows for cross-layer corridor construction. Includes PHY state to
enable hm to select the most suitable nodes for a group if |V | > w− 1
Table 3.1: Control packets for corridor construction
3.2.2.2 Protocol Design
To put our approach into practice, we define a protocol that implements the above
algorithms, and specify control messages to coordinate nodes. Table 3.1 gives an overview.
In the following, we explain the details of some selected control messages as an example.
single-path message . For single-path construction, each node on the path forwards
the single-path control message to the next node which it chooses based on Algorithm 1.
Figure 3.5a depicts the details of this message. It contains the location of the destination
and the corridor parameters required at the destination to start the corridor construction
once the single-path is finished. For instance, this includes the “O” field, which indicates
whether the corridor construction protocol shall use cross-layer information to select
nodes if |V | > w− 1. Each node forwarding the packet adds its identifier to the list of
nodes at the end of the message. This prevents nodes from selecting a neighbor which is
already part of the path as a next hop. For our prototype in Section 3.2.2.3, we encode
the node identifier with six bits. Also, each node increases by one the path length field.
list reply message. Figure 3.5b shows the details of the “List Reply” message,
which carries the lists of neighbors needed at the main nodes to construct each individual
stage. Similarly to the single-path message, it includes a list of all nodes which are
already part of the corridor to prevent the algorithm from adding a node twice to the
corridor. Since both the list of neighbors and the list of nodes are of variable size, the
message includes appropriate length fields, such as “# Lists”. A “List Reply” message
can aggregate answers from multiple nodes in case they are relayed—for instance, in
Figure 3.4a, (h− 1)m relays the list of neighbors of (h− 2)m and of its own neighbors.
Further, the message includes the identifiers of the nodes involved in the list reply, as
well as certain corridor parameters needed for correctly processing the reply.
stage ack message . After running Algorithm 2, the main node building the current
stage sends “Stage ACK” messages (Figure 3.5c) to inform all potential stage neighbors
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(a) Control message structure for single-path construction.
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(b) Control message structure for “List Reply”.
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(c) Control message structure for stage acknowledgments.
Figure 3.5: Message structure for selected control messages.
whether they are part of the stage. The binary field “P” conveys this information. Besides,
the “T” field is set to one if the node receiving the acknowledgment shall be the main
node. The message also includes the group the receiving node is part of, as well as the
identifier of the main node of its group, and of the next group. As a result, each node is
aware of its position and function within the corridor under construction.
3.2.2.3 Experimental Design
We evaluate the overhead of our construction protocol using both simulations on random
topologies, and practical experiments on an SDR testbed. The former allow us to evaluate
scenarios our testbed cannot recreate, while the latter give us practical insights.
goal and metrics . Our evaluation aims at (a) verifying that our construction mech-
anism is practicable regarding overhead, and (b) measuring the quality of our corridors.
The corridor quality is directly related to the performance that advanced PHY techniques
achieve when using it. Hence, we use this as a metric. More precisely, we use a stage
mechanism based on OFDMA (c.f. Chapter 5) on our corridors to quantify their throughput
performance. Related theoretical work [77, 78] shows that, in similar scenarios, OFDMA
yields throughput gains between 20% and 50% compared to traditional hop-by-hop
forwarding based on OFDM. We use those values as a reference, that is, we investigate
whether our corridors allow OFDMA to approach this theoretical limit. Hence, our first
metrics is throughput including overhead. To measure it, we consider the data that the
network layer delivers at the destination, and the overall time needed for the end-to-end
transmission. Our second metric is the number of corridor nodes that our construction
protocol finds. That is, we measure how often our protocol needs to narrow the corridor
for a certain intended corridor width w. Finally, our third metric is the time required to
build the corridor. We obtain this time by counting the PHY symbols needed for signaling.
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Name Type Area and Nodes Range Characteristic
RAND Simulation 50× 50m2, 50 nodes 12 m Random location
UD-L Simulation 50× 50m2, 50 nodes 15 m High connectivity
UD-S Simulation 21× 21m2, 49 nodes 6 m Strong links
TBED Practical experiments 4.5× 3m2, 20 nodes 2.7 m SDR testbed
Table 3.2: Simulation and practical scenarios.
measuring process. All our experiments follow the same pattern. We choose a
random source-destination pair, which transmit multiple packets both on a traditional
path using OFDM, and on an OFDMA corridor. At the beginning of the transmission, we
build either a single-path or a corridor, respectively. This construction process is only
needed for the first packet, since subsequent packets can use the same routing information
as long as nodes do not move. That is, only the first packet is affected by the construction
overhead. For that packet, we expect OFDMA to perform worse than OFDM, since the
effort required to build a corridor is significantly larger than the one required for a
single-path. However, once the corridor is available, OFDMA should perform better in
terms of throughput (c.f. Chapter 5). Hence, after a certain number of packets, the initial
penalty of OFDMA due to the corridor construction should pay off. In our experiments, we
determine the number of packets needed to reach this turning point. At the LNK, we use
a basic adaptive MCS. For each OFDM link or OFDMA stage, the MCS algorithm improves
the modulation and coding after each successful transmission, until an error occurs. After
an error, the MCS is not increased any further. Thus, the throughput initially increases
with each packet, and later stabilizes when the link or stage reaches the maximum MCS it
supports. Since OFDMA can combine beneficial subcarriers (c.f. Chapter 2), we expect it to
reach a higher MCS than OFDM, which directly translates into throughput gain. For both
OFDM and OFDMA, we use the same MCS on all subcarriers.
assumptions. We consider that nodes move randomly at human speeds. Moreover,
we assume a number of worst-case conditions. First, we rebuild the entire corridor when
a node moves, that is, we do not allow the corridor to rebuild stages locally. Second,
we use the aforementioned basic MCS algorithm. A more advanced approach could use
feedback to estimate the maximum MCS and thus further improve corridor performance.
Finally, we do not use cross-layer information (c.f. Section 3.1.2.1), which would again
improve the performance of OFDMA.
scenarios. We test our corridor construction mechanism in four different settings,
namely, three simulated scenarios and one SDR testbed scenario. Table 3.2 gives an
overview. The simulated scenarios allow us to investigate the performance of our system
for large networks and diverse situations. The first one is a WMN with 50 nodes deployed
randomly on an area of 250 m2, named as RAND. We assume nodes are in each other’s
range if they are less that 12 meters far apart. At the PHY, we assume Rayleigh channels,
a path loss exponent of α = 2, and Additive White Gaussian Noise (AWGN) with 40 dB
average SNR at a distance of one meter to a transmitter. Due to the random location of
nodes, the network topology may have “holes”. However, indoor networks with a large
number of connected devices may be very dense. Thus, our second scenario considers
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(a) Lab setup diagram. (b) Picture of lab setup. Lines indicate links.
Figure 3.6: Practical setup for scenario TBED using SDRs.
a similarly large area with a uniform density, named as UD-L. While nodes are still
placed randomly, we ensure that there is at least one node every ten meters. As a result,
this scenario features high connectivity. Since our corridor construction scheme takes
into account the average SNR of links, our third scenario considers stronger links than
RAND and UD-L. To this end, we place about 50 nodes with uniform density in a
smaller area. We name this scenario UD-S. Moreover, we lower the range, achieving a
connectivity slightly lower than UD-L. Finally, our last scenario TBED is an SDR testbed
which allows us to test our system in practice. We place 20 nodes at fixed locations in
our lab as depicted in Figure 3.6a. Since we cannot change the topology randomly for
each experiment run, we choose a regular pattern to better understand our results. We
adjust the transmit power of nodes to achieve typical indoor SNRs, and discard packets
on links which exceed 2.7 meters. As an example, Figure 3.6a shows which nodes are
one-hop neighbors of node A for that range. This setup allows corridors of width four
despite the small testbed size. Our testbed consists of six WARPv3 boards with four radio
interfaces each. To allow for a network with 20 nodes, we use each interface as if it were
an individual node. Still, we treat the data of each radio independently (c.f. Chapter 7).
implementation. We implement our corridor construction mechanism on WARP
Drive, which is our framework for prototyping WMN mechanisms on the WARP [180]
SDR. We refer the reader to Chapter 7 for more details on this framework but sketch its
most important characteristics in the following. WARP Drive builds on the WARPLab
Reference Design that allows us to carry out over-the-air experiments directly from the
Matlab workspace. We process signals in Matlab, send them via Ethernet to the WARP
boards, transmit them over the wireless medium, and transfer them back to Matlab. While
this results in non-real-time operation, we do not process data offline, but online and
interactively. That is, over-the-air transmissions are not scheduled in advance but occur
dynamically as a result of protocol actions. Moreover, WARP Drive allows us to switch
seamlessly from simulations to practical experiments, that is, we use the same code for
both cases. Our implementation includes (a) the corridor construction protocol, and (b)
a stage mechanism based on OFDMA. For details on the latter, we refer the reader to
Chapter 5. At the PHY, we use parameters equivalent to 802.11g, that is, 20 MHz channels,
























(a) Time required for constructing corridors in
























(b) Turning point. The vertical lines indicate from when
on the corridor pays off the construction overhead.
Figure 3.7: Corridor construction overhead analysis.
802.11 short and long preambles—the former trains the Automatic Gain Control (AGC)
and the latter allows for frame detection using correlation at the receiver.
3.2.2.4 Simulation Results
In the following, we present our simulation results in the three scenarios shown in
Table 3.2. Concretely, we investigate (a) the construction time, (b) the turning point from
which building the corridor pays off, (c) the number of nodes in the corridors we build,
and (d) the impact of the intended corridor width w as well as of SNRmin.
construction time . Figure 3.7a shows that corridor construction takes significantly
longer than finding a single-path. The construction time is roughly proportional to the
length of the corridor/single-path, since building each additional stage/hop requires
control messages. For the single-path, we observe that the scenario barely influences
the construction time, since the algorithm only needs to choose one suitable next node.
Corridor construction in UD-L is slightly slower than in RAND and UD-S. For RAND, the
reason is most probably the sparsity of the network in some areas, which results in less
control messages, as nodes need to exchange less lists of neighbors. For UD-S the reason
is twofold. First, the connectivity of UD-S is slightly lower than for UD-L, which results
in the same effect than for RAND. Second, its strong links allow to transmit control data
at high rates, and thus the time to build the corridor is less than for UD-L. Finally, the
intended corridor width w and the SNRmin value barely impact the construction time,
since these parameters only determine which nodes are chosen after requesting the lists
of neighbors. Thus, the control overhead is mostly independent of w and SNRmin.
turning point. Next, we analyze after how many packets the construction overhead
compensates. Figure 3.7b depicts the average end-to-end throughput of 40 subsequent
packets sent on a single-path (OFDM) and a corridor (OFDMA). For all cases, the curve
initially raises due to the adaptive MCS. That is, the MCS increases with each additional
packet and, in turn, the throughput increases, too. In UD-S, the curves stabilize at a
higher value than in RAND and UD-L since links are stronger and support a higher MCS.
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(b) DoC achieved for corridors of width three.
Figure 3.8: DoC analysis.
As expected, OFDMA performs initially worse than OFDM in all scenarios due to the cost of
corridor building for the first packet. Still, because OFDMA combines the best links at each
stage, the adaptive MCS scheme can reach a higher rate, and thus OFDMA outperforms
OFDM after a few packets. The vertical lines indicate the turning point, that is, the time
at which OFDMA exceeds OFDM regarding cumulative throughput. This occurs later than
the intersection of the OFDM and OFDMA curves since OFDMA needs to compensate for its
initial overhead before paying off. RAND and UD-S reach the turning point at packets
14 and 16, respectively, while UD-L compensates for the overhead already at packet 8.
Although the turning points of RAND and UD-S are similar, the reasons behind are
different. For RAND, the uneven density of the network results in narrow corridors more
often than in UD-S and UD-L. Hence, the corridors provide less spatial diversity. From
our results in Section 5.1.2, we deduce that this limits the gain of OFDMA, which translates
into OFDMA needing more packets to pay off. In contrast, UD-S takes longer than UD-L
to reach the turning point due to the adaptive MCS—since UD-S supports a higher MCS,
the LNK needs more packets to reach it, hence delaying the turning point. Finally, UD-L
reaches the turning point first because (a) the LNK finds the maximum MCS quickly, and
(b) UD-L features higher connectivity than RAND, thus avoiding narrow corridors.
degree of construction. Our previous experiment indicates that the performance
of a corridor is closely related to the construction algorithm being able to find enough
group neighbors for each group. We refer to this as Degree of Construction (DoC), which
is the fraction of nodes that a corridor has compared to the number of nodes it should
have given its width. For instance, the ideal corridor in Figure 1.2 has 20 nodes. If the
algorithm needs to narrow some groups resulting in a corridor of 15 nodes, the DoC is
75%. Figure 3.8a shows the throughput of OFDMA for different DoC ranges. As expected, it
improves for larger DoCs, since diversity increases. UD-S achieves the highest throughput
due its strong links. Figure 3.8b depicts the distribution of the DoC for the case w = 3. In
RAND, most corridors only achieve a DoC of 60% or less due to the low connectivity of
the network. In contrast, in both UD-L and UD-S, our algorithm achieves in most cases
DoCs up to 80%. UD-S has a lower DoC than UD-L due to its slightly lower connectivity.
width and SNRmin . Some effects regarding corridor width and SNRmin are contrary
to each other, which complicates drawing general conclusions. For instance, a larger
width results in more diversity as more nodes participate in each stage, and thus OFDMA
achieves better throughput performance. However, we share resources in a “fair” manner
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among the nodes of each stage, that is, we assign the same number of subcarriers
to each node. The wider a stage, the higher is the probability of a node having poor
channel conditions, thus limiting the performance of the stage. Regarding SNRmin, we
encounter a similar trade-off. A large SNRmin prevents our algorithm from including bad
links in a stage, thus improving the performance of OFDMA. However, this also affects
single-path construction, resulting in better OFDM performance and thus lowering gains.
Overall, this limits our gains to about 15%. However, this is unrelated to the corridor
construction scheme but is an effect of the particular OFDMA stage mechanism we use in
our simulations. We address this issue both in Chapter 5 and in the following practical
experiments, since the aforementioned effects become critical on the SDR testbed.
3.2.2.5 Practical Results
For our practical experiments, we adapt the design of our OFDMA stage mechanism to
address the issues discussed in Section 3.2.2.4. Basically, we allow (a) each node to get a
different amount of resources according to its CSI, and (b) per-subcarrier MCS adaptation.
This added flexibility enables our OFDMA stage mechanism to perform better on links
with moderate frequency selectivity. For further details on this alternative design and
the underlying real-world effects, we refer the reader to Chapter 5. Next, we present our
practical results using such a design in conjunction with our construction protocol.
Figure 3.9 depicts the throughput in our testbed of both OFDM and OFDMA for different
widths and values of SNRmin. We achieve throughput gains mostly between 20% and 50%,
which matches the results of related work. According to Section 3.2.2.3, we conclude
that our construction algorithm builds good corridors. The throughput of OFDM varies
in each of the three measurements although it does not depend on the corridor width.
This is likely because channels in our lab fluctuate slowly during the course of the day,
leading to different results for the same SNRmin. Still, channels are comparable for each
corridor width. We observe that the throughput of OFDM increases with SNRmin since this
parameter also affects the nodes chosen for single-paths. In contrast, OFDMA achieves
a similar throughput for all SNRmin values. This shows the high degree of flexibility
of OFDMA—weak links in a stage barely impact its performance. Regarding corridor
width, we observe that throughput decreases slightly with larger stages. This is expected,
since OFDMA exchanges CSI among all nodes of a stage as part of its stage maintenance
overhead. Hence, the larger a stage, the larger the overhead. For corridors of width four,
Figure 3.9 shows that this overhead exceeds the gains of OFDMA, resulting in a negative
throughput gain. That is, this negative gain is not a result of the overhead for corridor
construction, which is independent of the corridor width (c.f. Section 3.2.2.4). Moreover,
Figure 3.9 illustrates that the diversity available in a corridor of width two already allows
for large gains. That is, the corridor does not need to be wide to provide large benefits.
3.2.2.6 Discussion
At the beginning of this section, we identified a number of open questions regarding
the overhead impact of corridor construction, and our results provide some answers.
First, the overhead itself depends on the length of the corridor, and increases faster per
stage than a single-path does per hop. For example, for a corridor of length five, the
overhead is about ten times larger than that of a single-path. It consists mostly of control

















































Figure 3.9: Practical end-to-end throughput achieved on corridors of intended widths two, three
and four built using our construction algorithm. Percentages refer to gains.
for this overhead—that is, reaching the turning point—before the corridor fails. In our
experiments, the slowest scenario needed an average of 16 packets to reach this point.
Assuming a packet size of 1500 bytes, a worst-case link throughput of 1 mbps, and a
corridor length of five stages, 16 packets require 0.96 seconds to reach the destination.
Since we consider a range of six meters for our smallest scenario, on average a node
needs to move three meters to leave a corridor. Hence, this requires nodes to move at
about 3m/0.96 s = 11.25 km/h for the corridor overhead not to compensate, which is
significantly larger than the average human speed. This intuitive estimation becomes
more beneficial assuming more realistic throughputs, and thus opens doors to using
our construction scheme also in outdoor scenarios featuring higher mobility. However, a
detailed measurement of the impact of node mobility is out of scope of our evaluation.
Third, we also study the influence of topology characteristics. As expected, dense and
connected networks result in better corridors. The less nodes are available, the more
often our algorithm has to narrow a corridor. However, we observe that corridors do not
need to be wide to provide large gains, that is, also sparse networks can benefit from
corridors. Finally, for OFDMA stage mechanisms, we conclude that corridor widths up
to three nodes and small SNRmin values are best. However, SNRmin should be above a
minimum to avoid links with bad channel conditions on all subcarriers (c.f. Chapter 5).
3.3 summary
In this chapter, we first explain how the characteristics of Corridor-based Routing address
the requirements of advanced PHYs in WMNs, including their impact on the LNK and the
NET. More precisely, we conclude that corridors provide spatial diversity, simplify the
coordination among nodes, take charge of choosing which nodes shall cooperate at the
PHY, enable timely CSI feedback, and allow the WMN to use multiple PHYs simultaneously
in different network areas. To this end, Corridor-based Routing forwards data along
groups of nodes instead of individual nodes—intuitively, it widens a traditional hop-by-
hop path in order to span multiple nodes at each hop. Further, we highlight that the key to
provide the above characteristics is incurring a number of trade-offs. Essentially, instead
of finding the optimal network-wide solution regarding which nodes shall cooperate
using which PHY, corridors find the best solution within the aforementioned groups of
nodes. While this results in a sub-optimal solution, we still expect to achieve throughput
gains due to the vast diversity in the network. In other words, even if we consider a subset
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of all possible solutions only, the probability that the subset contains a beneficial solution
is large. In Chapters 5 and 6 we show this for the case of OFDMA and IA, respectively.
Additionally, we introduce the operation of Corridor-based Routing. In particular, our
design considers five protocol phases. First, corridor construction builds the end-to-end
corridor structure. Second, stage maintenance determines the PHY which is most suitable
for each corridor stage. Third, profile matching ensures that the PHY in use at each stage
is compatible to the PHYs in use at its neighbors. For instance, if a certain stage expects
all of its transmitters to have the same data, the previous stage must use a broadcast PHY.
Fourth, stage coordination exchanges PHY control information both among nodes of a
certain stage, and among multiple stages, if needed. Finally, the data transmission phase
exploits long coherence times to forward data along the corridor with a low overhead
impact. That is, it aggregates multiple packets and only exchanges control information
when channel conditions change. The design of most protocol phases depends on the
PHY in use. However, corridor construction is common to all PHYs. Hence, we also present
a specific corridor construction protocol to evaluate its overhead in practice. Essentially,
our mechanism widens a geographical path to a corridor using topological information.
We implement it both in simulation and on an SDR testbed. We observe that the overhead
strongly depends on the characteristics of the network topology, such as its density.
Moreover, we conclude that the overhead of building a corridor typically pays off as long
as (a) the PHY in use provides better throughput than a traditional OFDM scheme, and (b)
the WMN can use the corridor for multiple packets.
4
S I N G L E L I N K S TA G E M E C H A N I S M
In this and the following chapters, we present three stage mechanisms for Corridor-based
Routing. In particular, this chapter deals with a Single Link (SL) stage mechanism, which
is virtually equivalent to traditional hop-by-hop forwarding in WMNs. We later often use
it as a baseline mechanism to compute the performance gains that our OFDMA and IA
stage mechanisms achieve. Essentially, SL just transmits data on one link of a stage at a
time using OFDM, that is, it involves only one transmitter and one receiver. An SL stage
can operate in three different modes, namely, fixed link, random link, and best link. The
mode determines which link the stage uses to forward data.
• In fixed link, a transmitter node of a stage always uses the same outgoing link to
relay its data. Hence, the result is identical to a traditional path—the source always
sends data to the same neighbor, which in turn always forwards it to the same next
node, and so on. Since this mode does not exploit at all the diversity of the corridor,
the corridor construction mechanism does not need to widen the single-path to a
corridor but can just provide a single-path.
• In contrast to fixed link, the random link mode chooses at each hop a next node
randomly out of the receiving stage nodes. Thus, each packet may follow a dif-
ferent sequence of nodes to the destination. In this case, the corridor construction
algorithm must provide a complete corridor to allow each stage to choose a link.
• Finally, the best link mode operates similarly to random link but chooses the next
node based on an LQI instead of randomly. Thus, this mode requires at least coarse
channel state feedback to decide which link to use. Such feedback can be, for
instance, the average SNR of each link over all subcarriers.
If all stages use SL, the result is a single hop-by-hop path to the destination for all three
modes. That is, nodes do not split packets among multiple receivers but forward them as
units to the next node. On average, fixed link and random link behave similarly—due to
the randomness of the wireless medium, the fixed link mode may encounter a link with
good or poor channel conditions at random, too. On the contrary, the best link mode
actively avoids links with poor channel conditions and thus results in a better average
(b)xRandomxlink (c)xBestxlink
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Figure 4.1: SL modes. The thick lines show which links nodes choose to forward data. The
probability values p indicate the probability of the transmitter choosing the highlighted
links at each stage. The values of p in (c) are exemplary and unrelated to the topology.
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throughput. Still, note that SL cannot choose among all links of the stage but only among
the outgoing links of the node which is transmitting data. Figure 4.1 summarizes all
three modes. The values of p indicate the probability with which the nodes forward
data via the links highlighted in Figure 4.1. For fixed link, the probability is always one
since nodes always choose the same next node. When using random link, nodes forward
packets with the same probability on all their outgoing links. Finally, in best link, p is
related to the channel state. Note that the probability for the last stage is always one since
there is only one link to the destination.
4.1 single link design
For our SL stage mechanism design, we follow a best link approach. If not stated otherwise,
we also choose this mode when we use SL in the following chapters. The reason is twofold.
First, the best link mode yields a stronger baseline than the random or fixed link modes
for comparison with our OFDMA and IA stage mechanisms. Since it considers the SNR of
each link, it is also stronger than traditional routing protocols that use the hop-count as
a metric. Second, the feedback overhead for per-link SNR values is typically negligible,
in contrast to per-subcarrier values. Further, if the corridor allows for multiple PHYs, CSI
feedback is anyhow necessary to enable the main node to decide which PHY is best suited
according to the current channel state. Hence, in that case, the best link mode does not
cause any additional overhead. Next, we describe the design of our SL stage mechanism.
4.1.1 Profile
We design SL as a highly flexible stage mechanism to allow Corridor-based Routing to
combine it with any other PHY. In particular, we conceive SL as a basic mechanism which
Corridor-based Routing can resort to if no other PHY can operate due to disadvanta-
geous channel conditions or profile incompatibility. Table 4.1 shows an overview of the
requirements of the profile of our SL stage mechanism.
Characteristic Description
Input data Allows for any amount of data at any of the nodes of
the transmitter group.
Output data May result in any amount of data at any of the nodes of
the receiver group.
Stage shape Allows for any stage shape.
Feedback Coarse per-link SNR.
Time synchronization Coarse time synchronization to allow for successive
transmissions within stage.
Frequency synchronization Receiver-side, pilot-aided CFO estimation similar to ex-
isting 802.11 systems.
Coherence time No particular requirements on coherence time.
Coherence bandwidth No particular requirements on coherence bandwidth.
Table 4.1: Profile of our SL stage mechanism.
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We allow any amount of data at any of the input and output nodes of a stage using
SL. Actually, this is unnecessary for corridors using SL only since nodes do not split
packets among multiple receivers, as in Figure 4.1. However, it is crucial if the corridor
uses other stage mechanisms such as OFDMA or IA. Further, we allow corridors to use
SL on stages of any shape. That is, we do not impose a minimum or maximum number
of transmitters and receivers. Essentially, transmitters transmit their data sequentially.
The more transmitters, the more individual transmissions and, the more receivers, the
more diversity, since each transmitter can choose to which receiver it sends its data.
Due to the simplicity of SL, its profile only poses loose requirements regarding the PHY
characteristics of a stage. First, SL only needs coarse per-link feedback, such as the average
SNR, which typically incurs low overhead. Second, loose time synchronization is enough
to ensure that the transmissions of the individual transmitters in the stage do not overlap
in time. For frequency synchronization, nodes can use techniques from 802.11 systems,
such as pilot-aided CFO estimation. This does not require any feedback since receivers
can correct the CFO after a transmission has taken place. Finally, SL does not assume that
channel characteristics remain constant for a certain interval, nor does it require that
adjacent OFDM subcarriers behave similarly. Hence, it does not pose any requirements on
coherence time and bandwidth, respectively.
4.1.2 Operation
In the following, we describe the operation of SL, which realizes the above profile. Fig-
ure 4.2 depicts our SL frame format. All transmissions use the entire available bandwidth,
and multiple access occurs in the time domain only. The frame consists of three phases,
namely, (a) CSI measurement, (b) control data transmission, and (c) data transmission. The
corridor construction protocol establishes the transmission order during construction.
4.1.2.1 CSI Measurement
In the CSI measurement phase, each transmitter transmits a set of pilot symbols. All
receivers process each set of pilots to determine the channel characteristics of all their
incoming links. In particular, they compute the average SNR over all subcarriers. To
this end, receivers first obtain the channel coefficient Hs of each subcarrier s using the
transmitted pilots pst and the received pilots p
s
r as in Equation 4.1. If the transmitters
send more than one OFDM symbol with pilots, receivers average the estimated channel



























































Figure 4.2: SL frame format. Shaded areas indicate control message overhead.
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psr using zero-forcing as in Equation 4.2 for each OFDM symbol. Third, they determine
the per-subcarrier Error Vector Magnitude (EVM) based on the equalized pilots pse and
the transmitted pilots pst as in Equation 4.3. The EVM is the average distance of the
received symbols to the originally transmitted constellation points, and is thus directly
related to the noise. Intuitively, it is a measure of the size of the point clouds around the
constellation points. Finally, receivers compute the per-link SNR SNRlink by deducing the






























4.1.2.2 Control Data Transmission
In part (b) of the frame in Figure 4.2 the receivers send the computed SNR values back to
the transmitters. To keep feedback overhead low, receivers use an efficient encoding. That
is, instead of transmitting the SNR as, for instance, a plain double precision floating point
value in linear scale, the receivers transmit a simplified variant, such as the integer part
of the logarithmic SNR value. Alternatively, receivers can use a codebook approach—we
discuss this technique in Chapter 5 for detailed per-subcarrier CSI feedback. For our
prototype implementation (c.f. Section 4.2), we use such a codebook approach but our
design allows for any technique that quantizes the per-link SNR computed at the receivers.
Since nodes in a stage are fully connected, all nodes receive the feedback messages in
frame part (b) without any additional overhead cost. That is, after that part, all nodes are
aware of the average per-link SNR on all stage links. Still, note that the transmitters only
need to know the SNR of their outgoing links since they can only forward data along
their own links.
4.1.2.3 Payload Data Transmission
Finally, in part (c) of Figure 4.2, SL transmits data. Transmitters select their best outgoing
link, and forward their data in sequence. The transmission time may differ for each node
since each transmitter may have a different amount of data to forward, and each link may
support a different MCS. If the overall transmission time exceeds the coherence time of
the channel, SL must split the transmission into two or more frames (c.f. Section 3.2.1.5).
The additional frames include again CSI measurement and feedback to capture potential
channel state changes. Further, two or more transmitters may choose the same receiver
node. As a result, that node receives both payloads, and merges them to a single data
block, which it forwards in the next stage. Since transmitter nodes in SL always send all
their data to a single receiver, data blocks may merge as nodes forward them through
the corridor, but they never split. Splitting only occurs when a corridor combines SL
with other PHYs such as OFDMA. Still, SL requires data blocks to include a header which
indicates which part of the original packet they include. The original packet is the packet
which the source transmits in the first stage of a corridor. The destination uses those
headers to reassemble the packet once it receives all data blocks (c.f. Section 4.2.1).
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4.1.3 Corridor Protocol Phases
The above design corresponds as follows to the corridor protocol phases we present in
Section 3.2.1. Frame parts (a) and (b) in Figure 4.2 are the stage maintenance of SL. If the
corridor supports other PHYs, nodes may substitute the coarse SNR feedback introduced
in Section 4.1.2 with detailed CSI to enable the main node to evaluate whether other stage
mechanisms are more beneficial than SL. Profile matching is virtually unnecessary for SL
since it is highly flexible, and thus can interact with all stage mechanisms we consider in
this and the following chapters. Moreover, its stage coordination overhead is minimal.
In particular, intra-stage coordination is limited to ensuring that nodes do not transmit
simultaneously. SL achieves this by ensuring that nodes transmit in a certain order which
is implicitly given by the corridor. Regarding inter-stage coordination, SL must let the
next stage know which receiver has received which data blocks. To this end, SL uses the
headers sketched in Section 4.1.2.3. Finally, the data transmission phase corresponds to
the back-to-back transmission of data blocks in part (c) of Figure 4.2.
4.2 implementation
In this section, we describe our implementation of our above SL design. Concretely, we
explain how we realize this design at the PHY, LNK, and NET.
4.2.1 Network Layer
Whenever the NET gets a packet from the upper layers, it determines the destination
from the transport layer headers. If no corridor to the destination exists, it initiates the
corridor construction protocol we introduce in Chapter 3. Once the corridor is available,
it re-encodes the packet into so-called segments. Corridor-based Routing does this to
allow nodes to split data blocks if needed. As discussed in Section 4.1.2.3, SL itself does
not support data splitting but we design it to be compatible to other PHYs that do allow
nodes to do so. Hence, SL must be able to handle such data segments. The key challenge
is that (a) intermediate nodes must be able to route individual data segments, and (b) the
destination must be able to reassemble them to the original packet. Hence, we do not
allow nodes to split packets arbitrarily but only up to a certain granularity. A segment is
the smallest data unit, and all data is coded into such segments. In other words, data
blocks are groups of segments. Splitting a data block translates into dividing it into two
groups of segments. To merge two data blocks, a node simply strings the corresponding
groups of segments together. Each segment includes an identifier which allows the
destination to deduce its position within the original packet. Thus, intermediate nodes
do not need to adjust this header whenever they split or merge data blocks.
The segment size has a direct impact on the inter-stage coordination overhead since
each segment includes the aforementioned identifier. The smaller the segment size, the
more segments the source node needs for each packet, and thus the more—and larger—
identifiers it uses. However, a small segment size allows for fine-granular data splitting,
which helps intermediate nodes to fully exploit the capacity of stage links. We delve
into this issue in Chapter 5 for the case of OFDMA. Further, the segment size is also
related to channel coding since nodes must add error correction and detection codes to
each individual segment. While nodes could aggregate all segments of a data block for



























Figure 4.3: Packet segmentation at the NET for SL as well as other PHYs.
coding, this means that transmission errors would cause costly retransmissions of the
entire data block. Hence, we encode each segment individually. To this end, the LNK (c.f.
Section 4.2.2) can use either discrete-rate or rateless codes. In our implementation, we
use a rateless code, namely, Strider1 [48]. Since Strider only allows for certain input data
sizes, we set the segment size accordingly. In particular, we process packets at the NET
as depicted in Figure 4.3. First, we add a packet header and, if needed, a zero padding
trailer. The latter is needed to ensure that the length of the resulting packet is a multiple
of the data input length of Strider lstr. Second, we divide the packet into segments of
length lstr − lID, and prepend an identifier of length lID to each segment. As a result, we
obtain a set of segments that Strider can encode individually. As depicted in Figure 4.3,
only the first packet segment includes the source and destination addresses. That is, only
the node of each stage that receives that segment can decode this information—still, this
information is needed at all stage nodes for routing. Hence, the node that receives the
header, broadcasts it within the stage. It also becomes the main node for the next stage.
4.2.2 Link Layer
The LNK of our SL implementation deals with channel access and flow control. Regarding
channel access, the LNK needs to deal with both internal and external collisions—the
former refer to simultaneous transmissions of nodes that are part of the corridor, while
the latter involve nodes outside the corridor. We avoid internal collisions using the
frame structure shown in Figure 4.2, which we discuss in detail in Section 4.1.2. For our
evaluation, we consider a single data transmission. Hence, we do not experience the
aforementioned external collisions, and thus we do not implement specific mechanisms
to deal with them. Still, Corridor-based Routing can easily build on existing solutions.
For instance, we can extend the frame in Figure 4.2 to include a Network Allocation
Vector (NAV)—each node of the stage sends such a message to prevent any simultaneous
802.11 transmissions. While the performance of the 802.11 LNK is limited, state-of-the-art
improvements such as migrating backoff to the frequency domain [132], or combining
LNK acknowledgments with higher layer signaling [130] mitigate this effect.
Flow control at the LNK coordinates detection and correction of transmission errors,
including packet retransmissions. As introduced in Section 4.2.1, we use Strider for
rateless coding. That is, we do not need to estimate the best suitable MCS for the current




Bits per Strider packet 362 bits
Bits per batch of packets 33 · 362 = 11946 bits ≈ 1500 bytes
Number of batches 27
CRC bits 16 bits
Table 4.2: Strider parameters for SL as well as other stage mechanisms. We refer the reader to the
original work on Strider [48] and Section 2.2.1.3 for details on each parameter.
channel conditions but just send batches until the receiver can decode. However, based
on the characteristics of Strider [48], we set the maximum number of batches to 27—
further Strider parameters are shown in Table 4.2. In other words, if a receiver is not able
to decode a segment after receiving 27 batches, flow control triggers a retransmission.
Similarly, if Strider reports a Cyclic Redundancy Check (CRC) error for a segment, the
transmitter node retransmits the segment. Flow control allows for a certain maximum
number of retransmissions. If more retransmissions are needed, the LNK assumes that
the link is not usable at all and reports a transmission failure.
4.2.3 Physical Layer
At the PHY, SL transmits batches for each Strider segment until the receiver can decode.
A critical issue for rateless codes is knowing how many batches the receiver needs. Basic
approaches assume that the transmitter keeps transmitting batches until it receives an
acknowledgment from the receiver. However, this requires a feedback channel and may
incur significant signaling overhead. State-of-the-art solutions to this problem build on
statistical models [49], that is, they estimate the number of batches the receiver needs
based on channel characteristics. In our practical SL implementation, we combine both
approaches. More precisely, we first estimate the number of batches based on the coarse
SNR feedback which is anyhow available for link selection. However, for evaluation
purposes, we then transmit all 27 batches that Strider generates at the transmitter (c.f.
Section 4.2.2), and determine how many batches the receiver actually needs. This allows
us to investigate the accuracy of our estimation. In other words, we estimate in advance
the number of batches but allow the destination to request more if needed.
4.2.3.1 Batch Number Estimation
In the following, we present practical results from our SDR testbed on the accuracy of
the aforementioned batch number estimation, which is directly proportional to the trans-
mission time. In Section 4.2.3.3, we then show its impact on our testbed measurements.
Figure 4.4 depicts how much the actual transmission time of Strider segments deviates
from the estimated transmission time for both simulated and practical experiments.
In particular, Figure 4.4a shows this deviation for packet transmissions on groups of
adjacent subcarriers. We observe that the result roughly follows a normal distribution.
However, the variance is significantly larger in the practical case than in simulation. That
is, in practice we infer from the SNR either too long or too short transmission times more






































(b) Estimated vs. actual transmission time per stage.
Figure 4.4: Deviation from the estimated transmission time in simulation and practice. While (a)
shows the accuracy for an individual subchannel, (b) depicts the effect on the entire
stage. The values at ±30% include the deviations in [−∞ · · ·− 30%] and [30% . . .∞].
frequently than in simulation. According to Figure 4.4a, deviations are often negative in
practice. However, as we discuss in Section 4.2.3.2, the impact of the positive deviations
is much larger. As a result, the data transmission phase of a stage takes longer than
expected, and the signaling overhead to request further batches increases.
4.2.3.2 Scheduling Approaches
The impact of the batch number estimation accuracy on the overall transmission time
strongly depends on the scheduling technique at the PHY. Essentially, SL can use either
wideband or per-subchannel scheduling. In wideband scheduling, a transmitter uses all
subcarriers for each batch, as depicted in Figure 4.5a. On the contrary, in per-subchannel
scheduling, a transmitter transmits each batch on an individual subchannel. Figure 4.5b
shows an example. A subchannel is a group of adjacent subcarriers with similar channel
characteristics. The PHY often groups subcarriers to subchannels to reduce overhead. For
instance, instead of providing feedback for each individual subcarrier, the PHY can send
feedback only per subchannel, since adjacent subcarriers behave similarly. The advantage
of per-subchannel operation is that transmissions can adapt better to frequency-selective
channels. While poor subchannels use more batches to convey a segment, subchannels
with good channel conditions require only a few batches. In contrast, in wideband
scheduling the worst subchannel typically limits the throughput. Hence, the PHY can save
transmission time by using a per-subchannel approach, and scheduling more segments
on the good subchannels than on the poor ones. If all subchannels have similar channel
conditions, wideband and per-subchannel scheduling should perform identically, as in
Figures 4.5a and 4.5b, respectively. Concretely, in those examples, all segments require the
same number of batches, which we indicate with “x1”. The drawback of per-subchannel
scheduling is that the transmitter requires feedback for each subchannel. The reason is
that it needs to estimate the transmission time on each subchannel in order to schedule
segments beneficially, that is, to transmit more segments on the better subchannels. While
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(d) Actual transmission time for per-
subchannel scheduling.
Figure 4.5: Example of impact of inaccurate batch number estimation on wideband and per-
subchannel scheduling. The percentage indicates the increase in frame length in the
actual transmission compared to the estimated transmission.
Moreover, if stage maintenance anyhow provides detailed CSI feedback to enable the main
node to decide which PHY is most beneficial for the stage, per-subchannel scheduling
does not incur any additional overhead. In our evaluation in Section 4.3, we compare the
performance of both per-subchannel and wideband scheduling for SL.
4.2.3.3 Scheduling Impact
From the description in Section 4.2.3.2, per-subchannel scheduling provides higher
throughput than wideband scheduling. However, this only holds if transmitters can
estimate the transmission time of segments on each subchannel accurately. Our results
in Figure 4.4a reveal that, in practice, this estimation is challenging. The impact of
inaccurate transmission time estimation differs for each of the scheduling approaches we
present earlier. For wideband scheduling, the impact is limited. In the example shown
in Figure 4.5c, the segment marked as “x3” unexpectedly requires three times as many
batches as the other segments. Our above analysis on the batch number estimation
shows that such deviations are not due to inaccurate feedback but occur randomly. As a
result, the transmission in Figure 4.5c takes 16.6% more time compared to the estimation
in Figure 4.5a. In contrast, in per-subchannel scheduling, the same effect results in a
200% increase in transmission time, as shown in Figure 4.5d. The key difference is
that wideband scheduling uses all subchannels to absorb the increased transmission
time, whereas per-subchannel scheduling is limited to a single subchannel. Hence, all
other subchannels remain idle and thus waste resources, as the checkerboard area in
Figure 4.5d indicates. In other words, inaccurate transmission time estimations may result
in a significant resource wastage for per-subchannel scheduling since transmitters cannot
allocate segments to subchannels properly. This may undermine the advantage of using
per-subchannel scheduling entirely. For SL using per-subchannel scheduling, Figure 4.4b
shows the practical deviation of the overall transmission time for an entire stage—instead
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of a single subchannel—compared to simulations. As expected, we observe that the
inaccuracy of practical estimations results in significantly longer stage transmission times
than in simulation. Note that the value at 30% in Figure 4.4b includes all time deviations
in the range [30% . . .∞]. Our data shows that the practical values in that range are,
on average, considerably larger than the simulation ones. In other words, inaccurate
transmission time estimations have a large impact on the length of stage frames and thus
on throughput, as suggested in Figure 4.5. Hence, in practice, wideband scheduling may
be more beneficial for SL than per-subchannel scheduling.
4.2.3.4 Physical Layer Parameters
Our prototype uses OFDM at the PHY with parameters similar to the 802.11 standard.
In particular, we use 20 MHz channels which we divide into 48 usable subcarriers.
The resulting subcarrier spacing is 312.5 kHz. We form subchannels comprising three
adjacent subcarriers, that is, subchannels span approximately 937.5 kHz. To ensure that
subcarriers in a subchannel behave similarly, subchannels must not exceed the coherence
bandwidth BC. The coherence bandwidth is related to the propagation delay spread τ as
BC ≈ 1τ . For typical indoor environments, τ is at most 700 ns [58]. Thus, the coherence
bandwidth is about 1.42 MHz, which is significantly larger than our subchannel width.
In other words, we can safely assume that all subcarriers within our subchannels behave
similarly. Further, our OFDM system uses a 12.5% CP.
4.3 evaluation
In the following, we evaluate our SL stage mechanism. To this end, we perform both
simulated and practical experiments. In Section 4.3.1 we introduce the scenarios we use
for our experiments, and in Section 4.3.2 we present our results.
4.3.1 Scenario
We perform our experiments in scenarios similar to the ones we use in Section 3.2.2.3.
In particular, we carry out simulations in the UD-S and UD-L scenarios from Table 3.2.
This allows us to study random network topologies with different average SNRs. For
each case, we use the corridor construction protocol that we introduce in Chapter 3 to
build corridors of intended widths two, three, and four. However, in contrast to our
experiments in Chapter 3, we use a rateless code. Thus, we do not observe the step-by-step
MCS adaptation to the available channel capacity, such as in Figure 3.7. Instead, Strider
achieves that capacity immediately by sending additional batches until the receiver can
decode. For our practical experiments, we use again the testbed depicted in Figure 3.6. In
this case, we build corridors of intended width w = 4.
4.3.2 Results
For both our practical and simulated scenarios, in Section 4.3.2.1 we use the end-to-end
throughput as a metric to investigate the performance of wideband and per-subchannel
scheduling. Moreover, we study the impact of the corridor length and width in Sec-










































(b) Throughput penalty for corridor construction.
Figure 4.6: SL throughput analysis for corridors of length three and intended width w = 4.
4.3.2.1 End-to-End Throughput
Figure 4.6 shows our throughput analysis of SL. Concretely, we investigate the end-to-end
throughput for corridors with three stages and intended width w = 4. Moreover, we
compare our practical measurements with the results that we obtain from simulations
in our UD-L scenario. For UD-S, results are equivalent but the absolute throughput
values are larger due to the stronger links. Figure 4.6a shows that we achieve roughly
10 to 15 mbps. As our previous discussion on scheduling approaches in Section 4.2.3.3
suggests, we observe that wideband and per-subchannel scheduling behave differently
in practice than in simulation. More precisely, in simulation both approaches result in
virtually the same throughput. Still, per-subchannel scheduling achieves a slightly larger
average throughput than wideband scheduling since it can adapt better to the frequency
selective behavior of links. If our simulated links were more frequency selective, we
would expect the difference to become larger in favor of per-subchannel scheduling. In
contrast, our practical results exhibit the opposite behavior—per-subchannel scheduling
performs significantly worse than wideband scheduling. Based on our measurements
in Figure 4.4, we deduce that the reason is the difficulty of accurate batch number
estimation, as we discuss in Section 4.2.3.1. This results in resource wastage for per-
subchannel scheduling, as shown in Figure 4.5d. Essentially, occasional deviations of the
transmission time of a segment cause per-subchannel scheduling to allocate too many
segments on certain subchannels. Hence, those subchannels limit the throughput. On
the contrary, wideband scheduling uses all subchannels for each segment, and thus
does not waste resources in case of the aforementioned deviations (c.f. Figure 4.5c). This
counter-intuitive result highlights the practical challenges of SL. While this issue is related
rather to link adaptation than to Corridor-based Routing, understanding its implications
is crucial to correctly assess the benefits of corridors. Basically, it affects the performance
of SL, which we use as baseline in the following chapters. Hence, its behavior influences
the gains that we obtain. Finally, the difference regarding throughput in Figure 4.6a
between simulation and practice is most probably due to the different link strengths for
both cases—in the practical case, our lab environment determines the link quality. Thus,
our results do not imply that SL performs better in practice than in simulation.
In all of our experiments, we first build the corridor using our protocol from Chapter 3,
and then start transmitting packets. We compute the throughput of each packet as the size
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(b) Throughput for wideband scheduling.
Figure 4.7: Impact of corridor length on SL for i ∈ [2..6] and w ∈ [2..4] in our UD-S scenario.
of the packet divided by the end-to-end transmission time. This includes the time required
for corridor construction. If a packet can reuse an existing corridor, the construction time
is zero. In Figure 4.6b, we depict the throughput penalty for the packets that cannot
reuse such a corridor, and thus incur overhead. In our case, this only affects the first
packet of each of our experiments. However, if the network topology changes frequently,
more packets would incur this penalty. In simulation, the penalty is roughly 1 mbps
for both per-subchannel and wideband scheduling. As in Figure 4.6a, both scheduling
approaches perform similarly due to the characteristics of our simulated channels. In
contrast, the difference becomes larger for the practical case. Essentially, since the corridor
construction duration is the same for both scheduling approaches, its impact is larger
on the faster wideband scheduling. In other words, the corridor construction time takes
up a much larger fraction of the overall transmission time for the wideband case than
for per-subchannel scheduling. Still, in comparison to the absolute throughput values in
Figure 4.6a, we observe that the throughput penalty is, at most, about 15%. Hence, we
conclude that the corridor construction overhead is reasonably low.
4.3.2.2 Impact of Corridor Length and Width
Figure 4.7 shows the end-to-end throughput for corridor lengths up to six stages for
both per-subchannel and wideband scheduling. In this case, all our results are simulated
since our testbed does not allow us to investigate arbitrary corridor lengths. Concretely,
we carry out simulations in our UD-S scenario. As expected, the throughput drops for
longer corridors. This is intrinsic to WMNs not using full duplex (c.f. Section 2.2.1.2)
since a node, or group of nodes, cannot forward a packet until fully received. Thus,
throughput drops as 1/i, which matches our results in Figure 4.7. Moreover, we observe
that both scheduling approaches achieve virtually the same performance. Similarly to our
earlier results, this is most probably due to the characteristics of our simulated channels
(c.f. Section 4.3.2.1). Interestingly, the achieved throughput is similar for all intended
corridor widths w. This is surprising since, the wider the corridor, the larger the diversity,
and thus the higher the probability of SL forwarding data on links with good channel
conditions is. The reason is threefold. First, SL selects links based on their average SNR






















(a) Fraction of failed transmissions.

























(b) Throughput histogram of the practical case.
Figure 4.8: Failed transmissions in SL for corridors of length three and intended width w = 4.
affects performance significantly. In other words, SL cannot identify links with deep
fades reliably, and thus wide stages provide limited benefit only. Our data confirms this
explanation, since additional experiments show that the best and random link modes
perform similarly in a scenario with typical indoor SNRs. Second, our measurements
show that the average DoC becomes lower for larger values of w, similarly to our results
in Chapter 3. Hence, large values of w do not necessarily imply that nodes can choose out
of more links. Third, the average link SNR in UD-S is large due to nodes being deployed
on a small area. That is, most links offer good channel conditions, and thus being able
to choose among more links does not provide a large benefit. In contrast, the average
link SNR in UD-L is significantly lower. Hence, we would expect a better throughput for
wider stages. Indeed, our data shows such a behavior. However, the average throughput
improvement for larger values of w is limited—overall, our results for UD-L are roughly
similar to Figure 4.7 with respect to the corridor width. Most probably, this is due to the
low deep fade detection capability of SL, and the low DoCs for large values of w. From
the above discussion, we conclude that corridors only provide a limited benefit for SL.
In terms of throughput, the advantage of spatial diversity as available in corridors only
becomes apparent for advanced PHYs which can fully exploit it, such as OFDMA and IA.
4.3.2.3 Robustness
Our results in previous sections reflect the average performance of all successful SL end-
to-end transmissions. However, we also observe a significant number of transmission
failures, which show that the robustness of SL is limited. A failure occurs when a stage
exceeds five retransmissions. Figure 4.8a shows the percentage of failed transmissions
for a corridor length of three stages and w = 4. For both simulation and practice,
roughly 30% of the transmissions fail when using wideband scheduling. This surprisingly
large number is most probably because channels in our testbed are static. If channels
would change between transmission attempts, the probability of retransmissions being
successful would increase. In contrast, the fraction of transmission failures drops to about
10% for per-subchannel scheduling. This is expected, since per-subchannel scheduling
considers the channel state of each subchannel, while wideband scheduling aggregates all
subchannels. For instance, if a channel features a deep fade, per-subchannel scheduling
does not transmit any segment on it, while wideband scheduling must use it, resulting in
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(b) Transmission failures in UD-S.
Figure 4.9: Failed transmissions in SL for corridors using wideband scheduling with i ∈ [2..6].
frequent retransmissions. Similarly to results from related work [47, 122], this improves
the performance of per-subchannel scheduling significantly. Moreover, Figure 4.8a shows
that this effect is critical both in simulation and practice.
Retransmissions prior to a transmission failure also have a significant impact on the
end-to-end throughput. This becomes apparent in Figure 4.8b, which shows a histogram
of the throughput of our successful practical experiments. As in Section 4.3.2.1, wideband
scheduling achieves higher throughput values than per-subchannel scheduling. For
both cases, we observe that most successful transmissions achieve a comparatively
high throughput value, and only a few result in low throughputs. We deduce that this
throughput difference is due to retransmissions. However, from Figure 4.8a, we know that
a significant number of the transmission attempts using wideband scheduling result in
such retransmissions, and ultimately transmission failures. This means that only a small
fraction of the attempts that incur retransmissions actually benefit from them to deliver
data to the destination. Hence, most of the times transmissions either succeed without
any retransmissions, or fail entirely. Only a limited number of transmissions lies between
both extremes. This is most probably because of the aforementioned steadiness of the
channels in our lab. Further, in Figure 4.8b we also observe that barely any transmissions
using wideband scheduling achieve throughputs below the peak at 18 mbps. In contrast,
per-subchannels scheduling exhibits a larger number of transmissions below its peak at
16 mbps. From the operation of per-subchannel scheduling, we infer that this difference
reflects the fine-granular adaptation of the latter approach. More precisely, in some cases
where wideband scheduling causes a retransmission, per-subchannel scheduling can
avoid it by allowing poor subchannels to transmit more batches. Hence, we conclude that
per-subchannel scheduling is more robust than wideband scheduling.
In Figure 4.9 we analyze the fraction of failed transmissions for corridors with up to
six stages using SL with wideband scheduling in simulation. The per-subchannel case is
equivalent but results in less transmission failures. As expected, the number of failed
transmissions in Figure 4.9 increases with the corridor length. Essentially, the more stages,
the larger is the probability that at least one of them exceeds the maximum number of
retransmissions. Still, we observe that transmission failures occur more often in UD-L
than in UD-S. In the former scenario SL exceeds 60% transmission failures, while in the
latter it reaches only about 40% for the same corridor length. This is expected, since
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links in UD-S have a larger average SNR than in UD-L. Regarding the impact of corridor
width, larger values of w do not always result in a smaller fraction of transmission
failures due to the reasons discussed in Section 4.3.2.2. Nevertheless, Figure 4.9 shows
larger differences among values of w than Figure 4.7b. That is, even if larger values of
w do not necessarily increase the average throughput of the successful transmissions,
they do lower the rate of failed transmissions in the cases where the best link mode
successfully identifies deep fades. Basically, the probability of all links suffering a deep
fade is lower the wider the stage is. For instance, in most cases in Figure 4.9a, corridors
with w = 4 achieve lower transmission failure rates than corridors with w = 2. Hence,
we conclude that, while Corridor-based Routing may not improve the throughput of SL,
it often improves its robustness by enabling SL to avoid deep fades.
4.4 summary
In this chapter, we introduce our Single Link (SL) stage mechanism, which is equivalent to
traditional hop-by-hop routing in WMNs. Essentially, each transmitter in a stage forwards
all its data to a single receiver node. Transmitters can either forward their data always
to the same receiver, to a receiver selected at random, or to the receiver to which they
experience best channel conditions. For our SL stage mechanism, we use the latter
approach. Moreover, we design SL to be highly flexible and thus compatible to any other
stage mechanism. Hence, Corridor-based Routing can resort to it when no other PHY can
operate due to disadvantageous channel conditions or profile incompatibilities.
Further, we explain the operation of SL in detail. We use a frame format consisting
of three parts, namely, CSI measurement, control data transmission, and payload data
transmission. Each part corresponds to one of the corridor protocol phases we introduce
in Chapter 3. At the NET, we allow Corridor-based Routing to split and join packets
as they traverse the corridor. To this end, we add an identifier to each packet segment,
which enables the destination to reassemble the packet. At the LNK, we use Strider [48]
for rateless link adaptation and, at the PHY, we allow for two scheduling approaches.
Namely, wideband scheduling, which distributes packet segments over all available
subchannels, and per-subchannel scheduling, which transmits each segment on an
individual subchannel. As a result, the latter adapts to the frequency selective behavior of
channels and should thus achieve higher throughputs. However, our practical experiments
show that per-subchannel scheduling often performs worse than wideband scheduling.
The reason is that the former needs to estimate how long it takes to transmit a packet
segment on each subchannel, which becomes challenging in practice. While this issue is
related to the domain of link adaptation, it is crucial, to correctly understand our results
in the following chapters, since we often use SL as a baseline for our experiments.
We evaluate our SL stage mechanism both in simulation and practice. Our results
show the aforementioned behavior of our two PHY scheduling mechanisms. Moreover,
we observe that per-subchannel scheduling can deal efficiently with deep fades. In
contrast, wideband scheduling cannot avoid them, and thus results in high transmission
failure rates. Finally, we conclude from our results that SL only benefits marginally from
corridors. Basically, it cannot fully exploit the spatial diversity of corridor stages since it
only uses one link at a time. For SL, the only advantage of corridors is that it can choose
which link to use. In contrast, advanced PHYs that combine multiple links can leverage
much more of the potential of a stage. In the following chapters, we discuss such PHYs.

5
O F D M A S TA G E M E C H A N I S M
In this chapter, we present our second stage mechanism, which is based on OFDMA. In
contrast to SL, OFDMA uses more than one link of a stage at the same time. Essentially,
OFDMA enables transmitters to use only the subchannels of a link on which they expe-
rience good channel conditions, instead of forcing nodes to use either all or none of
the available subchannels. The subchannels that a certain transmitter does not use are
available for other transmitters in the stage. Since the links of a stage are uncorrelated
with high probability, subchannels with poor performance on a certain link often exhibit
good channel conditions on a different link, and vice versa. Hence, if the stage allocates
each subchannel to a link on which it performs well, on average the overall channel
quality is better compared to allocating all subchannels to the same link as in SL. In other
words, the m transmitters of a stage share the available subcarriers to transmit data to
the n receivers in the stage. However, to avoid interference, the OFDMA stage mechanism
must ensure that transmitters use disjoint sets of subchannels to transmit data.
Figure 5.1 depicts an intuition of the above OFDMA scheme for a stage of width
two. Since the stage has two transmitters and two receivers, OFDMA can use four links.
Figure 5.1 shows the channel transfer function and the subchannels of each individual
link. Due to spatial diversity, each link performs better on different subchannels. Basically,
the larger the amplitude of a subchannel, the higher its SNR. For instance, the first link
in Figure 5.1 performs best on the first four subchannels. With OFDMA, the stage can
pick the best link for each subchannel. In our example, the stage uses the first link
for the subchannels one to four, the second link for subchannels nine to ten, the third
link for subchannels five to six, and the fourth link for subchannels seven to eight. The
result is a combination of all four links which exhibits good channel conditions on all
subchannels. While each transmitter can only use the fraction of the bandwidth allocated
to its outgoing links, the overall performance is better compared to a single transmitter
using the entire bandwidth. However, such an approach raises a number of questions.
• How much throughput gain can an OFDMA stage mechanism achieve?
• How wide must a stage be to fully exploit the advantages of OFDMA?
• How much CSI detail does a stage need to find a suitable resource allocation?
In the following, we address these issues and validate our solutions on a practical
OFDMA stage mechanism prototype. Regarding the first question, Figure 5.2 provides an
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Figure 5.1: Intuition of our OFDMA stage mechanism for a stage of width two. Instead of using
only a single link, we use the best subchannels of each link to form a “combined” link.
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Figure 5.2: OFDMA throughput gain intuition. Each individual link can use 16-QAM on a few
subchannels. In contrast, with OFDMA, the stage can use 16-QAM on all subchannels.
intuition of the potential gains OFDMA can provide, particularly in discrete-rate systems.
That is, systems which use a discrete set of MCSs instead of a rateless code. Essentially,
transmitters select the MCS based on certain SNR thresholds, which we represent as
gray bands in Figure 5.2. In particular, on all of the four links in our example, most
subchannels support 4-QAM, while only a few can operate at 16-QAM. Hence, each
OFDM symbol can carry at most four bits on the subchannels which are above the 16-QAM
threshold, and two bits on the remaining subchannels. In the best case, this translates
into 4 · 4+ 2 · 6 = 28 bits per OFDM symbol when using links one or four with, e.g., SL. On
the contrary, when using OFDMA, all subchannels support 16-QAM since we allocate each
subchannel to a link on which it exceeds the 16-QAM threshold. Thus, each OFDM symbol
can carry 4 · 10 = 40 bits. That is, OFDMA achieves a throughput gain of 42.9% in our
example. Moreover, if SL uses wideband scheduling similarly to many traditional systems,
the worst subchannel determines the maximum MCS. In that case, the subchannels below
the 16-QAM threshold limit SL to 2 · 10 = 20 bits per OFDM symbol, which translates into
a 2× throughput gain for OFDMA. While such large gains are a result of the combination
of OFDMA and the threshold-based nature of discrete-rate MCSs, in Section 5.4 we show
that our OFDMA stage mechanism also provides significant gains for rateless codes.
5.1 fundamental gains
The example in Figure 5.2 shows that the gain of OFDMA strongly depends on the
underlying system assumptions, such as whether the system allows for per-subchannel
scheduling, or whether it uses a rateless code. However, the fundamental gain of OFDMA
stems from the combination of subchannels with good channel conditions. In this section,
we investigate this gain to quantify the primary benefit of using OFDMA on a single
corridor stage. We analyze the gain without considering particular system parameters
which may amplify or diminish its impact on the actual throughput. To this end, we use
the channel capacity as a metric since it captures the highest possible throughput for a
certain SNR. Moreover, we compare the capacity in theory, simulation, and practice.
5.1.1 System Model
For our analysis in this section, we consider a stage of constant width, that is, a stage
with m = n. Hence, the stage has n2 links. Further, we assume that the n transmitters
always have data to send to the n receivers, and that all nodes have full CSI. Since we do
not deal with the CSI feedback overhead for this study, we consider individual subcarriers
instead of subchannels (c.f. Section 4.2.3.2). We use a simple “best-out-of-n2” allocation
mechanism which assigns each of the N available subcarriers to the best available link.
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Algorithm 3 Best-out-of-n2 allocation mechanism.
Require: average noise power PawgnN and CSI H(f) of all n
2 links of the stage
Ensure: allocation of disjoint sets of subcarriers to the n2 available links
1: set allocation[N] to zeros
2: for all subcarriers sc do
3: set linkPerformance[n2] to zeros
4: for all senders s do
5: for all receivers r do
6: set currentLink = n · (s− 1) + r




10: set allocation[sc] to the index of the smallest element in linkPerformance
11: end for
While this may lead to some nodes not getting any resources, it allows us to get insights
on the best possible performance of OFDMA on a corridor stage. Algorithm 3 describes
our allocation mechanism. Essentially, we assign each subcarrier to the link with the
smallest
∣∣∣PawgnNH(f) ∣∣∣ coefficient, which is the noise at the receiver after equalizing the channel.
In particular, PawgnN is AWGN noise and H(f) is the channel transfer function. Note that
our allocation algorithm does not just distribute the subcarriers among the n senders,
but among the n2 available links, since each link of a transmitter may have a different
quality. For example, while the link from transmitter s1 to receiver r1 might be good, the
link from the same transmitter to receiver r2 might be very poor.
5.1.2 Analysis
In the following, we analyze the capacity of the above system in theory, simulation, and
practice. We study whether the results in all three domains match. Moreover, we use our
analysis to show that we can realize theoretical OFDMA gains in practice.
5.1.2.1 Theory
We derive theoretical capacity formulas for a baseline equivalent to SL, and for our “best-
out-of-n2” OFDMA mechanism. For SL, which is based on OFDM, the derivation of the
capacity is well-known. The Probability Density Function (PDF) pγ of the SNR γ assuming
Rayleigh fading channels is given by Equation 5.1. That is, γ is exponentially distributed
with γ¯ being the average SNR. We derive the capacity COFDM of our baseline using the
Shannon-Hartley theorem, as shown in Equation 5.2, where B is the bandwidth of the
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Next, we obtain the capacity of OFDMA in combination with the “best-out-of-n2”
allocation scheme. The key difference to the OFDM case is that we consider n2 channel
realizations instead of only one. The CDF of the best SNR γmax out of all these realizations
is given by Equation 5.3. Essentially, it is the multiplication of the CDF Fγ of the SNR of
each individual channel. Hence, we integrate the PDF of the SNR from Equation 5.1 to
obtain the CDF and then substitute it in Equation 5.3.








Next, in Equation 5.4 we differentiate our result from Equation 5.3 to obtain the PDF
pγmax of the SNR of the “combined” OFDMA channel when using the “best-out-of-n
2”
allocation scheme. In other words, we obtain the PDF of the OFDMA channel via the CDF of













With the PDF of the OFDMA channel we can now obtain its capacity by again integrating















To solve this integral, we use Equations 5.6 and 5.7 from Reference [46]. The former
allows us to rewrite Equation 5.5 in the form of the latter integral, for which the solution























b ln (1+ x) (5.7)
The aforementioned simplification of Equation 5.5 using Equation 5.6 results in Equa-
tion 5.8. Finally, using Equation 5.7 with E1 (∞) = 0, we obtain the OFDMA capacity
COFDMA as shown in Equation 5.9. It depends exclusively on the channel bandwidth
B, the average SNR γ, and the stage width n. For n = 1, Equation 5.9 simplifies to




























































(a) Simulation vs. theoretical results for n = 4.


























(b) Capacity gain of OFDM vs. OFDMA in simulation.
Figure 5.3: Capacity of OFDMA in simulation.
Equations 5.2 and 5.9 are our main results, that is, the capacities of OFDM and OFDMA,
respectively. We use them to obtain the capacity gain of OFDMA compared to OFDM.
We choose values for the bandwidth B and the average SNR γ similar to our testbed
experiments in Section 5.1.2.3, namely, B = 18.824 MHz, γ ≈ 30.5 dB and n = 4. While
we could analyze a range of values for n, we leave this for the simulation study in
Section 5.1.2.2, which allows us to get also insights on the bit and symbol error rates.
With these values, we obtain COFDM = 175.29 mbps and COFDMA = 222.12 mbps. Hence,
OFDMA provides a theoretical gain of 26.71% compared to OFDM in a stage of width four.
5.1.2.2 Simulation
In the following, we use simulations to study the capacity gains as well as the Bit Error
Rate (BER) and Symbol Error Rate (SER) improvement of a stage using OFDMA compared to
OFDM. In contrast to our previous theoretical study, this approach allows us to investigate
multiple MCSs and measure the resulting error rates. Concretely, we obtain the BER/SER
values from the actual decoding process, and the capacity from the measured SNR using
the Shannon-Hartley theorem. In our experiments, we vary three parameters, namely the
stage width n ∈ [1 . . . 8], the SNR γ ∈ [0 . . . 40] dB, and the Bits Per Symbol (BPS) using
BPSK as well as M-QAM modulation schemes with M ∈ [4, 16, 64, 256]. We implement
our OFDMA corridor stage in Matlab using a Rayleigh channel model. All transmissions
are uncoded. The results we present in this section are the average of 1000 experiment
repetitions. The 95% confidence intervals virtually match the average values.
validation. We first validate our simulation model by comparison with the analytical
formulas derived in Section 5.1.2.1. Figure 5.3a shows a nearly perfect match of the
capacity results for both simulation and theory. Hence, we conclude that our simulation
is correct, and analyze in the following further factors for the chosen parameters.
capacity. In Figure 5.3b we analyze the OFDMA capacity gain. As expected, for n = 1
OFDMA does not provide any gain since the stage does not offer spatial diversity. For
larger values of n, gains increase significantly. However, this increase is not linear with
each additional node, but becomes smaller as n increases. This is also expected, since
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(a) BER improvement of OFDMA compared to OFDM.
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(b) SER improvement of OFDMA compared to OFDM.
Figure 5.4: BER and SER improvement in simulation when using OFDMA.
from a certain value of n onwards, additional links only increase diversity marginally.
That is, the stage already offers good links for all subcarriers and thus adding more
links does not improve performance. Figure 5.3b also shows that gains become larger
for smaller SNR values, even exceeding a 2× capacity improvement. While this result is
correct, the achievable data rates at such SNR values are small. Nevertheless, this result is
interesting for communication in harsh environments. Moreover, for typical indoor SNR
values from 25 dB onwards, gains are still above 30% for n = 4.
ber. Figure 5.4a depicts the BER improvement for two selected modulation schemes,
namely, BPSK and 256-QAM. For both schemes, we plot the performance for different
stage widths n. The curves of the remaining modulation schemes lie in between but we
leave them out for clarity. Similarly to Figure 5.3b, the flat curve at 0% improvement
represents the case n = 1. The curve irregularities are due to floating point imprecisions.
For larger values of n, we obtain promising results. In particular, for a typical indoor
SNR value of 30 dB, OFDMA can reduce the BER by over 90% when using 256-QAM, even
for a stage width of only n = 2. Increasing the stage width beyond this value at high
SNRs only improves the BER marginally. The reason is that channel quality at such SNRs is,
on average, very high. Thus, whenever a link performs poorly on a certain subcarrier
due to, for instance, a deep fade, the probability that a different link is good at that
frequency is high. The range of SNRs for which this happens depends on the modulation
scheme. Basically, the results of each scheme are similar but shifted in terms of SNR. As
expected, for medium SNRs the benefits for n > 2 are larger. Similarly to Figure 5.3b, we
observe that, for all SNRs, values of n above a certain threshold do not increase diversity
significantly. Overall, we conclude that OFDMA provides large BER improvements.
ser . Figure 5.4b shows the diagram equivalent to Figure 5.4a for the SER. As expected,
we observe similar effects. However, the curves are significantly steeper than those of the
BER. The only exception is BPSK, since its BER and SER are identical by design. We deduce
that this steep shape occurs because we use gray coding. Essentially, symbol errors have
the smallest possible impact on the BER. That is, even if symbols are decoded with errors,
part of the decoded bits are often correct when using high order modulation schemes.
The resulting effect is that the BER starts improving at much lower SNRs than the SER.
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Figure 5.5: OFDMA single stage setup.
Parameter Value
Number of subcarriers 128
Pilot symbols 20
Data symbols 20
Bits per symbol [1, 2, 4, 6, 8]
OFDM symbol duration 6.8 µs
OFDM CP duration 400 ns
Subcarrier spacing 147.059 kHz
Lowest baseband frequency 73.529 kHz
Highest baseband frequency 9.485 MHz
Table 5.1: OFDMA single stage experiment parameters.
5.1.2.3 Practice
Lastly, we implement on SDRs the OFDMA stage mechanism which we use for our funda-
mental gain analysis. This allows us to (a) validate our theoretical as well as simulation
results, and (b) show that an OFDMA stage mechanism is feasible in practice. To this
end, we use the WARP SDR in combination with the WARPLab Reference Design. As
described in Section 3.2.2.3, this allows us to carry out experiments directly from the
Matlab workspace. We do not use WARP Drive (c.f. Chapter 7) because we only consider
a single stage, that is, we do not evaluate yet a multi-hop scenario. For the practical
multi-hop OFDMA case, we refer the reader to Section 5.4. Figure 5.5 shows our testbed,
which consists of a stage of width n = 4. We connect all transmitters and all receivers to
a single WARP board, respectively, to guarantee synchronization among the nodes at each
side of the stage. This is possible since WARP boards feature four radio interfaces. How-
ever, we treat each radio independently, that is, as if each antenna were an independent
node with a single radio interface. For our analysis in this section only, we abstract from
practical issues such as the aforementioned synchronization. However, we address these
issues later in Section 5.2.2, and include them in our multi-hop evaluation in Section 5.4.
Table 5.1 gives an overview of the PHY parameters we use in our experiment. We perform
five series of experiments, each with a different modulation scheme. We conduct the
experiments in a time frame of 96 minutes. Since the average channel conditions may
change during this timespan, we interleave the experiments of the five series in order to
ensure that they are equally affected. The results shown in the following are the average
measurements for each series. The average SNR on each subcarrier is about 30.5 dB.
validation. To validate our measurements, we compare the theoretical, simulative,
and practical capacity results in Table 5.2 for n = 4. Similarly to the previous sections, we
obtain the practical capacity using the Shannon-Hartley theorem based on the measured
SNR. The matching in all three domains is nearly perfect. The only slight disagreement
occurs for the practical case, where the capacity gain is about 3% higher than for the
other approaches. However, the reason for this is that the measured OFDM capacity is
3 mbps smaller due to practical issues that arise when some of the subcarriers exhibit
poor quality. In these cases, the CFO estimation becomes more challenging, which results
82 ofdma stage mechanism
Metric Theory Simulation Practice
Capacity of OFDM 175.29 mbps 175.35 mbps 172.00 mbps
Capacity of OFDMA 222.12 mbps 220.96 mbps 222.94 mbps
Capacity gain 26.71% 26.01% 29.61%
Table 5.2: Comparison of our capacity results in theory, simulation, and practice.
Metric BPSK 4-QAM 16-QAM 64-QAM 256-QAM
OFDM BER 0.017% 0.034% 0.209% 0.772% 2.897%
OFDMA BER 0.000% 0.000% 0.000% 0.000% 0.147%
OFDM SER 0.017% 0.061% 0.692% 3.780% 17.435%
OFDMA SER 0.000% 0.000% 0.000% 0.000% 1.136%
BER improvement ∼100% ∼100% ∼100% ∼100% 94.93%
SER improvement ∼100% ∼100% ∼100% ∼100% 93.48%
Table 5.3: Practical BER and SER results for OFDM as well as OFDMA. Zero error rates indicate that
the actual values are below the minimum that we can measure in our experiment.
in a slight rotation of the received constellation. This in turn leads to a lower SNR estimate,
and hence a lower capacity. In contrast to OFDMA, this issue affects OFDM more often
since it cannot avoid poor subchannels. Thus, we conclude that, in some cases, practical
issues may increase the OFDMA gain compared to the results we expect based on our
theoretical and simulation studies in Sections 5.1.2.1 and 5.1.2.2, respectively.
ber/ser. Table 5.3 presents the BER and SER that we measure in our practical experi-
ments 1. The first four rows compare the BER/SER for the cases of OFDM and OFDMA, while
the last two rows show the reduction as a percentage. The values match our simulations,
since OFDMA reduces error rates significantly. In particular, for all modulations up to
64-QAM, we measure zero bit and symbol errors for OFDMA. This does not mean that
both BER and SER are zero, but that they drop below the minimum we can measure. To
obtain the actual error rates in those cases, we would need to transmit longer frames.
5.1.3 Discussion
Our analysis in theory, simulation, and practice shows that an OFDMA stage provides a
fundamental capacity gain of about 25% to 30% compared to OFDM for typical indoor
SNRs. For systems using discrete-rate MCSs, this translates into a significant improvement
of the BER and SER of each modulation scheme. Thus, we conclude that (a) OFDMA is
a promising PHY technique for Corridor-based Routing, and (b) OFDMA is feasible in
practice for many-to-many communication scenarios. In the following, we design the
system needed to realize an OFDMA stage mechanism for Corridor-based Routing at the
NET, LNK, and PHY. While such a system exploits the fundamental OFDMA gain that we
analyze in this section, the actual gain strongly depends on its particular design.
1 Some results in Table 5.3 extend Reference [94], which is a joint publication with Robin Klose based on his
Master Thesis [72] that he elaborated under my supervision. The additional results are also from his thesis.
5.2 ofdma design 83
5.2 ofdma design
In this section, we extend the single stage OFDMA scheme that we introduce in Section 5.1
to a full-blown stage mechanism for Corridor-based Routing. We depart from many of the
assumptions in our earlier basic design, such as global CSI knowledge and constant width
stages, and address practical issues. Concretely, in Section 5.2.1 we present the profile
of our OFDMA stage mechanism. After that, in Section 5.2.2 we explain how we deal
with practical issues. Then, we introduce our OFDMA resource allocation mechanisms in
Section 5.2.3, which include both an approach based exclusively on CSI and an approach
which also considers traffic information. Finally, Section 5.2.4 deals with the operation of
our OFDMA stage mechanism as a system, that is, the interplay of PHY, LNK, and NET.
5.2.1 Profile
In contrast to the SL profile in Chapter 4, the profile of OFDMA has higher requirements
regarding both the stage shape and its physical characteristics. Still, we design our OFDMA
stage mechanism to result in a profile which is as loose as possible, and thus compatible
to a large number of other stage mechanisms. Table 5.4 summarizes the profile of OFDMA.
While certain OFDMA allocation schemes require all transmitter nodes to transmit
the same amount of data (c.f. Section 5.2.3), we design a scheme which allows for any
amount of data at each transmitter. Moreover, it does not require each link to get the
same amount of subchannels. As a result, our OFDMA profile allows for any input data
but may also result in any amount of data at any of the receiver nodes. Regarding
the stage shape, we allow for constant, widening, and narrowing stages—the amount
of links only influences how much subchannels each link gets. However, the profile
Characteristic Description
Input data Allows for any amount of data at any of the nodes of
the transmitter group.
Output data May result in any amount of data at any of the nodes of
the receiver group.
Stage shape The number of transmitters m must not exceed the num-
ber of subchannels. Otherwise, the stage may have any
shape, that is, constant, increasing, or decreasing.
Feedback Coarse per-subchannel SNR.
Time synchronization Transmitters must start transmitting simultaneously
within the duration of a CP.
Frequency synchronization Receiver-side, pilot-aided, per-subchannel CFO estima-
tion based on traditional OFDM systems.
Coherence time The coherence time must be long enough to allow for
packet aggregation and thus overhead compensation.
Coherence bandwidth No particular requirements on coherence bandwidth.
Table 5.4: Profile of our OFDMA stage mechanism.


























(a) Percentage of subcarriers allocated differently with















(b) BER of our OFDMA stage mechanism for differ-
ent codebook sizes and modulation orders.
Figure 5.6: Impact of CSI quantization on OFDMA allocation and performance.
requires that the number of transmitters does not exceed the number of subchannels.
This ensures that each transmitter gets at least one subchannel and can thus forward
data. In contrast to SL with wideband scheduling, OFDMA requires per-subchannel CSI
feedback. While this adds overhead, SL with per-subchannel scheduling requires this, too
(c.f. Section 4.2.3.2). Moreover, in Section 5.2.2.1 we show that coarse feedback is sufficient
for OFDMA subchannel allocation. Still, due to this overhead, the coherence time of the
stage must be long enough to allow for packet aggregation, and thus a lower feedback
overhead impact. Since each subchannel operates independently, OFDMA does not require
any minimum or maximum coherence bandwidth. Finally, synchronization is critical for
OFDMA. In the time domain, transmitters must start transmitting at the same time within
the duration of the CP, which is often 12.5% of the OFDM symbol duration. For systems
similar to 802.11, this translates into 400 ns. Measurements in our lab show that nodes can
achieve such synchronization over the wireless channel (c.f. Section 5.2.2.4). However, this
may become challenging in harsh scenarios, such as outdoors. In the frequency domain,
OFDMA can build on existing CFO correction techniques to address clock synchronization
(c.f. Section 5.2.2.3), and thus does not have any particular requirements.
5.2.2 Practical Issues
In this section, we present solutions to the practical challenges that OFDMA faces in a
many-to-many stage scenario. In particular, we explain how OFDMA can (a) provide
timely CSI feedback for channel allocation without incurring excessive overhead, (b)
estimate per-subchannel SNRs, (c) correct per-subchannel CFO, and (d) achieve tight time
synchronization wirelessly.
5.2.2.1 CSI Feedback
OFDMA requires per-subchannel CSI feedback. To obtain the CSI itself, the transmitters
transmit pilot symbols to the receivers, which in turn send the CSI back. To this end,
related work typically uses codebooks (c.f. Section 2.2.2.2). The challenge lies in deter-
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Codebook size 16 codes 64 codes 512 codes 8192 codes
OFDMA BER 0.0179 0.0170 0.0146 0.0139
Table 5.5: OFDMA BER for 64-QAM with increasing codebook size.
mining a suitable codebook size for a particular PHY. The larger the codebook, the more
detailed the CSI but also the more overhead it incurs. For our OFDMA stage mechanism,
we find a suitable codebook size based on practical experiments. Concretely, we measure
how many bits per CSI value we need to obtain the same subchannel allocation than
with full CSI. Figure 5.6a depicts the result for two different stages of a corridor of width
two. We observe that both curves are similar, which means that the required codebook
size does not depend on the specific channels of a stage. In other words, we do not
need to determine a suitable codebook size for each individual stage but obtain roughly
similar results if we use a fixed codebook size for all stages. To achieve virtually identical
allocations compared to full CSI, Figure 5.6a shows that we need to quantize feedback
using 13 bits per code, that is, a codebook with 8192 entries.
However, our survey on related work in Section 2.2.2.2 suggests that much smaller
codebooks should be feasible, too. The key to such small codebooks is that we do not
necessarily need to obtain the same subchannel allocation than with full CSI but an
allocation which results in a similar OFDMA channel quality. That is, we may use different
links for each subchannel as long as they have similar channel quality than the links
we would use with full CSI. We use the BER as a metric to capture the channel quality.
Figure 5.6b shows our results for different modulation schemes. We observe that even a
codebook with only two entries achieves roughly similar performance than a codebook
with 64 entries. In contrast, Figure 5.6a shows that the difference compared to full CSI in
terms of allocated subcarriers drops from about 50% to less than 10% for those values.
Moreover, Table 5.5 shows the numerical BER for codebooks ranging from 16 to 8192
entries. Although the codebook with 8192 entries incurs more than three times the
overhead than the one with 16 entries, their BER is roughly the same. Thus, we conclude
that large codebooks only provide marginal improvement for the case of OFDMA.
The extreme case in Figure 5.6b which only uses two codes is equivalent to the one-bit
CSI feedback schemes in Section 2.2.2.2. Essentially, nodes just indicate which subcarriers
they prefer with a binary one. This may have a significant impact on the design of the
allocation mechanism, since it cannot distinguish which link performs better on a certain
subchannel if multiple links would like to use it. For our one-bit feedback results in
Figure 5.6b, we use an allocation mechanism which follows a rotating priority order.
Initially, we order the links of the stage according to an arbitrary priority. Next, we
allocate to the link with the highest priority all subchannels which that link marked
with a binary one in its one-bit feedback. After that, we allocate to the link with the
second highest priority the subchannels which it prefers out of the remaining ones. The
mechanism finishes once it allocates all subchannels. To achieve a fair allocation, the
priority order rotates for the next transmission, that is, we cyclically shift the priority
order of each link by one.
While one-bit feedback may provide good results in our testbed, different wireless
environments may require more precise CSI feedback to find beneficial OFDMA allocations.
Hence, we design our OFDMA stage mechanism to support any arbitrary codebook size.
If not stated otherwise, we use four bits per code to keep overhead low.
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5.2.2.2 SNR Estimation
The CSI feedback in Section 5.2.2.1 conveys a quantized version Hqs of the channel
coefficient for each subcarrier and each link. Since stages are fully connected, all nodes
receive the feedback and obtain Hqs . OFDMA allocation schemes can operate directly
on Hqs—essentially, a large |H
q
s | indicates that a subcarrier experiences good channel
conditions. However, if the allocation scheme requires the per-subchannel SNR, we cannot
obtain it using the approach in Section 4.1.2.1. The reason is that the nodes receiving
the CSI feedback are only aware of Hqs but not of the received pilot symbols, which
we need to compute the EVM. However, since the average power of the AWGN noise is
similar at all nodes of a stage, we can still use Hqs to compute the per-subchannel SNR.
Basically, nodes deduce the average AWGN noise power PawgnN either from the idle channel,
or from other frame receptions. This allows nodes to obtain the per-subchannel noise
power PsN of any stage link based on the received CSI H
q
s as in Equation 5.10. Finally,
since transmitters normalize their per-subcarrier output power PsS, nodes can use P
s
N to























Synchronization in the frequency domain is crucial to avoid CFO. Essentially, the receiver
must compensate for the clock drift between transmitter and receiver to avoid additional
noise. For OFDMA, the challenge lies in correcting the CFO per-subcarrier, since each pair
of transmitter and receiver nodes experiences a different CFO. Hence, receivers must
correct the CFO individually for each set of subcarriers allocated to a different transmitter.
In other words, since the transmitters share the available subcarriers, the CFO may be
different for each subcarrier. To estimate the CFO, we use a pilot-aided technique, which
is to say that we average the differences between phase shifts of successive pilot symbols
in order to identify the systematic phase drift in a transmission. The key insight is that
we can estimate the CFO individually for each subcarrier. Instead of averaging the CFO
over all subcarriers, we only average it within each subcarrier, or set of subcarriers, that
a certain transmitter uses to transmit data to a certain receiver. Additionally, the phase
noise may cause the CFO to vary throughout a packet transmission. However, an OFDMA
stage mechanism can use existing techniques from single-hop OFDMA systems to address
this issue. Moreover, our prototype in Section 5.3 only transmits short packets and thus
we do not need to address this in our implementation.
We consider three effects that determine the phase of a symbol, namely, (a) the transfer
function of the channel, (b) AWGN noise, and (c) the CFO. The noise component averages
out over multiple pilot symbols since it has zero-mean. Further, the channel adds a
constant phase shift, which cancels out when comparing the phases of two successive
symbols. Hence, both phase components (a) and (b) do not influence our CFO estimation.
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In Equation 5.12, Npil is the number of pilots, Str the subcarriers allocated to transmitter
t for transmitting data to receiver r, and φr,s,i the phase shift of the ith pilot symbol
on subcarrier s at receiver r. In other words, we average the CFO over all pilot symbols
and all subcarriers that a certain pair of nodes uses to communicate, that is, all symbols
which exhibit the same clock drift. To compensate for the CFO, we multiply the received
signal on subcarrier s with a complex sinusoidal whose frequency is the inverse of the
estimated CFO fˆ∆ =
φˆ∆
TS,CP·2pi , where TS,CP is the duration of an OFDM symbol including
the CP. While this approach performs well when the quality of all subcarriers in set Str is
overall good, our practical experiments show that it performs poorly when some of the
subcarriers have a low SNR due to, for instance, deep fades. The reason is that the strong
impact of noise on such subcarriers causes the offset between successive pilot symbols
to be many times larger than the offset due to the CFO. Since we average the CFO of all
subcarriers in set Str, this influences the overall CFO estimate. Thus, we use an enhanced
CFO estimation technique [73], which weights the contribution of each subcarrier to the










The term in the denominator of Equation 5.13 is the inverse weight for subcarrier
s. Essentially, it is the magnitude of phase shift differences between successive pilot
symbols. The larger this phase difference, the higher the probability that subcarrier s
exhibits poor performance. However, the larger the denominator in Equation 5.13, the
less the contribution of that subcarrier to the overall CFO estimation. That is, we use the
phase difference as a metric to achieve the desired weighting. We cannot directly use
the subcarrier SNRs as weights for the CFO because we need to correct the CFO prior to
estimating the SNR with the technique in Section 4.1.2.1. Measurements in our testbed
show that our approach in Equation 5.13 is significantly more robust to noise than the
basic scheme in Equation 5.12. Hence, we use the former in our practical experiments.
5.2.2.4 Time Synchronization
To avoid Inter-Symbol Interference (ISI) and thus keep subcarriers orthogonal in OFDMA,
all transmitters must start transmitting simultaneously. In particular, the timing constraint
is the difference of the duration of the CP and the multi-path delay spread τ. For typical
indoor environments, this translates into tens or, at most, a few hundreds of nanoseconds.
To this end, we provide mechanisms for (a) synchronizing the transmitters among
themselves (intra-group) and (b) synchronizing the receivers to the senders (inter-group).
intra-group. To enable simultaneous transmission within the above timing con-
straint, the main node of an OFDMA stage sends a preamble known to all nodes. The
other transmitters correlate the received preamble with the transmitted preamble. The
resulting signal exhibits a clear peak at a certain point in time, which all transmitters
use as a common reference time to transmit simultaneously their OFDMA data. Practical
measurements in our lab [175] using a real-time implementation of such a scheme show
its feasibility. The average time offset among transmitters is about 8 ns, which is sufficient
for our purposes. In the best case, the offset is close to 1 ns and, in the worst case, it does
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not exceed 30 ns. Since we use a CP of 400 ns, we can ensure subcarrier orthogonality even
in the worst case with high probability. The performance of such a technique depends
on the specific preamble the main node uses, and the 802.11 channel on which nodes
transmit. The accuracy improves for preambles defined in standards, such as the 802.16
(WiMAX) preamble, compared to preambles chosen randomly. Further, interference
on busy channels also increases the average time offset due to occasional collisions of
the preamble with data packets. Still, in combination with LNK medium access control
techniques, we expect such collisions to be infrequent. Finally, slight variations among
the sampling clocks of the transmitters also have a significant impact on the achieved
accuracy. Experiments using wired synchronization of the sampling clocks show that
the average time offset drops even below 8 ns. Still, OFDMA does not require such tight
synchronization and thus the inaccuracy of the sampling clocks is not critical.
inter-group. We use a similar preamble-based technique to synchronize the receivers
to the transmitters. Essentially, the main node transmits a second preamble prior to the
OFDMA data frame. Receivers correlate with that preamble to determine the beginning
of the frame. In particular, we use both the short and long preambles from the 802.11
standard. The long preamble serves the aforementioned correlation, while the short one
trains the AGC. Slight inaccuracies in the detection of the frame start are not critical since
the CP compensates for them. However, such inaccuracies result in a phase shift, that is,
the channel coefficient of a subcarrier may appear to have a different phase in two or
more subsequent transmissions. While this affects the perceived CSI, it does not have an
impact on the allocation of subcarriers since OFDMA allocation mechanisms only require
the amplitude of channel coefficients (c.f. Section 5.2.3). In other words, even if the pilot
symbols that we use for CSI estimation and the actual OFDMA data frame experience a
different channel phase, the allocation based on the CSI feedback of the pilots is still valid.
Hence, OFDMA does not pose strong constraints on inter-group time synchronization,
which allows us to use preamble-based techniques based on traditional PHYs.
5.2.3 Resource Allocation
In the following, we deal with subchannel allocation techniques. This is a crucial compo-
nent of our OFDMA stage mechanism since a beneficial allocation of resources is the key
to achieve performance gains compared to traditional WMN schemes. In particular, we
discuss two approaches to subcarrier allocation. While the first one decides on subchannel
allocation using CSI feedback only, the second one also takes into account the amount of
data each transmitter in a stage needs to forward. For the bulk of our experiments, we
use the latter approach since it provides more flexibility.
5.2.3.1 CSI-based
design. Our first type of allocation mechanisms uses CSI feedback as an input for
subchannel allocation. The most simple form of CSI-based subchannel allocation is
the “best-out-of-n2” allocation scheme in Algorithm 3. Basically, this scheme allocates
each subchannel to the stage link on which it performs best. While this results in the
best possible overall channel quality, it may allocate no subchannels at all to certain
transmitters. This is unproblematic for transmitters which anyhow have no data to
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Algorithm 4 Fair CSI-based allocation mechanism.
Require: average noise power PawgnN and CSI H(f) of all m ·n links of the stage
Ensure: fair allocation of disjoint sets of subcarriers to the m ·n available links
1: set available_subchannels to all subchannels
2: set subchannels_allocated_to_link[m ·n] to zeros
3: while available_subchannels 6= ∅ do




for which subchannels_allocated_to_link[l] < fair_share




6: allocate sc to l
7: remove sc from available_subchannels
8: increase subchannels_allocated_to_link[l] by one
9: end while
transmit but becomes critical otherwise. Since this type of allocation mechanisms does
not take traffic into account, the “best-out-of-n2” scheme cannot avoid such issues.
Alternatively, CSI-based schemes can also follow a fair approach, that is, allocate the
same number of resources to each node. Still, in this case, determining which link shall
get which subchannel is not straightforward. The goal of the allocation scheme is to assign
a fair share of subchannels to each link such that it maximizes the overall OFDMA channel
quality. However, comparing all possible subchannel allocations is typically infeasible
in terms of computational effort. Thus, we follow an iterative approach which allows
for different allocation strategies [74]. Essentially, each iteration of our fair CSI-based
scheme is divided into two steps, as shown in Figure 5.7a. First, the scheme chooses a
stage link which does not yet have its fair share of subchannels. To choose the link, it
follows a certain strategy criteria. Second, the scheme allocates to the chosen link the
subchannel on which it performs best, out of the subchannels which are not yet allocated.
The scheme repeats these two steps until it has allocated all subchannels.
The key to finding good subchannel allocations is the aforementioned criteria which the
scheme uses in the first step of each iteration to choose a link. Practical measurements in
our lab show that the best strategy is to choose the link which has the subchannel with the
lowest SNR. In the second step, the scheme allocates to that link the subchannel on which
it achieves its highest SNR. The rationale behind this somewhat counter-intuitive approach
is that the strategy tries to ensure that links with very poor SNR on some subchannels get
at least the fair share of subchannels on which they perform best. Hence, the criteria that
the scheme uses in the first step defines which links it prioritizes in the first iterations of
the algorithm. These links can choose out of a larger number of still available subchannels.
If the scheme would follow a strategy which prioritizes links with high SNR, it might
happen that in the last iterations the scheme is forced to assign subchannels with very
poor channel conditions to the links with low SNR. Besides choosing the best or the worst
link in the first step, a third strategy could also choose a link randomly. If not stated
otherwise, for fair CSI-based subchannel allocation we always use the strategy which
chooses the worst link first, as it performs best. Algorithm 4 summarizes its operation.
limitations. Since the above allocation mechanisms do not take into account the
amount of data that nodes need to forward, OFDMA designs that build on them typically
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to strategy criteria
Assign subchannel with 













































(b) Testbed channel. The thick line is the OFDMA allocation.
Figure 5.7: Operation and limitations of fair CSI-based allocation.
enforce that all nodes (a) receive exactly the same amount of data, and (b) use the
same MCS. This simplifies the design significantly. In particular, since each node has the
same amount of resources available for transmission than for reception, and all nodes
need to forward the same amount of data using the same MCS, the transmission time
of all nodes is the same. Thus, bottlenecks are virtually impossible. However, such a
design has significant drawbacks. Figure 5.7b depicts an example based on an actual
channel measurement from our testbed. We observe two key limitations, namely, (a) the
aforementioned fair allocation of subchannels forces us to use poor links, and (b) the
worst subchannel in a stage imposes the maximum MCS since all subcarriers use the
same rate. As a result, the time to transport data across the stage increases prohibitively.
This issue becomes particularly critical for highly frequency selective indoor channels
since their conditions fluctuate strongly among different subchannels. To mitigate this
effect, and to better exploit channel capacity, in Section 5.2.3.2 we design a second type
of allocation mechanism that (a) can assign a different number of subchannels to each
link of a stage, and (b) can use a different coding rate on each subchannel. This increases
complexity but we expect in turn a better channel utilization.
5.2.3.2 CSI-based and Traffic-based
Our second type of allocation mechanism addresses the limitations shown in Figure 5.7b.
To this end, it considers both the CSI of all stage links, and the amount of data at each
transmitter. The goal of the allocation mechanism is to distribute the available subchannels
among the stage links in a way that minimizes the transmission time locally at that stage.
While minimizing the end-to-end transmission time would yield better performance, it
would require nodes to be aware of global CSI, that is, the CSI on all stages. However, this
is often infeasible and undermines the corridor design, which builds on decoupling the
operation of the stages as much as possible.
To minimize the stage transmission time, we must estimate how long it takes to
transmit a segment on a certain subchannel. While for rateless codes this translates into
estimating the approximate number of batches needed for decoding, for discrete-rate
codes it means estimating the MCS that each subchannel supports. Either way, we use the
CSI as a basis. This approach cancels out the potentially open-loop operation of rateless
codes. Still, it also solves one of the main limitations of such codes, namely, determining
when the receiver has enough batches to decode a packet. In our case, the challenge is to








































Figure 5.8: CSI-based and traffic-based subchannel allocation mechanism.
estimate a priori how many batches receivers need, instead of notifying the transmitters
a posteriori as soon as the receivers are ready to decode. However, the key benefit of
using rateless codes in our setting is that, even if the estimation is wrong, all batches
contribute to packet decoding, in contrast to discrete-rate approaches. In Section 4.2.3.1,
we evaluate in practice the accuracy of the aforementioned estimation.
Figure 5.8 summarizes our allocation mechanism. It consists of two independent
phases—assignment and release—and follows a greedy iterative approach. In each
iteration, the assignment phase assigns one of the available subchannels to one of the
transmitter nodes. Essentially, the mechanism selects the node which would take most
time to transmit its data using the subchannels currently allocated to it. Next, the
mechanism allocates to that node the subchannel on which it requires the least time to
transmit a Strider segment, out of the still available subchannels. This process is repeated
until no more subchannels are left. In other words, in each iteration, the assignment
phase allocates resources to the transmitter which is currently limiting the overall stage
throughput. If multiple transmitters limit the throughput, that is, if they all take the
same amount of time to transmit their data, the mechanism chooses the transmitter
which has most data to transmit. This occurs, for instance, always in the first iteration
of the mechanism—no node has any subchannels yet, and thus they all take an infinite
amount of time to transmit their data. Further, if multiple nodes limit the throughput
with the current allocation and, additionally, all of them have the same amount of data,
the mechanism selects a node at random. As a result, the assignment phase involves both
the link CSI and the amount of data at each node, since both are needed to determine the
time that a node needs to transmit its data on a certain set of subchannels.
The release phase tries to further reduce the stage transmission time by reallocating
subchannels—since the assignment phase follows a greedy approach, its result is not
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necessarily optimal. Basically, we find the node a which limits the throughput and
compute its so-called “wish list”. The wish list of a node contains the subchannels
that the node does not own but which it would like to use because its outgoing links
experience good channel conditions on them. The wish list is ordered, that is, the first
subchannel on the list is the one on which node a would perform best. Next, we estimate
the stage transmission time assuming that node b, who owns the first subchannel on
the wish list of a, releases that subchannel to a. If the new stage transmission time is
shorter than the initial one, the subchannel is reallocated to a. Otherwise, the release
phase repeats the process with the next subchannel on the wish list. The release phase
ends when it reaches the end of the wish list of a without reallocating any subchannel.
In other words, it ends when no subchannel release reduces the stage transmission time.
However, if the release phase reallocates a subchannel, a different node a may limit the
throughput of the stage. In that case, the release phase starts over again, which is to say
that it finds the wish list of the new node a and steps through it from the beginning.
While the allocation scheme in Section 5.2.3.1 only ensures that each node gets the
same amount of subchannels, the above mechanism assigns an amount of resources to
each node which is proportional to the data that the node needs to transmit. A key
advantage is that the scheme takes into account the MCS—or number of batches—that
each subchannel supports. For instance, two transmitters may get the same amount of
subchannels even if they have a different amount of data to transmit. Basically, if the
MCS of the subchannels allocated to the node with less data is lower than the MCS of the
subchannels allocated to the node with more data, the amount of allocated resources is
still proportional. This allows for a flexible and efficient assignment of subchannels.
5.2.4 Operation
Our OFDMA stage mechanism transmits data according to the frame format in Figure 5.9.
Similarly to our SL frame format in Figure 4.2, it consists of three phases. The main
difference is that the segment transmissions in part (c) of the frame do not use the entire
bandwidth available but only a subchannel. Each subchannel may be allocated to a
different transmitter, that is, Figure 5.9 shows the overlapping of all transmissions.
5.2.4.1 CSI Measurement
In part (a) of our OFDMA frame format, nodes transmit pilot symbols to measure CSI.


































































Figure 5.9: OFDMA frame format. Shaded areas indicate control message overhead.
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Figure 5.10: Scheduling example for an OFDMA frame. Subchannel three limits the throughput.
opposite case is feasible, too. That is, receivers may also transmit the pilot symbols to the
transmitters. This is possible only if channels are reciprocal, that is, if their CSI is the same
in both directions, which is the case if both directions operate on the same frequency,
such as in our testbed. We implement both approaches in Section 5.3 but use mostly the
variant in Figure 5.9. The advantage of the inverse measurement is that transmitters have
full CSI of their outgoing links. Still, to compute the subchannel allocation according to
Section 5.2.3, they need the CSI of all stage links, which they get via quantized CSI feedback
from the other transmitters in the stage. Moreover, as discussed in Section 5.2.2.1, OFDMA
only needs coarse per-subchannel CSI to find beneficial allocations. Hence, having full CSI
at the transmitters for some stage links does not provide a significant advantage.
5.2.4.2 Control Data Transmission
After measuring CSI, our stage mechanism sends quantized feedback to the transmitters
using a codebook-based approach (c.f. Section 5.2.2.1). In particular, nodes share the
channel transfer function that they obtain from channel measurements, which includes the
channel coefficients of each subchannel. Transmitters use this information to compute the
per-subchannel SNR as in Section 5.2.2.2. Once transmitters know the CSI of all m ·n links
of a stage, each transmitter determines the subchannel allocation independently, instead
of letting the main node compute it centrally. That is, we exploit that all transmitters
receive the CSI feedback of all receivers to save the overhead that the main node would
incur if it would have to share the allocation after computing it. Further, the previous
stage needs to let the current stage know which data segment it forwards on which
subchannel. However, similarly to SL, this control overhead is encoded as an identifier in
each segment (c.f. Section 4.2.1). Hence, it does not add overhead to part (b) of the frame.
5.2.4.3 Payload Data Transmission
As a result of subchannel allocation based on the above control data, each node owns a
set of subchannels for transmitting data. While the allocation mechanism considers the
overall amount of data at each node, it does not specify the scheduling of each individual
Strider segment. That is, each transmitter must decide how it uses the subchannels
assigned to it. The key idea is to find a scheduling which results in roughly the same
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Start Are there segments not yet scheduled?
Determine node transmission time t 
with currently scheduled packets
Schedule next segment on resource 
which increases t the least
No Done
Yes
Figure 5.11: Scheduling algorithm to assign Strider segments to subchannels.
transmission time on all subchannels. In other words, subchannels with high SNR should
transport more Strider segments than subchannels with low SNR. Figure 5.10 gives an
example. The goal is to minimize the checkerboard area at the end of the frame, which
stands for the time some subchannels are idle while one or more other subchannels are
still in use. In Figure 5.10, node B is limiting the throughput since it takes longest to
finish transmitting on all of its subchannels, compared to nodes A and C. However, note
that no other scheduling at that node would result in a shorter stage transmission time.
In particular, if it reschedules one of its packets on subchannel three to any of its other
two subchannels, the overall duration increases since the transmission of a packet on
those subchannels takes significantly longer than on subchannel three. In contrast, node
A achieves perfect scheduling since all of its subchannels finish simultaneously. Still, the
slowest node out of all transmitters determines the stage transmission time.
We use the iterative scheduling algorithm depicted in Figure 5.11 to minimize the
checkerboard area in Figure 5.10. Each node runs this algorithm locally, that is, we
minimize the idle time among the subchannels allocated to a certain node. Jointly
scheduling Strider segments on all nodes might result in a shorter stage transmission
time but would require nodes to exchange Strider segments, which is typically infeasible
due to the incurred overhead. Essentially, in each iteration, our algorithm schedules a
Strider segment on the subchannel of the current node on which transmitting the segment
incurs the least increase of the node transmission time. The algorithm repeats this process
until all segments are scheduled. Once all segments are scheduled, all nodes transmit
simultaneously on their allocated subchannels. In case of a transmission error, which is to
say if a receiver cannot decode a segment with the estimated number of Strider batches,
we send more batches. If we reach the maximum number of batches defined in Table 4.2,
we start over, and retransmit the entire frame.
Similarly to the SL case (c.f. Section 4.1.2.3), we split the frame into two or more smaller
frames if the frame transmission time is longer than the coherence time. For each frame,
we include again CSI measurement and feedback to adjust the allocation of subchannels in
case the channel state changes. Moreover, the operation of our OFDMA stage mechanism
results in both splitting and joining of data blocks. Essentially, data blocks join when
a receiver node receives multiple groups of Strider segments via different subchannels
allocated to different links. In turn, data splitting occurs when a transmitter node forwards
its data segments via multiple of its outgoing links. Since nodes decide how to schedule
segments based on how long the transmission on each subchannel takes, data splits and
joins according to the current channel state as it traverses the corridor.
5.2.5 Corridor Protocol Phases
The operation of our OFDMA stage mechanism corresponds as follows to the corridor
protocol phases. Stage maintenance includes the coarse per-subchannel CSI measure-
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ment in frame part (a), and the CSI feedback in frame part (b). Since OFDMA allows
for any amount of data at the transmitters and supports virtually any stage shape (c.f.
Section 5.2.1), profile matching is not critical—that is, it is compatible to nearly any other
stage. Intra-stage coordination consists primarily of allocating disjoint sets of subchannels
to each transmitter. However, this occurs in a decentralized manner since all nodes can
compute the allocation independently based on the CSI. Hence, the resulting overhead
is low. Moreover, intra-stage coordination also includes time synchronization among
transmitters according to Section 5.2.2.4. To this end, the main node only transmits a
preamble, which again causes a marginal overhead. Similarly to SL, inter-stage coor-
dination is limited to the identifiers in each segment which allow the destination to
reassemble the original packet. Finally, the data transmission phase corresponds to the
OFDMA transmission in frame part (c), which allows all nodes to transmit simultaneously.
5.3 implementation
In this section, we explain how we realize our OFDMA stage mechanism at the NET, LNK,
and PHY. We adopt some components from our SL implementation in Chapter 4 which
are common to all stage mechanisms for Corridor-based Routing, and focus on the
particularities of the OFDMA case.
5.3.1 Network Layer
At the NET, we divide packets into segments in the same way than for SL in Section 4.2.1.
Moreover, we use the corridor construction protocol that we present in Section 3.2.2.
The resulting corridor may have stages of any shape, that is, narrowing, constant, and
widening. We do not expect the shape of stages to have a clear impact on our results
since a narrowing stage does not necessarily imply a bottleneck, and a widening stage
does not cause a waste of resources. In particular, the amount of subcarriers at each stage
is the same for any m and n. While larger m and n values translate into sharing the
same number of subcarriers among more links, it also means that, on average, each link
transports less segments. However, the shape of a stage does affect its spatial diversity. For
instance, at a stage that narrows down to a single receiver node (n = 1), transmitters must
transmit to that node even if their link to the receiver exhibits poor channel conditions on
all subcarriers. Still, if channel performance is good, a stage with n = 1 can transmit data
as efficiently as a stage with large m and n. Hence, we allow for any stage shape in the
NET implementation of our OFDMA stage mechanism to obtain the average performance
of both beneficial and disadvantageous cases.
5.3.2 Link Layer
Our OFDMA LNK implementation is similar to the SL LNK case in Section 4.2.2. That is, we
deal with internal collisions using our frame format in Figure 5.9, and do not consider
external collisions. Moreover, we use Strider as a rateless code with the parameters in
Table 4.2. However, in the OFDMA case, the LNK triggers a frame retransmission if any of
the subchannels exceeds the maximum number of batches. That is, retransmissions are
more costly than in the SL LNK case, since we retransmit the segments on all subchannels.





























(a) Example sketch of gain misadjustments and resulting





















(b) BER variations due to quantization noise on
six independent stages using 64-QAM.
Figure 5.12: Impact of quantization noise on OFDMA signals.
Alternatively, the OFDMA LNK could also retransmit the failed segments only using all
subchannels simultaneously. This would be equivalent to transmitting most of the data
using OFDMA, and retransmitting failed segments using SL. While such an approach is
feasible, we do not consider it in our implementation.
5.3.3 Physical Layer
At the PHY, our OFDMA stage mechanism deals with the same batch number estimation
issue than SL. We refer the reader to Section 4.2.3 for further details. Since OFDMA
transmits segments on individual subchannels, it can only use per-subchannel scheduling.
In our OFDMA evaluation in Section 5.4 we compare the throughput performance of
OFDMA to a baseline using SL with both wideband and per-subchannel scheduling.
However, since estimating the number of required batches on a subchannel is challenging
in practice, only a baseline using per-subchannel scheduling results in a fair comparison.
While in theory such scheduling is beneficial for SL, our results in Section 4.3 show that
SL performs better when using wideband scheduling. Still, this issue is not related to
Corridor-based Routing but to link adaptation. In the following, we explain how we deal
in our implementation with the practical issues that we discuss in Section 5.2.2.
5.3.3.1 Gain Control
Gain control in OFDMA is challenging due to the overlapping of multiple signals in time.
The receiver can decompose the resulting signal using the Fast Fourier Transform (FFT)
after quantization. Still, before quantization the receiver can only operate on the sum in
the time domain. If one signal arrives with more power than others at the receivers, the
smaller ones suffer from higher quantization noise, as shown in Figure 5.12a. The key
problem is that the receiver can only adjust the largest signal to the input range of the
quantizer, while all others are sampled with less accuracy.
We show the impact of this issue in Figure 5.12b, which depicts the BER when using
a discrete-rate code on six different stages of width two. We use the BER as a metric of
the aforementioned noise impact. In particular, we transmit data using 64-QAM on all
subcarriers. The OFDM baseline refers to the BER when only using one link of the stage,
5.3 implementation 97
while the simultaneous OFDMA case uses all links. Additionally, we show the performance
of a sequential OFDMA variant, which allows nodes to send in sequence on the subcarriers
allocated to them. Hence, signals do not overlap in time, and thus the gain control issue
is circumvented. This is not how we envision the scheme to operate once deployed, but it
allows us to illustrate the impact of gain control. As shown in Figure 5.12b, the impact
of gain misadjustments varies for each stage, since it depends directly on the physical
environment surrounding the stage. We observe that simultaneous OFDMA performs
worse than sequential OFDMA, specially at stage E. We deduce that, to solve this problem,
transmitter nodes would need to adjust their gains to ensure that receivers receive all
signals with similar power. This is intrinsic to OFDMA, and orthogonal to the gains
achievable by subchannel allocation. Hence, we do not tackle it in our implementation. To
obtain the actual allocation gain, for the bulk of our experiments we show the sequential
OFDMA results, and compute throughput as if transmissions were simultaneous.
5.3.3.2 CSI Feedback
Based on our results in Section 5.2.2.1, in our implementation we use a codebook with
16 entries to provide quantized CSI feedback. To prevent decoding errors, we transmit
feedback with a robust encoding, namely, BPSK and a 1/2 error correction code. If the
feedback transmission fails, the LNK triggers a retransmission which counts towards the
maximum number of retransmissions allowed on a stage. In the bulk of our experiments,
we transmit pilot symbols from the transmitters to the receivers, and send feedback from
the receivers to the transmitters. While the inverse is also feasible, it does not provide
significant advantages in our case (c.f. Section 5.2.2.1).
5.3.3.3 CFO Correction
For our practical experiments in Section 5.4.2.1, we perform per-subchannel CFO correc-
tion as discussed in Section 5.2.2.3. Our results show that we can correct CFO for our
OFDMA stage mechanism in practice. For the remaining experiments in Section 5.4, we
use wired synchronization among the WARP boards and focus on the performance gains.
To this end, we set one WARP board of our setup in Section 5.4.1 as master node, and
share its radio-frequency clock with the remaining nodes using the WARP Clock Module.
5.3.3.4 Time Synchronization
Our study in Section 5.2.2.4 shows that node synchronization for simultaneous trans-
missions within the time constraints of OFDMA is feasible in practice. However, since
we use the sequential OFDMA approach described in Section 5.3.3.1 to address gain
misadjustments in our experiments, nodes do not transmit simultaneously and thus we
do not need to ensure tight inter-group time synchronization. However, we still need
intra-group time synchronization, which we provide as described in Section 5.2.2.4, that
is, transmitting 802.11 preambles and correlating the received signal with them.
5.3.3.5 Physical Layer Parameters
We base our OFDMA stage mechanism on an OFDM PHY with parameters as described in
Section 4.2.3.4. The key difference is that transmitters transmit zeros on the subchannels
not allocated to them. Additionally, each transmitter adjusts its output signal strength
98 ofdma stage mechanism
to ensure that the overall transmission power is the same for OFDMA than for the SL
stage mechanism that we use as a baseline. In other words, in an OFDMA stage with m
transmitters, each transmitter only uses a 1/m fraction of the overall available power.
This guarantees a fair comparison of both schemes. Moreover, except for our experiments
in Section 5.4.2.1, we build our OFDMA stage mechanism on WARP Drive, which is a
framework that facilitates wireless multi-hop experiments using WARP directly from the
Matlab workspace. For further details on WARP Drive, we refer the reader to Chapter 7.
5.3.3.6 Throughput Computation
The processing delays of WARPLab and thus WARP Drive (c.f. Chapter 7) prevent us
from measuring throughput directly, since these delays would strongly affect the result.
Moreover, the large coherence times in our testbed would lead to CSI measurements at
much larger intervals than in a real-world scenario. To circumvent these limitations, we
obtain throughput by extrapolating our measurements. We consider an indoor scenario
and assume a realistic coherence time for such a setting, namely, 45 ms (c.f. Section 3.2.1.5).
For overhead calculations, we consider that CSI measurements at a stage, and thus the
resulting node coordination overhead, must take place at least each 45 ms. In other words,
while we might only need to coordinate nodes once at the beginning of a transmission due
to the stability of the channels in our lab, we do take into account that such coordination
would be required more frequently in a real-world environment. We compute the end-
to-end throughput at the interface of the network layer to the upper layers, that is, we
include the overhead of the NET, LNK, and PHY.
At the source, we pass roughly 125 kBytes of data to the network layer, which divides it
into segments of size 1500 bytes that Strider encodes into batches (c.f. Table 4.2). Similarly
to related work on rateless codes (c.f. Chapter 2), we abstract from the minimal feedback
that a receiver sends to a transmitter when it needs more batches to decode. Instead,
we always transmit all 27 batches that Strider generates at the transmitter, and then
determine how many the receiver actually needs, similarly to our implementation in
Chapter 4. However, transmitting all 27 batches increases the processing time per Strider
segment significantly. To keep the experiment runtime reasonable, we transmit one
segment via each subchannel and extrapolate the resulting performance to the remaining
Strider segments on each subchannel.
5.4 evaluation
In this section, we evaluate our OFDMA stage mechanism both in practice and simulation.
First, we introduce our evaluation scenarios for both cases in Section 5.4.1. After that, we
present and discuss our results in Section 5.4.2.
5.4.1 Scenarios
We carry out our experiments in four different scenarios, out of which we use two for
simulations and two for practical experiments. Our two simulation scenarios are UD-S
and UD-L from Table 3.2. Similarly to our evaluations in Chapters 3 and 4, we use
them to investigate the performance of our stage mechanism on random topologies
with two different average SNRs. Further, our practical scenarios are (a) the mesh setup
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Figure 5.13: SDR testbed with predefined corridors of widths two and four. The pictures on the
lower right show the setup for the corridor of width two. Red lines indicate links.
with 20 nodes in Figure 3.6, and (b) two predefined corridors of widths two and four.
While testbed (a) builds on top of WARP Drive and thus includes effects at NET, LNK,
and PHY, testbed (b) focuses on the PHY only. In particular, we use (b) to study the raw
throughput of OFDMA without the impact of the upper layers. However, in contrast to
our fundamental gain analysis in Section 5.1, we do not consider the capacity but the
actual throughput. That is, we investigate how much data the destination actually can
decode, instead of only computing how much data the channel can transport in theory.
Figure 5.13 depicts testbed (b), and shows the distance among nodes. Similarly to WARP
Drive, we use each radio of each WARP board as if it were an independent node. Moreover,
we adjust the transmission power to achieve typical indoor SNRs, that is, 20 dB to 30 dB.
5.4.2 Results
In the following, we evaluate OFDMA for WMNs. First, in Section 5.4.2.1 we present the
raw throughput gains at the PHY using discrete-rate coding. Our goal in this first part is
to investigate the potential gains of OFDMA. After that, in Section 5.4.2.2 we study the
throughput gain of the entire system when using our OFDMA stage mechanism. In this
case, we use Strider as a rateless code. Our goal in this second part is to analyze how
much of the raw gain our OFDMA system actually achieves.
5.4.2.1 Physical Layer Gain
In this experiment, we aim at determining in practice the raw throughput gain of OFDMA
compared to a mechanism that does not exploit spatial diversity, such as SL. To this
end, we use the testbed in Figure 5.13. In particular, we transmit data encoded with
different discrete-rate MCSs, and compute the BER for each case. We do not yet consider
traffic information to find subchannel allocations but use our algorithm in Section 5.2.3.1
which considers the CSI only. That is, we allocate a fair share of subchannels to each
node. Moreover, we use the same modulation on all subchannels—while we use per-
subchannel coding in our later system evaluation (c.f. Section 5.4.2.2), this more simple
approach allows us to decouple the gains stemming from spatial diversity from the
benefits of exploiting frequency-selective fading. As a baseline, we use SL in random link
mode. That is, we use the same corridor than OFDMA but choose a random node of each
stage as a forwarder. In the following descriptions and figures, we use the terms SL and
OFDM interchangeably, since we often refer to the actual PHY that SL uses to highlight
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(b) End-to-end throughput gain.
Figure 5.14: Practical OFDMA gain at the PHY.
the difference compared to OFDMA. Our experiment produces the BERs for a range of
modulations. However, the actual throughput depends on the amount of bit errors that
the channel code in use can correct. Since we later compare the results of this experiment
to a rateless code, we analyze the throughput gain for an entire range of “acceptable
BERs”. In other words, we do not limit our results to the error correction capability of a
particular code but consider a range of values. This allows us to obtain broader insights
on the gains of OFDMA.
We expect the gain of OFDMA to stem from being able to choose higher modulations
than our OFDM baseline for a certain acceptable BER. In Figure 5.14a we depict the end-to-
end delay incurred when transporting data through our corridor of width four for any
acceptable BER up to 10%. We “normalize” the result dividing the time by the amount
of sent data to highlight that higher modulations transport each single bit faster. The
gray tones indicate the modulation used in each stage. For example, for OFDM and 10%
acceptable BER, the first stage uses 64-QAM, while the second and the third use 256-QAM.
The transmission time decreases, as expected, with increasing acceptable BER, since the
larger the number of errors the code can correct, the higher the modulations that become
possible, and thus the faster the data is transported. For any acceptable BER, OFDMA can
use higher modulations and thus requires less time than OFDM to transport data, which
directly translates into throughput gain. For small acceptable BER values, both OFDM and
OFDMA cannot operate, since the BER is too high even for the lowest modulation scheme
in at least one of the stages. This is shown by the left white areas in Figure 5.14a. However,
note that OFDMA can already operate at about 0.012 acceptable BER, while OFDM requires
at least 0.029 error correction capability to become feasible.
In Figure 5.14b we show the end-to-end throughput gains resulting from our obser-
vations in Figure 5.14a. The corridor of width four doubles the throughput for certain
acceptable BER values, and the corridor of width two achieves up to 1.4× gain. We con-
clude that gains increase with corridor width—the more links, the higher the probability
that OFDMA can allocate links with good channel conditions to each subchannel is. The
curve for the corridor of width four starts at 0.029 acceptable BER since OFDM cannot
operate for lower values and thus no gain can be computed. That is, gain would be infinite
in the range from 0.012 to 0.029 acceptable BER. This shows that OFDMA not only provides
better performance than SL in terms of throughput but also in terms of robustness due to
































































Figure 5.15: Simulation results in our UD-S and UD-L scenarios. We compare the performance of
OFDMA to SL both using wideband scheduling and per-subchannel scheduling.
5.4.2.2 System Gain
In the following, we evaluate our OFDMA stage mechanism at the PHY, LNK, and NET both
in simulation and practice. The former allows us to study random network topologies
while the latter gives us insights into real-world effects.
simulations . Figure 5.15 shows an overview of our simulation results. We depict the
throughput gain of OFDMA compared to our SL baseline, which uses OFDM. Specifically,
for SL we consider both wideband scheduling and per-subchannel scheduling (c.f. Sec-
tion 4.2.3.2). Further, we measure the performance of our system in corridors of intended
widths two, three, and four. For each case, we compute the DoC, which reflects the spatial
diversity of the corridor. In particular, the DoC is the percentage of the actual number
of nodes that form a corridor compared to the canonic number of nodes a corridor
of the given length and width should have (c.f. Section 3.2.2.4). For each network size
and scheduling type in Figure 5.15, we compute the average throughput gain for (a) all
experiment repetitions, and (b) the experiment repetitions where OFDMA is beneficial. That
is, in some cases it does not pay off to use OFDMA because it results in a negative gain
compared to SL. This occurs, for instance, when a forwarder with poor outgoing links
needs to forward a large amount of Strider segments as a result of local allocation in
previous stages. For each scenario, we show the percentage of beneficial cases out of all
experiments. Moreover, we also indicate the maximum gain in each case.
Figure 5.15 shows that our OFDMA system achieves up to roughly 2× throughput gain in
the best cases, similarly to our results at the PHY in Section 5.4.2.1. Further, we observe that
the average gains depend strongly on whether we consider all cases or only the beneficial
ones—the former yield gains in the range from 10% to 20%, while the latter achieve up
to 40% better throughput than our baseline. In other words, estimating whether OFDMA
is beneficial for a certain end-to-end connection is crucial. The results show that the
percentage of beneficial cases itself depends on (a) the network scenario, and (b) the type
of baseline scheduling. Regarding (a), OFDMA tends to pay off more frequently in UD-L
than in UD-S. Figure 5.3b suggests that the reason is related to the average SNR, which is
lower for UD-L than for UD-S. While UD-L achieves a lower throughput, relative gains
increase as the impact of subchannels with poor channel conditions is larger. In contrast,
at high SNRs, most subchannels only require few batches to convey a Strider segment.
Thus, using OFDMA to combine the best subchannels provides less gains. As to (b), we





























































(b) Fraction of OFDMA-only transmissions.
Figure 5.16: Practical results. The diagram on the right refers to the fraction of experiments in
which our baseline is not operable due to real-world channel conditions.
observe that the number of beneficial cases is larger for per-subchannel scheduling than
for the wideband case. The reason is that, in the per-subchannel case, the baseline needs
to schedule transmissions similarly to OFDMA (c.f. Section 5.2.4.3). That is, it inevitably
wastes transmission time due to some subchannels finishing transmission earlier than
others, such as in Figure 5.10. Hence, OFDMA is beneficial in a wider range of situations.
Still, the percentages of beneficial cases in Figure 5.15 show that the SL baseline using
per-subchannel scheduling only wastes transmission time occasionally. In all other cases,
such scheduling enables SL to exploit the frequency-selectiveness of channels. As a result,
the baseline achieves a higher throughput than in the wideband case, which ultimately
results in OFDMA gains mostly below 20%, as shown in Figure 5.15. Since OFDMA must
use per-subchannel scheduling, this suggests that only a comparison with a baseline
also using per-subchannel scheduling would be fair. However, the practical effect we
describe in Section 4.2.3.1 results in the opposite behavior. That is, wideband scheduling
is more beneficial in practice for our baseline than per-subchannel scheduling. This issue
highlights the difference between theory and practice—we discuss this in detail along
with our practical results below. Finally, in Figure 5.15 we also show the average DoC
for each corridor width. We observe that the DoC becomes smaller for wider corridors.
Basically, the wider the intended corridor width, the more difficult it is for the corridor
construction protocol to find enough nodes for each stage (c.f. Section 3.2.2.4), forcing
the corridor to narrow more often. This explains why wider corridors do not necessarily
result in larger gains in Figure 5.15. In contrast, our results in Section 5.4.2.1 exhibit such
a relation of the width to the gains since corridors always have 100% DoC in that case.
practical results . Figure 5.16 depicts our practical OFDMA measurements in our
mesh SDR testbed (c.f. Figure 3.6). Again, we consider both wideband and per-subchannel
scheduling for the baseline scheme. Additionally, we investigate a low SNR case. To this
end, we add a node to our testbed which continuously sends noise on all subchannels.
As a result, the average SNR at the other nodes drops. In Figure 5.16a we show the OFDMA
throughput gain. Strikingly, our OFDMA system yields negative gains when we compare
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it to our SL baseline that uses wideband scheduling. In other words, it performs worse
than traditional hop-by-hop forwarding. The reason is the practical effect introduced
in Section 4.2.3.1, that is, the challenge of estimating in practice the amount of Strider
batches that the receiver needs to decode, and its impact on the per-subchannel frame
structure (c.f. Figure 4.5). Figure 5.16a suggests that this effect is critical at low SNRs—
most probably, the added noise hinders the estimation of the transmission duration.
As a result, the throughput gain drops to −20%. In other words, the baseline performs
better than OFDMA even though it is limited to wideband scheduling and thus cannot
exploit frequency-selective link adaptation. From our above simulation results, we would
expect the baseline to perform even better when switching to per-subchannel scheduling,
resulting in a larger negative gain. However, in Figure 5.16 we observe the opposite
behavior—a baseline using per-subchannel scheduling yields a positive OFDMA gain.
Essentially, in this case the baseline also suffers occasional mismatches regarding the
estimated number of Strider batches. As a result, SL and OFDMA are on a par with respect
to scheduling, revealing the actual spatial diversity gain of OFDMA.
Other than the impact of estimating the transmission duration in practice, we come
across similar effects than in simulation. For instance, per-subchannel OFDMA gains tend
to become larger at lower SNRs, similarly to the simulation case. Further, we find a
significant difference regarding the average gain of all experiments compared to the gain
of the cases beneficial for OFDMA. That is, deciding whether OFDMA is helpful to transport
data is also crucial in practice. Still, the increase in favorable cases when switching from
wideband to per-subchannel scheduling is larger in practice than in simulation. Figure 4.4
explains this behavior. Basically, in practice, OFDMA frames are often larger than baseline
frames using wideband scheduling due to the inaccurate transmission time estimation.
Further, we observe a substantial difference between simulation and practice regarding
the fraction of cases in which our baseline is not operable but OFDMA successfully delivers
data. Most probably, the reason for such cases are deep fades in the channel transfer
function, that is, subchannels at which multipath effects result in destructive interference
for certain links. Such deep fades are more frequent in practice because our simulated
channels are less frequency selective than the channels in the lab. While our baseline
must use all subchannels on a link, OFDMA can allocate subchannels suffering a deep
fade on a stage link to a different stage link. As a result, OFDMA can evade deep fades
effectively, and is thus more robust. Our results in Figure 5.16b show the aforementioned
difference clearly. For instance, in the per-subchannel scheduling case, the fraction of
experiments for which our baseline is not operable is only 6% in simulation but over
20% in practice. We observe a similar effect in the wideband case, which results in even
larger fractions of OFDMA-only transmissions. Deep fades have a stronger impact in the
wideband case because they affect all Strider segments instead of only the ones scheduled
on the affected subchannels. In other words, a scheme not using OFDMA cannot operate at
all in a significant number of cases. Hence, even though OFDMA may provide sometimes
only moderate throughput gains, it is often essential to transport at least some data,
theoretically yielding an infinite gain. This corresponds directly to the similar behavior
we observe in our experiments at the PHY in Section 5.4.2.1. Finally, Figure 5.16b shows
that the fraction of OFDMA-only transmissions increases for lower SNRs both in practice
and simulation. Essentially, the lower the average SNR, the higher the probability that at
least one subchannel of a given link cannot transport data. Hence, the baseline becomes
inoperable more often. OFDMA still can evade such situations, which shows its robustness.
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5.4.3 Discussion
Our results show that OFDMA for Corridor-based Routing (a) is feasible in practice,
and (b) improves performance in terms of throughput and robustness significantly. The
overhead is not critical since we achieve large gains while accounting for all control
messages our system needs for stage maintenance and coordination. We achieve large
throughput gains even when using coarse CSI feedback. That is, gains do not stem from
a fine-granular classification of subchannels according to their channel conditions, but
just from coarsely identifying subchannels with very poor channel conditions. Further,
corridors using OFDMA enable communication at SNR values at which a traditional hop-
by-hop forwarding scheme cannot operate at all, which highlights its robustness. While
the throughput gain of OFDMA becomes larger for wider corridors, our experiments show
that this effect is sometimes limited. The reason is twofold, namely, (a) additional stage
links only improve spatial diversity slightly, and (b) finding enough nodes to achieve a
large stage width is challenging. Further, we conclude that the benefit of OFDMA strongly
depends on how data splits and joins as it traverses the corridor since this might result
in bottlenecks. Hence, deciding a priori whether to use OFDMA is crucial.
When moving from OFDMA for WMNs in theory to a practical OFDMA system, we
encounter a number of challenges. In particular, our results show that the combination
of per-subchannel operation and the need to estimate the duration of transmissions
is critical. Using individual subchannels is inevitable since OFDMA builds on top of
frequency selective links. The problem is that imprecise estimation of transmission
durations results in idle subchannels and thus wasted channel time. In other words,
it hinders the scheduling algorithm to minimize the checkerbox area in Figure 5.10.
This issue raises for both discrete-rate and rateless approaches. The former causes
idle subchannels due to retransmissions, while the latter results in such behavior due
to additional batches. Our results show that improving the accuracy of transmission
duration estimations to sort this issue out is challenging. The key problem is that we
need to decide a priori how to schedule Strider segments. A future direction to tackle
this problem is to find a method to decide on the scheduling a posteriori—for instance,
using an approach inspired by rateless codes. Alternatively, in a scenario with multiple
corridors, a stage could signal idle subchannels to nearby corridors that could use them.
However, finding lightweight signaling is essential for such an approach.
5.5 summary
In this chapter, we introduce a stage mechanism based on OFDMA. Essentially, OFDMA
enables all links of a corridor stage to share the available OFDM subchannels at the PHY.
As a result, the PHY can (a) use the best links for each subchannel to achieve throughput
gains, and (b) avoid using subchannels on links that exhibit poor subchannel conditions
to provide robustness. As a first step, we determine the analytical capacity gain that we
can achieve on a corridor stage using OFDMA, and compare it to simulation and practical
results. The capacity allows us to get insights into the fundamental improvement in terms
of channel conditions when using OFDMA. Our results in theory, simulation, and practice
match. In particular, we show that the capacity improves by roughly 30% at typical indoor
SNRs for a stage of width four. Next, we build on this preliminary but motivating result
to design our OFDMA stage mechanism as a component of our Corridor-based Routing
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system that we introduce in Chapter 3. The key difference to the above capacity study
is that we aim at measuring the throughput gain of OFDMA. To this end, we need to
take into account not just the PHY but also the LNK and the NET. Moreover, we address
practical issues, and show the feasibility of our solutions based on testbed experiments.
For instance, we show that we can achieve tight time and frequency synchronization
for OFDMA using preamble sequences as well as pilot symbols. Further, we show that
coarse CSI feedback is sufficient to find suitable subchannel allocations for a stage. We
discuss two types of subchannel allocation mechanisms, namely, a traffic-agnostic and
a traffic-aware scheme. The traffic-agnostic scheme decides on subchannel allocations
using CSI only. As a result, it allocates a fair share of resources to each transmitter,
which may cause bottlenecks if some nodes have more data to transmit than others. In
contrast, our traffic-aware scheme distributes resources according to the amount of data
at each node. After subchannel allocation, transmitters use a scheduling mechanism
to decide how many data segments to send on each of their subchannels in order to
minimize the transmission time. To realize our OFDMA stage mechanism, we use a frame
format consisting of CSI measurement, CSI feedback, and payload data transmission. The
resulting stage profile has loose requirements, and is thus compatible to most other PHYs.
We implement our system both in simulation and practice. Our LNK and NET are
similar to the SL case since they implement functionalities which are common to any
stage mechanism. We abstract from some PHY issues but show that we can deal with
them in practice. Finally, we evaluate and discuss our OFDMA stage mechanism. In
particular, we study the throughput performance (a) at the PHY only, and (b) for the
entire system. For (a), we show that OFDMA corridors achieve up to 2× throughput gain.
Further, OFDMA becomes operable at lower SNRs than SL, that is, OFDMA is significantly
more robust. In case (b), we achieve similar maximum gains. However, we observe that
correctly estimating the transmission duration of a packet on an OFDMA subchannel is
essential for beneficial scheduling at the LNK, and thus for fully exploiting the gain of
OFDMA. Still, this does not affect the aforementioned robustness of OFDMA since it can
still avoid subchannels affected by deep fades efficiently. Overall, we conclude that our
OFDMA stage mechanism provides up to roughly 2× throughput gain in the best case, and
1.3× on average in the cases for which the gain is positive. Moreover, we find that OFDMA
gains strongly depend on CSI and traffic conditions. Hence, identifying disadvantageous
cases in advance is crucial.

6
I N T E R F E R E N C E A L I G N M E N T S TA G E M E C H A N I S M
In this chapter, we introduce a stage mechanism based on IA. In particular, we build on
IA in the frequency domain (c.f. Chapter 2). Essentially, we allow multiple transmitters
to transmit simultaneously on the same resources in a way such that the resulting
interference cancels out at the intended receiver node. That is, while the intended receiver
can decode the data, all other receivers observe a collision. To this end, transmitters
precode data according to the CSI. Figure 6.1 shows an intuition of this concept. The three
observers A, B, and C stand for the receiving nodes, while the three objects represent
the transmitters. Instead of transmitting data, they reflect visible light at the observers.
Assuming that the observers wish to take a picture of two different pairs of objects,
they would have to place at most two objects in the scene, and take turns at taking
pictures. This is analogous to how nodes use Time Division Multiple Access (TDMA)
to communicate without interference. However, if the observers position themselves at
suitable locations, they can actually have all objects in the scene simultaneously, thus
reducing the time that they need to take the pictures. For a communication scenario,
this translates into nodes transmitting more data per time unit, resulting in a higher
throughput. Concretely, observer A in Figure 6.1 only sees the square and the star since
the interfering circle is in the shadow area of the square. In other words, the interference
is aligned. Similarly, C only sees the square and the circle. Thus, their pictures only contain
two objects. In contrast, at observer B the interference does not align. As a result, she
obtains a picture with three objects, that is, a picture which does not meet the requirement
of depicting only a single pair of objects. The key idea behind our IA example is that all
observers are looking at the same scene but from different angles, hence taking a different
picture—either a different pair of objects or a collision, depending on their location.
As a result of the above IA concept, the characteristics of a stage mechanism using IA
at the PHY differ significantly from the stage mechanisms in earlier chapters. Basically,
while SL and OFDMA avoid collisions using time- and frequency division, respectively,
IA explicitly allows for collisions. Most importantly, IA achieves a DOF larger than one,
while SL and OFDMA are limited to one. In turn for this higher throughput, only the
intended receivers can decode data in IA. In particular, we build on a variant of frequency
IA which considers three pairs of transmitters and receivers. While the first pair can
A B C
Figure 6.1: IA intuition. The eyes represent observers that look at the scene from different angles.
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exchange two symbols in one time unit, the second and the third pair can only exchange
one. That is, by design one receiver receives double the amount of data than the others,
which significantly impacts how data flows through a corridor. In addition to the uneven
link configuration, the channel conditions of all stage links affect the throughput that a
certain pair of communicating nodes can achieve. Hence, the operation of an IA stage
mechanism is significantly more complex than in the case of SL and OFDMA.
Further, while theoretical work studies IA in the frequency domain (c.f. Chapter 2),
no practical implementations exist. In the following, we introduce the first system that
(a) overcomes the practical limitations of frequency IA, (b) discusses its performance
based on testbed measurements using SDRs, and (c) shows that frequency IA can perform
closely to the theoretical boundaries when using our design. Concretely, we present our
IA stage mechanism in two steps. First, in Section 6.1 we introduce a design that enables
practical frequency IA in a single-hop scenario. After this first step, we extend IA to the
multi-hop case in Section 6.2. Finally, we implement and evaluate our IA stage mechanism
in Sections 6.3 and 6.4, respectively.
6.1 enabling frequency ia
In this section, we study practical IA in the frequency domain for a single-hop scenario,
that is, within a single stage. The key limitation of frequency IA is that it requires a
high SNR to operate reliably. Otherwise, IA is actually detrimental—it may cause negative
gains since the intended receivers cannot decode data, which means that the overall
stage throughput is lower than with traditional PHYs such as SL. To address this issue, we
propose multiple high-granularity selection algorithms to choose which transmitters shall
send data to which receivers on which subcarriers using IA. Moreover, if channel quality
makes IA infeasible, we allow nodes to switch per subcarrier to more robust mechanisms
such as OFDM. In other words, we provide mechanisms to adapt IA to the current channel
state. This allows us to achieve low BERs, which makes IA feasible altogether and translates
into a higher throughput. To this end, we first explain the operation of frequency IA in
Section 6.1.1. After that, we describe the resource combinations among which frequency
IA can choose in Section 6.1.2, and introduce resource selection algorithms in Section 6.1.3.
Our insights from this section serve as a basis for our IA stage mechanism in Section 6.2.
6.1.1 Operation of IA in the Frequency Domain
In the following, we summarize how frequency IA works both from a theoretical and a
practical perspective. The former explains how signals align in frequency, while the latter
introduces a frame format to support such operation.
6.1.1.1 Background
We consider the case of K = 3 pairs of transmitters and receivers, which translates directly
to a stage of width three. Moreover, we use a symbol extension over NP = 3 subcarriers,
that is, we align interference over three subcarriers (c.f. Section 2.3.2). For the general
case, which uses a symbol extension of NP = 2c+ 1 subcarriers with c ∈N, we refer the
reader to Reference [20]. For our IA stage mechanism, we build on the case NP = 3 since
larger symbol extensions require an even higher SNR, and only provide marginal gains. In
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Figure 6.2: Frequency IA example for the case of RX1. The identities in the dashed boxes are the
alignment conditions for RX1. The lower gray boxes represent the aligned interference.
particular, transmitter 1 encodes two packets, x1 and x2, represented by a 2× 1 column
vector xS, with precoding matrix V1 ∈ C3×2. That is V1 consists of two precoding vectors
having the size of the symbol extension, one for each packet in xS. Transmitters 2 and 3
encode only one packet each, denoted as x3 and x4 with precoding matrices V2, V3 ∈
C3×1, respectively. In other words, each transmitter sends the same data over all three
subcarriers, but precoded with a different value. Transmitter 1 sends a linear combination
of x1 and x2, that is, x1V1,1 + x2V1,2, where V1,k is the k-th column of V1.
At the receiver side, each node receives the superposition of all transmitted signals
on each of the three subcarriers. As a result, each receiver has three copies of the same
overlapped data but affected by different channel coefficients, which is to say that
each receiver has a system of three linearly independent equations. Still, there are four
unknowns, one for each packet. Specifically, we can write the received signal rn at the
n-th receiver as in Equation 6.1.
rn = Hn1V1xS +Hn2V2x3 +Hn3V3x4 + zn (6.1)
In Equation 6.1, Hnm is the 3× 3 matrix Hnm = diag(hnm[1],hnm[2],hnm[3]) m,n ∈
[1, 2, 3], where hnm[i] denotes the complex channel coefficient of the channel from
transmitter m to receiver n on subcarrier i, and zn ∼ CN(0, 1) denotes AWGN noise at
receiver n. To solve the aforementioned linear system, two of the four packets must
align. As a result, they occupy a common signal space, that is, we can combine them to
one unknown representing interference, yielding a system of three equations and three
unknowns. We solve this system, and discard the solution which represents the sum of
the two aligned interfering signals. Still, the other two solutions are packets that we can
decode. Figure 6.2 summarizes this process for the case of the first receiver. Basically,
RX1 in Figure 6.2 receives the superposition of packets x1, x2, x3, and x4 three times,
namely, once on each of the subcarriers of the symbol extension. The upper grayer boxes
represent the resulting linear system of equations—while the packets are the unknowns,
the channel coefficients h and the precoding vectors v are the coefficients of the system.
We choose the precoding vectors such that the received signals at RX1 fulfill the alignment
conditions in the dashed boxes in Figure 6.2. As a result, the lower two unknowns x3 and
x4 merge to a single unknown x3 + x4. Hence, RX1 can solve the system and obtain x1, x2,
and x3+ x4. While RX1 cannot decode x3 and x4 individually, it is anyhow not interested
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in them since they are interference for it. An analogous approach allows RX2 and RX3
to decode x3 and x4, respectively. In these cases, the alignment conditions force that a
different pair of unknowns merges. For instance, at RX2, x1 and x4 merge to x1 + x4,
allowing RX2 to decode x2 and x3. This matches our intuition in Figure 6.1. The scene
contains all four packets but each receiver observes them from a different angle. The
viewing angle is equivalent to the rotation due to the precoding vectors, which ensures
that at least two packets fall in the same dimension and merge. Similarly to Figure 6.1, a
different set of packets, or shapes, aligns at each receiver, or observer, respectively.
The key to frequency IA are the precoding matrices. Basically, the transmitters use CSI
feedback to compute them such that the alignment conditions at each receiver hold. In
particular, we use a design for the precoding matrices [20] which realizes the transmission
pattern in Figure 6.2, that is, it allows us to decode x1 and x2 at receiver 1, x3 at receiver
2 and x4 at receiver 3. Essentially, we define the precoding matrices as V1 = [w T1w],
V2 = T2w and V3 = T3T1w, where vectors T1, T2, and T3 are as follows.
T1 = H12(H21)−1H23(H32)−1H31(H13)−1, (6.2)
T2 = (H32)−1H31, (6.3)
T3 = (H23)−1H21, (6.4)
Vector w in the above definitions is the 3× 1 initial precoding vector, which we can
choose freely. That is, the constraints resulting from the alignment conditions do not
fully define the precoding matrices, and thus we can define w arbitrarily. We follow the
approach in Reference [20], which suggests defining w as an all-one vector. At receiver
n, we zero-force the interference using the 3× 3 zero-forcing filter matrix An = (Bn)−1,
which we design according to the precoding matrices. More precisely, the k-th column
Bn,k of matrix Bn is as defined in Equation 6.5.
Bn,k =

Hn1V1,k k = 1, 2
Hn2V2 k = 3 ∪ n = 1, 2
H33V3 k = 3 ∪ n = 3
(6.5)
Essentially, Bn contains the coefficients of the aforementioned linear system of equa-
tions at receiver n, that is, with aligned interference. These coefficients are the multiplica-
tion of the channel coefficients with the precoding vectors, as shown in Figure 6.2. To
solve the linear system, we invert Bn and multiply the result with the received data. The
outcome is the zero-forced signal sn, which contains the original packets x1, x2, x3 and
x4. Since each receiver can decode two out of the four packets, as a side-effect receivers 2
and 3 get one packet more than needed, that is, x2 at receiver 2 and x1 at receiver 3.
6.1.1.2 Frame Format
To realize IA at the PHY, we design a frame format which supports simultaneous trans-
missions on the same time and frequency resources. As shown in Figure 6.3, we follow
a design similar to SL and OFDMA for parts (a) and (b) of the frame. That is, we first
transmit pilots to measure the CSI at the receivers in part (a), and then send quantized
feedback to the transmitters in part (b). Although the frequency IA variant we present in



























































































Figure 6.3: IA frame format. Shaded areas indicate control message overhead.
Section 6.1.1.1 considers three node pairs, we measure all links in a stage even if m > 3 or
n > 3 since we choose which of the available resources to use. That is, we need the CSI of
all links to decide which ones to use. In Figure 6.3, we show this selection of resources as
the last step in part (b). The selection does not require any communication overhead but
may incur a significant processing time due to the large amount of possible combinations,
as we discuss in Section 6.1.2. Finally, we transmit the actual payload data in part (c). In
contrast to SL and OFDMA, our IA frame format explicitly allows three signals to overlap
at the same time and frequency. The foremost data frame in part (c) corresponds to the IA
link which transports twice as much data per time unit than the remaining links. Hence,
in Figure 6.3 we fit two packet segments in this frame, while the two data frames in the
back only have capacity to transmit one packet segment.
Further, each data frame contains each segment three times, that is, once on each of the
three subcarriers that we use as a symbol extension. In other words, the first three rows
of each data frame correspond to the three gray columns in our example in Figure 6.2.
Concretely, that example represents the reception of the foremost data frame in Figure 6.3
since it shows the decoding of the IA link with double capacity. Still, the receiver also
receives the two frames in the back since they overlap in time and frequency. For the
segments k− 3 and k− 2 in Figure 6.3, we only represent the last of the three subcarriers
for simplicity. The hindmost data frame includes the last segment, which may contain
zero padding to ensure that the data that the NET receives from the upper layers is a
multiple of the segment size (c.f. Section 4.2.1).
6.1.2 Resource Diversity
In the following, we explain the resource combinations among which nodes can choose in
our single-hop stage scenario when using IA. We assume m transmitters and n receivers
which are fully connected, that is, which form a stage. Since we do not yet consider the
flow of data through a multi-hop corridor, we further assume that all transmitters have
data to send to all receivers. As a result, the impact of which of the transmitters can
use the IA link with double capacity is low, since they all have enough data to transmit
in order to fully exploit it. This differs for the multi-hop corridor because, in that case,
nodes can only transmit the data which they received in the previous stage. Hence, the
allocation of the double capacity link does have a significant impact. We discuss this issue
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further in detail in Section 6.2.2. For our analysis of the single-hop case in this section,
we assume that the first transmitter always gets the double capacity link.
Moreover, we build IA on top of OFDM. That is, all nodes transmit data on up to N
subcarriers and use the same channel. While we precode data over a symbol extension
comprising multiple subcarriers, the underlying transmission technique is OFDM. In other
words, compared to other schemes based on OFDM such as SL, the main differences when
using IA are (a) multiple transmitters transmit simultaneously causing collisions, and (b)
transmitters precode data to align interference. However, the latter only affects the phase
and amplitude of the symbols we transmit. The IA PHY transmits these data symbols
similarly to any other OFDM system. To distinguish our SL baseline from IA, we often
refer to it as “plain OFDM” since it transmits data without any precoding nor collisions.
6.1.2.1 Combinations
We consider IA in the frequency domain as described in Section 6.1.1.1, that is, an IA
scheme which allows three transmitters to send four streams to three receivers using
only three OFDM subcarriers. To deploy such a scheme in a network, we must arrange
nodes in stages with at least six nodes, namely, three transmitters and three receivers. The
throughput performance of the scheme is directly related to the channel quality of the
links in each group. Hence, if a stage has more than three nodes on each side, arranging
these nodes in groups of six which are beneficial for IA is key to achieve the theoretical
33% gain. Moreover, since we implement IA in the frequency domain, we can also group
nodes per subcarrier. That is, different groups of six nodes within a stage may share the
available bandwidth similarly to an OFDMA system by allocating different groups of three
subcarriers. Hence, the number of possible resource combinations is significant. For ease
of exposition, throughout this chapter we use the following terms to refer to the different
types of grouping that we perform to improve the performance of IA.
• Node Group. We define as groups the aforementioned 3× 3 sets of three transmitters
and three receivers, which is the minimum number of nodes for frequency IA.
• Subcarrier Triplet. We call a subcarrier triplet the sets of three subcarriers that we
use for IA. If N > 3 subcarriers, we can use IA in parallel on multiple triplets.
• Node Pair. We call a node pair two nodes that exchange a data stream using IA
within a node group. That is, each node group features three node pairs.
• Node Subset. We define subsets as portions of the network which form an m×n
stage. Since subsets can have any size, they may contain multiple 3× 3 node groups.
The selection of resources for Corridor-based Routing occurs in two steps. First, the
corridor construction protocol defines the node subsets as a result of forming fully-
connected stages. Essentially, stages directly become node subsets for IA. Second, our IA
stage mechanism can select within each node subset a certain node group which uses a
specific subcarrier triplet to exchange data among three node pairs. Basically, while node
subsets remain constant for longer periods of time since they are part of the NET, the PHY
may adapt the groups, triplets, and pairs in use more frequently based on the current CSI.
We call the selection of a subset, group, pair, and triplet a resource combination. Hence, IA
can optimize throughput performance by choosing resource combinations according to
the following four selection criteria.
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• Node Selection. IA can allocate different subcarrier triplets to different 3×3 groups.
Thus, multiple groups can use different parts of the spectrum simultaneously.
• Subcarrier Selection. Nodes can choose which triplets to use. In particular, IA
works best when the channel coefficients of a triplet are linearly independent.
• Stream Selection. Within a node group using a triplet, we can choose which
transmitter sends to which receiver. There are six possible pairings (Figure 6.4).
• Mechanism Selection. Transmitters can decide to resort on certain subcarriers to
plain OFDM if IA cannot perform well with the given CSI.
Essentially, our IA stage mechanism estimates performance for each possible resource
combination and chooses the best one. To this end, we use CSI feedback, that is, we do
not need to test each combination using actual data transmissions. Our experiments in
Section 6.1.5.4 show that this selection is crucial to operate IA since a disadvantageous
resource combination results in worse performance than plain OFDM, and may even pre-
vent communication entirely. The number of possible resource combinations is very large.
To make this exhaustive search tractable and hence allow for real-time communication,
we use heuristics that reduce the complexity of the resulting combinatorial problem.
6.1.2.2 Heuristics for Scalable Selection
In this section, we determine how much each of the selection criteria in Section 6.1.2.1
contributes to the overall number of possible combinations. For the critical cases, we
introduce heuristics based on characteristics of the wireless medium that reduce this
number, and thus the search space for beneficial combinations, significantly.
subcarrier selection. The number of possible triplets of three subcarriers is given





. While 802.11g only has 48 subcarriers, which leads to
17296 possible triplets, 802.11n or 802.11ac feature 112 and 484 subcarriers respectively,
what causes the number of triplets to exceed 18 million. Estimating IA performance for
each triplet to find the best one is infeasible. We propose exploiting the nature of wireless
channels to overcome this problem. While subcarriers behave similar if they are close to
each other in the frequency domain, they are likely uncorrelated when they are apart far
enough. This effect is known as the coherence bandwidth BC. To ensure that subcarriers
are uncorrelated with high probability, we only need to allocate them sufficiently far
apart, that is, further than BC. Assuming an indoor propagation delay spread of at most
700 ns, BC ≈ 1700ns = 1.42 MHz (c.f. Section 4.2.3.4). In the 802.11 standards, subcarrier
spacing is 312.5 kHz. Hence, there must be at least d 1.42MHz312.5kHze = 5 subcarriers in between
subcarriers of the same triplet.
Our heuristic to keep the number of possible triplet combinations low is to define a





Figure 6.4: All possible node pairs within a 3× 3 node group.
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triplet. More precisely, subcarrier i is always in the same triplet as subcarriers N3 + i and
2·N
3 + i, for i ∈
[
1 . . . N3 − 1
]
. For 802.11g this means that subcarriers of a combination
are separated by 5 MHz > BC. For 802.11n/ac, the separation is even larger, as there
are more subcarriers. This does not ignore frequency selective fading, since we still do
subcarrier-wise node, stream, and mechanism selection. Subcarrier selection just adds a
dimension but incurs the aforementioned large number of combinations, which hinders
the transmitters from finding a suitable combination before the CSI is outdated.
node selection. In general, IA must select 3× 3 node groups out of all the nodes
in the WMN. This would lead to an unmanageable number of possible node groups for
increasing network sizes. However, Corridor-based Routing inherently solves this issue
as it limits the selection of node groups to the nodes of a stage, which becomes the node
subset of a combination. Hence, our heuristic in this case is given by a fundamental
characteristic of Corridor-based Routing, namely, splitting the WMN into smaller subsets
and serve each subset one at a time. This reduces the combinatorial problem, as we
only need to search within each subset the 3× 3 group that optimizes performance. In
Chapter 3, we present a corridor construction protocol which builds fully-connected
stages based on neighborhood information, and hence implicitly provides node subsets
for IA. In some cases, the protocol can choose among multiple candidate nodes to build
a stage. By default, it selects the nodes which feature the highest average SNR on their
links. However, the protocol allows also for alternative criteria. For instance, if it knows
in advance the stage mechanism that the corridor shall use, it can select the nodes
which best fit the characteristics of the PHY. In the following, we present such a selection
mechanism to form node subsets which are beneficial for IA.
IA works best if each receiver in a node group has (a) homogeneous, and (b) high
SNRs to each transmitter in the group [95]. To select nodes for a stage of size m×n, we
propose a greedy heuristic which provides suitable subsets. Broadly speaking, goal (a)
requires the transmitters to be located at similar distances to all n receivers, and goal (b)
requires transmitters to be close to the receivers. During the construction of a stage as
in Section 3.2.2.1, the previous stage already defines the receiver nodes (c.f. Figure 3.4).
That is, we can only choose the transmitter nodes because we build the corridor stage
by stage from the destination towards the source. Hence, we divide the nodes which
are available as potential transmitters into sets of m nodes each. We cluster transmitters
which are close to each other, since then the equidistant point to all transmitters is also
close to them. Next, we calculate at each receiver the average SNR to each transmitter in
each set of transmitters. Finally, we select the set of transmitters to which all receivers
experience the most similar SNR values. As a result, the corridor construction protocol
builds stages where all nodes are close to each other, and at roughly similar distances.
While the corridor construction protocol only allows us to select the transmitters but
not the receivers, the transmitters we choose for one stage become the receivers of the
next stage that the protocol builds. Hence, the receivers implicitly fulfill goals (a) and
(b). Moreover, we do not require CSI per subcarrier in terms of phase and amplitude to
choose the transmitters, but only per node SNR values, which causes much less overhead
during corridor construction. While also combinatorial, our heuristic does not require
per subcarrier calculations, which cuts down complexity significantly.
The larger the subset size m×n, the higher the probability of finding a good resource
combination within each subset. Still, we expect combinations to improve only marginally
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from a certain subset size on, since more nodes only improve diversity slightly. Also, the
number of possible node groups increases quickly for larger subsets. In particular, we
investigate subsets of sizes 3× 3 and 4× 4. The former allow for no node selection since
the subset is of the same size than a node group, whereas the latter allow for 16 groups.
A 5× 5 subset leads to (53) · (53) = 100 groups, which is already critical for scalability.
stream selection. Within a 3× 3 node group, and for each subcarrier triplet, we
optimize which transmitter sends data to which receiver. As shown in Figure 6.4, we can
only form node pairs in six different ways. Hence, finding the best one does not require
further heuristics to reduce complexity.
mechanism selection. Selecting which mechanism is best for a certain subcarrier
does not raise concerns on scalability, since we only need to decide among IA or plain
OFDM. Still, our IA stage mechanism needs an efficient metric to estimate the performance
of both IA and plain OFDM. We discuss such a metric in Section 6.1.3.
6.1.3 Selection Algorithms
The goal of our selection algorithms is to find the best possible node group, stream
pairings, and mechanism selection out of all possible variants in a given node subset.
We do not consider subcarrier triplets, since we use the fixed allocation heuristic we
introduce in Section 6.1.2.2. However, the resource combinations we consider are still per
subcarrier, that is, we may choose a different node group, stream pairing, and mechanism
for each of the fixed triplets.
6.1.3.1 Noise Impact
We use the EVM as a metric to determine the performance of each possible combination.
Concretely, we estimate the EVM for plain OFDM and IA at each transmitter, and choose
the combination which minimizes it. This requires CSI feedback, which is available, since
it is anyhow needed to calculate the IA precoding vectors. In the following, we explain
how we compute the EVM for each case based on CSI only.
plain ofdm. In the frequency domain, the received signal Y of a plain OFDM trans-
mission on a certain subcarrier is related to the sent signal X, the channel H, and the
noise N as Y = H · X+N. After zero-forcing at the receiver, the decoded signal D is
D = Y/H = X+N/H. That is, D is the sum of the sent signal X and a noise term N/H.
The latter is the EVM. Hence, we choose the nodes and streams for which the involved
links feature a large |H|, and which thus minimize the EVM.
interference alignment. In the case of IA, zero-forcing the received signal in-
volves multiplication by an inverse matrix determined by the channels and the precoding
vectors, as discussed in Section 6.1.1.1. In particular, the decoded signal dn at each
receiver n is as in Equation 6.6. We specify the aligned signal sn individually for each n
in Equations 6.7, 6.8, and 6.9, since data aligns differently at each receiver.
dn = An · rn = An · (Bn · sn + zn) = sn +An · zn (6.6)




 (6.7) s2 =
x1 + x4x2
x3
 (6.8) s3 =
 x1x2 + x3
x4
 (6.9)
In Equation 6.6, dn is the zero-forced signal, rn the received signal, zn the noise at the
receiver, and An = B−1n the zero-forcing matrix for receiver n. The EVM results from the
term An · zn, which is the noise after zero-forcing. Hence, we choose the node groups
and stream pairs whose channels minimize the terms affecting the noise in An. Not all
terms in An contribute to the EVM, since receivers only decode at most two out of the
three dimensions in sn—the third one is used to align interference. Equation 6.10 shows














 → Stream 1 at n = 1→ Stream 2 at n = 1
→ Stream 3 at n = 2, and stream 4 at n = 3
(6.10)
For our metric, we only consider the terms which contribute to the sum of the EVM at
all receivers, which we call evmall. Essentially, we find the resource combination which
leads to the smallest evmall for all of the receivers. Hence, we compute the matrices
An with n ∈ [1, 2, 3] for each resource combination—that is, we obtain three matrices
corresponding to the three receivers in the node group of the current combination. The
smaller the terms in the matrices An, the smaller is the EVM and thus the noise impact.
Thus, we compute evmall as the sum of the coefficients of the matrices An. However, we
only consider the coefficients of each matrix An which affect the stream that receiver
n decodes. In other words, for each value of n, we only sum the rows indicated in
















We calculate evmall for all node groups/pairs in the subset and choose for each
subcarrier triplet the smallest one. For instance, in an 802.11g-like system with 48
subcarriers and for a 4 × 4 node subset, we consider 48/3 = 16 subcarrier triplets,
16 node groups, and 6 node pairings. Hence, for each of the 16 triplets, we compute
16 · 6 = 96 evmall values, and choose the smallest one. This results in a total of 16 · 16 · 6 =
1536 evmall values. Our prototype in Section 6.1.4 shows that this is computationally
feasible, and that the computation takes a reasonable amount of time. The latter is crucial,
since IA must choose a resource combination before the CSI feedback becomes outdated.
6.1.3.2 Optimizations
Based on evmall, we design six selection algorithms—two for our plain OFDM baseline
mechanism and four for IA. For the plain OFDM algorithms, we consider node subsets of
the same size than for the IA case to allow for a fair comparison.
• OFDM 3 × 3 Fixed. For our non-optimized baseline, we set the subset size to 3× 3.
We pair each receiver RXe to a fixed transmitter TXf, for e = f with e, f ∈ [1, 2, 3].
Nodes share the medium using TDMA. This is equivalent to SL in fixed link mode.
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• OFDM 4 × 4 Optimized. Our optimized OFDM variant works similarly, but chooses
pairs out of a 4× 4 subset, hence increasing diversity. This is our default baseline.
We pair each receiver to the transmitter to which it has the smallest N/H.
Each of our four IA selection algorithms considers a different combination out of node,
stream, and mechanism selection. That is, while the most basic algorithm does not allow
for any selection at all, the most complex one includes all of the three aforementioned
selection techniques. This allows us to assess the benefit of using each of the selections.
In particular, our IA selection algorithms work as follows.
• IA 3 × 3 Fixed. This is a non-optimized variant of IA. There is no node selection
as subsets and groups are of the same size. We also do not select streams nor
mechanisms. In other words, this is frequency IA as described in theoretical work.
• IA 3 × 3 Optimized. In this case, we use stream selection to form pairs according to
the evmall metric, but we do not use node selection. Further, we use all subcarrier
triplets for IA only, that is, we do not exploit mechanism selection.
• IA 4 × 4 Optimized. We increase the node subset size to allow for node selection.
Concretely, we select 3× 3 node groups out of 4× 4 node subsets for each subcarrier
triplet. Within each group, we use stream selection similarly to IA 3 × 3 Optimized.
• IA+OFDM 4 × 4. We build on the previous scheme but decide for each subcarrier
triplet what mechanism to use, that is, whether to use IA or OFDM. Similarly to
OFDMA, we allow this algorithm to allocate OFDM subcarriers to different links.
Table 6.1 gives an overview on which algorithm includes which of the selection
techniques that we introduce in Section 6.1.2.1. In our evaluation in Section 6.1.5, we use
the above algorithm names to specify which IA or OFDM variant we refer to.
6.1.4 Implementation
We implement frequency IA on the WARP SDR platform using WARPLab (c.f Section 2.3.3).
For our single-hop IA study in this section, we focus on the PHY only. In Section 6.2, we









OFDM 3 × 3 Fixed No No No No
OFDM 4 × 4 Optimized Yes Yes No No
IA 3 × 3 Fixed No No No Fixed
IA 3 × 3 Optimized Yes No No Fixed
IA 4 × 4 Optimized Yes Yes No Fixed
IA+OFDM 4 × 4 Yes Yes Yes Fixed
Table 6.1: Overview on the selection techniques that each of our algorithms uses.


















(a) BER with increasing feedback precision for IA.




















(b) Impact of bit errors on feedback.
Figure 6.5: Impact of CSI quantization and feedback errors on IA performance.
that is, including the LNK and the NET. At the PHY, we base our design on the 802.11
standards (c.f. Section 4.2.3.4). Still, implementing practical frequency IA poses significant
challenges, such as timely and accurate feedback. Next, we address these challenges and
propose suitable solutions.
6.1.4.1 CSI Feedback
After receiving the pilots in part (a) of our frame design (c.f. Figure 6.3), the receivers
quantize the estimated CSI using a codebook to send it back. This is a critical step, since
too coarse CSI turns IA infeasible while too precise CSI has a large impact on overhead.
In order to find an appropriate codebook size, we use an experimental approach. We
estimate channels in our SDR testbed, quantize them with different codebook sizes, use
them for IA, and measure the resulting BER. We test codebooks sizes ranging from 2
to 4096 entries, and M-QAM modulation orders from M = 4 to M = 256. Figure 6.5a
shows our results. As expected, the BER becomes smaller for larger codebook sizes, since
more precise CSI is available at the transmitter. Also, the higher the modulation order, the
larger the BER, since errors are more likely in dense constellations. We observe that, for
all modulation schemes, the BERs stabilize at a codebook size of about 64 entries. While a
smaller codebook size is not precise enough for IA and causes errors, a larger codebook is
unprofitable as it does not improve performance but increases feedback overhead. Thus,
we conclude that 64 is a suitable codebook size for our testbed. Hence, we use this value
as a default size for our experiments. Interestingly, our OFDMA stage mechanism provides
good results using only one-bit feedback, that is, a codebook of size two. This significant
difference is due to the underlying operation of IA and OFDMA. While OFDMA only needs
feedback to decide whether a subcarrier experiences good channel conditions, IA uses
feedback to compute precoding vectors in amplitude and phase. Thus, IA naturally needs
more detailed CSI to operate.
We also study the effect of bit errors in the feedback frame in order to assess its
robustness. Basically, these transmission errors modify the codebook entries, which
means that the transmitters receive wrong CSI. As a result, they compute unsuitable
precoding vectors and the interference does not align at the receivers. While we do not
send feedback wirelessly in this single-hop study, we do account for its overhead. Further,
we show experimentally that the number of bit errors in a typical wireless channel is
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small and thus does not affect IA performance at all. To this end, we first use simulations
to assess the impact of wrong CSI on the IA frame. In particular, we study how the IA BER
increases the more random bit errors we intentionally add to the CSI feedback, which we
protect with a rate 1/2 convolutional code. Next, we measure in practice the average BER
of an OFDM feedback frame in our SDR testbed, and compare it to our simulative results
to find out its impact on IA. Figure 6.5b shows our results. We observe that bit errors
on the feedback frame for BER 6 BERths = 10−2 do not affect the IA transmission at all,
since curves are virtually stable up to that value. However, beyond that threshold, IA
performance degrades as there are too many errors in the feedback frame. The continuous
vertical line in Figure 6.5b represents the average OFDM BER in our testbed, which is about
8 · 10−6. Thus, it is not critical for the CSI feedback.
However, external interference, which is not present in our lab, may also affect the CSI
feedback transmission. Hence, we include an interferer in our practical setup and measure
the OFDM BER when adding artificial noise. We set the transmit gains of the interferer to
suitable values such that we do not fully jam the channel but still generate moderate
interference. The dashed vertical line at 2 · 10−4 < BERths in Figure 6.5b represents our
result. Since the BER we measure is below the threshold BERths, above which the feedback
errors affect the IA transmission, we conclude that feedback is also robust in the case of
interference.
6.1.4.2 Frequency Synchronization
In IA, multiple transmitters transmit data simultaneously on the same subcarriers. How-
ever, the CFO varies for each pair of transmitter and receiver nodes. That is, a certain
receiver receiving data from multiple transmitters experiences a different CFO for each
transmitter. Hence, at an IA receiver, each of the components of an overlapped IA sig-
nal experiences a different CFO. In contrast to OFDMA, the receiver cannot separate the
components to correct them individually but can only correct them as a whole. In other
words, it can only correct the CFO for one transmitter but not for the others. As a result,
it cannot decode the signal. To address this issue, we must ensure that all transmitters
cause the same CFO at the receiver. In that case, the receiver only needs to correct one
CFO value, which is feasible using pilot-aided techniques. To this end, transmitters can
precode their signals to achieve the same CFO than a certain master transmitter node,
which in Corridor-based Routing would be the main node of the current stage. That is,
transmitters correct their signals prior to transmitting them. However, they first need to
estimate their relative CFO to the aforementioned master transmitter. For this purpose,
they can exchange pilot symbols among them. Precoding techniques for CFO correction
can also eliminate CFO entirely at one single receiver. Still, this is not feasible in our IA
scenario, since we have multiple receivers.
In our IA implementation, we abstract from the aforementioned CFO precoding among
transmitters. Instead, we assume that all transmitters cause the same CFO at each receiver.
Nevertheless, we still correct this CFO at the receivers. To this end, we use a mechanism
similar to our approach in Section 5.2.2.3. To ensure that all transmitters share the same
clock, we use wired synchronization. While this simplifies our design, it allows us to
focus on the impact of our selection techniques, which are our core contribution in this
single-hop study. Related work such as AirSynch [10] shows that practical CFO precoding
is feasible for systems with multiple transmitters that transmit on the same time and
frequency resources. Our IA design can build on such approaches.
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6.1.4.3 Time Synchronization
Similarly to OFDMA, transmitters in IA must transmit simultaneously. For such tight
intra-group time synchronization, we can again use an approach based on preambles
as in Section 5.2.2.4. However, we also need inter-group time synchronization, that is,
the receivers must be able to determine the beginning of a frame accurately. While we
can also use a preamble in this case, IA is particularly challenging due to potential STOs.
The key problem is that a receiver may detect the start of two subsequent frames with a
marginally different time offset. For instance, while the receiver may detect the start of
the first frame at exactly the correct time sample, for the second frame it may introduce
an offset of a few samples. This does not hinder data decoding, since the CP compensates
for such slight misadjustments, as long as the offset is shorter than the CP itself. In turn,
this translates into a different rotation of the received signals in the time domain for each
frame. The channel estimation mechanism at the receiver captures this rotation as part of
the channel coefficients H. Thus, the receiver is typically oblivious to the STO. However,
this means that the channel H that the receiver perceives is different in the first frame
compared to the second frame. As a result, in case of STO, the precoding vectors based on
the CSI that the receivers estimate from the first frame are invalid for the second frame.
To prevent this, we include pilot symbols not only in the first part of our frame in
Figure 6.3, which we use for CSI estimation, but also in the last part of the frame that
carries data. The channel itself does not change in between since the coherence time is
larger than the entire frame. However, since frame parts (a) and (c) are two independent
transmissions, the receivers might experience a different STO for each. Hence, they may
obtain two different perceived channels for both, namely, H1 and H2. Before decoding the
IA data, receivers filter frame part (c) as shown in Equation 6.12. Basically, they correct
data a posteriori to emulate channel H1 although the data experienced channel H2. As a
result, the precoding vectors obtained from the CSI feedback become valid again.
datacorrected = datareceived · H1
H2
(6.12)
Since the STO may be different for each pair of transmitter and receiver nodes, we must
ensure that all transmitters start transmitting within the duration of a sample. The WARP
SDR uses a 40 MHz clock, that is, each sample has a duration of 25 ns. Our practical
time synchronization approach in Section 5.2.2.4 achieves on average a time offset of
8 ns. Hence, we do not expect this to become critical. For our IA prototype, we use wired
intra-group synchronization since WARPLab does not allow for real-time operation. Still,
we do ensure inter-group synchronization using the approach in Equation 6.12.
6.1.5 Evaluation
In the following, we evaluate our single-hop frequency IA system. In particular, our goal
is to analyze whether frequency IA is operable in practice, and how well it performs
when using the selection techniques that we present in Section 6.1.3.2.
6.1.5.1 Metrics
We use the overall PHY throughput as a metric to assess the performance of IA. If not
stated otherwise, our baseline is the throughput that our scheme OFDM 4 × 4 Optimized
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achieves (c.f. Section 6.1.3.2). However, we cannot measure throughput directly since the
delays that WAPRLab incurs would strongly affect the result. Still, we define a “raw”
throughput metric to capture the impact of (a) the BER, and (b) the overhead. This metric
abstracts from data framing and error correction, but we use it to compare the fundamental
performance of our schemes, except in our last practical experiment in Section 6.1.5.4,
where we do consider these issues. We take (a) into account by subtracting bit errors from
the overall number of received bits, and (b) by including the overhead into the duration
of the transmission. Also, the longer the IA frame is, the less weight the overhead carries.
However, the coherence time gives the maximum length since we must update the CSI at
the transmitters as soon as the channels change. We consider an indoor environment, that
is, the coherence time is about 45 ms (c.f. Section 3.2.1.5). For calculations, we assume
that our IA frame in Figure 6.3 is as long as the coherence time. However, since WARPLab
buffers are not large enough to send data for such a comparatively long time, we obtain
the raw throughput “thp” by extrapolating our measurement as follows. We measure the
correct bits received for a duration of tmeasure, calculate how many times tmeasure fits into
tcoherence, subtract the time for transmitting overhead and divide by tcoherence, as shown
in Equation 6.13.
thp =
(bitsTX − bitsERR) · tcoherence−toverheadtmeasure
tcoherence
(6.13)
While our raw throughput metric takes into account the BER, a higher throughput does
not implicitly mean a lower BER since IA has a larger DOF than plain OFDM. That is, if the
IA BER impacts throughput less than the achievable 33% gain, IA has a higher throughput.
Thus, in the following experiments we consider both metrics to evaluate whether our
IA optimizations based on selection are successful. We aim at maximizing throughput
using IA at comparable BERs. In most of our experiments we discuss the interaction of
both metrics for fixed modulation schemes to understand how our selection techniques
work. However, in our last practical experiment in Section 6.1.5.4 we bring both metrics
together using adaptive modulation.
6.1.5.2 Scenarios
While we evaluate our single-hop IA system primarily in practice, we also perform
simulations in order to study large and random topologies which we cannot recreate in
our testbed. This ensures that our practical results are not specific to our testbed.
simulation setup. The goal of our simulations is twofold, namely, (a) evaluate
the performance of IA on random topologies, and (b) study the scheme to form node
subsets during corridor construction that we sketch in Section 6.1.2.2. To this end, we
assume a scenario with a large number of nodes deployed randomly in a space of size
s · s m2. Additionally, we place four transmitters at fixed locations. These transmitters
stand for the nodes that the corridor construction algorithm has already chosen during
the construction of the previous stage. The larger s, the larger the distance among the
transmitters. To achieve (b), in each simulation run we choose n ∈ [3, 4] transmitters
according to our node selection scheme in Section 6.1.2.2. To achieve (a), we then use the
selection algorithms we define in Section 6.1.3.2 to transmit data from the transmitters
to the receivers using IA. Depending on the selection algorithm, we either build 3× 3













Figure 6.6: Practical single-hop IA setup
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Figure 6.7: Single-hop IA simulation results
or 4× 4 node subsets. For the former, we only use the first three transmitter out of the
four that we place at fixed locations. Further, we assume a path loss exponent of α = 2,
Rayleigh channels, and 70 dB SNR at a distance of 1 meter to the transmitters.
practical setup. Our practical testbed consists of two WARPv3 boards, each with
four radio interfaces. We use each radio as if it were an individual node, that is, we treat
the data of each interface independently in Matlab. All radios on the first board act as
transmitters, while all radios on the second board are receivers. Such a setup allows
us to model 3× 3 and 4× 4 node subsets. The transmitters are implicitly synchronized
since we place them on the same WARP board. On the receiver side, having all nodes
on one board is not required, but simplifies our testbed setup. If not stated otherwise,
the two WARP boards are not synchronized among each other. In our experiments, we
consider both a Line-Of-Sight (LOS) and a Non-Line-Of-Sight (NLOS) scenario, as depicted
in Figure 6.6. For some experiments we add an interferer to study the robustness of our
IA schemes. For both LOS and NLOS, we adjust the amplifier gains at the transmitters to
keep SNRs in the range of typical indoor scenarios, that is, 20 to 30 dB.
If not stated otherwise, we use OFDM parameters equivalent to an 802.11g system, i.e.,
18 MHz channels, 48 usable subcarriers, 312.5 kHz subcarrier spacing, and 12.5% CP. For
experiments inspired by 802.11ac, we increase the number of subcarriers to 456, which
in the standard corresponds to 160 MHz channels. Since WARP does not support such
large bandwidths, we reduce the subcarrier spacing to 39 kHz, resulting in longer OFDM
symbols. Still, this allows us to assess performance with a large number of subcarriers.
6.1.5.3 Simulation Results
In our simulations, we focus on the results that we cannot obtain in our testbed, namely,
(a) random deployment of receivers in flexibly sized areas, and (b) a larger number
of nodes. Figure 6.7 depicts the gains in terms of throughput of IA compared to OFDM
4× 4 Optimized for increasing areas. The modulation scheme is 16-QAM, the number
of nodes is fixed to 12, and we vary s from 5 to 80 meters. As expected, we observe an
overall decline of gains with increasing area size, since receivers are on average further
away from the transmitters, and thus experience lower SNRs. For the smallest area that
we consider (s = 5), all algorithms achieve gains in between 25% and 30%. We cannot
reach the theoretical 33% maximum because we include the feedback overhead with a
codebook size of 64. The schemes using 4× 4 subsets have slightly worse gains because
they need to transmit CSI feedback of 16 links instead of only 9 links. However, this
overhead pays off as soon as the room size increases and SNRs become lower—while the
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Algorithm 12 nodes 24 nodes 36 nodes 48 nodes 60 nodes
OFDM 4× 4 Optimized 59.4 mbps 59.4 mbps 59.4 mbps 59.4 mbps 59.4 mbps
IA 3× 3 Fixed 72.2 mbps 71.6 mbps 71.8 mbps 71.8 mbps 72.0 mbps
IA 3× 3 Optimized 76.2 mbps 76.2 mbps 76.2 mbps 76.0 mbps 76.1 mbps
IA 4× 4 Optimized 75.7 mbps 75.8 mbps 75.8 mbps 75.8 mbps 75.8 mbps
IA+OFDM 4× 4 75.8 mbps 75.8 mbps 75.8 mbps 75.8 mbps 75.8 mbps
Table 6.2: Average throughput each time a subset is served with increasing number of potential
receivers. Throughput is essentially constant since more nodes barely increase diversity.
3× 3 schemes quickly degrade, the 4× 4 ones maintain gains close to 25% up to s = 20
due to our selection techniques. Concretely, 4× 4 schemes can avoid combinations with
particularly poor channel conditions using node selection, whereas 3× 3 schemes must
always use a given node group. For larger area sizes, we observe that the throughput gain
decreases more for IA+OFDM than for 4× 4 IA. The BER is responsible for this behavior.
For low SNRs, IA performs worse than OFDM with respect to the BER, that is, while IA may
achieve larger gross throughput, its BER cancels out most of it in terms of raw throughput
(c.f. Equation 6.13). IA+OFDM gradually switches more subcarriers to OFDM in order to
maintain a low BER, thus loosing throughput gain. While the throughput gain for 4× 4
IA is larger, for s = 80 its BER is close to 20% (not shown in Figure 6.7). In contrast, the
BER of IA+OFDM is still below 10%, similarly to the OFDM baseline. That is, IA+OFDM is
able to dynamically adapt to channel conditions by transitioning individual subcarriers
to OFDM when the SNR is too low for IA.
Table 6.2 shows our results for an increasing number of potential receiver nodes. The
area is fixed to s = 10 and the modulation scheme is 16-QAM. In particular, we measure
the throughput that each node subset achieves individually to assess the impact of higher
node densities on forming subsets. That is, the more nodes, the more node subsets we
form. We do not show the per subset throughput, which decreases with the number
of subsets as 1/subsets. This is expected, since we serve each subset in a TDMA fashion.
Table 6.2 shows that the throughput is approximately constant with increasing node
density. Thus, we conclude that our selection schemes do not require a large number of
nodes to form suitable subsets, and achieve gains over both plain IA and plain OFDM.
6.1.5.4 Practical Results
In the following, we present the results of our practical experiments. Our first experiments
focus on the practical performance of IA 3× 3 Fixed, that is, IA without using our selection
techniques. After that, we investigate the contribution of each of the individual selection
techniques in scenarios that highlight their characteristics. Finally, in our last experiment
we study the impact of adaptive modulation.
plain ia. We first analyze the performance of IA without our selection mechanisms,
and the impact of practical issues. Figure 6.8 depicts the gain in terms of throughput,
and the BER in our LOS setup. First we focus on 802.11g, which is our default physical
layer. We compare an idealized case, where we assume perfect CSI and synchronize both
WARP boards to avoid CFO, with a realistic case where CSI is quantized, and the receivers
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Figure 6.8: BER and throughput gain for IA 3× 3























Figure 6.9: Throughput gain for one transmitter
placed far away from the receivers.
must correct CFO. For perfect CSI, we assume that the feedback overhead is zero. The
ideal case achieves close to 30% throughput gain compared to OFDM 4× 4 Optimized for
4-QAM. Since we do not use our selection mechanisms, it degrades and incurs high BERs
for higher modulations. The realistic case performs similarly, which means that we are
able to cope successfully with CFO and CSI. However, gains are slightly lower due to these
practical issues and the feedback overhead. Next, we study the performance of IA on PHY
parameters inspired by 802.11ac. Since we observed that we can cope with CFO, for the
case inspired by 802.11ac we keep estimating it realistically for both measurements in
Figure 6.8. The first one assumes perfect CSI and achieves similar results than 802.11g,
which shows that our IA system is well suited for encoding a large number of subcarriers.
For the second measurement—with quantized feedback—the gain drops despite similar
BERs. The reason is that the feedback overhead is much larger when sending CSI for 456
subcarriers than for 48 in 802.11g. However, our setup is limited to 20 MHz channels—in
a 160 MHz system, the overhead impact for 802.11ac is similar to the 802.11g case.
time dependence and robustness. In our next experiment, we compare the
behavior over time of IA 3× 3 Fixed with IA 4× 4 Optimized. Figures 6.10a and 6.10b
show our results. In each measurement round, we measure all schemes, that is, they
experience virtually the same CSI. We fit curves on our measurements to highlight their
behavior. In both figures, IA 4× 4 Optimized is more stable and robust than plain IA, since
it adapts to changing channel conditions, while plain IA cannot avoid CSI fluctuations. In
particular, Figure 6.10a depicts the BER during 2.5 hours for 256-QAM. At about minute
65, a change in channel quality increases the BER for plain IA for about 10 minutes.
Meanwhile, IA 4× 4 Optimized absorbs the CSI change by transitioning automatically to a
suitable node and stream allocation. Thus, it is not affected at all. Moreover, Figure 6.10a
shows a significant BER improvement of IA 4× 4 Optimized compared to IA 3× 3 Fixed.
Figure 6.10b depicts the throughput of both schemes for six hours using 16-QAM, which
is less prone to errors. As a result, both IA 4× 4 Optimized and IA 3× 3 Fixed perform
similarly. However, note that the latter continuously fluctuates around the average value
while the former is stable. Our measurements reflect the performance of our schemes
during daytime. However, we also perform experiments over night. The results show
that, as expected, channels are nearly constant, and thus all our schemes perform stably.
node selection. In the following, we investigate scenarios where the selection
algorithms benefit most, starting with node selection. To highlight its operation, we place
the third transmitter of the LOS setup further away from the receivers, as depicted in


































(b) Throughput over 6 hours (LOS setup, 16-QAM).
Figure 6.10: Robustness of frequency IA over time.
Figure 6.9. The idea behind this setup is that 3×3 algorithms are forced to use the far away
node T3, while 4× 4 schemes can resort to T4, which is much closer and thus experiences
better channels. As expected, the results in Figure 6.9 show that both IA 3× 3 Fixed
and IA 3× 3 Optimized perform significantly worse than IA 4× 4. IA 3× 3 Optimized
still achieves good gains for 4-QAM since its stream selection—in combination with
incurring less CSI feedback overhead than IA 4× 4—improves performance just enough
to achieve a similar throughput than the 4× 4 case. However, for higher modulations this
improvement is not enough, and thus its performance degrades considerably.
mechanism selection. Next, we show how mechanism selection improves trans-
mission in terms of BER for heterogeneous scenarios. To this end, we use our NLOS setup
and place one transmitter closer to the receivers, as illustrated in Figure 6.11. When
switching from NLOS to the “closer” setup, IA 4× 4 Optimized experiences no improve-
ment. This is expected, since it involves at least three nodes, and is limited by the SNRs of
the far away ones. In contrast, IA+OFDM cuts down the BER to half its value in the “closer”
setup. From our insights in Section 6.1.5.3, we deduce that IA+OFDM allocates individual
OFDM subcarriers to the node with better SNR. In other words, it trades throughput for
BER, which is essential if the channel code in use cannot cope with large BERs.
external interference. In what follows, we investigate the robustness of our
selection techniques when adapting to external interference. We generate artificial noise
on an increasing percentage of subcarriers using the interferer in Figure 6.6. We set low
transmission gains to fit the setup. Thus, nodes on the right side of the LOS setup are more
strongly affected than nodes on the left. Figure 6.12 shows our results for 64-QAM. While
effects are similar for lower modulations schemes, they are less manifest. As expected, we
observe that OFDM 4× 4 Optimized degrades linearly with increasing noise bandwidth,
since (a) it averages the performance of all nodes, and (b) all subcarriers affected by noise
contribute equally to the BER. In contrast, noise barely affects IA+OFDM. Most probably,
this scheme allocates resources predominantly to the left 3× 3 group to adapt to the
interferer on the right, and resorts to the more robust OFDM on most triplets.
For the IA algorithms without mechanism selection (dashed lines in Figure 6.12), we
observe a common trend. For a noise bandwidth up to 30%, the BER rises, but beyond
30% it falls again. This behavior is consistent with the even distribution of subcarrier
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Figure 6.11: Throughput gain vs. plain OFDM
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Figure 6.12: BER and throughput with the inter-
ferer in Figure 6.6 active (64-QAM).
triplets over the available bandwidth (c.f. Section 6.1.2.2). Basically, even narrow noise
bandwidths quickly affect at least one subcarrier in each triplet, causing a steep initial
rise of the BER. From the operation of our interferer, we infer that the subsequent decline
beyond 30% is due to the increasing distribution of noise power. Our interference signal
has the same power for all noise bandwidths, which means that for narrow bandwidths,
a large noise affects only a few subcarriers, while a smaller noise affects many subcarriers
for large bandwidths. Thus, we conclude that IA can cope better with small noise affecting
all subcarriers in a triplet than with large noise affecting only one subcarrier. In other
words, the noisiest subcarrier determines the performance of IA. Hence, in order to adapt
efficiently to interference, an IA system using subcarrier selection should ensure that all
subcarriers of a triplet have similar SNRs. For plain OFDM, noise power is also constant for
all noise bandwidths, but Figure 6.12 shows that the BER improvement due to less noise
per subcarrier is smaller than the degradation due to noise affecting more subcarriers. As
expected, the overall performance of the optimized IA algorithms is better than for the
fixed case, again due to selection. Regarding throughput gain, all mechanisms tend to
improve with increasing noise because the baseline degrades linearly.
nlos setup. We now investigate the performance of frequency IA in our NLOS setup
(c.f. Figure 6.6). Figure 6.13 depicts our results. For low modulation schemes, all algo-
rithms achieve significant gains. However, while plain IA 3× 3 Fixed degrades quickly for
increasing modulations, our selection algorithms enable optimized IA to provide gains
above 15% even for 256-QAM. When switching from 64-QAM to 256-QAM, the gain of
IA+OFDM decreases significantly. However, our measurements show that it achieves a
BER much lower than the other IA schemes, and similar to OFDM 4× 4 Optimized. This
indicates that IA+OFDM transitions to OFDM on most triplets. All in all, we conclude that
IA in NLOS scenarios is feasible, and benefits from node, stream, and mechanism selection.
adaptive modulation. In previous experiments, we study the IA throughput and
BER gain for individual modulation schemes. Next, we analyze its behavior for adaptive
modulation. Since IA has higher SNR requirements than plain OFDM, IA typically has
larger BER for a given modulation. Hence, this raises the question whether for a given BER,
plain OFDM could simply switch to a higher modulation than IA and thus achieve a higher
throughput. To understand this issue, we analyze a system where transmitters adaptively
choose for each frame the modulation and technique (IA or OFDM) that provides best
throughput. Since we choose among both techniques, we never perform worse than
plain OFDM despite the higher SNR requirements of IA. Similarly to a real-world system,
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Figure 6.13: Throughput gain vs. OFDM 4 × 4

























Figure 6.14: Throughput gain compared to
OFDM with adaptive modulation.
transmitters aim at achieving a certain acceptable BER for each frame. The acceptable
BER may be the error correction capability of the code in use, or the BER allowed by
a loss-tolerant stream such as video. In Figure 6.14, we show the performance for a
range of acceptable BER values, without limiting them to a specific coding scheme or
stream type. For this experiment, we use an overnight measurement (9.5 hours) in
our NLOS scenario. Hence, the average SNR is constant and provided by our setup. In
particular, we continuously measure all our schemes for the M-QAM modulation orders
M ∈ [4, 16, 64, 256]. Then, for each acceptable BER value, we find the best modulation
and technique (IA or OFDM). We compare results to a baseline which always uses OFDM,
but still adapts the modulation order. In other words, we do consider the case where
our system and the baseline are using different modulation orders. In Figure 6.14, the
gain peaks occur when the acceptable BER is larger than required for plain OFDM using
a certain modulation order, but not enough for OFDM to switch to the next modulation.
These are the margins where IA pays off, since this “excess” of the acceptable BER absorbs
the higher SNR requirements of IA. For instance, such margins naturally occur for error
correction codes. This happens because practical protocols usually provide a fixed set
of codes, among which the transmitter can choose, and thus the code often corrects
more errors than actually needed. Since each modulation order is feasible for a different
range of acceptable BERs, we observe multiple peaks in Figure 6.14. Note that only 4× 4
algorithms achieve gain, while the aforementioned margins are too small for all other IA
schemes. This showcases how selection not only enables IA but also makes it profitable
in a realistic setting. For the 64-QAM peak, IA+OFDM achieves even better results than IA
4× 4. This is expected because it uses IA only on good subcarriers. By design, it stabilizes
at a rather low gain value, since it transitions most of its subcarriers to OFDM for large
BERs. This translates into no increased DOF. All other IA schemes stabilize at a high gain
as soon as the acceptable BER covers the errors of IA at the highest modulation order.
6.1.5.5 Discussion
While we consider particular cases in our testbed measurements, we cover a broad range
of heterogeneous scenarios to understand how our selection algorithms work. Moreover,
our simulations with random node locations and variable SNRs in Section 6.1.5.3 provide
equivalent results. Hence, we conclude that our testbed experiments are representative,
and can be generalized to larger networks. The subset size is critical for feasibility,
since our schemes require full CSI of each subset link, and the number of possible node
selections explodes in large subsets. We expect the latter to be the constraining factor,
since the overhead of CSI feedback has a limited impact in our experiments. Still, larger
subsets increase the probability of finding good selections. In our testbed, a subset
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size of 4 × 4 is an operable trade-off. Further, we show that IA provides gains with
realistic adaptive modulation. The gain is directly related to the acceptable BER, which
in turn depends on the coding rate in use, the type of data sent, and ultimately on the
application. Hence, further cross-layer optimizations to fully exploit the benefits of IA
are possible. Also, while we select resources based on a PHY metric, our approach opens
the door to metrics that include upper-layer requirements. Still, in this section we focus
on PHY performance only. Finally, our experiments show how our selection algorithms
can transition dynamically among different node, stream, and mechanism allocations on
a subcarrier-wise basis in order to adapt to changing channel conditions. This is key to
enable frequency IA, since adaptation is crucial in a wireless environment.
6.2 ia design
In this section, we extend the single-hop frequency IA system in Section 6.1 to a full-
fledged multi-hop stage mechanism. In particular, we focus on the allocation of IA
resources according to (a) the current CSI, and (b) the amount of data that each transmitter
in a stage needs to forward. Ultimately, our goal is to minimize the transmission time
within a stage following a similar approach to our allocation mechanism in Section 5.2.3.2.
6.2.1 Profile
Table 6.3 summarizes the profile of our IA stage mechanism. The constraints of frequency
IA result in significantly higher requirements compared to the profiles of SL and OFDMA.
Still, our resource allocation mechanism in Section 6.2.2 allows for any amount of data at
Characteristic Description
Input data Allows for any amount of data at any of the nodes of
the transmitter group.
Output data May result in any amount of data at any of the nodes of
the receiver group.
Stage shape The number of both transmitters and receivers must be
at least three, that is, m > 3 and n > 3.
Feedback Full per-subcarrier CSI.
Time synchronization Transmitters must start transmitting simultaneously
within the duration of a sample.
Frequency synchronization Transmitters must synchronize to compensate their rela-
tive CFOs. Receivers must correct the resulting homoge-
neous CFO using pilot-aided techniques.
Coherence time The coherence time must be long enough to allow for
packet aggregation and thus overhead compensation.
Coherence bandwidth The coherence bandwidth must be small enough to result
in uncorrelated subcarrier triplets.
Table 6.3: Profile of our IA stage mechanism.
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the transmitters and, similarly to SL and OFDMA, may result in any amount of data at the
receivers. Regarding the stage shape, frequency IA requires at least three transmitters and
receivers, that is, m > 3 and n > 3. For smaller stages, a corridor must resort to other
stage mechanisms. Further, the profile requires full per-subcarrier CSI, since IA needs the
amplitude and phase of the channel coefficients to compute the IA precoding vectors. As
discussed in Sections 6.1.4.2 and 6.1.4.3, IA poses significant constraints for both time and
frequency synchronization. In particular, transmitters must start transmitting within the
duration of a sample such that their signals arrive with the same STO at a certain receiver.
Similarly, transmitters must use CFO precoding to cause the same CFO at a receiver, thus
allowing it to correct the CFO using pilot-aided techniques. In order to reduce control data
and keep the overhead impact low, the coherence time of the stage must allow for packet
aggregation. Finally, the channel must be frequency selective enough to ensure that
subcarriers within a triplet (c.f. Section 6.1.2.2) are uncorrelated. That is, small coherence
bandwidths are beneficial.
6.2.2 Resource Allocation
For our IA stage mechanism, we use a resource allocation mechanism that minimizes
the transmission time. The key difference to the single-hop case in Section 6.1 is that
transmitters do not always have data for all receivers. Instead, they only have a certain
amount of data, which depends on how previous stages split and join packet segments.
In other words, while in Section 6.1 transmitters can always fully exploit beneficial IA
resource combinations, in a corridor stage the benefit of such combinations is limited
if the transmitters that could use them have no data to transmit. Hence, for resource
allocation, we must take into account both the CSI, and the amount of data at each node.
We build on the same allocation scheme that we use for our OFDMA stage mechanism,
since we essentially need to solve the same problem—assigning resources to nodes.
However, in this case, resources are not OFDMA subchannels but IA subcarrier triplets.
Moreover, instead of using each resource on an individual link, IA uses each resource
for a certain combination of nodes, pairs, and mechanisms (c.f. Section 6.1.2.1). In the
following, we explain how we translate the combinations we study in Section 6.1 into a
resource allocation problem which our scheme in Section 5.2.3.2 can solve.
6.2.2.1 Optimizations
Similarly to the single-hop case, for our IA stage mechanism, we use the heuristics in
Section 6.1.2.2 to reduce the number of possible resource combinations. However, instead
of choosing the best combination for each triplet, we select the one which reduces the
transmission time. In particular, we consider the following combinations.
• Node Subsets. The node subset is essentially the current stage. While in Section 6.1
we only consider 3× 3 and 4× 4 subsets, for our IA stage mechanism we allow for
any stage size as long as m > 3 and n > 3, including cases for which m 6= n.




) · (n3). For largem and n,
this number becomes very large. Still, our corridor construction experiments show
that achieving wide stages is often hard, and thus m > 4 or n > 4 is infrequent.
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• Node Pairs. In contrast to Section 6.1, the performance of an IA stage depends on
which transmitter uses the double capacity link. The reason is that transmitters
do not necessarily always have enough data to fully exploit it. For instance, if the
first transmitter in a node group barely has any data to send while the second
transmitter has a large number of packet segments, the stage transmission time
changes significantly depending on who can use the double capacity link. Hence,
the allocation mechanism must consider 18 instead of only 6 different node pairings
within each node group, as shown in Figure 6.15 in contrast to Figure 6.4.
As a result, for an 802.11g-like system and a corridor of intended width w = 4, we
consider 16 subcarrier triplets, at most 16 node groups, and 18 node pairs. That is, the
overall number of combinations is 16 · 16 · 18 = 4608, which is in the same order of
magnitude than the number of combinations we consider in the single-hop case. Hence,
we conclude that we do not need further heuristics to reduce the number of combinations.
6.2.2.2 Allocation Mechanism
In order to use the allocation mechanism in Section 5.2.3.2, we must compute the
estimated transmission time of a packet segment for each combination on each IA
subcarrier triplet. This is equivalent to computing the estimated transmission time of
a packet segment on each link and subchannel in an OFDMA stage, and implies similar
challenges (c.f. Section 4.2.3.1). To this end, we use CSI feedback at the transmitters to
obtain the noise impact for each IA resource combination, and deduce the resulting SNR.
This allows us then to estimate the number of batches that Strider requires to transmit
packet segments on that resource. However, in contrast to the assignment of a subchannel
to a link in OFDMA, assigning a triplet to a combination allows three node pairs—instead
of only one—to exchange a data segment. Hence, we compute three transmission times
for each combination, namely, one for each IA stream. Further, one of the streams uses
the double capacity link. Concretely, we exploit this additional capacity to transmit a
single packet segment faster instead of scheduling two segments in parallel. Therefore, in
Figure 6.3 we show two shorter segments in a row for the transmitter using the double
capacity link. Since each of the two streams on that link may experience a different
channel quality, we estimate the transmission time based on the worst of both streams.
In particular, we estimate the transmission time based on matrix An in Equation 6.10. In
Section 6.1, we compute the overall noise impact of a combination as the sum of all matrix
coefficients affecting each of the four IA streams. However, for our IA stage mechanism,
we need the performance of each individual link. Thus, we compute the individual EVM
of each stream, according to the rows highlighted in Equation 6.10. Equation 6.14 shows





Figure 6.15: All possible node pairs within a 3× 3 node group in a stage.
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refer to the EVM of the single capacity links. We then use these EVM values to obtain the
estimated SNR for each IA stream as in Section 4.1.2.1. Finally, we use the SNR to deduce
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Hence, we obtain for each resource combination on each subcarrier triplet two results,
namely, (a) the three pairs of transmitters and receivers that can exchange data, and
(b) the estimated transmission time for each of the three data segments that those
nodes can exchange. The resource allocation mechanism takes this information as an
input to decide how to use each of the available triplets in order to minimize the
stage transmission time. Similarly to the OFDMA case in Figure 5.8, in each iteration the
allocation mechanism assigns a subcarrier triplet to the transmitter node which takes
most to transmit its data with the current resource allocation. In particular, it finds the
triplet out of the still available triplets which features the combination that most benefits
the aforementioned node, that is, the triplet which allows the node to transmit with the
highest throughput. After allocating this triplet and combination to the chosen node, the
mechanism recomputes the transmission time of that node, and of the other two nodes
which, as a side effect of using the chosen combination, also can transmit a segment. The
allocation mechanism repeats this process until no triplets are left. Finally, we perform a
resource release phase following the same algorithm than in Figure 5.8.
6.2.3 Operation
Our IA stage mechanism uses the frame format in Figure 6.3, that is, it operates similarly
to our single-hop prototype in Section 6.1. However, both the multi-hop corridor envi-
ronment, and the scheduling of a limited number of packet segments impose additional
constraints. We address the former in Section 6.2.3.1 and the latter in Section 6.2.3.2.
6.2.3.1 Forwarding
In contrast to our SL and OFDMA stage mechanisms, IA cannot operate on any stage
shape but requires at least three transmitters and three receivers. Hence, the initial and
last stages of a corridor, which typically have the shape 1× n and m× 1, respectively,
cannot use IA to forward data. As a result, a corridor using IA must support at least one
additional stage mechanism that can operate on any stage shape. Prior to forwarding
data on a stage, the transmitters must decide which stage mechanism to use. For our
experiments in this chapter, we use IA whenever possible, that is, we consider the stage
shape only to decide whether to use IA. We use OFDMA as an alternative stage mechanism.
While we could also use SL, SL does not support splitting data among multiple nodes,
and thus the corridor would never use IA. For results on corridors dynamically switching
among PHYs according to CSI and traffic conditions, we refer the reader to Chapter 7.
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6.2.3.2 Scheduling
Similarly to an OFDMA stage mechanism, after resource allocation, IA transmitters still
must decide how to schedule the packet segments that they need to transmit on the
resources allocated to them. To this end, we use again the iterative scheduler in Figure 5.11.
In each iteration, we schedule a packet segment on the subcarrier triplet that incurs the
smallest increase of the node transmission time, compared to the time required to transmit
the segments scheduled so far (c.f. Figure 5.10). The scheduler repeats this process until no
segments are left. As in the OFDMA case, each node schedules its segments individually.
That is, we do not minimize the overall transmission time of all nodes but only the
transmission time of each individual node (c.f. Section 5.2.4.3). Still, since transmitters are
aware of both the CSI of all stage links, and the amount of data at each transmitter, they
can compute in a distributed manner how many packet segments each node schedules
for transmission on each triplet. This is crucial for the implementation of IA because
using an IA triplet always involves three transmitters. In other words, even if only one
transmitter decides to use a triplet, the other two nodes of the resource combination
allocated to that triplet could transmit, too. We discuss this issue in detail in Section 6.3.
6.2.4 Corridor Protocol Phases
The corridor protocol phases that we define in Section 3.2.1 correspond to the operation
of our IA stage as follows. Stage maintenance includes both CSI measurement using pilot
symbols, and full CSI feedback. In comparison to our previous stage mechanisms, the
latter has a significantly larger impact on the overhead since IA requires amplitude and
phase of each channel coefficient. Profile matching is also more restrictive than for SL
and OFDMA since it must ensure that (a) m,n > 3, (b) the frequency selectivity of the
stage is large enough to result in uncorrelated subcarrier triplets, (c) the stage shape
yields a tractable number of node groups, and (d) nodes have enough computational
capabilities to find suitable resource combinations in a time significantly shorter than
the coherence time. The latter is decisive for intra-stage coordination, since our resource
allocation mechanism uses the aforementioned combinations as an input. As highlighted
in Figure 6.3, the computational effort required to find these combinations may have
an impact on the timing of the frame. In contrast, inter-stage coordination is limited to
the identifiers included in each segment header that allow the destination to reassemble
packets (c.f. Section 4.2.1). Finally, the data transmission phase comprises the deliberate
collision of precoded signals in part (c) of our frame format in Figure 6.3.
6.3 implementation
We realize our IA stage mechanism on WARP Drive (c.f. Section 7), that is, our imple-
mentation allows us to perform both simulations as well as over-the-air measurements
directly from Matlab. WARP Drive also enables us to consider the PHY, LNK, and NET
despite the non-real-time operation of WARPLab. In particular, we use the LNK and NET
that we describe in Sections 4.2.1 and 4.2.2, respectively, since these components are
common to all stage mechanisms for Corridor-based Routing. In the following we present
the details of our PHY implementation, and explain how we deal with the practical issues
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Figure 6.16: Empty transmission slots (shaded) in an IA data frame compared to OFDMA and SL.
6.3.1 Physical Layer
A key difference between IA and our previous stage mechanisms is that IA causes
deliberate collisions. Hence, a node TX1 using a resource r implies that two other nodes
TX2 and TX3 can transmit simultaneously. Still, it may happen that these other nodes
have not scheduled enough segments on resource r to fully exploit r. Figure 6.16 depicts
an example. TX1 needs to transmit six packets, whereas TX2 and TX3 have two packets
each. Hence, our IA allocation and scheduling algorithms produce the frame shown in the
upper left corner of Figure 6.16. Essentially, TX1 uses the double capacity link, while TX2
and TX3 use the single capacity links. However, this results in one empty slot both for TX2
and TX3, as the shaded areas in Figure 6.16 indicate. Although we cannot fully exploit
the capacity of IA in this example, IA still achieves a higher throughput than OFDMA and
SL. Concretely, OFDMA would need an additional subcarrier to schedule all segments, and
SL would require more time than IA to transmit the packets of all transmitters in a TDMA
fashion. Figure 6.16 shows the resulting frames for both cases to scale. Nevertheless,
the advantage of IA strongly depends on the particular CSI and traffic conditions. For
instance, if TX2 in Figure 6.16 would only have one packet to transmit, SL would achieve
the same throughput as IA since IA would result in even more empty slots.
Implementations of our IA stage mechanism design may deal in different manners with
the aforementioned empty transmission slots. For example, TX2 and TX3 may not transmit
anything in these slots in order to save energy. This does not prevent the operation of IA—
the receivers of the corresponding stream would simply receive zeros. Alternatively, TX2
and TX3 could exploit resource r to transmit local traffic such as control messages, and
thus reduce the stage maintenance overhead. However, this requires additional signaling
to let the receivers distinguish payload data from control data. In our implementation,
TX2 and TX3 transmit random data if they have not scheduled any segments on resource
r. The underlying reason is related to evaluation purposes. Similarly to our OFDMA
stage mechanism implementation, instead of transmitting all scheduled segments, our
prototype only transmits a limited number of segments on each resource. This keeps
the experiment runtime reasonable. We then extrapolate our results to determine the
transmission time of all segments. To this end, we average the transmission time of the
segments that we actually transmit on each stream, and then multiply the result with the
number of segments scheduled for that stream. The more segments we transmit, the more
accurate our averaging is. Hence, we transmit random data on the aforementioned idle
slots to improve our average for the corresponding stream. As in OFDMA (c.f. Figure 5.10),
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the stage transmission time is the transmission time of the stream that takes most to
finish. Our scheduling algorithm in Section 6.2.3.2 aims at minimizing the resulting idle
slots on the streams that finish earlier. However, this requires an accurate estimation of
the number of Strider batches that a transmitter needs to convey a packet at a receiver. As
we discuss in Section 4.2.3.1, this is challenging in practice, and may result in significant
inefficiencies, as shown in Figure 4.5. Hence, using a baseline with per-subchannel
scheduling is crucial to obtain comparable results in practical experiments.
6.3.2 Practical Issues
Our IA stage mechanism must deal with the same practical issues as our single-hop
frequency IA system in Section 6.1.4. Hence, we adopt the same practical solutions as
in the single-hop case. This includes the assumptions that (a) all transmitters share the
same clock, and (b) all transmitters start transmitting within the duration of a sample in
order to cause the same CFO and STO, respectively, at a certain receiver. In our single-hop
implementation, we ensure both (a) and (b) by allowing all transmitters to share the same
WARP board. However, for practical multi-hop experiments we need a larger setup, such
as the mesh SDR testbed we describe in Section 3.6. Any combination of the 20 nodes
in this testbed may need to act as transmitters of a stage if our corridor construction
protocol chooses them as part of a corridor. However, we cannot place all 20 nodes on a
single WARP board since each board can have at most four radio interfaces. Regarding
frequency synchronization, we solve this issue using the WARP Clock Board, which allows
us to set one board as a clock master and the remaining boards as clock slaves. In contrast,
accurate time synchronization using WARPLab is more challenging. WARPLab transmits
a “synch” packet to the boards via Ethernet to trigger transmissions. While this results
in a simultaneous transmission of all boards which are set as transmitters, the “synch”
packet may arrive with slightly different delays to each board due to the characteristics
of Ethernet. To avoid this, we can set a certain output pin of each WARP board to a
high level as soon as it receives the “synch” packet. Additionally, all boards can trigger
a transmission not only when receiving a “synch” packet via Ethernet but also when
sensing a high level at a certain input pin. Thus, we only need to wire the output pin of a
certain board, which we define as the time master, to the input pins of all other boards.
As a result, we obtain accurate time synchronization among transmitters. Alternatively,
we could also achieve wireless synchronization using solutions such as AirSynch [10].
6.4 evaluation
We evaluate our IA stage mechanism in simulation on corridors of up to five stages. While
our WARP Drive implementation also allows for practical experiments (c.f. Chapter 7),
we need simulations in order to analyze the performance of our IA stage mechanism on
random channels. This is not possible in our lab because our practical channels are mostly
constant. In other words, practical experiments would allow us to verify the practicability
of IA but would only give us insights into a very limited scenario. However, our results
in Section 6.4.2 show that evaluating IA for a variety of CSI conditions is crucial. For
practical experiments which show the feasibility of frequency IA on our SDR testbed, we
refer the reader to Section 6.1. In the following, we present the scenarios that we use in
our simulations, and discuss the results.
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Figure 6.17: IA multi-hop simulation scenarios.
6.4.1 Scenarios
We perform simulations on corridors with three and five stages. Figure 6.17 shows both
scenarios. In contrast to previous chapters, we do not place nodes randomly but use fixed
locations. While this would have a significant impact if we would evaluate, for instance,
a geographic corridor construction protocol, in our case it does not limit our results. The
reason is that the channel characteristics that actually influence our IA allocation and
scheduling schemes are (a) the CSI, and (b) the average SNR. For each simulation run,
we generate random CSI for each link in both of our scenarios. Moreover, we investigate
multiple SNR values. Hence, despite the fixed location of our nodes, our simulations allow
us to obtain general insights on the performance of our IA stage mechanism. Regarding,
the SNR we consider two different settings, namely, regular and homogeneous SNRs. The
former are the SNR values resulting from the topologies in Figure 6.17 according to the
distance among nodes. In particular, the distance among the node groups in both of our
scenarios is one meter, and we assume that the SNR at a distance of one meter from a
transmitter is 30 dB. Hence, the horizontal links in Figure 6.17 have an SNR of 30 dB. We
use a path-loss coefficient of α = 2 to compute the SNR on the other links. In contrast,
for the case of homogeneous SNRs, we set the same SNR on all links, regardless of the
geometry of our scenarios. More precisely, we consider the SNR values 30 dB, 35 dB,
and 40 dB. Due to the characteristics of IA, we expect IA to perform significantly better
with high SNRs. Finally, we also study both wideband and per-subchannel scheduling
(c.f. Chapter 4) for the SL stage mechanism that we use as a baseline. However, we do
not expect a large difference among both scheduling types since our measurements
in Section 4.2.3.1 show that the estimation of the transmission time performs well in
simulation. For each parameter setting, we perform on average roughly 300 simulation
runs. Moreover, we use a codebook with 16 entries, which is a trade-off between the
one-bit feedback of OFDMA, and the detailed feedback of IA. The underlying reason is to
achieve a balance between accuracy and overhead—providing full CSI would be beneficial
for IA but would incur unnecessary control data if the stage decides to use OFDMA.
6.4.2 Results
In the following, we present our simulation results for our IA stage mechanism. More
precisely, we first discuss its performance for different SNR values in our 3-stage scenario.
After that, we analyze our 5-stage scenario, and the impact of per-subchannel scheduling.
We do not allow the corridor to switch among stage mechanisms, that is, in the IA
experiments we always use our IA stage mechanism if m > 3 and n > 3.






























































(b) Throughput gain of OFDMA over SL.
Figure 6.18: Throughput gain of IA and OFDMA compared to SL in our 3-stage scenario.
6.4.2.1 SNR Study
gain over sl. Figure 6.18a depicts the throughput gain of our IA stage mechanism
compared to an SL baseline using wideband scheduling. For all SNR values, we observe
that, on average, IA results in negative gains. In contrast to OFDMA in Figure 6.18b, always
using IA to forward data along a corridor often does not pay off. However, if we only
consider the beneficial cases, which are the cases that yield a positive throughput gain, IA
achieves 20% average gain for some SNR values. Hence, for the beneficial cases, we achieve
gains in the same order of magnitude as OFDMA in Figure 6.18b. The best IA simulation
run achieves up to 136% throughput gain compared to SL, as shown in the label of the
35 dB case in Figure 6.18a. Hence, if IA is beneficial for the current channel and traffic
conditions, it provides significant gains. This occurs in a much smaller fraction of the
simulation runs than for OFDMA, as the percentages of beneficial cases in Figures 6.18a
and Figure 6.18b show. In particular, while OFDMA is beneficial in up to 86% of the
simulation runs, IA only pays off in at most 23% of the cases.
Regarding the SNR, in Figure 6.18a we observe that the regular SNR case achieves a sig-
nificant throughput gain in the beneficial cases. In contrast, the cases with homogeneous
SNRs on all links result in a peak at 35 dB but lower gains at both 30 dB and 40 dB. This is
a clear difference to the behavior of OFDMA in Figure 6.18b. In particular, OFDMA achieves
smaller gains for higher SNRs because the SL baseline suffers from less deep fades (c.f.
Chapter 5). Our measurements suggest that the reason for the aforementioned IA peak is
related to the number of subcarrier triplets that use IA. In particular, since the corridor
width is four, we use IA+OFDM 4× 4 as defined in Table 6.1. Thus, even though we always
choose IA as a stage mechanism, individual triplets may resort to OFDM if IA results in a
large noise impact on them. Our experiments show that the middle stage in our 3-stage
scenario uses IA on more triplets at 30 dB and 40 dB than at 35 dB. This matches the
behavior we observe in Figure 6.14 of our single-hop evaluation. Equivalently to the
discrete-rate case in Section 6.1.5.4, Figure 6.18a suggests that at both 30 dB and 40 dB,
OFDM requires a similar number of batches than IA to convey a Strider packet. Hence, the


























































Figure 6.20: Fraction of successful experiments.
number of batches than IA. Thus, the stage selects IA only for few triplets. Moreover, our
measurements reveal that roughly 30% of the triplets for which the stage uses IA require
more transmission time than the average. Also, an in-depth analysis of our data shows
that subsequent IA transmissions on the same triplet with identical CSI sometimes exhibit
a large difference in terms of transmission time. While this also occurs for OFDM, the
difference in that case is significantly lower. Most probably, the reason is that random
noise variations cause unstable IA decoding for certain CSI conditions. In other words,
occasionally (a) the stage chooses IA for unsuitable triplets, and (b) the CSI of some triplets
yields an unstable behavior. This results in significant scheduling inefficiencies, since
the checkerboard area as in Figure 4.5 becomes very large. Further, such inefficiencies
are more probable the more triplets use IA. Hence, they occur more often at 30 dB and
40 dB than at 35 dB, which results in the peak effect that we observe in Figure 6.18a. A
somewhat surprising result in Figure 6.18a is that the performance of IA for 30 dB is
significantly worse than for regular SNRs, although the latter also features SNRs of about
30 dB. Our measurements show that the number of IA triplets is larger in the 30 dB case.
This matches Reference [95], which shows that the noise impact on IA is lower the more
similar the SNR of all involved links is. According to our above discussion, this increases
the probability of scheduling inefficiencies, which ultimately leads to a low throughput.
gain over ofdma . Our results in Figure 6.18 suggest that the beneficial cases of IA
perform on average worse than OFDMA. This raises the question whether a stage should
use IA at all if it can use OFDMA, particularly since OFDMA poses less requirements in
terms of synchronization. Figure 6.19 provides the answer. We depict the gain of IA
compared to OFDMA. As expected, the average throughput gain is negative. However,
for the beneficial cases, IA achieves roughly 10% average throughput gain for the 35 dB
case. In the best case, the gain raises up to 42%. The percentage of beneficial cases in
Figure 6.19 shows that such cases are infrequent but nevertheless exist. We conclude that,
under specific link and traffic conditions, IA can provide significant throughput gains
compared to OFDMA. IA benefits particularly when a node (a) exhibits a stable and low
noise impact according to Section 6.1.3.1 on a double capacity link, and (b) has a large
amount of data to forward on that link. Hence, deciding whether to use IA or OFDMA on
a certain stage is crucial to achieve large throughput gains compared to SL.























































(b) Throughput gain of OFDMA over SL.
Figure 6.21: Throughput gain of IA and OFDMA compared to SL for different scenarios.
robustness. Finally, we study the robustness of our stage mechanisms in terms of
the fraction of experiments for which they are operable. Figure 6.20 shows our results.
While SL only works in roughly 80% of the cases, both OFDMA and IA are operable in
nearly 100% of our simulation runs. Hence, we conclude that the spatial diversity of the
corridor allows IA to avoid poor resource combinations, which results in a significantly
more robust operation than SL. The last column in Figure 6.20 highlights this behavior.
It depicts the fraction of experiments for which only a corridor—IA or OFDMA—allows
the source to communicate with the destination. Further, Figure 6.20 also shows the
operability difference between the regular SNR case and the 40 dB case. As expected, for
higher SNRs, SL and OFDMA are operable in a larger fraction of the experiments since
more subchannels exhibit good performance. In contrast, IA works in less cases. From
our above results, we deduce that the underlying reason is the number of triplets for
which our IA stage mechanism resorts to OFDM. Most probably, the stage uses IA on
more triplets for the 40 dB case than for the regular SNR case. According to our results
in Figure 6.18a, this increases the probability that at least one of the triplets requires
significantly more batches than expected. In the extreme case, such triplets may exceed
the maximum number of batches that we consider for our system (c.f. Table 4.2), resulting
in a transmission failure. Nevertheless, IA still is operable in roughly 90% of the cases.
6.4.2.2 Scenario Study
In the following, we study the impact of the scheduling type, and of the length of the
corridor. For all of our results in this section, we use the above regular SNR setting.
scheduling . We compare the throughput gain of IA and OFDMA to SL in Figures 6.21a
and 6.21b, respectively. In both cases, we observe that the throughput gains improve
slightly when switching from wideband to per-subchannel scheduling. As a result, IA
achieves close to 30% average and 152% maximum throughput gain in the beneficial cases
compared to SL. At first, this seems contradictory to our results in Section 5.4.2.2, which























































Figure 6.23: IA operability in multiple scenarios.
would expect the throughput gain to decrease in Figure 6.21. However, our measurements
show that both the average SNR and the stage width have a significant impact on
the improvement of SL when switching to per-subchannel scheduling. In contrast to
Section 5.4.2.2, in Figure 6.21 the stage width is four, and the SNR is about 30 dB. The
large stage width helps wideband scheduling to avoid deep fades. Further, the high SNR
limits the advantage of per-subchannel scheduling, since most subchannels can operate
at a high Strider rate also for the wideband case. For such a scenario, our experiments
reveal that wideband scheduling often outperforms the per-subchannel case. As a result,
we observe the aforementioned improvement of the throughput gain in Figure 6.21. In
Figure 6.22, which compares IA and OFDMA, we also observe a slight improvement in the
beneficial cases when switching to per-subchannel scheduling. This is surprising, since
the type of scheduling only affects SL. The reason is that, by chance, our per-subchannel
experiment yields slightly better beneficial cases than the wideband case. Still, the average
throughput gain, which includes more experiment runs, is the same for both, which
confirms that the scheduling type does not affect the gain of IA compared to OFDMA.
corridor length . Figure 6.21a shows that the throughput gain of IA drops in our
5-stage scenario, that is, in corridors with multiple consecutive IA stages. Essentially, we
observe no beneficial case at all. To achieve a positive throughput gain, our previous
results suggest that all IA stages of a corridor would need to feature (a) beneficial CSI for
IA, and (b) a suitable data distribution at the transmitters. In our 3-stage scenario, we
observe that the probability of achieving such a situation in a corridor with one IA stage
is limited. Hence, the probability for multiple consecutive IA stages becomes marginal. In
contrast, Figure 6.21b shows that OFDMA achieves large gains also in our 5-stage scenario.
In other words, while IA is highly sensitive to CSI and traffic, OFDMA is mostly agnostic to
these factors and thus provides gains in a broad range of situations. Hence, we conclude
that the key to exploit IA on corridors is to use it exclusively on stages for which it
actually provides gains given their CSI and traffic, and resort to schemes such as OFDMA
otherwise. For further results on such a system, we refer the reader to Chapter 7.
robustness. The above results show that using IA on multiple subsequent stages
often does not pay off. Nevertheless, IA is operable in such scenarios. In particular,
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(b) Current combination of IA and OFDMA.
Figure 6.24: Throughput gain characteristics of our IA and OFDMA stage mechanisms.
Figure 6.23 shows that IA successfully delivers end-to-end data in our 5-stage scenario in
more than 65% of the cases. Still, we observe a percentage drop compared to the 3-stage
case. Most probably, the reason is analogous to the effect we observe in Figure 6.20.
Concretely, in comparison to a corridor with a single IA stage, transmitting data on
multiple consecutive IA stages translates into an overall larger amount of triplets that use
IA. Hence, the probability that a stage uses IA on triplets which are either unsuitable or
exhibit an unstable behavior, increases (c.f. Section 6.4.2.1). Consequently, the probability
of exceeding the maximum number of batches also increases. In contrast, OFDMA on the
5-stage corridor is operable in nearly 100% of the cases since OFDMA works on most CSI
settings. Regarding the impact of the scheduling type, OFDMA and IA achieve roughly the
same percentage of operable cases for both wideband and per-subchannel scheduling.
This is expected, since they are agnostic to the scheduling of SL. The slight differences for
both cases in Figure 6.23 are due to random variations in our measurements. However, we
observe that SL delivers packets successfully more often for per-subchannel scheduling
than for the wideband case. That is, while per-subchannel scheduling does not yield a
higher SL throughput according to Figure 6.21, it improves its robustness. The reason is
that per-subchannel scheduling allows SL to adapt to subchannels that exhibit an average
SNR lower than the average channel SNR. Concretely, SL adapts the number of Strider
batches on those subchannels to their particular SNR. In wideband scheduling, SL cannot
take such subchannels into account, and thus results more often in transmission failures.
6.4.3 Discussion
From our above results, we conclude that IA can (a) operate on corridors, and (b) achieve
significant throughput gains in selected cases. Regarding (a), our experiments show
that, in beneficial cases, IA achieves roughly the same average throughput gains at the
NET than at the PHY in our single-hop analysis in Section 6.1. That is, IA achieves gains
also as part of a system including PHY, LNK, and NET. Regarding (b), we conclude that
our current IA stage mechanism design only provides gains in a very limited number
of situations. The reason is twofold. First, the performance of IA is highly unstable for
certain channel conditions. Second, our allocation and scheduling mechanisms follow an
effective but sometimes inefficient approach, such as in the following examples.
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• Our allocation mechanism combines the two streams of an IA double capacity link
to transmit a single packet segment at a higher throughput. To this end, it encodes
data assuming the SNR of the worst of both streams. If the SNR difference is large,
this may result in a waste of resources. To address this, we could treat each stream
independently, but this would result in a more complex allocation mechanism.
• Our allocation mechanism occasionally miscalculates the performance of certain
IA streams, which results in scheduling inefficiencies. The reason may be that we
decide which triplets to use for IA based on the estimated number of batches
instead of the noise impact metric. Directly using the noise impact metric, such as
in Section 6.1.3.1, may improve the performance of the allocation mechanism.
• Our scheduling scheme may result in idle streams, as described in Section 6.3.1. In
our example in Figure 6.16, IA achieves the highest throughput compared to OFDMA
and SL. However, this may not always hold. To avoid this, the scheduler could
switch to a different PHY on those resources, and thus achieve a higher throughput.
Due to the limited range of situations for which IA pays off, using it as the only stage
mechanism in a corridor is challenging. Still, the above efficiency improvements along
with identifying unstable CSI conditions would relax the requirements of IA, and thus
increase the probability that a stage can benefit from IA. This would also avoid the peak
effect that we observe in Figure 6.18a. That is, the throughput of our IA stage mechanism
would not fall due to scheduling inefficiencies the more triplets use IA. Instead, more IA
triplets would result in an increase of the throughput. We would still observe fluctuations
such as in Figure 6.14, but the higher the SNR, the closer we would get to the theoretical
33% maximum IA PHY gain. Hence, we would observe the inverse behavior than for
OFDMA, which according to our experiments in Chapter 5 results in smaller gains at high
SNRs. In other words, OFDMA and IA would achieve large gains at low and high SNRs,
respectively, as shown in Figure 6.24a. Thus, the corridor could combine them in order to
adapt to a wide range of situations. However, our current system results in the behavior
depicted in Figure 6.24b. That is, IA only provides gains if the SNR is large enough to
enable IA operation but low enough to avoid that a large number of triplets use IA. In
Chapter 7, we investigate a system which combines IA and OFDMA.
6.5 summary
In this chapter, we introduce a stage mechanism based on IA. In particular, we use IA
in the frequency domain, and consider a scenario with three transmitters and three
receivers. IA enables one of the transmitters to transmit two data symbols on one resource.
Hence, the transmitters can send overall four data symbols on three resources, that is,
they achieve a throughput gain of 33%. However, we observe that the performance of
such an approach is limited in practice due to its high SNR requirements. More precisely,
the decoding process may augment the noise at the receivers. Hence, we first present
an approach that enables practical frequency IA for a single-hop scenario. To this end,
we determine analytically the factor which augments noise. We find out that it depends
solely on the channel coefficients. Moreover, we design a metric which captures this
augmentation as a noise impact value. In order to minimize this value, our solution
exploits diversity. Basically, the noise impact depends on which transmitters communicate
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with which receivers using which subcarriers. For a stage with three or more transmitters
and receivers, we obtain a number of different resource combinations on top of which we
can use IA. Hence, we compute the noise impact factor for each of the possible resource
combinations, and choose the one with the smallest noise impact. However, the challenge
is that even small stages lead to a large amount of combinations. To make this exhaustive
search tractable, we use heuristics based on the characteristics of the wireless medium
that reduce the search space significantly. This enables us to compute the best resource
combination before the CSI feedback that we need as an input becomes outdated. Based
on this design, we present the first practical frequency IA system. We address practical
issues such as correcting CFO and STO at the receivers, and finding a suitable codebook
size tailored to the requirements of IA for efficient CSI feedback. Our results show that
choosing a resource combination which minimizes the noise impact is crucial to enable
frequency IA in practice. Moreover, we achieve up to 20% throughput gain compared to
SL. Further, our measurements illustrate that minimizing the noise impact factor allows
us to achieve more robust and stable IA transmissions than a traditional IA scheme.
Next, we extend our IA single-hop prototype to a full-fledged stage mechanism. While
in our above design we assume that transmitters always have data to send to any receiver,
the amount of data at each transmitter for a stage mechanism depends on how packet
segments split and join in the previous corridor stages. Hence, nodes may not be able to
fully exploit their resources if they only have a limited amount of data. To minimize the
transmission time, we use an allocation mechanism which takes into account the stage
CSI and the amount of data at each node. We implement our IA stage mechanism on
WARP Drive, and evaluate it in simulation in order to cover a broad range of CSI values.
We observe that IA only provides gains in a limited number of situations. Basically, IA
requires that (a) the CSI allows the transmitters to find a resource allocation with low
noise impact, and (b) the node which can transmit two symbols on one resource has
more data than the other transmitters. Our measurements show that this happens at most
in 20% of the cases. However, in those cases, IA achieves significant gains—on average,
about 20% compared to SL, and 10% compared to OFDMA. Finding such beneficial cases
on multiple consecutive stages using IA is unlikely. Hence, we conclude that corridors
should not use IA as a default stage mechanism but only when it actually provides
throughput gains compared to other PHYs. Still, more efficient allocation and scheduling
mechanisms may broaden the range of CSI and traffic situations for which IA pays off.
7
S Y S T E M E VA L U AT I O N
In previous chapters, we introduce (a) the architecture of Corridor-based Routing, and (b)
three different stage mechanisms based on OFDM, OFDMA, and IA, respectively. Further,
we evaluate each of these contributions individually. In this chapter, we bring them
together in order to investigate the performance of Corridor-based Routing as a system.
In particular, the key difference to our earlier evaluations is that we allow corridors to
switch among different stage mechanisms according to CSI and traffic conditions. To this
end, we introduce a decision engine which, prior to the transmission in a stage, selects
the stage mechanism which achieves the shortest transmission time. This implements
the mechanism selection component of stage maintenance in Figure 3.3. We depict the
operation of the decision engine in Figure 7.1. To estimate the transmission time, we
use the techniques that we introduce for each individual PHY in previous chapters.
Concretely, we use Strider as an error correction and detection scheme, and estimate the
number of batches that a transmitter needs to convey a packet segment at a receiver. We
implement our Corridor-based Routing system in WARP Drive. Hence, we first introduce
the operation of WARP Drive in Section 7.1. After that, we present and discuss our system
evaluation results in Section 7.2. Finally, we summarize our insights in Section 7.3.
7.1 warp drive
Rapid prototyping on SDRs is limited when it comes to cross-layer mechanisms beyond
one-hop wireless communication. Although frameworks exist that facilitate implementa-
tion on SDRs, the underlying programming model often relies on offline processing. This
impedes interactive protocol operation. For example, while WARPLab allows for flexible
implementation in Matlab, it incurs significant delays for transferring signals to the SDR,
and processes data offline.
Such an offline approach is well suited for evaluating PHY techniques on real-world
channels. However, it poses a number of significant challenges to cross-layer mechanisms
spanning up to the NET. First, LNK and NET mechanisms often demand interactivity, such
as answering requests from other nodes. This is not possible when operating offline.
Second, network size is a critical parameter in multi-hop communication. The size of SDR
testbeds is typically limited, and thus researchers often resort to simulations in order to
investigate larger settings. This translates into implementing the system twice, that is,
once on the SDR and once for the simulator. Finally, SDR rapid prototyping frameworks are












Figure 7.1: Decision engine for Corridor-based Routing. The CSI and the amount of data at each
transmitter are the input data. The stage mechanism selection is the output data.
143
144 system evaluation
not designed for supporting multiple layers of a protocol stack. Thus, the resulting code
is not modular, but needs to be highly bonded to the SDR prototyping framework itself
on all layers to support cross-layer interactions. This causes a significant maintenance
overhead, and hinders extensibility.
Existing frameworks that enable implementation of cross-layer mechanisms are often
limited to traditional PHYs such as OFDM. Support for advanced lower layers such as
OFDMA, IA, or MIMO as used in 802.11n is not available. For WARP, the alternative to
the aforementioned non-real-time approach is realizing a system on its FPGA. While
such a prototype is desired, the implementation is very costly in terms of time. A rapid
prototyping framework which facilitates the SDR implementation of cross-layer mecha-
nisms from the NET down to the PHY for multi-hop networks is missing. WARP Drive
closes this gap. It builds on WARPLab but overcomes the aforementioned limitations
using an event-driven programming model. Each transmission becomes an event and
can be processed in non-real-time while still allowing for interactivity. In particular, our
framework schedules these events in a virtual timeline and processes them sequentially.
This also allows for adaptation to, for instance, channel characteristics as long as channels
change slowly, such as in a lab environment. The execution of an event can generate new
events which are added dynamically to the timeline, such as answering requests from
other nodes. Mechanisms associated to events are encapsulated in well-defined blocks,
resulting in modular code. Additionally, WARP Drive can send interchangeably via actual
WARP boards or simulated channels on the same code basis. This common interface also
decouples code from changes and version updates of WARPLab. In the following, we
present the architecture of WARP Drive. Moreover, we provide performance results of
our system in terms of processing time on third-generation WARP boards.
7.1.1 Architecture
The architecture of WARP Drive comprises two components, namely the modular net-
work stack and the WARPLab interface1. The latter builds on the WARPLab framework
provided by the WARP Project [180], which in turn interacts with the WARP hardware
itself. Figure 7.2a gives an overview on all components of our architecture.
7.1.1.1 WARPLab
The WARPLab framework allows to interact with the WARP boards via Matlab. Essentially,
a central computer processes the down-converted raw samples of all boards in the testbed.
For each transmission, the computer calculates the transmit samples and sends them
via Ethernet to the transmitting board. This board transmits the samples over the actual
wireless medium to the receiver board, which in turn sends the received signal again via
Ethernet to the central computer for further processing.
7.1.1.2 WARPLab Interface
The WARPLab interface follows an object-oriented approach to model the underlying
hardware. It provides a fixed set of functions to the code running on top of it. Thus, new
WARPLab versions do not require WARP Drive users to update their code. The current
implementation of the interface supports WARPLab versions 6 and 7.
1 The WARPLab interface is a contribution of Matthias Schulz (mschulz@seemoo.de) to WARP Drive.




















































Figure 7.2: WARP Drive design. Part (b) shows how WARP Drive can combine multiple boards to
form nodes with any number of antennas. The shaded areas are the resulting nodes.
node abstraction. The WARPLab interface abstracts from the underlying hard-
ware. It provides node entities with one or multiple antennas which it can map to any
combination of WARP antennas in the testbed. In particular, the interface can map antennas
from different WARP boards according to three patterns, as depicted in Figure 7.2b.
• Antenna combining merges all antennas of two or more boards to one multi-antenna
node. This enables WARP Drive to emulate, for instance, large MIMO systems.
• Antenna splitting defines a subset of the antennas of one board as one node. We
use this in our mesh testbed shown in Figure 3.6b to define each antenna of a board
as an individual node, and thus obtain a large network with only a few boards.
• Antenna picking joins subsets of antennas of multiple boards to form a single node,
resulting in a combination of antenna combining and splitting. This allows for high
flexibility, since any antenna configuration is possible.
Combining antennas of different nodes raises practical issues regarding synchroniza-
tion of the underlying boards. However, the WARP Project provides means for wired
synchronization among the boards forming one abstract node. This does not limit the
validity of the resulting testbed experiments, since such synchronization only affects
boards which in a real-world deployment would be part of one single physical node.
modular design. The WARPLab interface modularizes hardware elements such as
radios, boards, and the complete testbed to make code changes simple and efficient. The
aforementioned node abstraction builds on these modules, allowing to change antenna
mappings easily. The “WARPLab” module comprises all WARP boards involved in the
experiment, triggers the transmission of samples, and handles channel simulation when
running experiments offline. Next, the “board” module represents a WARP board and all
its parameters, such as channel selection and the AGC. Moreover, it sets up and transfers
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samples to the board. Each board incorporates one “radio” module per antenna. This
module controls the baseband and radio frequency amplifier gains of each radio. Finally,
the “node” module maps WARP antennas to abstract nodes. It can span multiple “board”
modules, as it may include antennas from any testbed board.
switching to simulations. As shown in Figure 7.2a, the interface can transmit
samples both over simulated channels, and the actual wireless medium. Switching
between both modes is seamless and does not require any code change. Simulations are
not limited to one transmitter and one receiver, but are possible for any network size S. In
particular, the interface models all S · (S− 1)/2 links of the network as Rayleigh channels.
Each link is associated to an average SNR value which determines its quality. That is,
the model is based on a fully-connected network to account for any possible interaction
between nodes at the PHY. As a result, it reflects exactly the same links between the WARP
boards that would compose the testbed in the practical case. We assign low SNRs to far
away node pairs, or otherwise impaired links. If such a link results in transmission errors,
a neighborhood discovery protocol in our modular network stack would not find the
link, equivalently to the behavior of such links in the practical case.
7.1.1.3 Modular Network Stack
In the following, we describe the architecture of our modular network stack. We design it
in Matlab, based on the aforementioned node abstraction. For our system experiments in
this and earlier chapters, we implement our mechanisms as part of this network stack.
assumptions . Similarly to most host-based SDR solutions (c.f. Section 2.3.3), WARPLab
incurs significant delays for transferring samples to the aforementioned central computer,
and for processing in Matlab. We cannot solve this inherent limitation but we circumvent
it assuming a static scenario. That is, we consider that network changes occur at a larger
timescale than the delays. While this would be a strong assumption for production
systems, it is realistic for a lab environment and thus suitable for our rapid prototyping
framework. Essentially, we process data and run protocols similarly to a production
system but much slower. In turn we can implement protocols in Matlab, which speeds
up prototyping, and allows us to get insights into the performance of WMNs quickly.
virtual timeline . To allow for interactive LNK and NET protocols despite the afore-
mentioned processing delays, we use a virtual timeline. Intuitively, the virtual timeline
keeps track of how long transmissions would take without the processing delays that
WARPLab incurs. The resulting timing values can be used for, e.g., estimating throughput.
In particular, the timeline accounts for the data transmission time, that is, for the time
the medium is in use. To this end, we define events and actions as follows.
• Events. We call a transmission that occupies the medium an event. WARP Drive
can schedule events on the timeline at any point in time, as long as the medium is
not yet occupied. An event may involve multiple transmitters and receivers.
• Actions. In contrast, we call the processing at nodes actions. The timeline does not
account for the processing time of actions, since this is specific to the implementa-
tion. For instance, in most cases, a prototype of an algorithm in Matlab has a longer
processing time than a production version on optimized hardware.
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(c) Cumulative processing delay at each layer.
Figure 7.3: Operation and performance of WARP Drive.
Events are related to the PHY, while actions refer to the rest of the stack. As WARP
Drive processes events, the testbed time advances. Both actions and events can trigger
new events which WARP Drive schedules in the timeline as soon as possible, either
after the current testbed time, or at a given point in time. The latter allows to schedule
transmissions in the future. In both cases, the timeline finds a suitable gap for the event.
For instance, in Figure 7.3a Event 3 does not fit in between Event 1 and Event 2, and
is thus scheduled after Event 2. WARP Drive estimates the duration of events during
scheduling but can correct it later. Explicit synchronization of actions and events is not
needed since both include all parameters needed to be executed individually. This fixed
scheduling of events does not inherently allow for backoff-based LNK protocols such as
CSMA/CA, but the modular network stack can emulate such a behavior for prototyping
purposes, and schedule events accordingly.
processing loop. Figure 7.3b depicts the main processing loop of our modular
protocol stack. Each loop iteration processes one event, that is, one transmission takes
place and the testbed time advances to the point in time immediately following the
transmission. Additionally, WARP Drive executes all pending actions. If there are no
more pending events or actions, the experiment finishes. Both actions and events are
code modules that take a certain set of parameters as inputs, and typically generate new
actions or events that continue processing their output. The boundaries of each module
are flexible, that is, cross-layer interactions ranging from soft information to fully merged
layers are possible throughout the protocol stack. As long as modules are compatible to
each other, the system can exchange them flexibly. This allows us to prototype corridors
that switch among stage mechanisms at the PHY.
7.1.2 Benchmarks
In the following, we evaluate the performance of WARP Drive using a simple single-hop
transmission. We do not include further functionalities, such as neighborhood discovery,
since we aim at capturing the performance of the framework itself. In particular, we study
the processing delays of WARP Drive as perceived at each layer. This is crucial since our
design assumes that the coherence time of the channel is longer than the delay. In other
words, this section gives an intuition on how stable channels in a lab environment must
be in order to guarantee that our framework operates correctly.
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7.1.2.1 Implementation
Our implementation of the aforementioned single-hop transmission includes essential
functionality at the PHY, LNK, NET, and upper layers (UPP). We divide the PHY in “lower”
and “higher”—the former transmits IQ-modulated data symbols using OFDM while the
latter handles modulation and coding of binary data at a fixed rate. Moreover, the higher
PHY enables unicast, multicast, and broadcast addressing, as well as frame fragmentation.
The LNK triggers retransmissions, and provides adaptive modulation and coding. Finally,
the NET forwards data assuming routing state is available.
7.1.2.2 Results
Time-critical functions typically reside at the PHY and LNK since the NET operates at a
much larger timescale. Thus, we quantize the processing delay in a single-hop scenario
with one transmitter and one receiver. In particular, we measure the transmission delay
for both simulation and practical transmissions using third-generation WARP hardware.
Figure 7.3c shows the cumulative delay at each layer. For instance, the value for the
NET is the sum of the delays at PHY, LNK, and NET. As expected, we observe that the
delay in simulation is consistently smaller than for the practical case. The reason is
that, in simulation, WARP Drive does not need to send data to the WARP boards, and
thus it does not incur delays for transferring samples. However, at higher layers the
difference becomes smaller as simulations take more time on average—simulations use
randomly generated channels and thus require retransmissions more often, whereas our
practical testbed provides good channel conditions most of the times. More interestingly,
Figure 7.3c shows a significant difference in delay between the lower and the higher
PHY. The underlying cause is the convolutional encoder, which in our implementation is
part of the higher PHY. Thus, the overall delay of about 0.4 s is to a large extent due to
Matlab. The delay for transferring samples to the WARP boards is an order of magnitude
smaller, at only 35.1ms. We conclude that processing in non-real-time using WARP Drive
is feasible as long as the coherence time of the channel is at least about 70ms, which is
the minimum delay incurred at the lowest layer. While further processing at higher layers
requires larger coherence times, this is often feasible in lab environments.
7.2 evaluation
In the following, we use WARP Drive to bring together and evaluate the individual
components of Corridor-based Routing that we present in previous chapters. That is, our
experiments include corridor construction (c.f. Section 3), SL as a baseline (c.f. Chapter 4),
and OFDMA as well as IA as stage mechanisms (c.f. Chapters 5 and 6). The key difference
to our earlier evaluations is that we allow the corridor to choose among different stage
mechanisms. To this end, we use the decision engine depicted in Figure 7.1. Hence, we
evaluate our Corridor-based Routing system with respect to our goal in Section 1.2.3—
allowing node subsets to use different PHYs according to channel characteristics. We
expect to observe the continuous curve in Figure 6.24, which sketches the theoretical
performance of a system combining OFDMA and IA. We focus on the effects that occur
due to this combination, such as analyzing how often the corridor chooses a certain
mechanism, and whether its decision is beneficial regarding throughput. For results on
the individual performance of OFDMA and IA, we refer the reader to Chapters 5 and 6.
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7.2.1 Scenario
Our results in Section 6.4.2 suggest that IA only provides gains under particular CSI
and traffic conditions. Hence, for our evaluation in this section, we use simulations to
cover a broad range of CSI values. Concretely, we run our experiments in the 3-stage and
5-stage scenarios that we introduce in Section 6.4.1, using the same simulation parameters
regarding signal strength and path-loss. We list further parameters in Appendix A. We
evaluate our system for two SNR settings, namely, the regular SNRs given by the distances
among nodes, and homogeneous SNRs on all links. Further, we compare the performance
in terms of throughput when using wideband scheduling to the per-subchannel case.
For each scenario and parameter setting, we study three corridor operating modes. The
first mode is a baseline which builds an end-to-end corridor, and uses SL only. This mode
stands for the performance of traditional forwarding mechanisms in WMNs which do not
exploit spatial diversity. The second mode is our Corridor-based Routing system, which
uses the aforementioned decision engine to choose among IA and OFDMA at each stage
according to (a) the stage shape, and (b) the expected transmission time. For our 3-stage
scenario, the corridor can use IA on the second stage only, since the other stages have
either only one transmitter, or only one receiver. In contrast, our 5-stage corridor supports
IA in the second, third, and fourth stages. If the CSI and traffic conditions of a stage
are unsuitable for IA, the corridor resorts to our OFDMA stage mechanism. Since OFDMA
achieves gains in most situations (c.f. Section 6.4.2), the corridor uses OFDMA most of the
times on all stages, and only switches sometimes to IA. To evaluate whether choosing IA in
those selected cases is correct, we introduce a third mode of operation which always uses
OFDMA on all stages. This allows us to compare directly the end-to-end throughput of a
corridor using IA on at least one of its stages, with the performance of the same corridor
when using OFDMA always. In each experiment run, we measure the throughput for each
of the three operating modes. To ensure that our three measurements are comparable,
we use the same CSI for each mode. That is, we only generate new random CSI for each
experiment run but not for each of the three measurements within a certain experiment.
For each scenario and parameter setting, we run between 400 and 900 experiments.
However, since the decision engine chooses IA rarely, the number of experiment runs that
we can use to compute the average performance of IA corridors is very limited. Still, the
results that we present in the following show clear trends, and match our expectations
based on our insights from previous chapters.
7.2.2 Results
We divide our results into three studies. First, in Section 7.2.2.1 we analyze how often
the corridor chooses IA and whether its decision is beneficial. After that, we focus on the
throughput gain itself for different SNRs, and for different scenarios in Sections 7.2.2.2
and 7.2.2.3, respectively. Finally, we discuss our results in Section 7.2.2.4.
7.2.2.1 Stage Mechanism Selection Study
The light gray bars in Figure 7.4 depict the fraction of experiment runs for which the
decision engine chooses IA as a stage mechanism. Moreover, the dark gray and black

























































































(b) Corridor length and scheduling study.
Figure 7.4: Fraction of IA transmissions when using the decision engine.
OFDMA, respectively. The percentages show the later as a relative fraction. For instance,
for the case of 30 dB homogeneous SNR in Figure 7.4a, the decision engine chooses IA in
roughly 3% of the transmissions, out of which 84.6% result in a throughput larger than
SL in the same scenario. Overall, we observe that the decision engine selects IA as a stage
mechanism in, at most, 5% to 7% of the experiment runs. This matches our results in
Section 6.4.2, which also suggest that IA is only beneficial for a limited number of CSI and
traffic conditions. Hence, our decision engine performs well in that it does not select IA
in an excessive number of cases.
comparison to sl and ofdma . Figure 7.4a shows that, in most scenarios, IA per-
forms better than SL in roughly 85% of the cases where the decision engine chooses IA.
This is expected, since IA has a larger DOF. However, the fraction of beneficial transmis-
sions drops significantly for (a) the regular SNR case using wideband scheduling, and (b)
the homogeneous SNR case at 40 dB. For case (a), IA is not beneficial in any of the already
few cases for which the decision engine chooses it. Intuitively, this seems contradictory
to Section 6.4.2, which shows that IA can provide good results in such a scenario. The key
difference is that, in this case, we consider exclusively the experiment runs for which the
decision engine chooses IA. That is, in case (a), the decision engine does not choose IA
for any of the transmissions that would benefit from IA but only for other transmissions.
In other words, it misses all the beneficial cases. Our results from previous chapters
suggest two factors which may cause this behavior. First, in the regular SNR case, the
SNR of each link in a stage is different, and thus the IA noise impact factor raises. As a
result, the decision engine only chooses IA rarely. Second, the SL baseline in Figure 7.4a
uses wideband scheduling, while IA operates on a per-subcarrier basis. Hence, while
SL fully exploits its resources, the impact of idle subchannels may result in IA yielding
longer transmission times than SL. Consequently, the few cases where the decision engine
chooses IA do not turn out beneficial, either. The fraction of beneficial IA transmissions in
the equivalent per-subchannel scheduling case in Figure 7.4b confirms this explanation.
While the decision engine still chooses IA in a few cases only, it performs better than
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SL most of the times. The fraction of beneficial IA transmissions compared to SL also
drops in case (b), that is, for a homogeneous SNR of 40 dB. In this case, the underlying
reason is most probably the peak behavior that we discuss in Section 6.4.2. That is, the
allocation mechanism of our IA stage mechanism decides to use IA on more subcarrier
triplets due to the high SNR. Hence, the estimated transmission time decreases, and the
decision engine chooses IA more often as a stage mechanism. However, a large number
of IA triplets increases the probability of scheduling inefficiencies, resulting in a lower IA
throughput than expected. Therefore, IA is only beneficial for the 40 dB homogeneous
SNR scenario in one third of the cases where the decision engine chooses it.
In comparison to OFDMA, the fraction of beneficial IA transmissions is significantly
smaller than for SL. More precisely, IA is only better than OFDMA in roughly 30% to 50%
of the cases where the decision engine chooses IA. Our measurements show that, for the
few cases for which the decision engine chooses IA, the advantage of IA compared to
OFDMA in terms of estimated transmission time is often marginal. Due to the aforemen-
tioned scheduling inefficiencies, the slight advantage of IA may not hold for the actual
transmission, resulting in the low fraction of beneficial IA transmissions that we observe
in Figure 7.4a. Still, this does not mean that the throughput gain of IA is always marginal
compared to OFDMA, as our results in Section 7.2.2.2 show.
snr impact. Figure 7.4a shows that the fraction of experiments for which the decision
engine selects IA increases with larger SNRs. This matches theoretical work which suggests
that IA requires large SNRs to operate reliably. However, the fraction of beneficial cases
illustrates that the IA performance follows the aforementioned peak behavior. The key
problem is that the decision engine takes the resource allocation as a basis to estimate the
transmission time of IA. However, this allocation builds on a transmission time estimation
which (a) may occasionally incur performance miscalculations, (b) does not capture the
instability of certain CSI conditions (c.f. Section 6.4.3), and (c) does not take into account
scheduling inefficiencies (c.f. Section 6.3.1). Consequently, the decision engine chooses IA
in unsuitable cases. We sketch possible solutions for these issues in Section 7.2.2.4.
Further, we observe that the decision engine chooses IA more often in the homogeneous
SNR scenario than in the regular SNR case, although both experience an SNR of about
30 dB. In the analogous experiment in Chapter 6, we observe that our IA stage mechanism
uses IA on more triplets in the homogeneous case—most probably, the reason is that IA
performs better in terms of noise impact if all participating links have similar SNRs [95].
Since the homogeneous case features more IA triplets than the regular case, we deduce
that the former achieves a lower estimated transmission time than OFDMA more often
than the latter. As a result, the decision engine chooses IA more often in the homogeneous
SNR case. This may seem a significant impediment for practical IA since, in practice, stage
links have different lengths than in the regular SNR case. However, measurements in our
lab, as well as our practical IA results in Section 6.1.5.4, show that the SNR differences
among indoor links of a stage are small, and not necessarily related to the link length.
corridor length impact. Finally, we also study the impact of the corridor length
on the fraction of experiment runs for which the decision engine chooses IA. In particular,
Figure 7.4b suggests that longer corridors increase this fraction, since the decision engine
chooses IA in nearly 7% of the cases for our 5-stage scenario using regular SNRs. However,



















































(b) Throughput gain compared to OFDMA.
Figure 7.5: Throughput gain of IA compared to SL and OFDMA for multiple SNR values. The results
consider only the transmissions for which the decision engine chooses IA.
that support IA. That is, the probability that one experiment run uses IA is three times
larger compared to our 3-stage scenario. If we divide the fraction of experiments that use
IA in our 5-stage scenario by three, we obtain results similar to the 3-stage case. Moreover,
in contrast to our experiments in Section 6.4.2, longer corridors do not pose an additional
challenge for IA. The reason is that we allow the corridor not to use IA if the CSI and
traffic conditions are unsuitable, whereas in Section 6.4.2, we force the corridor to use
IA on all stages. In other words, allowing the corridor to choose the PHY for each stage
decouples the end-to-end throughput gain up to a certain extent from the corridor length.
7.2.2.2 SNR Gain Study
In Figure 7.5, we depict the throughput gains of our Corridor-based Routing system
compared to SL and OFDMA for a range of SNR values. Concretely, we investigate the
cases for which the decision engine chooses IA. In other words, Figure 7.5 illustrates the
impact in terms of throughput gain of the fraction of experiment runs for which we use
IA as depicted in Figure 7.4a. Moreover, we split the overall throughput gain into the
contributions of the beneficial and the detrimental cases. That is, we show how severe
the throughput loss is when the decision engine takes a wrong decision, and vice versa.
comparison to sl . Figure 7.5a shows that IA achieves significant throughput gains
compared to SL. Specifically, the gain reaches up to 80% in the best case. Further, we
observe that the gain decreases for increasing SNRs. This matches our above results—the
higher the SNR, the more triplets use IA when the decision engine chooses our IA stage
mechanism, and thus the more probable IA inefficiencies become. Further, while the
throughput gain of the beneficial cases for homogeneous SNRs is always above 10%, the
corresponding throughput losses in the detrimental cases are at around −5% only. Hence,
the impact of unsuitable stage mechanism selections is limited. Moreover, in most cases,
the average performance is better than for a traditional hop-by-hop forwarding scheme.
We conclude that, despite the IA scheduling inefficiencies, IA does not undermine the













































(b) Throughput gain compared to OFDMA.
Figure 7.6: Throughput gain of IA compared to SL and OFDMA for different scenarios. The results
consider only the transmissions for which the decision engine chooses IA.
comparison to ofdma . Figure 7.5b depicts the throughput gain of IA compared to
OFDMA. As expected, the gain is smaller than compared to SL. However, IA still achieves
roughly 10% gain on average for the beneficial cases with homogeneous SNR. Moreover,
the maximum throughput gain reaches up to 25%. That is, our experiments show that
IA can improve throughput significantly for individual cases, which is in line with our
previous results. However, the average gain of the cases for which the decision engine
chooses IA is essentially zero. This means that the wrong decisions of the decision engine
undermine the correct decisions. Most probably, this occurs because of the performance
miscalculations and the unstable CSI conditions that we discuss in Chapter 6. Further, we
observe a peak behavior regarding the SNR, which confirms our intuition in Figure 6.24b.
That is, the IA gain is initially small since OFDMA performs well at low SNRs. For middle
SNRs, IA improves and OFDMA worsens, yielding a gain peak. Finally, for high SNRs, a
large number of triplets use IA, and thus the probability of IA inefficiencies increases.
7.2.2.3 Scenario Gain Study
In the following, we perform a throughput gain study equivalent to Section 7.2.2.2 but for
different scenarios. In particular, we investigate the impact of the scheduling type, and
the corridor length. Figure 7.6 depicts our results. Similarly to Figure 7.5, we subdivide
the average throughput gain into beneficial and detrimental contributions.
comparison to sl. In Figure 7.6a, we observe that, for the experiment runs for
which the decision engine chooses SL, switching from wideband to per-subchannel
scheduling results in a significant throughput gain compared to SL. This matches our
explanation in Section 7.2.2.1 and our measurements in Section 6.4.2.2—since our scenario
forces a stage width of four and a relatively high SNR, the performance of SL worsens when
switching to per-subchannel scheduling due to the impact of idle subchannels. Moreover,
the baseline and Corridor-based Routing are on a par with respect to scheduling, and
thus the corridor benefits become evident. In particular, we achieve up to 18% throughput
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gain. Next, for the 5-stage scenario, we observe a large negative gain for the detrimental
cases. This may result striking at first since the average gain is close to the gain of
the beneficial cases. However, this effect is related to the frequency of the detrimental
cases. As shown in Figure 7.4b, the beneficial cases occur 93.2% of the times, while the
detrimental cases are rare at a fraction of only 6.8%. Hence, the negative gains only have
a limited impact on the average. Moreover, our results show that Corridor-based Routing
achieves an even larger gain than in the 3-stage scenario. Analogously to Figure 7.4b,
the reason is that each experiment involves three instead of only one stage which is
compatible with IA. As a result, the probability that the decision engine encounters CSI
and traffic conditions which are beneficial for IA triples in each experiment. Otherwise,
the corridor resorts to our OFDMA stage mechanism, which also yields significant gains
compared to SL. This raises the question whether the gain that we observe in Figure 7.6a
is exclusively due to OFDMA. However, Figure 7.6b illustrates that, also in our 5-stage
scenario, IA does provide gains compared to OFDMA in some cases.
comparison to ofdma. Figure 7.6b shows that switching from wideband to per-
subchannel scheduling does not provide any improvement when comparing IA with
OFDMA in the cases where the decision engine chooses IA. This is expected since both
IA and OFDMA inherently operate on a per-subchannel basis. Although both are on a
par in that sense, we observe that IA does not provide throughput gains compared to
OFDMA in any of our experiment runs. In contrast, in our 5-stage scenario, we achieve on
average 10% and up to 25% throughput gain in the beneficial cases. As discussed above,
this may occur because a longer corridor increases the per-experiment probability of
finding a stage with suitable CSI and traffic conditions. Moreover, since the corridor can
always resort to OFDMA if needed, additional stages do not pose a challenge, in contrast
to Section 6.4.2.2. Still, the average throughput gain over all cases is close to zero. From
our previous experiments, we deduce two potential reasons that may cause this behavior.
First, the reliability of the decision engine is limited due to the IA inefficiencies that we
discuss in Section 6. Second, using a certain mechanism on one stage may result in an
inconvenient data distribution among the transmitters of the next stage. In general, we
expect the first reason to be the limiting factor since a corridor could always resort to SL
if all other available stage mechanisms were inefficient due to the data distribution at
the transmitters. Fortunately, improvements on the current transmission time estimation
technique can most probably increase the reliability of the decision engine incurring
only local overhead, i.e., overhead within a stage. In contrast, addressing the potentially
unsuitable distribution of data at transmitters would incur costly multi-hop overhead.
7.2.2.4 Discussion
Based on our above results, we conclude that our decision engine captures the behavior
of IA and OFDMA correctly. That is, it chooses IA rarely due to its specific CSI and traffic
condition requirements, and resorts to OFDMA in most cases. We illustrate this behavior
in Figure 7.7, which shows a schematic overview on how our decision engine performs.
Overall, we observe the behavior that we sketch previously in Figure 6.24.
However, our results show that the decision engine does not always choose the best
suited stage mechanism. In particular, it sometimes chooses IA even though OFDMA would
perform better, and, vice versa, it sometimes appears to miss IA opportunities in favor of
OFDMA. In Figure 7.7, area III represents the former, and area IV the latter. Although the
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All combinations of






A Actual fraction of experiments for which OFDMA performs best
Actual fraction of experiments for which IA performs bestB
I Fraction for which we choose OFDMA, and which is beneficial for OFDMA
II Fraction for which we choose IA, and which is beneficial for IA
III Fraction for which we choose IA, but which is beneficial for OFDMA
IV Fraction for which we choose OFDMA, but which is beneficial for IA
Figure 7.7: Schematic overview on the performance of the decision engine in our experiments.
throughput that each of our stage mechanisms can achieve is ultimately a result of the
noise impact at the PHY, the challenges for improving the performance of the decision
engine are related to the LNK and the NET. Concretely, our results in Sections 5.1.2 and
6.1.5 show that, most of the times, we can correctly estimate the noise impact at the PHY
for both OFDMA and IA, respectively. In contrast, the LNK limits the performance of our
decision engine because translating the noise impact at the PHY into an estimation of the
number of batches needed to decode a packet at a receiver is challenging. Further, at the
NET, the limitation stems from the idle slots that result from batch number estimation
errors when deciding on which stage link to forward each packet segment. Fortunately,
future work could potentially address both issues without incurring overhead. More
precisely, the LNK could probably obtain a more reliable transmission time estimation
directly using the CSI, which is anyhow available at the transmitters, instead of building
on SNR values indirectly deduced from the CSI. Further, the NET could mitigate the impact
of idle slots both a priori and a posteriori. For the former, it could schedule segments
before the decision engine chooses the stage mechanism to avoid scheduling inefficiencies
such as in Section 6.3.1. For the latter, it could dynamically use idle slots to transmit, for
instance, control data, if a certain packet segment requires more batches than expected.
Finally, our experiments show that being able to choose the PHY mechanism for each
stage allows the corridor to decouple the throughput gain from the corridor length.
Basically, the stage mechanism selection adds a dimension to the adaptivity of the
protocol. That is, if an intermediate stage in a long corridor cannot provide throughput
gains even if adapting the parameters of the PHY in use, it can now switch to a different
PHY and thus avoid becoming a bottleneck in the end-to-end corridor. For our experiments,
this translates into corridors resorting to OFDMA for most of the stages but still being
able to exploit beneficial channel conditions for IA. Hence, stage mechanisms can be
categorized according to whether they are suitable for a broad range of scenarios, such as
OFDMA, or only for very specific situations, such as IA. Nodes participating in a stage must
implement at least one broad stage mechanism, but may additionally include specific
stage mechanisms to fully exploit the capacity of the channel in particular situations.
7.3 summary
In this chapter, we evaluate our Corridor-based Routing system as a whole. That is, we
consider all of its components that we introduce in earlier chapters, namely, corridor
construction, the SL stage mechanism, the OFDMA stage mechanism, and the IA stage
mechanism. To this end, we implement Corridor-based Routing on WARP Drive, which is
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a framework that builds on WARPLab to enable rapid prototyping of cross-layer protocols
for wireless multi-hop networks on the WARP SDR platform. WARPLab is a reference
design for WARP that allows flexible design of PHY prototypes in Matlab. It processes data
offline and thus does not allow for the interactivity required by the LNK and the NET.
WARP Drive avoids this limitation by using a “virtual timeline” to model the behavior of
a real-time implementation using event-driven programming. Additionally, we present a
modular network stack that enables protocols to span multiple layers, a modular interface
for WARPLab that allows high flexibility regarding testbed configuration, and a seamless
switch from practical to simulation results on the same code basis.
For our implementation on WARP Drive, we introduce a decision engine. The decision
engine is a component which chooses for the current stage the stage mechanism out of
SL, IA, and OFDMA that minimizes the transmission time. As an input, it uses the resource
allocation that each stage mechanism would use for the current stage, and the amount
of data that each transmitter needs to transmit. In our experiments, we compare the
throughput performance of a corridor that can switch among OFDMA and IA to (a) a
corridor that only uses OFDMA, and (b) a traditional forwarding baseline using SL. We
observe that, compared to (a), our corridor achieves roughly 10% throughput gain for
the stages where IA is beneficial. Compared to (b), stages using IA achieve about 25%
gain on average, and up to 40% gain for the beneficial cases. Moreover, we evaluate the
reliability of our decision engine, that is, whether the engine chooses the most suitable
stage mechanism for each case. While our decision engine chooses the correct stage
mechanism in most cases, sometimes it incurs significant throughput losses due to wrong
decisions. To improve this, future work on the decision engine must (a) improve the
estimation of the transmission time for IA, and (b) take into account the cases where a
transmitter cannot fully exploit its resources, and thus wastes capacity.
Part III
D I S C U S S I O N
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D I S C U S S I O N A N D O U T L O O K
Designing advanced PHYs for WMNs involves not only the PHY but also the LNK and the
NET. As a result, our Corridor-based Routing architecture must deal with issues on all
three layers. In earlier chapters, we introduce a design which realizes this architecture
at the PHY, LNK, and NET. In Section 8.1, we discuss the insights that we gain from this
design, and in Section 8.2, we point to future work that can build on it.
8.1 discussion
The sum of our results in previous chapters illustrates the characteristics of Corridor-
based Routing. In the following, we work out these characteristics, and use them to
deduce the fundamental properties of corridors. More precisely, we discuss our insights
on five essential topics. First, we focus on the throughput gains that our stage mechanisms
can achieve. Second, we highlight the importance of performance estimation in order
to choose the correct PHY for each stage. Third, we go a step further into that direction,
and delve into the details of resource selection. Fourth, we draw conclusions on the
compatibility of our stage mechanisms both with different types of stages, and among
each other. Finally, we present guidelines on the impact of the length and width of a
corridor. Table 8.1 gives an overview on our insights on these five topics.
8.1.1 Throughput Gains
At the NET, our experiments show that Corridor-based Routing can yield throughput
gains up to 2× compared to traditional hop-by-hop forwarding. However, the PHYs that
we use for our stage mechanisms only provide a much smaller gain. In particular, at
typical indoor SNRs, both IA and OFDMA result in roughly 30% PHY throughput gain,
as shown in Table 8.1. The reason for this significant throughput gain difference at the
PHY compared to the NET is the operation of the LNK. The LNK ensures that a receiver
can successfully decode the data that a transmitter transmits via a wireless link. To this
end, the LNK uses discrete-rate or rateless codes. Either way, this coding translates the
continuous channel quality at the PHY into gradual quality steps at the LNK. For discrete-
rate codes, this refers to individual MCSs. Although rateless codes such as Strider are
more fine-granular, they ultimately also transmit a discrete number of encoded batches.
Such quality steps result in thresholds which may multiply PHY throughput gains. For
instance, allocating a subchannel in an OFDMA stage to a link which provides a slight
improvement in channel conditions may cause the SNR to pass such a threshold. If this
causes the subchannel to require only two instead of three Strider batches to convey
a packet at the receiver, we achieve a 50% throughput gain, albeit the gain at the PHY
may be much smaller. In other words, moderate gains at the PHY may have a significant
impact at the NET. For Corridor-based Routing, this means that corridors do not need
to be wide to provide large gains, which in turn reduces the construction, maintenance,
and coordination effort in terms of communication overhead. The overhead itself has
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Characteristic SL OFDMA IA
Throughput Gains
PHY throughput gain Marginal ≈ 30% Up to 33%
NET throughput gain Marginal Up to 2× Up to 1.5×











Dependence on traffic None Medium Very high
Resource Selection
Computational overhead Very low Low Very high




Generality Medium High Very low
Stage Compatibility
Allows for stages with m 6= n Yes Yes Yes if m,n > 3
Compatibility to other stage
mechanisms
Very high High High
Compatibility to PHY stage
characteristics
Very high Very high Medium
Synchronization
requirements
Very low Medium Very high
Impact of using same coding
on all OFDM subcarriers
Low/Medium1 High/Medium2 Very high
Dependence on CSI Low Medium Very high
Corridor Length and Width
Most suitable stage width 1 2 4
Maximum meaningful stage
width for additional gains
1 4 4
Impact of corridor length as a
single stage mechanism
Very low Medium Extremely high
Impact of corridor length in
combination with other PHYs
Very low Medium Medium
Table 8.1: Overview on insights from our experimental results.
1 The impact depends on the frequency selectivity of the channel—the higher, the more impact.
2 Impact is medium if OFDMA mitigates deep fades. Otherwise, the impact is high.
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again a direct influence on the throughput gain. Hence, to achieve a large throughput,
we conclude that Corridor-based Routing should only provide spatial diversity at stages
where it actually becomes meaningful. This kills two birds with one stone—first, we
provide PHY gains at the stages which are at the edge of the aforementioned thresholds,
and second, we minimize the communication overhead by limiting the stage width.
The impact of the communication overhead on the throughput gain is directly related
to the coherence time (c.f. Section 3.2.1.5). For indoor scenarios, our experiments show
that all of the three stage mechanism that we present result in a reasonable but different
overhead impact. In particular, SL causes very low communication overhead since it
only requires per-link SNR feedback, whereas OFDMA and IA result in medium and high
overhead, respectively, due to CSI feedback. In contrast, we expect outdoor scenarios to
result in a smaller coherence time, and thus pose a challenge to stage mechanisms such as
IA. However, such scenarios could benefit from stage mechanisms based on opportunistic
PHY techniques (c.f. Chapter 2). Still, our current realization of the Corridor-based Routing
architecture is tailored to indoor environments.
8.1.2 Performance Estimation
The fundamental technique that allows Corridor-based Routing to achieve the above
throughput gains is performance estimation. In particular, it must estimate the perfor-
mance of each available stage mechanism with each possible resource allocation, and
choose the best one. We can capture this performance with a number of metrics, such
as SNR, EVM, or the amplitude of the channel coefficients |H|. However, our experiments
show that the most relevant metric is the stage transmission time. That is, the amount
of time a stage needs to deliver all the data available at the transmitters to the receivers.
Ultimately, the sum of the transmission times of all stages is the actual factor which
determines the end-to-end throughput. In contrast, choosing resource allocations that
minimize the EVM, or maximize |H|, is less meaningful due to the performance thresholds
that we discuss in Section 8.1.1. For instance, a resource allocation that achieves a large
EVM reduction compared to an SL baseline may achieve zero gain if, as a result, none of
the resources exceeds such a threshold. While an EVM metric captures this erroneously
as a large improvement, a transmission time metric reflects that the resource allocation
does not provide any benefit. However, in practice, estimating the transmission time
proves challenging, and may undermine the throughput gain entirely. As discussed
in Section 4.2.3.1, the impact is particularly evident on mechanisms that operate on a
per-subchannel basis, such as OFDMA and IA. All in all, we conclude from our results that
accurate transmission time estimation is crucial for Corridor-based Routing.
Our design estimates transmission times based on (a) the amount of data at each
node, and (b) the resource allocation that a certain stage mechanism achieves for the
current CSI. In particular, we compute the amount of packet segments per time unit that
each transmitter can transmit for the given resource allocation. Using (a), this allows
us to deduce the transmission time for each node. The stage transmission time is the
maximum of all node transmission times. However, this does not take into account how
the individual nodes schedule each packet segment on their resources. Our measurements
show that, as a result of this last step, nodes often cannot fully exploit their resources,
which may have a significant impact on the actual throughput. Even assuming perfect
transmission time estimation and the same amount of data at each transmitter, the impact
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of scheduling is particularly large for OFDMA and IA, as well as SL when it uses per-
subchannel scheduling. The key problem is that each subchannel may require a different
number of batches to convey a packet segment, which results in inefficiencies such as the
checkerboard area in Figure 5.10. For IA, this becomes even more challenging because the
subcarrier triplets that the allocation mechanism assigns to one node actually affect three
nodes. More precisely, the limiting factor is that the allocation mechanism chooses the
resource combination for a certain subcarrier triplet based on the channel conditions of
the node which limits the stage transmission time only, instead of considering the channel
conditions of all three nodes that can use the given resource combination. As a result, the
two nodes that the allocation mechanism does not consider may experience poor channel
conditions. Hence, the scheduling mechanism may abstain from scheduling any packet
segments at all for those two nodes on that subcarrier triplet since the cost outweighs the
benefit. In other words, the checkerboard area as in Figure 5.10 may become very large.
The potentially uneven distribution of data at the transmitters of a stage also has an
impact on performance in terms of transmission time. Thus, performance estimation
must take it into account. Even if we assume that all stage links exhibit a similar link
quality, the throughput of OFDMA and IA depends on the data distribution. For OFDMA, an
uneven data distribution impacts performance because each node can only use an integer
fraction of the available subchannels. Hence, the allocation mechanism cannot assign
to each node an amount of resources exactly proportional to the amount of data that it
needs to transmit. As a result, some transmitters finish transmitting earlier than others,
which translates into idle subchannels and resource wastage. This issue becomes even
more challenging if we take into account that, in practice, each link typically experiences
a different channel quality. Further, for IA, data distribution plays a fundamental role
since, by design, IA stages include one link that can transmit more data than the others.
Moreover, each resource combination affects three transmitters, as discussed above. Hence,
allocating to each node an amount of resources proportional to the data that it needs to
transmit is significantly more difficult than for OFDMA. For instance, as a by-product of
allocating a resource triplet to a certain transmitter, the allocation mechanism may assign
a double capacity link to a node which barely has any data to transmit. In such a case,
the double capacity link is underused, and again results in resource wastage. In contrast,
for SL, the impact of the amount of data at each transmitter is virtually zero since nodes
transmit sequentially. Specifically, if all links are similar, the overall stage transmission
time is constant for any distribution—the distribution itself only affects the amount of
time that each transmitter transmits.
8.1.3 Resource Selection
The above performance estimation allows Corridor-based Routing to select among
different resource allocations for SL, OFDMA, and IA. Our implementation shows that this
selection incurs a certain computational overhead. For SL in best link mode, the overhead
is minimal since SL only needs to choose among m ·n links. While the resource diversity
is larger for OFDMA, the resulting computational overhead is still low. In particular, for
802.11-like PHY parameters and a stage of width four, OFDMA only needs to choose
one of the 4 · 4 links for each of the 16 subchannels. That is, OFDMA must estimate the
performance of 4 · 4 · 16 = 256 resource allocations. In contrast, Section 6.2.2.1 shows that
the amount of resource combinations that IA must estimate to find a suitable selection in
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a similar scenario is 4608 when using our IA heuristics. Hence, the resource diversity of
IA is an order of magnitude larger than for OFDMA. Without the aforementioned heuristic,
the number of resource combinations exceeds several millions. Moreover, computing the
noise impact for IA according to Section 6.1.3.1 incurs a significantly larger computational
overhead than for OFDMA, since IA must obtain the precoding vectors for each resource
combination, whereas OFDMA only compares CSI values.
The diversity resulting from resource selection determines the robustness of a stage
mechanism. In this context, we define robustness as the capability of a stage mechanism
to transport data successfully across a stage with arbitrary CSI. Essentially, the more
resource allocations a stage mechanism can choose out of, the higher the probability that
it finds a working one is. Our experiments validate that, as expected, the robustness of
OFDMA is larger than the one of SL. However, for IA we observe a different behavior at the
PHY than at the NET. At the PHY, the large number of resource combinations out of which
IA can choose result in a robust operation, as we show in Section 6.1.5.4. However, at the
NET, the impact of the scheduling inefficiencies that we discuss in Section 8.1.2 results
in IA only performing well for a limited range of situations in terms of CSI and traffic
conditions. In particular, our measurements show that certain CSI conditions hinder a
reliable transmission time estimation, as we discuss in Chapter 6. Hence, the robustness
of IA at the NET is limited. This translates directly into the generality of each of our stage
mechanisms—that is, the probability that a mechanism is suitable for an arbitrary stage.
While OFDMA can operate on most stages, IA is very selective. We initially expected SL
to be a basic stage mechanism that Corridor-based Routing could resort to if no other
PHY could operate. However, our practical experiments show that SL is less general than
OFDMA since it cannot avoid deep fades. All in all, we conclude that no PHY mechanism
fits all stages. In other words, each PHY is most suitable for a different set of situations.
Our results show that the key to achieving large throughput gains is choosing the best
stage mechanism and allocation for each case. This includes transitioning among such
resource selections both in time and space. That is, adapting the selection within a
stage according to CSI fluctuations in time, and across different stages according to CSI
variations in different spatial environments.
8.1.4 Stage Compatibility
The profiles of our three stage mechanisms are, in general, highly flexible. Table 8.1
includes an overview on their main characteristics. Most remarkably, all our stage
mechanisms are compatible to each other. Moreover, the requirements of both SL and
OFDMA regarding stage properties such as stage shape, coherence time, and coherence
bandwidth are low. In contrast, IA requires at least a stage width of three, and a longer
coherence time to compensate for the stage maintenance overhead. Altogether, Table 8.1
highlights the trend of increasing requirements—and thus decreasing stage compatibility—
for SL, OFDMA, and IA, in that order.
At the LNK, our experiments show that per-subchannel coding influences significantly
the performance of a stage mechanism. Ultimately, this may limit the compatibility
of a stage mechanism to a certain stage since, without such coding, deep fades on
individual subcarriers may result in persistent transmission errors. The influence of
per-subchannel coding depends on (a) the stage mechanism, and (b) the frequency
selectiveness of the channel. For SL, the relation is evident since the influence of per-
164 discussion and outlook
subchannel coding increases proportionally to the frequency selectiveness—the higher,
the more beneficial per-subchannel coding for SL is. For OFDMA we observe a more
complex behavior. If the stage links are highly frequency selective, OFDMA avoids deep
fades and thus contributes to a more flat-fading behavior of the subchannels. In that
case, the impact of per-subchannel coding is limited since most subchannels allow for a
similar MCS. However, if the performance of some stage links is significantly better than
the average link quality in a certain stage, the channel conditions of the resulting OFDMA
subchannel allocation may be highly diverse. In that case, not using per-subchannel
coding results in resource wastage, and thus has a high impact. In Figure 5.7b, we
observe such an effect for subcarriers 27 to 40. Finally, for IA, we expect the impact of
not using per-subchannel coding to be particularly large. The reason is that the SNRs of
the IA streams are highly heterogeneous due to the different noise augmentation that
each stream experiences as a result of IA decoding. In our IA single-hop experiments
in Section 6.1.5.4, we choose the resource combination which minimizes the overall
noise impact. In that case, using homogeneous per-subchannel coding proved to be still
efficient. However, our IA stage mechanism in Section 6.2 minimizes the individual node
transmission times, and may thus incur the aforementioned heterogeneous stream SNRs.
Hence, we deduce that using individual coding for each stream on each subchannel is
crucial for our IA stage mechanism. All in all, using per-subchannel coding improves the
compatibility of a stage mechanism to a particular stage.
8.1.5 Corridor Length and Width
Finally, we discuss our insights on the width and length of corridors. Regarding the
former, we observe that each of our stage mechanisms performs best for a different
stage width. For SL, our results suggest that the difference between the fixed, random,
and best link modes is marginal. Most probably, the reason for this behavior is that we
only compare the average SNR of each link, which may be similar for links both with
and without individual deep fades. To improve this, receivers would need to send per-
subchannel feedback to the transmitters, thus incurring a higher overhead. Still, for our
current SL realization, a wider stage does not provide large benefits. Hence, we conclude
that the most suitable stage width for SL is one, that is, no selection at all, since it does not
incur any overhead. As a result, this is also the maximum meaningful stage width, which
is to say that, while SL can operate also on larger stages, the improvement is marginal.
For OFDMA, both our theoretical analysis and our practical testbed measurements show
that we achieve the largest throughput gain improvement for a stage width of two.
For wider stages, we achieve meaningful additional gains up to a stage width of four.
However, this incurs further overhead and, in turn, only provides relatively small gain
improvements. Thus, we conclude that the most suitable stage width for OFDMA is two.
Finally, IA performs best for a stage width of four since this allows for node selection
within the stage. Our IA stage mechanism can also operate on wider stages, but we
expect the computational overhead required to evaluate all of the resulting resource
combinations to become prohibitively large. Therefore, a stage width of four is also the
maximum meaningful width—while wider stages may achieve a higher throughput, the
time required to compute the resource allocation may undermine the gains. Altogether,
we conclude that the intended width parameter w of corridor construction should be set
to, at most, four. Larger values are (a) hard to achieve, and (b) often unprofitable.
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Regarding the length of corridors, we observe that stage mechanisms fall into two
categories. Namely, mechanisms that can operate individually in a multi-stage corridor,
and mechanisms which Corridor-based Routing must combine with other PHYs to achieve
good results. SL and OFDMA fall in the former category, and IA in the latter. Concretely, for
SL, the length of the corridor has a limited impact since SL repeats the same forwarding
process at each stage. In contrast, OFDMA has a stronger dependence on previous stages
because it splits and merges packet segments. The problem is that the forwarding process
at previous stages may result in an inconvenient distribution of data at the current stage.
In the worst case, a node with poor outgoing links may receive a large amount of packet
segments, resulting in a bottleneck. On average, such cases compensate with particularly
beneficial cases, and thus the overall impact of the corridor length on OFDMA is medium.
Next, for IA, corridors with multiple consecutive IA stages become highly challenging.
The reason is its strong dependence on traffic that we discuss in Section 8.1.2, which
directly results in an extremely high corridor length impact. Basically, the beneficial
situations for IA in terms of CSI and traffic conditions are very limited. Hence, the longer
the corridor, the more difficult it is that we achieve such conditions at each IA stage.
However, our results show that Corridor-based Routing can mitigate this limitation by
allowing for both IA and OFDMA, and resorting to OFDMA when IA performs poorly.
In general, the more the performance of a stage mechanism depends on the distribution
of data at the transmitters, the larger the impact of corridor length is. Reference [50]
addresses similar issues by allowing for multi-hop control data. For Corridor-based
Routing, this would translate into inter-stage coordination. Essentially, each stage would
provide coarse information to previous stages regarding the channel conditions of each
link. As a result, previous stages could select resource allocations which do not result in
inconvenient data distributions at any stage. However, this causes additional overhead.
Hence, such an approach would need to adjust the detail of the CSI that stages exchange
via inter-stage coordination to find a suitable trade-off. An alternative approach to limit
the impact of corridor length is to allow for a large amount of different stage mechanisms
that virtually cover the entire spectrum of potential CSI and traffic conditions at a stage.
In other words, a stage would always find a beneficial stage mechanism and resource
allocation for any situation. As a result, inter-stage coordination would be unnecessary,
and Corridor-based Routing could operate in a fully localized manner. Increasing the
number of stage mechanisms for our implementation is part of future work.
8.2 outlook
Future work on Corridor-based Routing includes both (a) additional components, and (b)
extensions of our current design. The former adds new functionalities that build on the
corridor architecture, while the latter further improves the mechanisms that we discuss
in earlier chapters. In the following, we give an outlook on both dimensions (a) and (b)
for stage mechanisms as well as for corridor construction.
8.2.1 Stage Mechanisms
Figure 8.1a depicts our current stage mechanisms and suggests future directions. On
the horizontal axis, we show the level of detail of the implementation of each stage
mechanism, while the vertical axis represents further stage mechanism designs. The
























































































(b) Future work on corridors.
Figure 8.1: Overview on future work. The diagrams show our current Corridor-based Routing
realization, and give an outlook on extensions in terms of design and implementation.
shaded areas refer to the PHYs included in our current realization of Corridor-based
Routing. For both IA and OFDMA we present a design which adapts them to corridors, and
a practical prototype implementation on SDRs. For SL, we are one step closer to a real-time
implementation since the WARP Project provides reference designs that implement OFDM
on the WARP FPGA. Still, we do not use them yet for Corridor-based Routing.
On the horizontal axis in Figure 8.1a, future work includes implementing our SL,
OFDMA, and IA stage mechanisms in real-time. This would avoid the delays that our
current WARPLab implementation incurs. As a result, this would allow us to measure the
actual throughput that our stage mechanisms achieve, instead of resorting to extrapola-
tions. Further, a real-time implementation opens the door to evaluating the responsiveness
of a corridor stage to changes in CSI. For instance, one potential experiment would be
to capture the impact of a human physically walking between the transmitters and the
receivers of a stage. As the CSI changes, the stage mechanism would adapt its allocation,
and thus most probably achieve a roughly constant throughput. In contrast, the through-
put of a PHY mechanism which cannot adapt, such as SL in fixed link mode, would drop
significantly when the movement momentarily causes deep fades. Moreover, in a further
step in the same direction, future work includes full wireless synchronization among
transmitters both in time and frequency. To this end, we could embed approaches such
as AirSynch [10] into the design of our stage mechanisms, as well as the synchronization
mechanism we present in Section 5.2.2.4. In both cases, the challenge lies in the integra-
tion with the corridor architecture, since the synchronization techniques themselves exist.
Further, a fundamental part of future work deals with extending the design of our three
stage mechanisms to improve their performance based on the insights that we gain from
our practical experiments. For example, this includes identifying potentially unstable CSI
conditions (c.f. Section 6.4.2.1), and taking into account the impact of segment scheduling
when estimating the performance of a stage mechanism. As a result, the accuracy of the
decision engine would increase. This is crucial to mitigate the impact of the non-beneficial
cases that we observe in our current results. To address the inefficiency of the scheduler
itself, improved versions of our scheduling algorithm could exploit idle slots to transmit
control data and thus reduce the impact of overhead. Moreover, idle slots could also
accommodate data from other nearby corridors (c.f. Section 8.2.2).
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On the vertical axis in Figure 8.1a, we show new potential stage mechanisms for
Corridor-based Routing. A large number of the techniques that we survey in Chapter 2
are suitable to become stage mechanisms. For instance, a technique inspired by PNC, and
based on the collision-resilient characteristics of Strider, could allow for collisions within
a stage. Although the LNK would require more Strider batches to convey collided packets,
no transmitted batch would be in vain, and Strider would still decode data correctly.
In combination with OFDMA, this simplifies resource allocation significantly. Essentially,
each transmitter can select the subchannels it prefers without intra-stage coordination.
While this means that two transmitters may select the same subchannel, the collision is
uncritical since Strider can deduce the original packets at the cost of more Strider batches.
Such a design would reduce the overhead of our current OFDMA stage mechanism to a
large extent. Further, other stage mechanisms could, for example, build on techniques
that use intermediate nodes to relay soft information [169]. Such an approach assumes
that an individual node lies between the transmitters and the receivers, and helps them
to forward information. In particular, even if the intermediate node cannot decode data,
it can forward soft information that the receivers can combine with their own received
signals to decode data successfully. In order to use such a stage mechanism, the nodes
of a stage could listen for beacons from nearby nodes to find a potential relay, even if it
is not part of the corridor. Alternatively, the corridor construction protocol itself could
actively build stages with an intermediate relay. Stage mechanisms that use relays would
include this as part of their profile. This would allow stage maintenance to identify them
as potential PHYs for stages with relays. All in all, we conclude that future work on the
vertical axis in Figure 8.1a is substantial since a large number of advanced PHY techniques
are suitable to become stage mechanisms.
8.2.2 Corridor Construction
Future work on corridor construction also allows for approaches along the two afore-
mentioned dimensions, as shown in Figure 8.1b. Our current design includes corridor
construction itself, as well as support for widening and narrowing stages, in addition
to stages of constant width. Along the horizontal axis in Figure 8.1b, we can extend our
corridor construction protocol to include the cross-layer optimizations that we suggest in
Section 3.1.2.1. Essentially, instead of using only topological criteria to choose the nodes
of each stage, the corridor construction protocol could also take into account criteria
which are beneficial for a particular stage mechanism. To evaluate this, future work
could build on a WARPLab prototype similar to ours. However, the analysis of further
extensions of our corridor construction protocol may require a real-time implementation
on the WARP FPGA. For instance, this would allow us to evaluate the impact of node
mobility on the performance of corridors. In particular, we could measure for different
levels of node mobility whether we reach the turning point from which on the overhead
for building the corridor pays off. Moreover, in combination with the local repair feature
that we show on the vertical axis in Figure 8.1b, we could observe whether the corridor
continues operating correctly after physically removing one corridor node. Basically, the
local repair feature rearranges stages if a stage node becomes unreachable, that is, if
the remaining stage nodes do not receive any beacon messages from it for a given time
interval. To this end, the corridor locally rebuilds the stage using a similar algorithm to
the one that we present in Section 3.2.2.1.
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(a) Corridor intersection. (b) Corridor overlapping.
Figure 8.2: Advanced corridor stages for scenarios with multiple corridors.
Moreover, future work on corridor construction also includes new mechanisms, which
we represent on the vertical axis in Figure 8.1b. In particular, a crucial issue is the support
for multiple simultaneous corridors, since WMNs typically forward data from multiple
pairs of communicating nodes at the same time. As long as the corridors operate in
different network areas, Corridor-based Routing can use our current design. However, if
corridors are close to each other, we need specific solutions to deal with intersections.
In particular, nodes may be part of two corridors simultaneously, and intersections
may result in bottlenecks. Figure 8.2a depicts an example of a basic intersection. The
continuous lines represent the links that the horizontal corridor uses, whereas the dashed
lines refer to the vertical corridor. Moreover, the thick lines are the links which both
corridors use. These links fall into two categories, namely, (a) links which both corridors
use in the same direction, and (b) links which the corridors use in opposite directions.
Links belong to (a) or (b) depending on the direction in which data flows in each corridor.
However, corridors may exploit the particularities of intersections at the PHY to avoid
bottlenecks, and even achieve gains. For instance, for links falling into category (b), nodes
could use two-way relaying as in PNC (c.f. Chapter 2).
Figure 8.2b shows the overlapping of two corridors. While such a scenario may occur
naturally, the corridor construction protocol may also induce it on purpose to exploit
potential throughput gains. For example, if the individual corridors are forwarding data in
opposite directions, such an overlapping may benefit from PNC. However, we expect that
inducing a corridor overlapping incurs additional costs in terms of construction overhead.
Hence, the corridor construction protocol must decide whether the potential throughput
gain of the corridor overlapping compensates for the additional overhead. In turn, this
may depend on the width and length of the overlapping corridor segment, resulting
in a complex optimization problem. Future work includes designing algorithms that
can take such decisions reliably. Further, corridors must support joining and splitting—
the thick lines in Figure 8.2b show the corridor stages involved in both processes. The
challenge lies in the operation of the nodes at the vertexes of the triangle stages since
they are part of multiple corridors. All in all, we suspect that building intersecting and
overlapping corridors may result in a large overhead. Hence, a further direction for
corridor construction is to use mechanisms such as Sparkle [168], which exploit the
capture effect to find corridor-like structures in a lightweight manner.
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8.2.3 Summary
Our above discussion on future work shows that Corridor-based Routing is highly
modular, and thus allows for a large number of extensions. This highlights that the
concept underlying corridors goes far beyond a traditional WMN routing protocol. In this
work, we show that Corridor-based Routing is practical, and that it provides significant
benefits in terms of throughput, robustness, and adaptivity. Future work includes new
stage mechanisms, as well as support for multiple corridors. We expect such work
to achieve motivating and interesting insights on the three cornerstone principles of
Corridor-based Routing, which are as follows.
1. Divide and Conquer. Divide WMNs into groups of nodes which cooperate at the
timescale of the PHY within groups, and at the timescale of the NET among groups.
2. Spatial Diversity. Exploit the individual antennas of WMN nodes to achieve spatial
diversity via cooperation, and thus allow for advanced PHY techniques.
3. Adaptivity. Allow nodes to (a) adapt PHY parameters, and (b) switch among PHYs
according to CSI and traffic conditions to sustain high performance in any situation.
We conclude that the above principles, together with the experimental insights that we
discuss in this chapter, are a good starting point for the design of future practical WMNs.
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C O N C L U S I O N S
In this work, we present Corridor-based Routing, which is a cross-layer routing paradigm
that enables advanced PHYs in WMNs. Our goal is to improve the practical performance
of WMNs in terms of throughput, robustness, and scalability. The performance of WMNs is
often limited because the underlying PHY cannot exploit the time, frequency, and spatial
diversity of the wireless medium. Corridor-based Routing addresses this issue, and thus
opens the door to state-of-the-art PHYs in WMNs. In particular, corridors widen traditional
WMN paths in order to span multiple nodes at each hop. As a result, a hop involves a
group of m transmitting nodes that cooperate at the PHY to forward data to a group of n
receiving nodes. Two subsequent and fully connected groups of nodes form a corridor
stage with m ·n links. Such a topology matches the requirements of many advanced PHYs,
and thus mitigates the limitations of WMNs. First, the m ·n links of each stage provide
spatial diversity, which is the key to many PHY techniques such as OFDMA, IA, and MIMO.
Second, all nodes involved in a transmission are part of the same stage, and are thus
direct neighbors. Hence, the WMN does not need to disseminate CSI over multiple hops,
which typically carries a prohibitive cost. Finally, each stage of a corridor may use a
different PHY. As a result, the corridor can adapt with high flexibility to the particular
characteristics of the physical environment in which a stage operates.
We design a corridor construction protocol which builds corridors of a certain intended
width using a combination of geographical and topological routing techniques. The
protocol ensures that each stage is fully connected. However, it may need to narrow
the corridor in sparse network areas. We observe that the control overhead that our
protocol incurs pays off as long as (a) we can use the resulting corridor for multiple data
packets, and (b) we use a PHY which provides end-to-end throughput gains. Essentially,
the throughput gains compensate for the initial overhead after a certain number of data
packets. This number depends on both the throughput gain of the PHY in use, and the
network density. For our case, we reach the turning point after at most 16 packets.
Further, we implement two PHYs for Corridor-based Routing, namely, OFDMA and IA.
OFDMA divides the available bandwidth into subchannels, and allows the transmitters of
a stage to share them. The key benefit is that each link of a stage experiences different
channel conditions on each subchannel due to spatial diversity. Hence, OFDMA can
allocate each subchannel to a link for which it experiences good channel conditions,
and thus improve the overall channel quality of the stage. The main challenges are (a)
providing timely CSI feedback, and (b) finding suitable subchannel allocations. Regarding
(a), our measurements show that one-bit feedback per subchannel is sufficient to avoid
links with poor channel conditions. Hence, the resulting overhead is minimal. For (b), we
propose an allocation algorithm which takes into account both the CSI, and the amount
of data that each transmitter needs to transmit. Our results show that the later is crucial
to avoid bottlenecks, as well as underused resources. We implement our OFDMA PHY for
Corridor-based Routing on a practical SDR testbed, and in simulation. For both cases, we
achieve roughly 30% average throughput gain compared to a WMN not using corridors.
Moreover, we observe that OFDMA corridors do not need to be wide to yield large gains.
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More precisely, we achieve gains close to the maximum already for a corridor of width
two. Further, OFDMA provides robust communication in scenarios where traditional
forwarding cannot operate due to deep fades. Still, we find that not all CSI and traffic
conditions are beneficial for OFDMA stages. This motivates our above Corridor-based
Routing design, which allows corridors to switch among different PHYs at each stage.
Our second PHY for Corridor-based Routing is IA in the frequency domain. In particular,
we consider a scenario with three transmitters and three receivers. IA enables one of the
transmitters to transmit two data symbols on one subchannel. Hence, the transmitters can
send overall four data symbols on three subchannels, that is, they achieve a theoretical
throughput gain of 33%. However, our practical measurements show that the decod-
ing process at each receiver occasionally augments noise significantly, and thus often
undermines the gains of IA entirely. We observe that the noise augmentation depends
on which transmitters communicate with which receivers using which subchannels.
Hence, we propose a solution that estimates the noise augmentation for all potential
resource selections within a stage, and selects the most beneficial one. Still, this results in
a computational challenge since the number of possible resource allocations is extremely
large. To solve this, we use heuristics, which reduce the search space by exploiting the
characteristics of the wireless medium. Using this design, which is suitable both for
corridors as well as for infrastructure-based networks, we present the first practical
frequency IA system. Our evaluation on our SDR testbed shows that our approach avoids
noise augmentation efficiently, and absorbs channel fluctuations, hence improving the
robustness of IA. We observe that IA is beneficial for a specific set of CSI and traffic
conditions only. In comparison to OFDMA, the beneficial set of IA is more limited. Still, in
comparison to a system not using corridors, we achieve about 25% average throughput
gain for the beneficial scenarios, and up to 1.5× gain in the best cases. Our maximum
throughput gains at the NET are larger than at the PHY due to the multiplying effect of
coding techniques. Basically, a small gain at the PHY can have a large impact at the NET if
it allows a transmitter to switch to the next higher MCS. Moreover, our results show that
IA achieves roughly 10% throughput gain compared to OFDMA in selected situations.
Finally, we bring together our corridor construction scheme, OFDMA, and IA to a
complete Corridor-based Routing system. Additionally, we include a decision engine,
that is, a component which decides for each stage which PHY to use. We implement our
system on a framework which allows for both practical and simulation experiments. Our
results show that, as expected, the decision engine chooses IA in few cases only, and
resorts to OFDMA otherwise. We observe that the impact of packet scheduling is crucial.
In particular, our decision engine chooses the PHY for a stage based on the resource
allocation of OFDMA and IA. Still, scheduling inefficiencies resulting from, e.g., inaccurate
MCS selections may result in a worse performance than the resource allocation suggests.
All in all, we conclude that Corridor-based Routing can (a) work correctly as a system,
and (b) provide throughput gains in line with our results for each individual PHY.
The Corridor-based Routing architecture is highly extensible. Future work includes (a)
additional features, and (b) improvements on our current realization. Regarding (a), we
propose new stage mechanisms based on, e.g., PNC. Moreover, we sketch the operation
of multiple simultaneous corridors. For (b), we suggest further improving the accuracy
of our MCS selection, and the efficiency of our schedulers. Altogether, we expect that
the principles underlying the corridor concept and the insights that we gain from our
experiments serve as a good starting point for the design of future practical WMNs.
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Part IV
A P P E N D I X

A
WA R P D R I V E PA R A M E T E R S
Table A.1 summarizes the default parameters for our experiments using WARP Drive, if
not stated otherwise in the description of the individual experiments.
Parameter Value
Upper Layers
Data packet size 125 kBit
Number of data packets per connection 3
Network Layer
Minimum SNR of corridor links 10 dB
Corridor width w ∈ [2, 3, 4]
Network size in simulations ≈ 50 nodes
Network size in practical experiments ≈ 20 nodes
Link Layer
Maximum number of retransmissions 5
Discrete-rate bits per symbol (BPS) BPS ∈ [1, 2, 4, 6, 8]
Discrete-rate coding rates 1/2, 2/3, 3/4, 5/6
Rateless batch size 33
Rateless bits per data packet 362 bits
Rateless number of batches 27




Subcarrier spacing 312.5 kHz
Subchannel width 3 subcarriers
CP size 25%
Number of OFDM pilot symbols per frame 10
Codebook size 16 entries
Channel and SDR Characteristics
WARP buffer size 215 samples
WARP sampling rate 40 MHz
Channel bandwidth 18 MHz
Coherence time for throughput computation 45 ms
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