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* Bank of Italy, Economic Research Department 
+ Cambridge University, Faculty of Economics 1 Introduction1
The question of whether a time series exhibits a trend is an important one. In
other words, does the series show a persistent upward or downward movement
over time that can be extrapolated into the future? If no trend is present,
￿rst di⁄erences of the series have zero mean and a time series model will have
an eventual forecast function for the level that is constant.
The main issues are best understood by considering a model that specif-
ically contains a stochastic trend, namely
yt = ￿t + ￿t; t = 1;:::;T (1)
￿t = ￿t￿1 + ￿t￿1 + ￿t; ￿t ￿ NID(0;￿
2
￿); (2)
￿t = ￿t￿1 + ￿t; ￿t ￿ NID(0;￿
2
￿); (3)
where ￿t is the level of the trend, ￿t is the slope, ￿t is a zero mean Gaussian
stationary component and the notation NID(0;￿2) denotes normally and
independently distributed with mean zero and variance ￿2. If both variances
￿2
￿ and ￿2
￿ are zero, the trend is deterministic. When only ￿2
￿ is zero, the slope
is ￿xed and the trend reduces to a random walk with drift. Allowing ￿2
￿ to
be positive, but setting ￿2
￿ to zero gives an integrated random walk (IRW)
trend, which when estimated tends to be relatively smooth. For all variants
of the model, the eventual forecast function is a linear trend with slope bT;
where bT is the estimator of ￿T.
Most of the literature has focussed on models with a deterministic slope,
that is ￿2
￿ = 0; and has investigated tests of the null hypothesis that this slope,
￿; is zero. If the notion of a stochastic slope is entertained, the question is
whether or not to include this component, ￿t; in the model. More formally
the joint hypothesis to be tested is H0 : ￿0 = 0 and ￿2
￿ = 0:
Testing may be carried out nonparametrically or by ￿tting a model. When
an unobserved components, or structural time series model (STM), is used,
1Earlier version of this paper were presented at the Frontiers in Time Series Analysis
meeting in Olbia, the NSF/NBER Time Series conference in Heidelberg and the conference
on Unit root and Cointegration Testing in Faro; we are grateful to a number of participants
for helpful comments. We would like to thank in particular Peter Phillips, Robert Taylor,
Jesus Gonzalo, Paulo Rodrigues and two anonymous referees. The views expressed here
are those of the authors, not the Bank of Italy. Andrew Harvey gratefully acknowledges
hospitality and ￿nancial support from the Bank of Italy.
3￿t and the level and slope disturbances, ￿t and ￿t, respectively, are usually
assumed to be mutually independent. If the model is estimated with a ￿xed
slope, the null hypothesis that the slope is zero may be tested using its
￿ t￿statistic￿ . We will call this test t￿(STM): If we allow for the possibility
of the slope being stochastic, a t-test may be carried out by estimating a
model and then setting ￿2
￿ to zero while ￿xing the other parameters at their
estimated values. (Since one of the variance parameters may be concentrated
out of the likelihood function and re-estimated, the other variances are ￿xed
relative to it). We will call this test t￿
￿(STM): Either way the alternative
hypothesis is the general one of permanent slope, that is a nonstationary
component that is deterministic in a limiting case. In neither case is it
necessary to assume that ￿2
￿ is positive.
The aforementioned t-tests may also be carried out within an ARIMA
framework. The tests would be essentially as in Kim et al. (2003), except
that they do not consider the possibility that it might be used against a
stochastic trend.
Testing for trend can also be approached nonparametrically. There are
a number of ways in which this may be done, but the most straightforward
possibility is to base a test on the average change - growth rate if in logarithms
- in the series, that is




￿yt = (yT ￿ y0)=T; (4)
where - to simplify notation - it is assumed that y0 is also observed. The
statistic can be regarded as a contrast between the ￿rst and last observa-
tions. The (asymptotic) distribution of b ￿ depends on whether the trend is
deterministic, integrated of order one, denoted I(1); or I(2). If the trend
is I(1); T 1=2b ￿ converges to a limiting normal distribution with variance ￿2
L;
where ￿2
L is the long-run variance of ￿yt: This suggests a nonparametric
test t￿statistic in which T 1=2b ￿ is divided by a consistent estimator of ￿L:
Unfortunately, when the trend is deterministic, there is a problem because
￿2
L = 0; the nonparametric tests proposed by Vogelsang (1998) do not su⁄er
from this problem, nor does the local-to-unit root approach of Canjels and
Watson(1997) to constructing con￿dence interval for ￿. On the other hand,
if the trend is I(2); T ￿1=2b ￿ has a limiting normal distribution. As well as
providing part of the proof that tests such as the one based on T 1=2b ￿ are con-
sistent against the alternative of a stochastic slope, this result also suggests
4the possibility of a test in which the slope is stochastic under the null.
When the trend is deterministic, V ar(b ￿) is of O(1=T 2): However, least
squares regression on a time trend yields an estimator of ￿ which converges at
a faster rate: it needs to be multiplied by T 3=2 to yield a limiting distribution.
Hence a t-test on the slope from this regression - which may be carried out
parametrically or nonparametrically depending on whether a model for ￿t is
speci￿ed - will be more powerful than a test based on b ￿.
Although the nonparametric t￿test based on T 1=2b ￿ has power against a
changing slope, the IRW trend model suggests an alternative approach based
on signal extraction whereby the average change in the series is measured by
subtracting the estimated level of the trend at the beginning from the level at
the end. We can then test the signi￿cance of the change by reference to the
root mean square error (RMSE) of the di⁄erence; see Visser and Molenaar
(1995) and Harvey (2001). When ￿2
￿ is zero, the deterministic trend model
is obtained and the test is the parametric t-test referred to at the end of the
previous paragraph. As well as providing a test as to whether a model should
include a slope, contrasting the beginning and end of a particular series is
also important for measuring how much it has actually gone up or down over
the period in question.
The IRW model o⁄ers a di⁄erent perspective on testing for trend by as-
suming that an extracted trend should be slowly changing and smooth. While
this view of the world contrasts with the ￿xed slope I(1) paradigm, it should
be noted that a simple IRW model provides the statistical rationale for the
Hodrick-Prescott ￿lter in macroeconomics and is closely related to the cubic
spline in statistics. The contrast between di⁄erent ways of modeling trend
can be illustrated by an example concerned with global warming. Figure 1
shows the global annual surface land and marine air anomalies with respect
to the 1950-79 average; see Parker et al (1995). A deterministic trend2 with
an AR(1) plus white noise stationary part, has a slope of 0.0054, while a
simple random walk plus drift with an additive irregular component gives an
estimated slope of 0.0065. An IRW trend ￿ts almost as well as a random
walk plus drift trend and does even better if the irregular is replaced by an
AR(1). The slope at the end of the series is 0.0215 and this contrasts sharply
with the estimates for the ￿xed slopes in the random walk plus drift and the
deterministic trend models. The implications for forecasting are clear from
plots of the deterministic and smooth trends. Diagnostic tests and good-
2All the models were ￿tted using the STAMP package of Koopman et al (2000).










Figure 1: Global temperature anomaly series with smooth and deterministic
trends plotted against year.
ness of ￿t statistics o⁄er no clear guidance as to the choice of trend: the
deterministic trend model gives the best ￿t, but only just.
The plan of the paper is as follows. Section 2 considers the null hypothesis
of no slope against the alternative of a permanent slope. We note that
this hypothesis may be tested by a variant of the stationarity test where
it is assumed that there is no slope under the null hypothesis. The test
may be carried out parametrically using the residuals from a ￿tted model
or nonparametrically using the approach of Kwiatkowski et al (1992). As
such it o⁄ers an alternative to the t-test on the slope. Section 3 provides
the limiting representation of these tests and shows their consistency. Their
performance is compared with a number of other tests, including the t-PS1
test of Vogelsang (1998). Section 4 investigates how the t￿test fares when the
trend is deterministic. Section 5 picks up on the result that when the trend
is I(2); T ￿1=2b ￿ has a limiting distribution. It is shown that the standardized
slope, b ￿=b ￿; where b ￿
2 is the sample variance of the ￿rst di⁄erences, has a
known (nonstandard) limiting distribution and so can be used to construct
a nonparametric test of the null hypothesis of a stochastic slope. Section
6 provides empirical illustrations with the series of global temperature and
6data of relative prices in the euro area. Section 7 concludes.
2 Testing against stochastic and determinis-
tic slope
Taking ￿rst di⁄erences in (1), and assuming for simplicity of notation that
y0 is also observed, gives
￿yt = ￿t￿1 + !t; t = 1;2;:::;T (5)
where !t = ￿t+￿￿t: More generally, assuming that !t is a zero mean weakly
dependent process with long run variance ￿2
L > 0 allows us to obtain as-
ymptotic representations for nonparametrically modi￿ed tests of the null
hypothesis that there is no slope, that is ￿t = 0 for all t:
Consider the model given by (5) and (3). If the slope is assumed to be
deterministic, that is ￿2
￿ = 0; a nonparametric test of the hypothesis that it
is zero can be set up in ￿rst di⁄erences using the test statistic
t￿(m) = T
1
2b ￿=b ￿L(m) (6)
where the denominator is the square root of an estimator of the long-run
variance based on m lags. Various options for the kernel and guidelines for
choosing m may be found in Andrews (1991). Here we use a Bartlett window.
The test can be carried out by ￿tting a parametric model and testing the
signi￿cance of the estimate of the ￿xed slope ￿. Either an ARMA model
can be ￿tted to ￿rst di⁄erences or a structural time series model may be
estimated. The latter may have some attraction when the series is such that
it is natural to include components like cycles and seasonals in a model for the
levels. As noted in the introduction there is a variant in which the model is
￿tted with allowance made for a stochastic slope. These parametric tests are
still valid if ￿2
￿ = 0 in (3) and they have the same asymptotic representation
as t￿(m); given in proposition 1 below.
If !t ￿ NID(0;￿2
!) and ￿t ￿ NID(0;￿2
￿); the locally best invariant (LBI)
test of the null hypothesis of a deterministic slope against the alternative of
a nonstationary stochastic slope, that is H0 : ￿2
￿ = 0 against H1 : ￿2
￿ > 0 is






















2 is the sample variance of the ￿rst di⁄erences. This is the test of
Nyblom and M￿kel￿inen (1983) applied to ￿rst di⁄erences; Bailey and Taylor
(2002) show that it is still optimal when !t and ￿t are correlated. In deriving
the test from the LBI principle, one initially obtains the summations running
in reverse, that is from t = T to i, but, as a consequence of ￿tting the slope it
can be shown that the two statistics are identical. Asymptotically, ￿
1 has the
CramØr-von Mises distribution, denoted CvM1; under the null hypothesis.
If the above test statistic is formed (with reverse partial sums) without
subtracting b ￿ it will be LBI against H1 : ￿2
￿ > 0 for zero initial conditions,
that is ￿0 = 0: However, it is also a consistent test against a deterministic
slope. Its asymptotic distribution under the null is a di⁄erent member of the
CramØr-von Mises family, denoted CvM0; see Nyblom (1989). The statistics





are no longer identical, but have the same asymptotic distribution under the
null hypothesis. Although ￿
0
R is the LBI test, assuming that ￿0 is zero is
somewhat arbitrary, which is why ￿
0
F is considered as well.




R should have the sample mean
square rather than the sample variance in the denominator. However, the
limiting distribution under the null hypothesis is the same. The local as-
ymptotic distribution is also the same, but because dividing by the sample
variance makes the test statistic bigger, the power is higher in small samples
and there appears to be no adverse e⁄ect on size.
Parametric and nonparametric forms of the above LBI tests may be con-
structed. In the nonparametric case, b ￿
2
L(m) replaces b ￿
2 just as in the t￿test.
A parametric statistic can be constructed by ￿tting an ARIMA or structural
time series model.
3 Limiting representations and local asymp-
totic power
For a model given by (5) and (3) in which !t is a weakly dependent process
with positive long run variance, ￿2
L; and ￿t need not be Gaussian, we consider







1(m) is as in (7) with b ￿ replaced by b ￿L(m);




R(m); and m ! 1 with m2=T ! 0: The
following proposition provides the limiting distribution of the statistics under
the local alternative hypothesis










where cd; cs are ￿xed constants; the proof is contained in the appendix.
Proposition 1 Consider the model (5)-(3) with !t being a weakly dependent
process as in Stock (1994, p.2745), with ￿2
L > 0. Let W0(r) and W1(r) be
independent standard Wiener processes for r 2 [0;1]. Then under H1;T;
t￿(m)









































Remark 1 For cs = 0; the limiting distribution of t2
￿(m) is a noncentral
chi-square with one degree of freedom and noncentrality parameter equal to
c2
d; while that of ￿
1(m) is a standard CramØr-von Mises, CvM1; distribution.






Consistency of the tests follows after showing that the statistics diverge
under the ￿xed alternative hypotheses of deterministic and stochastic slope.
This is done in the following proposition; the proof is in the appendix. Note
that the test based on ￿
1(m) is not consistent against a purely deterministic
slope.
9Proposition 2 Under the ￿xed alternative hypothesis of deterministic slope,
￿0 6= 0 and ￿2















0 V ￿(r;0)2dr as in proposition 1. Under the ￿xed alternative
hypothesis of stochastic slope, ￿0 = 0 and ￿2











1(m) are of Op (T=m):
The asymptotic representations given in proposition 1 can be used to com-
pare the power of the tests against local deviations from the null hypothesis
in the direction of deterministic and/or stochastic slope. Some results are
reported in table 1 in terms of the percentage of rejections. Speci￿cally, we
have generated 50,000 replications of the limiting random variables de￿ned
in (9) to (12) by replacing the continuous time Wiener processes W0 and
W1 by their discrete counterparts (dividing the unit interval into 1000 parts)
and computing the rejection probabilities for tests run at the 5% level of
signi￿cance.
In addition we report the rejection frequencies for the tests t-PS1 and
T ￿1W of Vogelsang (1998), and for the t-PS test of Zambrano and Vogel-
sang (2000), here denoted as t-PS1
FD; which is similar to t-PS1 but com-
puted on the constant term of ￿rst di⁄erences. The power of these tests
is computed by direct simulation of the data generating process (5) to (3)
with !t ￿ NID(0;1), for T = 1000 under the (local) alternative hypothe-
sis ￿0 = cd=
p
1000; ￿￿ = cs=1000; given that T is large and the alternative
hypothesis is scaled by the sample size these rejection frequencies can be
seen as approximation of the local limiting power. Recall that the t-PS1 test
is asymptotically valid whether or not yt contains a unit root, while T ￿1W






1(m) require a unit root in yt; this is not the
case for the parametric tests t￿(STM) and t￿
￿(STM) based on estimating an
unobserved component model, or their analogues based on ARIMA models.
The limiting power of t￿(STM); t￿
￿(STM); and their ARIMA analogues, is
the same as that of t￿(m):
As expected the t￿(m) test is most powerful against a deterministic slope.
For example for cd = 2 (and cs = 0); its local asymptotic power is 0.518,





respectively. Note that the asymptotic power of the ￿
1(m) test against a
deterministic slope is always equal to its size. The ￿
0
R(m) test achieves the
highest power against a stochastic slope starting at zero, that is ￿0 = cd = 0;
10indeed it corresponds to the LBI test for this case. Thus with cs = 5; the
power of the ￿
0
R(m) test is 0.569 while that of t￿(m) is only 0.524. However,
the t￿(m) test dominates both the ￿
0
F(m) and ￿
1(m) tests; for which the
powers are 0.436 and 0.310 respectively. On the other hand, the power of
￿
0
F(m) is slightly greater than that of ￿
0
R(m) when cd is high and cs is not
too large. Of course, if ￿T+1 rather than ￿0 had been assumed to be zero,




R(m) would have been interchanged. The ￿
1(m)
test is invariant to cd and it is dominated by all the other tests except when
cs = 50. However, this may be useful insofar as a non-rejection by ￿
1(m) and
rejection by the other tests is an indication of deterministic slope. Overall,
it seems that the t￿(m) test is the best compromise. Even when cd = 0





tests. Furthermore there may be occasions when a one-sided alternative is
plausible, in which case the t￿(m) would become even more powerful.
The t-PS1 test of Vogelsang (1998) has low power against the alternative
of deterministic slope and has virtually no power against a stochastic slope.
The t-PS1
FD test is more powerful than t-PS1 but less powerful than T ￿1W:
However, T ￿1W is clearly dominated by the t￿(m) test.
4 Finite sample behaviour for a deterministic
trend with highly persistent disturbances
In this section we compare the t￿(m) test with the t-PS1; T ￿1W tests of
Vogelsang (1998) and with the t-PS1
FD of Zambrano and Vogelsang (2000)
when the data generating process consists of a trend with a deterministic
slope plus a highly persistent AR(1) process, that is
yt = ￿ + ￿Tt + vt; t = 1;2;:::;T (13)




where cd = 0;0:5;1;1;1:5;2;3; ￿ = 1;:975;:95;:90; and T = 100: When ￿ = 1
the series ￿yt is I(0), while it is overdi⁄erenced when ￿ < 1: Overdi⁄erencing
implies that the long run variance of ￿yt is equal to zero but t￿(m) will still
use the estimator ^ ￿
2
L (m): the question is whether the test might continue to
work reasonably well in ￿nite samples when ￿ is close to one.
11Table 1: Simulated local asymptotic power of the tests (x100)
cd 0 0:5 1:0 2:0 3:0 4:0
t￿(m) 4.9 7.7 16.7 51.8 85.2 97.9
cs = 0 ￿
0
F(m) 5.0 7.3 14.5 44.1 78.0 95.4
￿
0
R(m) 4.9 7.1 14.6 44.3 77.8 95.3
￿
1(m) 4.9 4.9 4.9 4.9 4.9 4.9
t-PS1 4.8 5.5 6.9 12.2 18.2 22.8
T ￿1W 5.3 7.3 13.7 39.2 68.9 89.4
t-PS1
FD 5.7 8.0 14.8 40.5 69.5 88.4
t￿(m) 26.4 28.5 34.1 52.4 72.6 87.7
cs = 2:50 ￿
0
F(m) 19.2 21.3 27.4 47.5 70.2 87.2
￿
0
R(m) 30.1 31.5 35.5 49.9 66.7 81.8
￿
1(m) 12.7 12.7 12.7 12.7 12.7 12.7
t-PS1 6.5 6.7 7.4 10.0 13.3 17.0
T ￿1W 18.9 20.1 24.4 39.5 58.6 75.9
t-PS1
FD 14.9 16.7 21.3 37.4 57.8 76.5
t￿(m) 52.4 53.1 54.8 60.5 68.6 77.3
cs = 5 ￿
0
F(m) 43.6 44.7 46.9 55.5 66.5 77.9
￿
0
R(m) 56.9 57.4 58.4 62.4 68.0 74.8
￿
1(m) 31.0 31.0 31.0 31.0 31.0 31.0
t-PS1 5.6 5.8 6.1 6.9 8.6 10.4
T ￿1W 35.0 35.5 37.2 43.6 52.7 62.9
t-PS1
FD 24.8 25.6 27.9 36.7 48.5 61.6
t￿(m) 74.3 74.2 74.5 75.6 76.8 78.9
cs = 10 ￿
0
F(m) 70.5 70.7 71.1 72.9 75.6 79.3
￿
0
R(m) 78.7 78.9 79.0 79.6 80.6 82.0
￿
1(m) 61.3 61.3 61.3 61.3 61.3 61.3
t-PS1 2.7 2.6 2.8 3.0 3.5 3.9
T ￿1W 48.0 48.3 48.6 50.4 52.8 56.4
t-PS1
FD 33.2 33.3 34.2 37.3 42.2 48.0
t￿(m) 94.8 94.8 94.9 94.8 94.8 94.8
cs = 50 ￿
0
F(m) 98.8 98.8 98.7 98.8 98.8 98.8
￿
0
R(m) 99.1 99.1 99.1 99.2 99.1 99.1
￿
1(m) 99.1 99.1 99.1 99.1 99.1 99.1
t-PS1 0.1 0.1 0.1 0.1 0.1 0.1
T ￿1W 56.1 56.2 56.1 56.1 56.1 56.1
t-PS1
FD 36.7 36.7 36.7 36.8 36.9 37.2
12The above model is as in Table IV of Vogelsang (1998, p.141), except
that - to save space- we report results only for a pure AR(1) process instead
of a more general ARMA(1,1). It is also the data generating process for the
simulation results of Kim et al. (2003, Table II, p.543). Here we essentially
replicate the experiments of Vogelsang (1998) and Kim et al. (2003), adding
the rejection frequencies for the t￿(m) and the t-PS1
FD tests to the results
already reported in those papers. Additionally, as a benchmark, we report the
rejection frequencies of the unfeasible GLS t-test (denoted t￿
GLS), obtained by
computing the t-statistic on the trend coe¢ cient after applying the Cochrane-
Orcutt transformation to equation (13) taking ￿ as known. Table 2 contains
the simulated percentage rejections over 10,000 Monte Carlo replications.
The random number generator of the matrix programming language Ox 2.20
was used.
For the case of ￿ = 1 we obtain rejection frequencies similar to the case
of cs = 0 in table 2, con￿rming that the local limiting power analysis of the
previous section provides a good approximation in ￿nite samples. Notice
that in this case m = 0 would be the correct choice for the long run variance
estimator (and that t￿(0) coincides with t￿
GLS); m = 4;8 renders the t-test
somewhat oversized.
When ￿ < 1 all tests but the unfeasible GLS are conservative, in the
sense that the actual size is well below the nominal 5%. As cd increases the
power becomes non-negligible. It is interesting to notice that the rejection
frequencies of t￿(m) increase with m; since adding extra lags tends to reduce
the estimate of the long run variance, a re￿ ection of the overdi⁄erenced nature
of ￿yt: Despite being asymptotically valid, the t-PS1 test still appears less
preferable than t￿(m) when there is high persistence in the data (￿ = 0:975
and 0:95); in these cases its power is very low for cd ￿ 2 (the T ￿1W and
the t-PS1
FD tests display more power but not as high as t￿(m))3: The t-PS1
test is more attractive when ￿ = 0:90; since it has non-negligible power for
very small values of cd, although it also displays a big probability of not
rejecting the null hypothesis when cd > 2: Figure 2 provides the graphs for
the empirical power functions of the tests t￿(4); T ￿1W; t-PS1 and t-PS1
FD
for ￿ = 1;:975;:95;:9.
The ￿gures for T ￿1W; t-PS1reported in table 3 are also very similar to
those of Table IV of Vogelsang (1998). Vogelsang additionally reports the
3For ￿ = 0:975 and cd ￿ 2 the t￿(m) test rejects more frequently than the infeasible
GLS test, but this is a ￿nite sample e⁄ect.





r  = 1 tb (4 )
t-P S 1
T - 1 W
t-P S F D
1





r  = 0.975 tb (4 )
t-P S 1
T - 1 W
t-P S F D
1





r  = 0.95 tb (4 )
t-P S 1
T - 1 W
t-P S F D
1





r  = 0.90 tb (4 )
t-P S 1
T - 1 W
t-P S F D
1
Figure 2: Empirical power functions of tests plotted against ￿T: The data
generating process is a deterministic linear trend model with AR(1) errors
(from NID(0;1) innovations). The sample size is T = 100; ￿T is the magni-
tude of the deterministic slope.
rejection frequencies for the feasible GLS (Bonferroni) test of Canjels and
Watson (1997) based on a local-to-unit root approximation. His results show
that in nearly all cases the Bonferroni GLS test is dominated by either T ￿1W
or t-PS1: Vogelsang then graphs (cf. ￿gures 2-5, p.138-139) the asymptotic
power functions of t-PS1 and T ￿1W based on the sequence of local alter-
natives (15) for a local-to-unit root data generating mechanism. The power
displayed in those graphs appears much greater than its ￿nite sample ap-
proximation reported in his Table IV and in our table 2 and our ￿gure 2.
We believe that his graphs refer to one-sided tests, as opposed to two-sided
tests, and this would explain the apparent contradiction.4
Table II of Kim et al. (2003) contains useful additional results for the
data generating process (13)-(15). In particular the rejection frequencies from
￿tting an ARIMA(1,1,1) model, which in our notation corresponds to the
parametric t￿(ARIMA) test, are reported, showing that the parametric test
clearly dominates. It is never oversized for ￿ < 1 and it generally displays
4Bunzel and Vogelsang (2005) recently proposed a modi￿cation of the tests of Vogelsang
(1998) based on the ￿xed-bandwidth asymptotic framework. The power improvement of
the new test appears to be of the order of 0:05￿0:1 for ￿ = 0:90 (cf. their ￿gure 7, p.390);
we thank a referee for pointing out this reference.
14greater power. For example, for ￿ = 0:90 and cd = 1; the power of the
parametric test equals 31% against 25.2% of t-PS1: However further from the
alternative, e.g. for cd = 2; the power properties of t￿(ARIMA) are largely
comparable with those of t￿(m) reported in our table 2. The t￿(ARIMA)
test is oversized for ￿ = 1, the empirical size being 11% for a sample of
100 observation, due to the fact that the ARIMA(1,1,1) structure is now
overparametrized. Kim et al. (2003) also con￿rm previous results of Sun
and Pantula (1999) on the degree of oversizing of the test obtained from
estimating the correctly speci￿ed linear trend plus AR(1) model in ￿nite
samples: the empirical size of a nominal 5% test would be equal to 27% and
19% for ￿ equal to 0:95 and 0.90 respectively.
In summary, the t￿(m) test is conservative when the trend is deterministic
and this has implications for its power. Nevertheless it still has good power
properties when the data are highly persistent and, in such circumstances, it
may be preferable to tests speci￿cally designed to be robust to whether the
series are I(0) or I(1).
5 Permanent slope as the null
When the slope is stochastic, that is ￿2
￿ in (3) is positive, the standardized
slope, b ￿
￿
= b ￿=b ￿!, where b ￿
2
! = T ￿1 PT















where W(r) ￿ W(r) ￿
R 1
0 W(r)dr. No correction for serial correlation is
needed. Note that the limiting distribution of T ￿1=2b ￿ is N (0;1=3):
The above result suggests the setting up of a test of the null hypothesis
of stochastic slope, that is ￿2
￿ > 0, by rejecting for small values of
￿ ￿ ￿b ￿
￿￿ ￿ ￿:
The 1%, 5%, 10% critical values, based on the asymptotic distribution, are
0:024; 0:118 and 0:239 respectively. The proof of (16) follows as a special
case of theorem 2 of Vogelsang (1998), though the motivation for his test,
and the way it is used, is completely di⁄erent. Our test derives from a
proposal made by Bierens (2001) in the context of testing nonstationary
cycles. Here the test can be regarded as a test (in di⁄erences) at frequency
15Table 2: Simulated ￿nite sample power of tests against ￿T (x100)
￿ cd GLS￿ t￿(0) t￿(4) t￿(8) t-PS1 T ￿1W t-PS1
FD
1 0.0 5.3 5.3 6.4 8.0 5.3 5.6 5.4
0.5 8.3 8.3 9.5 11.1 5.8 7.7 7.4
1.0 16.8 16.8 18.6 21.0 8.0 13.9 14.0
1.5 31.6 31.6 33.6 35.4 10.6 24.6 24.6
2.0 50.5 50.5 52.3 54.5 13.7 38.3 38.0
3.0 84.9 84.9 85.4 86.2 19.0 69.1 67.5
0.975 0.0 5.0 0.0 0.0 0.0 2.2 0.1 0.0
0.5 6.5 0.1 0.3 0.7 3.8 0.7 0.6
1.0 11.7 2.1 4.0 6.5 8.3 5.3 4.6
1.5 20.0 16.1 22.1 27.3 13.2 18.1 17.5
2.0 30.7 51.7 57.6 62.7 17.5 40.2 40.0
3.0 57.5 98.1 98.1 98.0 24.0 81.1 81.1
0.95 0.0 5.0 0.0 0.0 0.0 1.7 0.0 0.0
0.5 11.7 0.0 0.0 0.1 4.9 0.1 0.1
1.0 30.7 0.3 1.4 3.8 11.9 3.5 3.2
1.5 57.5 9.1 19.1 27.9 18.9 19.6 19.9
2.0 81.4 51.1 63.1 70.9 24.6 48.2 52.4
3.0 99.1 99.7 99.5 99.5 33.5 90.5 93.1
0.90 0.0 5.0 0.0 0.0 0.0 1.7 0.0 0.0
0.5 30.7 0.0 0.0 0.0 10.1 0.0 0.0
1.0 81.4 0.0 0.5 3.1 25.2 2.7 3.4
1.5 99.1 3.7 18.8 36.3 37.6 27.0 35.0
2.0 100.0 48.4 71.9 84.1 46.4 69.7 79.0
3.0 100.0 100.0 100.0 99.9 57.3 99.0 99.7
16zero. However, we have made a slight modi￿cation in that Bierens constructs
the denominator without subtracting the mean. In the present context this
leads to the statistic b ￿
y
= b ￿=(￿(￿yt)2=T)1=2: The asymptotic distribution
then has W(r) in the denominator as well as in the numerator. This makes
virtually no di⁄erence to the 5% critical value which is the same as before to
three decimal places. Since the statistic is smaller than the one based on b ￿
￿
it might be thought more likely to reject. However, as will be seen shortly,
this appears to make virtually no di⁄erence in practice.
What if the slope is purely deterministic? Then
plimb ￿
￿







In both cases the null is unlikely to be rejected unless the size of the determin-
istic slope is small relative to ￿2
!: Speci￿cally, at the 5% level of signi￿cance,
the null is rejected by b ￿
￿
with probability one as T ! 1 only if j￿j < 0:118￿!.




tests, a series of Monte Carlo
experiments were carried out for the model (5)-(3) with !t ￿ NID(0;￿2
!) and
￿0 = 0. Table 3 shows probabilities of rejection at the 5% level of signi￿cance,
estimated with 10,000 replications, over di⁄erent values of q1=2 = ￿￿=￿!
for T = 100: Results for the augmented Dickey-Fuller (ADF) test with m
lags, denoted ADF0(m); are given so as to provide a benchmark; ADF1(m)
indicates the inclusion of a constant. In practice, small values of q are most
likely to arise, so the case of q = 0:01 (q1=2 = 0:1) is of particular importance.
When q is small, the size of the ADF test is well above the nominal 5%. The
reason for this is well-known - the reduced form of second di⁄erences contains
a moving-average root close to the unit circle and hence the autoregressive




tests do rather well
in that the rejection probability is 0:17 for q = 0:01 while when q = 0 it
shoots up to 0:76.
We also carried out simulations for ￿0 = 0:1;0:2:and 0.5. For non-zero q
the rejection probabilities of the standardized slope tests and ADF0(m) are
changed very little; ADF1(m) is una⁄ected anyway. (Indeed it can be shown
that the local asymptotic distributions -as in Phillips and Perron(1988) -are
independent of ￿0): When q = 0, there is a sharp change from ￿0 = 0:1;
where the probability of rejection is quite high, to ￿0 = 0:2; where it is low;
see Busetti and Harvey (2002) for details. This is exactly what one would
expect given the probability limit in (17).




2 0 0:1 0:25 0:5 1
b ￿
y
76.1 16.8 8:0 5:8 5:0
b ￿
￿
75.9 16.7 8.0 5.8 4.9
ADF0 (5) 100.0 71.6 24.7 8:8 5:3
ADF1 (5) 99.7 77.8 26.7 9:4 6:1
6 Empirical illustrations
6.1 Global temperature
The nonparametric test statistics for the null of no slope in the temperature
data of ￿gure 1 are as follows: t￿(10) = 1:36; ￿
0
F(10) = :308 and ￿
0
R(10) =
1:055: None of the tests rejects. Vogelsang￿ s (nonparametric) t-PS1 test, on
the other hand, rejects at the 5% level of signi￿cance - but not at the 1%
level; see also Fomby and Vogelsang (2002). Reversing the null hypothesis
as in section 5 tells a consistent story in that b ￿
￿
= :052 and b ￿
y
= 0:046;
so the null of a permanent slope is rejected. As regards parametric tests,
￿tting a random walk plus drift with an additive irregular component to
the levels of the observations gives a t￿statistic of 1.870. This is close to
rejection at the 5% level of signi￿cance. A one-sided test would reject and
this might be reasonable as it corresponds to a hypothesis of an upward
trend in temperature. An IRW trend ￿ts almost as well as a random walk
plus drift. The t￿
￿(STM) test is then based simply on ￿tting a deterministic
trend and t￿statistic of 13:69 indicating a massive rejection of the null of no
slope.
6.2 In￿ ation di⁄erentials between Italy and the euro
area
One of the Maastricht requirements for joining the European Monetary Union
was that the country￿ s in￿ ation di⁄erentials with respect to the three best
18performers had to be less than 1.5 percentage points in the average of 1997.
This ensured convergence in the rates of in￿ ation for the economies that
joined the monetary union. However, with the start of the EMU in￿ ation
di⁄erentials have somehow begun to widen again; cf.Busetti et al .(2006) for
detailed evidence. Here as an example we consider the dynamics of Italian
in￿ ation vis-a-vis the other EMU countries. Denote by yt;i the log-price
di⁄erential
yt;i = logPt ￿ logP
￿
t;i
where Pt is the Italian consumer price index (CPI) and P ￿
t;i is the CPI in
country i = Germany, France, Spain, The Netherlands, Belgium, Austria,
Greece, Finland, Portugal, Ireland, Luxemburg. Figure 3 shows the dynamics
of the relative prices exp(yt;i) = Pt=P ￿
t;i over the period 1998M1-2003M6,
using seasonally adjusted data rebased to one in 1998M1. The graph shows
that over this period in￿ ation in Italy has been cumulatively higher than in
France and Germany by around 5 percentage points; at the same time it has
been substantially lower than in Ireland, Portugal and Greece. The presence
of a drift in yt;i would indicate some kind of divergence in in￿ ation rates
following the inception of the EMU. Table 4 reports the results of the tests.
A star indicates (at least) 10% rejection in the two-sided test of the null




F(4); t-PS1 and a 10% rejection of
the null of permanent drift for b ￿
￿
. For the non-parametric long run variance
estimator we have used a bandwidth parameter m = 4; the nearest integer
in the formula 4(T=100)
0:25 ; similar results however have been obtained for
other values of m between 2 and 6 but to save space are not reported.
The t-test t￿(4) and the stationarity test ￿
0
R(4) are those displaying more
frequent rejections of the null hypothesis of zero in￿ ation di⁄erentials. All
tests agree on the stability of in￿ ation di⁄erentials between Italy and Luxem-
burg and they provide strong evidence against convergence with Germany,
France on one side and Greece, Portugal on the other. Contrary to the Vogel-
sang￿ s t-PS test, the non-parametric t-test would also imply non convergence
with Belgium, Austria, Finland and Ireland. Actually, given the graph of the
data it seems surprising that the t-PS1 statistic fails to recognize a trend in
the Italy-Ireland and Italy-Austria relative prices. However this could per-
haps be explained in terms of the results of section 2.2, namely that the
t-PS1 test has no power against the presence of a stochastic slope. Finally,
the evidence from the standardized drift test based on b ￿
￿
; where rejection is
interpreted as stability of in￿ ation di⁄erentials, is somewhat inconclusive.




















Figure 3: Relative prices between Italy and other countries in the euro area
(1998=1)
Note that a possible objection to applying the nonparametric t￿ and ￿
0
tests to the rate of in￿ ation is that they are invalid if the price levels have
converged. This is because the long-run variance is zero when there is overdif-
ferencing. However, if the price levels contrasts are stationary but persistent,
the evidence in sub-section 2.3 suggests that the t￿test is conservative and
so will tend not to reject the null hypothesis of stability. The same can be
expected for the ￿
0 tests.
7 Conclusion
The t￿ test is designed to test against a deterministic slope, but it is also
consistent against the alternative hypothesis of a non-stationary stochastic
slope. Overall, it seems to be the best option for testing the null hypothesis of
no slope against the alternative of permanent slope. The parametric t￿tests,
which can be carried out in an unobserved components or ARIMA framework,





F(4) t-PS (10%) b ￿
￿
IT-GE 4.974￿ 8.517￿ 7.345￿ 10.091￿ 0.361
IT-FR 3.495￿ 3.201￿ 5.171￿ 7.493￿ 0.317
IT-SP -1.785￿ 1.781￿ 0.822 -18.284￿ -0.145￿
IT-NL -1.573 1.375￿ 1.114 -0.022 -0.194￿
IT-BE 1.801￿ 1.192 0.868 1.642 0.187￿
IT-AU 3.188￿ 3.232￿ 2.925￿ 0.162 0.401
IT-GR -2.998￿ 2.133￿ 3.647￿ -4.498￿ -0.336
IT-FI 1.771￿ 1.706￿ 0.426 0.000 0.236￿
IT-PT -2.234￿ 2.079￿ 1.555￿ -2.939￿ -0.224￿
IT-IE -3.293￿ 5.143￿ 3.830￿ -0.003 -0.472
IT-LU 0.608 0.163 0.145 -0.160 0.051￿
do not need the series be integrated of order one under the null hypothesis.
The nonparametric test t-PS1 proposed by Vogelsang (1998) also gets around
this problem, but a price is paid in terms of power. Furthermore we ￿nd
that when there is a highly persistent stationary component attached to a
deterministic trend, the nonparametric t￿￿test su⁄ers little size distortion
and in general is still more powerful than t-PS1.
The standardized slope provides a simple nonparametric test of the null
hypothesis of permanent slope. Unfortunately, a question mark hangs over
the test because of its inability to reject a small deterministic slope.
We note that most of the literature on testing for trend in econometrics
has focussed on deterministic trends and series that are stationary in ￿rst
di⁄erences. Yet the assumption that underlying slopes, or growth rates, are
constant is a strong one and is often implausible. This point is brought home
by the global warming example. Using more recent data in Jones et al (1999),
we ￿nd that an integrated random walk trend, with an AR(1) disturbance,
provides excellent unconditional forecasts over a post-sample period from
1991 to 2004. On the other hand a deterministic trend model with AR(1)
and white noise stationary components grossly underpredicts. A model in
which the AR(1) is replaced by a random walk also underpredicts, but not
by quite so much5.
5The sum of absolute forecast errors from unconditional predictions for the smooth
trend model is 7.11, for the deterministic trend it is 17.84 and for the random walk plus
21Finally, the application of the tests to the series of the logarithm of relative
prices provides evidence against the hypothesis of zero in￿ ation di⁄erential
between Italy and the majority of the countries in the euro area.
drift it is 12.99.
22APPENDIX
Proof of Proposition 1
De￿ne the independent partial sum processes S0;[Tr] = T ￿ 1
2
P[Tr]
j=1 !j; r 2






Under the local alternative hypothesis H1;T of (8), S0;[Tr] and S1;[Tr] satisfy a





) ￿(W0(r);W1(r)); r 2 [0;1]; (18)
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where, for r 2 [0;1]; V (r;cd;cs) = W0(r) + cdr + cs
R r
0 W1(s)ds; and T
1
2b ￿ )





L ; see Stock (1994, page 2799), an application
of the continuous mapping theorem (CMT) gives (9)-(10)-(11).









; by (18) and the CMT





￿yt ￿ b ￿
￿









ds: Thus an application of the
CMT delivers (12). Note that, since the statistic ￿
1(m) is constructed with
demeaned ￿rst di⁄erenced, its limiting distribution is not in￿ uenced by the
presence of a (local or ￿xed) slope.
Proof of Proposition 2
Under ￿0 6= 0 and ￿2
￿ = 0; it is easy to see that b ￿ is square-root consistent
and that the partial sum process
P[Tr]

















R(m) are of Op (T): Then, since the limiting distribution of
￿
1(m) is una⁄ected by the presence of a slope, it readily follows that ￿
1(m)
d ! R 1
0 V ￿(r;0)2dr:
23Under ￿0 = 0 and ￿2




















: Then, since b ￿
2
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1(m) are of Op (T=m):
24REFERENCES
Andrews, D.W.K. (1991). Heteroskedasticity and autocorrelation consis-
tent covariance matrix estimation. Econometrica 59, 817-58.
Bailey, R.W. and A.M.R. Taylor (2002). An optimal test against a ran-
dom walk component in a non-orthogonal unobserved components model.
Econometrics Journal 5, 520-532.
Bierens, H.J. (2001). Complex unit roots and business cycles: Are they
real? Econometric Theory 17, 962-83.
Bunzel, H. and T.J. Vogelsang (2005). Powerful trend function tests that
are robust to strong serial correlation , with an application to the Prebisch-
Singer hypothesis. Journal of Business and Economic Statistics 23, 381-394.
Busetti, F., Forni, L., Harvey, A.C. and F. Venditti (2006). In￿ ation
convergence and divergence within the European Monetary Union. ECB
Working Paper 574.
Busetti, F. and A.C. Harvey (2002). Testing for drift in a time series.
University of Cambridge, DAE Working Paper 0237.
Canjels, W. and M.W. Watson (1997). Estimating deterministic trends in
the presence of serially correlated errors, Review of Economics and Statistics
79, 184-200.
Harvey, A.C. (2001). Trend analysis, in D.R Brillinger (ed). Encyclopedia
of Environmetrics, vol. 4, pp. 2243-2257. John Wiley and Sons.
Jones, P.D., New, M., Parker, D.E., Martin, S. and I.G. Rigor (1999).
Surface air temperature and its changes over the past 150 years. Reviews of
Geophysics 37, 173-199.
Kim, T., Pfa⁄enzeller, S., Rayner, T., and P. Newbold (2003). Testing for
linear trend with application to relative primary commodity prices. Journal
of Time Series Analysis 24, 539-552.
Koopman, S.J., A.C. Harvey, J. A. Doornik and N. Shephard (2000).
STAMP 6.0, Structural Time Series Analyser, Modeller and Predictor. Tim-
berlake Consultants Ltd.
Kwiatkowski, D., Phillips, P.C.B, Schmidt, P. and Y. Shin (1992). Testing
the Null Hypothesis of Stationarity against the Alternative of a Unit Root:
How Sure Are We that Economic Time Series Have a Unit Root ? Journal
of Econometrics 44, 159-78.
Leybourne, S.J. and B.P.M. McCabe (1994). A consistent test for a unit
root, Journal of Business and Economic Statistics 12, 157-166.
25Nyblom, J. (1989). Testing for the Constancy of Parameters over Time.
Journal of the American Statistical Association 84, 223-30.
Nyblom, J. and T. M￿kel￿inen (1983). Comparison of tests for the pres-
ence of random walk coe¢ cients in a simple linear model. Journal of the
American Statistical Association 78, 856-64.
Parker, D.E., Folland, C.K. and M. Jackson (1995). Marine surface tem-
perature: observed variations and data requirements. Climatic Change 31,
559-600.
Phillips, P.C.B. and P. Perron (1988). Testing for a unit root in time
series regression. Biometrika 75, 335-346.
Stock, J.H. (1994). Unit roots, structural breaks and trends, in R.F.
Engle and D.L. McFadden (eds.), Handbook of Econometrics vol. 4, pp.
2739-2840. North Holland.
Sun, H. and S.G. Pantula (1999). Testing for trends in correlated data.
Statistics and Probability Letters 41, 87-95.
Visser, H. and J. Molenaar (1995). Trend Estimation and Regression
Analysis in Climatological Time Series: An Application of Structural Time
Series Models and the Kalman Filter. Journal of Climate 8, 969-979.
Vogelsang, T.J. (1998). Trend function hypothesis testing in the presence
of serial correlation. Econometrica 66, 123-148.
Zambrano, E. and T.J. Vogelsang (2000). A simple test of the law of
demand for the United States. Econometrica 68, 1013-1022.
26(*)  Requests for copies should be sent to: 
Banca d’Italia – Servizio Studi – Divisione Biblioteca e pubblicazioni – Via Nazionale, 91 – 00184 Rome
(fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.
RECENTLY PUBLISHED “TEMI” (*)
N.  591  –  The legacy of history for economic development: the case of Putnam’s social capi-
tal, by G. de Blasio and G. Nuzzo (May 2006).
N.  592  –  L’internazionalizzazione produttiva italiana e i distretti industriali: un’analisi de-
gli investimenti diretti all’estero, by Stefano Federico (May 2006).
N.  593  –  Do market-based indicators anticipate rating agencies? Evidence for international 
banks, by Antonio Di Cesare (May 2006).
N.  594  –  Entry regulations and labor market outcomes: Evidence from the Italian retail 
trade sector, by Eliana Viviano (May 2006).
N.  595  –  Revisiting the empirical evidence on ﬁrms’ money demand, by Francesca Lotti and 
Juri Marcucci (May 2006).
N.  596  –  Social interactions in high school: Lesson from an earthquake, by Piero Cipollone 
and Alfonso Rosolia (September 2006).
N.  597  –  Determinants of long-run regional productivity: The role of R&D, human capi-
tal and public infrastructure, by Raffaello Bronzini and Paolo Piselli (September 
2006).
N.  598  –  Overoptimism and lender liability in the consumer credit market, by Elisabetta 
Iossa and Giuliana Palumbo (September 2006).
N.  599  –  Bank’s riskiness over the business cycle: A panel analysis on Italian intermedia-
ries, by Mario Quagliariello (september 2006)
N.  600  –  People I know: Workplace networks and job search outcomes, by Federico Cinga-
no and Alfonso Rosolia (September 2006).
N.  601  –  Bank proﬁtability and the business cycle, by Ugo Albertazzi and Leonardo Gamba-
corta (September 2006).
N.  602  –  Scenario based principal component value-at-risk: An application to Italian banks’ 
interest rate risk exposure, by Roberta Fiori and Simonetta Iannotti (September 
2006).
N.  603  –  A dual-regime utility model for poverty analysis, by Claudia Biancotti (September 
2006).
N.  604  –  The political economy of investor protection, by Pietro Tommasino (December 
2006).
N.  605  –  Search in thick markets: Evidence from Italy, by Sabrina Di Addario (December 
2006).
N.  606  –  The transmission of monetary policy shocks from the US to the euro area, by S. 
Neri and A. Nobili (December 2006).
N.  607  –  What does a technology shock do? A VAR analysis with model-based sign restrictions, 
by L. Dedola and S. Neri (December 2006).
N.  608  –  Merge and compete: Strategic incentives for vertical integration, by Filippo 
Vergara Caffarelli (December 2006).
N.  609  –  Real-time determinants of ﬁscal policies in the euro area: Fiscal rules, cyclical 
conditions and elections, by Roberto Golinelli and Sandro Momigliano (December 
2006).
N.  610  –  L’under-reporting della ricchezza ﬁnanziaria nell’indagine sui bilanci delle famiglie, 
by Leandro D’Aurizio, Ivan Faiella, Stefano Iezzi, Andrea Neri (December 2006).
N.  611  –  La polarizzazione territoriale del prodotto pro capite: un’analisi del caso italiano 
sulla base di dati provinciali by Stefano Iezzi (December 2006).
N.  612  –  A neural network architecture for data editing in the Bank of Italy’s business surveys 
by Claudia Biancotti, Leandro D’Aurizio and Raffaele Tartaglia Polcini (February 
2007).
N.  613  –  Outward FDI and local employment growth in Italy, by Stefano Federico and 




P. ANGELINI, Are banks risk-averse? Intraday timing of the operations in the interbank market, Journal of  
Money, Credit and Banking, Vol. 32 (1), pp. 54-73, TD No. 266 (April 1996). 
F. DRUDI and R. GIORDANO, Default Risk and optimal debt management, Journal of Banking and Finance, 
Vol. 24 (6), pp. 861-891, TD No. 278 (September 1996). 
F. DRUDI and R. GIORDANO,  Wage indexation, employment and inflation, Scandinavian Journal of 
Economics, Vol. 102 (4), pp. 645-668, TD No. 292 (December 1996). 
F. DRUDI and A. PRATI, Signaling fiscal regime sustainability, European Economic Review, Vol. 44 (10), 
pp. 1897-1930, TD No. 335 (September 1998). 
F. FORNARI and R. VIOLI, The probability density function of interest rates implied in the price of options, 
in: R. Violi, (ed.) , Mercati dei derivati, controllo monetario e stabilità finanziaria, Il Mulino, 
Bologna, TD No. 339 (October 1998). 
D. J. MARCHETTI and G.  PARIGI,  Energy consumption, survey data and the prediction of industrial 
production in Italy, Journal of Forecasting, Vol. 19 (5), pp. 419-440, TD No. 342 (December 
1998).  
A. BAFFIGI, M. PAGNINI and F. QUINTILIANI, Localismo bancario e distretti industriali: assetto dei mercati 
del credito e finanziamento degli investimenti, in: L.F. Signorini (ed.), Lo sviluppo locale: 
un'indagine della Banca d'Italia sui distretti industriali, pp. 237-256, Meridiana Libri, TD No. 347 
(March 1999). 
F. LIPPI, Median voter preferences, central bank independence and conservatism, Public Choice, v. 105, 3-
4, pp. 323-338 TD No. 351 (April 1999). 
A. SCALIA and V. VACCA, Does market transparency matter? A case study, in: Market Liquidity: Research 
Findings and Selected Policy Implications, Basel, Bank for International Settlements, TD No. 359 
(October 1999). 
F. SCHIVARDI, Rigidità nel mercato del lavoro, disoccupazione e crescita, Giornale degli economisti e 
Annali di economia, Vol. 59 (1), pp. 115-141, TD No. 364 (December 1999).  
G. BODO, R. GOLINELLI and G. PARIGI, Forecasting industrial production in the euro area, Empirical 
Economics, Vol. 25 (4), pp. 541-561, TD No. 370 (March 2000). 
F. ALTISSIMO, D. J. MARCHETTI and G. P. O NETO, The Italian business cycle: Coincident and leading 
indicators and some stylized facts, Giornale degli economisti e Annali di economia, Vol. 60 (2), pp. 
147-220, TD No. 377 (October 2000). 
C. MICHELACCI and P. ZAFFARONI, (Fractional) Beta convergence, Journal of Monetary Economics, Vol. 
45 (1), pp. 129-153, TD No. 383 (October 2000).  
R. DE BONIS and A. FERRANDO, The Italian banking structure in the nineties: Testing the multimarket 
contact hypothesis, Economic Notes, Vol. 29 (2), pp. 215-241, TD No. 387 (October 2000). 
S. SIVIERO and D. TERLIZZESE, La previsione macroeconomica: alcuni luoghi comuni da sfatare, Rivista 
italiana degli economisti, v. 5, 2, pp. 291-322, TD No. 395 (February 2001). 
G. DE BLASIO and F. MINI, Seasonality and capacity: An application to Italy, IMF Working Paper, 80, TD 




M. CARUSO, Stock prices and money velocity: A multi-country analysis, Empirical Economics, Vol. 26  
(4), pp. 651-672, TD No. 264 (February 1996). 
P. CIPOLLONE and D. J. MARCHETTI, Bottlenecks and limits to growth: A multisectoral analysis of Italian 
industry, Journal of Policy Modeling, Vol. 23 (6), pp. 601-620, TD No. 314 (August 1997). 
P. CASELLI, Fiscal consolidations under fixed exchange rates, European Economic Review, Vol. 45 (3), 
pp. 425-450, TD No. 336 (October 1998). 
F. ALTISSIMO an d G. L . V IOLANTE, The non-linear dynamics of output and unemployment in the US, 
Journal of Applied Econometrics, Vol. 16 (4), pp. 461-486, TD No. 338 (October 1998). 
F. NUCCI and A. F. POZZOLO, Investment and the exchange rate: An analysis with firm-level panel data, 
European Economic Review, Vol. 45 (2), pp. 259-283, TD No. 344 (December 1998). A. ZAGHINI, Fiscal adjustments and economic performing: A comparative study, Applied Economics, Vol. 
33 (5), pp. 613-624, TD No. 355 (June 1999). 
L. GAMBACORTA, On the institutional design of the European monetary union: Conservatism, stability 
pact and economic shocks, Economic Notes, Vol. 30 (1), pp. 109-143, TD No. 356 (June 1999). 
P. FINALDI RUSSO and P. ROSSI, Credit costraints in italian industrial districts, Applied Economics, Vol. 
33 (11), pp. 1469-1477, TD No. 360 (December 1999). 
A. CUKIERMAN and F. LIPPI, Labor markets and monetary union: A strategic analysis, Economic Journal, 
Vol. 111 (473), pp. 541-565, TD No. 365 (February 2000).  
G. PARIGI and S. SIVIERO, An investment-function-based measure of capacity utilisation, potential output 
and utilised capacity in the Bank of Italy’s quarterly model, Economic Modelling, Vol. 18 (4), pp. 
525-550, TD No. 367 (February 2000).  
P. CASELLI, P. PAGANO and F. SCHIVARDI,  Investment and growth in Europe and in the United States in 
the nineties, Rivista di politica economica, v. 91, 10, pp. 3-35, TD No. 372 (March 2000). 
F. BALASSONE and D. MONACELLI,  Emu fiscal rules: Is there a gap?, in: M. Bordignon and D. Da Empoli 
(eds.), Politica fiscale, flessibilità dei mercati e crescita, Milano, Franco Angeli, TD No. 375 (July 
2000). 
A. B. ATKINSON and A. BRANDOLINI, Promise and pitfalls in the use of “secondary" data-sets: Income 
inequality in OECD countries as a case study, Journal of Economic Literature, Vol. 39 (3), pp. 
771-799, TD No. 379 (October 2000).  
D. FOCARELLI and A. F. POZZOLO, The patterns of cross-border bank mergers and shareholdings in OECD 
countries, Journal of Banking and Finance, Vol. 25 (12), pp. 2305-2337, TD No. 381 (October 
2000). 
M. SBRACIA and A. ZAGHINI, Expectations and information in second generation currency crises models, 
Economic Modelling, Vol. 18 (2), pp. 203-222, TD No. 391 (December 2000). 
F. FORNARI and A. MELE, Recovering the probability density function of asset prices using GARCH as 
diffusion approximations, Journal of Empirical Finance, Vol. 8 (1), pp. 83-110, TD No. 396 
(February 2001).  
P. CIPOLLONE, La convergenza dei salari dell'industria manifatturiera in Europa, Politica economica, Vol. 
17 (1), pp. 97-125, TD No. 398 (February 2001). 
E. BONACCORSI  DI  PATTI and G. GOBBI,  The changing structure of local credit markets: Are small 
businesses special?, Journal of Banking and Finance, Vol. 25 (12), pp. 2209-2237, TD No. 404 
(June 2001).  
L. DEDOLA and S. LEDUC, Why is the business-cycle behaviour of fundamentals alike across exchange-rate 
regimes?,  International Journal of Finance and Economics, v. 6, 4, pp. 401-419, TD No. 411 
(August 2001). 
M.  PAIELLA,  Limited Financial Market Participation: a Transaction Cost-Based Explanation,  IFS 
Working Paper, 01/06, TD No. 415 (August 2001). 
G. MESSINA, Per un federalismo equo e solidale: obiettivi e vincoli per la perequazione regionale in 
Italia,, Studi economici, Vol. 56 (73), pp. 131-148, TD No. 416 (August 2001). 
L GAMBACORTA Bank-specific characteristics and monetary policy transmission: the case of Italy, ECB 
Working Paper, 103, TD No. 430 (December 2001). 
F. ALTISSIMO, A. BASSANETTI, R. CRISTADORO, M. FORNI, M. LIPPI, L. REICHLIN and G. VERONESE A real 
time coincident indicator of the euro area business cycle, CEPR Discussion Paper, 3108, TD No. 
436 (December 2001). 
A. GERALI and F. LIPPI, On the "conquest" of inflation, CEPR Discussion Paper, 3101, TD No. 444 (July 
2002). 
L. GUISO and M. PAIELLA, Risk aversion, wealth and background risk, CEPR Discussion Paper, 2728, TD 




R. CESARI and F. PANETTA, The performance of italian equity fund, Journal of Banking and Finance, Vol. 
26 (1), pp. 99-126, TD No. 325 (January 1998). 
F. ALTISSIMO, S. SIVIERO and D. TERLIZZESE, How deep are the deep parameters?, Annales d’Economie et 
de Statistique, (67/68), pp. 207-226, TD No. 354 (June 1999). F. FORNARI, C. MONTICELLI, M. PERICOLI and M. TIVEGNA, The impact of news on the exchange rate of 
the lira and long-term interest rates, Economic Modelling, Vol. 19 (4), pp. 611-639, TD No. 358 
(October 1999). 
D. FOCARELLI, F. PANETTA and C. SALLEO, Why do banks merge?, Journal of Money, Credit and Banking, 
Vol. 34 (4), pp. 1047-1066, TD No. 361 (December 1999). 
D. J. MARCHETTI, Markup and the business cycle: Evidence from Italian manufacturing branches, Open 
Economies Review, Vol. 13 (1), pp. 87-103, TD No. 362 (December 1999). 
F. BUSETTI,  Testing for (common) stochastic trends in the presence of structural break, Journal of 
Forecasting, Vol. 21 (2), pp. 81-105, TD No. 385 (October 2000). 
F. LIPPI, Revisiting the Case for a Populist Central Banker, European Economic Review, Vol. 46 (3), pp. 
601-612, TD No. 386 (October 2000). 
F. PANETTA, The stability of the relation between the stock market and macroeconomic forces, Economic 
Notes, Vol. 31 (3), pp. 417-450, TD No. 393 (February 2001). 
G. GRANDE and L. VENTURA, Labor income and risky assets under market incompleteness: Evidence from 
Italian data, Journal of Banking and Finance, Vol. 26 (2-3), pp. 597-620, TD No. 399 (March 
2001). 
A. BRANDOLINI, P. CIPOLLONE and P. SESTITO, Earnings dispersion, low pay and household poverty in 
Italy, 1977-1998, in D. Cohen, T. Piketty and G. Saint-Paul (eds.), The Economics of Rising 
Inequalities, Oxford, Oxford University Press, TD No. 427 (November 2001). 
E. GAIOTTI and A. GENERALE, Does monetary policy have asymmetric effects? A look at the investment 
decisions of Italian firms, Giornale degli economisti e annali di economia, v. 61, 1, pp. 29-60, TD 
No. 429 (December 2001). 
G. M. TOMAT, Durable goods, price indexes and quality change: An application to automobile prices in 
Italy, 1988-1998, ECB Working Paper, 118, TD No. 439 (March 2002). 
A. PRATI and M. SBRACIA, Currency crises and uncertainty about fundamentals, IMF Working Paper, 3, 
TD No. 446 (July 2002). 
L. CANNARI and G. D’ALESSIO, La distribuzione del reddito e della ricchezza nelle regioni italiane, Rivista 





L. GAMBACORTA, Asymmetric bank lending channels and ECB monetary policy, Economic Modelling, 
Vol. 20, 1, pp. 25-46, TD No. 340 (October 1998). 
F. SCHIVARDI, Reallocation and learning over the business cycle, European Economic Review, Vol. 47 
(1), pp. 95-111, TD No.  345 (December 1998). 
P. CASELLI, P. PAGANO and F. SCHIVARDI, Uncertainty and slowdown of capital accumulation in Europe, 
Applied Economics, Vol. 35 (1), pp. 79-89, TD No.  372 (March 2000). 
F. LIPPI, Strategic monetary policy with non-atomistic wage setters, Review of Economic Studies, v. 70, 4, 
pp. 909-919, TD No. 374 (June 2000). 
P. ANGELINI and N. CETORELLI, The effect of regulatory reform on competition in the banking industry, 
Journal of Money, Credit and Banking, Vol. 35, 5, pp. 663-684, TD No. 380 (October 2000). 
P. PAGANO and G.  FERRAGUTO, Endogenous growth with intertemporally dependent preferences, 
Contribution to Macroeconomics, Vol. 3 (1), pp. 1-38, TD No.  382 (October 2000). 
P. PAGANO and F. SCHIVARDI, Firm size distribution and growth, Scandinavian Journal of Economics, Vol. 
105 (2), pp. 255-274, TD No.  394 (February 2001). 
M. PERICOLI and M. SBRACIA, A Primer on Financial Contagion, Journal of Economic Surveys, Vol. 17 
(4), pp. 571-608, TD No. 407 (June 2001). 
M. SBRACIA and A. ZAGHINI, The role of the banking system in the international transmission of shocks, 
World Economy, Vol. 26 (5), pp. 727-754, TD No. 409 (June 2001). 
L. GAMBACORTA, The Italian banking system and monetary policy transmission: evidence from bank level 
data, in: I. Angeloni, A. Kashyap and B. Mojon (eds.), Monetary Policy Transmission in the Euro 
Area, Cambridge University Press, TD No. 430 (December 2001). 
M. EHRMANN, L. GAMBACORTA, J. MARTÍNEZ PAGÉS, P. SEVESTRE and A. WORMS, Financial systems and 
the role of banks in monetary policy transmission in the euro area, in: I. Angeloni, A. Kashyap and B. Mojon (eds.), Monetary Policy Transmission in the Euro Area, Cambridge, Cambridge 
University Press, TD No. 432 (December 2001). 
F. SPADAFORA, Official bailouts, moral hazard and the "Specialtiy" of the international interbank market, 
Emerging Markets Review, Vol. 4 ( 2),  pp. 165-196, TD No. 438 (March 2002). 
D. FOCARELLI and F. PANETTA, Are mergers beneficial to consumers? Evidence from the market for bank 
deposits, American Economic Review, Vol. 93 (4), pp. 1152-1172, TD No. 448 (July 2002). 
E.VIVIANO,  Un'analisi critica delle definizioni di disoccupazione e partecipazione in Italia, Politica 
Economica, Vol. 19 (1), pp. 161-190, TD No. 450 (July 2002). 
M.  PAGNINI,  Misura e determinanti dell’agglomerazione spaziale nei comparti industriali in Italia,  
Rivista di Politica Economica, Vol. 93 (3-4), pp. 149-196, TD No. 452 (October  2002). 
F. PANETTA, Evoluzione del sistema bancario e finanziamento dell'economia nel Mezzogiorno, Moneta e 
credito, v. 56, 222, pp. 127-160, TD No. 467 (March 2003). 
F. BUSETTI and A. M. ROBERT TAYLOR, Testing against stochastic trend and seasonality in the presence of 
unattended breaks and unit roots, Journal of Econometrics, Vol. 117 (1), pp. 21-53, TD No. 470 
(March 2003). 
P. ZAFFARONI, Testing against stochastic trend and seasonality in the presence of unattended breaks and 
unit roots, Journal of Econometrics, v. 115, 2, pp. 199-258, TD No. 472 (June 2003). 
E. BONACCORSI DI PATTI, G. GOBBI and P. E. MISTRULLI, Sportelli e reti telematiche nella distribuzione dei 




P. ANGELINI  and  N.  CETORELLI,  Gli effetti delle modifiche normative sulla concorrenza nel mercato 
creditizio, in F. Panetta (eds.), Il sistema bancario negli anni novanta: gli effetti di una 
trasformazione, Bologna, il Mulino, TD No. 380 (October 2000). 
P. CHIADES and L. GAMBACORTA, The Bernanke and Blinder model in an open economy: The Italian case, 
German Economic Review, Vol. 5 (1), pp. 1-34, TD No. 388 (December 2000). 
M. BUGAMELLI and P. PAGANO, Barriers to Investment in ICT, Applied Economics, Vol. 36 (20), pp. 
2275-2286, TD No. 420 (October 2001).  
F. BUSETTI, Preliminary data and econometric forecasting: An application with the Bank of Italy quarterly 
model, CEPR Discussion Paper, 4382, TD No. 437 (December 2001). 
A. BAFFIGI, R. GOLINELLI  and G. PARIGI, Bridge models to forecast the euro area GDP, International 
Journal of Forecasting, Vol. 20 (3), pp. 447-460,TD No. 456 (December 2002). 
D. AMEL, C. BARNES, F. PANETTA and C. SALLEO, Consolidation and Efficiency in the Financial Sector: A 
Review of the International Evidence, Journal of Banking and Finance, Vol. 28 (10), pp. 2493-
2519, TD No. 464 (December 2002). 
M. PAIELLA, Heterogeneity in financial market participation: Appraising its implications for the C-CAPM, 
Review of Finance, Vol. 8, 3, pp. 445-480, TD No. 473 (June 2003). 
F. CINGANO and F. SCHIVARDI,  Identifying the sources of local productivity growth, Journal of the 
European Economic Association,  Vol. 2 (4), pp. 720-742, TD No. 474 (June 2003). 
E. BARUCCI, C. IMPENNA and R. RENÒ, Monetary integration, markets and regulation, Research in Banking 
and Finance, (4), pp. 319-360, TD No. 475 (June 2003). 
G. ARDIZZI, Cost efficiency in the retail payment networks: first evidence from the Italian credit card 
system, Rivista di Politica Economica, Vol. 94, (3), pp. 51-82, TD No. 480 (June 2003). 
E. BONACCORSI DI PATTI and G. DELL’ARICCIA, Bank competition and firm creation, Journal of Money 
Credit and Banking, Vol. 36 (2), pp. 225-251, TD No. 481 (June 2003). 
R. GOLINELLI and G. PARIGI, Consumer sentiment and economic activity: a cross country comparison, 
Journal of Business Cycle Measurement and Analysis, Vol. 1 (2), pp. 147-170, TD No. 484 
(September 2003). 
L. GAMBACORTA and P. E. MISTRULLI, Does bank capital affect lending behavior?, Journal of Financial 
Intermediation, Vol. 13 (4), pp. 436-457, TD No. 486 (September 2003). 
F. SPADAFORA, Il pilastro privato del sistema previdenziale: il caso del Regno Unito, Economia Pubblica, 
34, (5), pp. 75-114, TD No. 503 (June 2004). 
C.  BENTIVOGLI  and F. QUINTILIANI,  Tecnologia e dinamica dei vantaggi comparati: un confronto fra 
quattro regioni italiane,  in C. Conigliani (eds.), Tra sviluppo e stagnazione: l’economia 
dell’Emilia-Romagna, Bologna, Il Mulino, TD No. 522 (October 2004). G.  GOBBI  and F. LOTTI,  Entry decisions and adverse selection: an empirical analysis of local credit 
markets, Journal of Financial services Research, Vol. 26 (3), pp. 225-244, TD No. 535 (December 
2004). 
E.  GAIOTTI  and F. LIPPI, Pricing behavior and the introduction of the euro:evidence from a panel of 
restaurants, Giornale degli Economisti e Annali di Economia, 2004, Vol. 63, (3/4), pp. 491-526, 




L. DEDOLA and F. LIPPI, The monetary transmission mechanism: Evidence from the industries of 5 OECD 
countries, European Economic Review, 2005, Vol. 49, (6), pp. 1543-1569, TD No. 389 
(December 2000). 
D. J. MARCHETTI  and  F.  NUCCI,  Price stickiness and the contractionary effects of technology shocks. 
European Economic Review, v. 49, pp. 1137-1164, TD No. 392 (February 2001). 
G. CORSETTI, M. PERICOLI and M. SBRACIA, Some contagion, some interdependence: More pitfalls in tests 
of financial contagion, Journal of International Money and Finance, v. 24, 8, pp. 1177-1199, TD 
No. 408 (June 2001). 
GUISO L., L. PISTAFERRI and F. SCHIVARDI, Insurance within the firm. Journal of Political Economy, 113, 
pp. 1054-1087, TD No. 414 (August 2001) 
R. CRISTADORO, M. FORNI, L. REICHLIN and G. VERONESE, A core inflation indicator for the euro area, 
Journal of Money, Credit, and Banking, v. 37, 3, pp. 539-560, TD No. 435 (December 2001). 
F. ALTISSIMO, E. GAIOTTI and A. LOCARNO, Is money informative? Evidence from a large model used for 
policy analysis, Economic & Financial Modelling, v. 22, 2, pp. 285-304, TD No. 445 (July 2002). 
G. DE BLASIO and S. DI ADDARIO, Do workers benefit from industrial agglomeration?  Journal of regional 
Science, Vol. 45, (4), pp. 797-827, TD No. 453 (October 2002). 
R.  TORRINI,  Cross-country differences in self-employment rates: The role of institutions, Labour 
Economics, V. 12, 5, pp. 661-683, TD No. 459 (December 2002). 
A. CUKIERMAN and F. LIPPI, Endogenous monetary policy with unobserved potential output, Journal of 
Economic Dynamics and Control, v. 29, 11, pp. 1951-1983, TD No. 493 (June 2004). 
M. OMICCIOLI, Il credito commerciale: problemi e teorie, in L. Cannari, S. Chiri e M. Omiccioli (eds.), 
Imprese o intermediari? Aspetti finanziari e commerciali del credito tra imprese in Italia, Bologna, 
Il Mulino, TD No. 494 (June 2004). 
L. CANNARI, S. CHIRI and M. OMICCIOLI, Condizioni di pagamento e differenziazione della clientela, in L. 
Cannari, S. Chiri e M. Omiccioli (eds.), Imprese o intermediari? Aspetti finanziari e commerciali 
del credito tra imprese in Italia, Bologna, Il Mulino, TD No. 495 (June 2004). 
P.  FINALDI  RUSSO  and  L.  LEVA,  Il debito commerciale in Italia: quanto contano le motivazioni 
finanziarie?,  in L. Cannari, S. Chiri e M. Omiccioli (eds.), Imprese o intermediari? Aspetti 
finanziari e commerciali del credito tra imprese in Italia, Bologna, Il Mulino, TD No. 496 (June 
2004). 
A. CARMIGNANI, Funzionamento della giustizia civile e struttura finanziaria delle imprese: il ruolo del 
credito commerciale, in L. Cannari, S. Chiri e M. Omiccioli (eds.), Imprese o intermediari? Aspetti 
finanziari e commerciali del credito tra imprese in Italia, Bologna, Il Mulino, TD No. 497 (June 
2004). 
G. DE BLASIO, Credito commerciale e politica monetaria: una verifica basata sull’investimento in scorte, 
in L. Cannari, S. Chiri e M. Omiccioli (eds.), Imprese o intermediari? Aspetti finanziari e 
commerciali del credito tra imprese in Italia, Bologna, Il Mulino, TD No. 498 (June 2004). 
G. DE BLASIO, Does trade credit substitute bank credit? Evidence from firm-level data. Economic notes, 
Vol. 34 (1), pp. 85-112, TD No. 498 (June 2004). 
A. DI CESARE, Estimating Expectations of Shocks Using Option Prices, The ICFAI Journal of Derivatives 
Markets, Vol. 2, (1), pp. 42-53, TD No. 506 (July 2004). 
M. BENVENUTI and M. GALLO, Il ricorso al "factoring" da parte delle imprese italiane, in L. Cannari, S. 
Chiri e M. Omiccioli (eds.), Imprese o intermediari? Aspetti finanziari e commerciali del credito 
tra imprese in Italia, Bologna, Il Mulino, TD No. 518 (October 2004). 
L. CASOLARO and L. GAMBACORTA, Redditività bancaria e ciclo economico, Bancaria, v. 61, 3, pp. 19-27, 
TD No. 519 (October 2004). 
F. PANETTA,  F.  SCHIVARDI  and  M.  SHUM,  Do mergers improve information? Evidence from the loan 
market, CEPR Discussion Paper, 4961, TD No. 521 (October 2004). P. DEL GIOVANE and R. SABBATINI, La divergenza tra inflazione rilevata e percepita in Italia, Bologna, Il 
Mulino,  TD No. 532 (December 2004). 
R. TORRINI, Quota dei profitti e redditività del capitale in Italia: un tentativo di interpretazione, Politica 
economica, v. 21, pp. 7-42, TD No. 551 (June 2005). 
M. OMICCIOLI, Il credito commerciale come “collateral”, in L. Cannari, S. Chiri, M. Omiccioli (eds.), 
Imprese o intermediari? Aspetti finanziari e commerciali del credito tra imprese in Italia, Bologna, 
il Mulino, TD No. 553 (June 2005). 
L. CASOLARO,  L.  GAMBACORTA  and  L.  GUISO,  Regulation, formal and informal enforcement and the 
development of the household loan market. Lessons from Italy, in Bertola G., Grant C. and Disney 
R. (eds.) The Economics of Consumer Credit: European Experience and Lessons from the US, 
Boston, MIT Press, TD No. 560 (September 2005). 
S. DI ADDARIO and E. PATACCHINI, Wages and the city: The italian case, University of Oxford, Department 
of Economics. Discussion Paper, 243, TD No. 570 (January 2006). 
P. ANGELINI and F. LIPPI, Did inflation really soar after the euro changeover? Indirect evidence from ATM 




C.  BIANCOTTI,  A polarization of inequality? The distribution of national Gini coefficients 1970-1996, 
Journal of Economic Inequality, v. 4, 1, pp. 1-32, TD No. 487 (March 2004). 
M. BOFONDI and G. GOBBI, Information barriers to entry into credit markets, Review of Finance, Vol. 10 
(1), pp. 39-67,  TD No. 509 (July 2004). 
LIPPI F. and W. FUCHS, Monetary union with voluntary participation, Review of Economic Studies, 73, pp. 
437-457 TD No. 512  (July 2004). 
GAIOTTI E. and A. SECCHI, Is there a cost channel of monetary transmission? An investigation into the 
pricing behaviour of 2000 firms, Journal of Money, Credit, and Banking, v. 38, 8, pp. 2013-2038 
TD No. 525 (December 2004). 
A. BRANDOLINI,  P.  CIPOLLONE  and  E.  VIVIANO,  Does the ILO definition capture all unemployment?, 
Journal of the European Economic Association, v. 4, 1, pp. 153-179, TD No. 529 (December 
2004). 
A. BRANDOLINI, L. CANNARI, G. D’ALESSIO and I. FAIELLA, Household Wealth Distribution in Italy in the 
1990s, In E. N. Wolff (ed.) International Perspectives on Household Wealth, Cheltenham, Edward 
Elgar, TD No. 530 (December 2004). 
A.  NOBILI,  Assessing the predictive power of financial spreads in the euro area: does parameters 
instability matter?, Empirical Economics, v. 31, 4, pp. , TD No. 544 (February 2005). 
L. GUISO and M. PAIELLA, The Role of Risk Aversion in Predicting Individual Behavior, In P. A. Chiappori 
e C. Gollier (eds.) Competitive Failures in Insurance Markets: Theory and Policy Implications, 
Monaco, CESifo, TD No. 546 (February 2005). 
G. M. TOMAT, Prices product differentiation and quality measurement: A comparison between hedonic 
and matched model methods, Research in Economics, No. 60, pp. 54-68, TD No. 547 (February 
2005). 
M. CARUSO, Stock market fluctuations and money demand in Italy, 1913 - 2003, Economic Notes, v. 35, 1, 
pp. 1-47, TD No. 576 (February 2006). 
R. BRONZINI and G. DE BLASIO, Evaluating the impact of investment incentives: The case of Italy’s Law 
488/92. Journal of Urban Economics, vol. 60, n. 2, pag. 327-349, TD No. 582 (March 2006). 
A. DI CESARE, Do market-based indicators anticipate rating agencies? Evidence for international banks,  




S. MAGRI, Italian Households' Debt: The Participation to the Debt market and the Size of the Loan, 
Empirical Economics, TD No. 454 (October 2002). 
LIPPI F. and S. NERI, Information variables for monetary policy in a small structural model of the euro 
area, Journal of Monetary Economics TD No. 511 (July 2004). 
DEDOLA  L. and S.  NERI,  What does a technology shock do? A VAR analysis with model-based sign 
restrictions, Journal of Monetary Economics  TD No. 607 (December 2006). 