which describes the rotation of a rigid body with a fixed constant section elastic rod under the action of the external moment M'(t') applied to an axis passing through the center of mass of the rigid body perpen dicular to the rod's oscillation plane. The elastic rod is simulated using the Timoshenko beam theory, which takes into account the shear deformations of the rod and the rotational inertia of the rod's sections. Equations (1)-(3) were obtained by the generalization of the equations used in [1] to the case of the spec ified rod model. These mechanical systems are called discrete continuum systems because they contain elements with concentrated and distributed masses. Initial boundary value problem (1)- (5) is given in dimensionless variables:
STATEMENT OF THE PROBLEM
We consider the following initial boundary value problem:
(1) (2) (3) (4) (5) which describes the rotation of a rigid body with a fixed constant section elastic rod under the action of the external moment M'(t') applied to an axis passing through the center of mass of the rigid body perpen dicular to the rod's oscillation plane. The elastic rod is simulated using the Timoshenko beam theory, which takes into account the shear deformations of the rod and the rotational inertia of the rod's sections. Equations (1)-(3) were obtained by the generalization of the equations used in [1] to the case of the spec ified rod model. These mechanical systems are called discrete continuum systems because they contain elements with concentrated and distributed masses. Initial boundary value problem (1)-(5) is given in dimensionless variables: x = x'/l; y = y'/l; a = a'/l; t = t'/t 0 ; M(t) = M(t')/(EJ); t 0 = l 2 (Sρ/(EJ)) 1/2 ; J 0 = ε = J/(Sl 2 ); and γ = ae/(2(1 + ν)), (ε, γ < 1). Here, θ'(t') describes the angle of the system's rotation relative to the inertial space; y'(x', t') and ϕ'(x', t') describe the deformation of the central axis of the rod and the angle of the rod section's rotation relative to the normal to the rod's axis, respectively; l is the rod's length; ρ is the density of the rod's material and rigid body; E is Young's modulus of the rod's material; ν is the Poisson ratio of the rod's material; ae is the coefficient of the shear deformation of the rod's sections; J is the moment of inertia of the rod's section relative to the section's rotation axis; is J*θ ·· x a + ( )y tt x t , ( )dx ε φ tt x t , ( )dx
the moment of inertia of the rigid body relative to the axis of the rotation; a' is the distance from the rod's fixation point to the center of mass of the rigid body; and S is the sectional area of the rod. Also,
, we define a generalized solution for initial boundary value problem (1)-(5), prove its existence and uniqueness, and derive an analytical formula for a generalized solution.
AUXILIARY DEFINITIONS
We take the expression of from Eq. (1) and substitute it into Eqs. (2)-(3). As a result, we obtain the system of equations (6) (7) with boundary and initial conditions (4) and (5) to determine y(x, t) and φ(x, t).
We introduce the Hilbert space of the vector functions u(x) = col(y(x), φ(x)), y(x), φ(x) ∈ L 2 (0, 1) with the inner product and norm
is the inner product in L 2 (0, 1).
We consider in H the integral operator
where u(x) = col(y(x), φ(x)).
Proposition 1. The operator A acting from H → H is bounded, symmetric, and positive definite.
Obviously, A maps the space H into H. It is equally easy to prove that this operator is bounded. Let us prove that A is a symmetry operator. For u(x) = col(y(x), φ(x)), v(x) = col(z(x), ψ(x)) ∈ H, we have (10) Let us show that A is a positive definite operator. It follows from (10) that (11) Along with inner product (8) in H, we consider the inner product (u, v)* = + which generates the equivalent norm ||u|| * = (u, u Since the Cauchy-Bunyakovsky inequality holds for this inner product, expression (11) can be rewritten as Hereafter, the extension of operator B on H B will be denoted again by B.
We write initial boundary value problem (6)- (7), (4)-(5) in the operator form
where
Let us consider in H B the spectral problem (19)
Proposition 4. There exists a countable sequence of real single spectral points 0 < λ 1 < λ 2 < … < λ n < … (λ n → ∞ as n → ∞) of spectral problem (19), which correspond to the eigenfunctions u n (x) ∈ H B normalized as follows:
To prove this proposition, we introduce the operator B -1 acting from H to H B . B -1 is a completely con tinuous operator (a Fredholm integral operator) as well as a symmetric and positive operator (as follows from Proposition 2). Equation (19) can be rewritten as
A acts from H to H B and is a completely continuous, symmetric, and positive operator. Its spectrum (for example, see [1] , pp. 230) is real, positive, and at most countable. The spectrum may have only one limit point λ = 0. In this case, each point of the spectrum can by matched by only a finite number of linearly independent eigenfunctions. However, because (19) is a second order linear differential equation, for each λ n , there can exist no more than one function satisfying the corresponding boundary conditions. If we suppose that there exist two linearly independent eigenfunctions, they will constitute a fundamental system of solutions of a second order linear differential equation. This means that all the solutions must satisfy the boundary conditions, which is impossible.
Let u n (x) be an eigenfunction of problem (19) corresponding to different eigenvalues (j = 1, 2). We substitute (x) and into Eq. (19) and take an inner product with . As a result, we obtain = We permute n 1 and n 2 : = Subtracting the sec ond equality from the first one and in view of the fact that A and B are symmetric operators, we obtain = = 0. Thus, we can always assume that
This completes the proof of Proposition 4.
Let us consider a method for constructing the functions u n (x) and eigenvalues λ n = ω n > 0. We seek a solution u(x) = col(y(x), φ(x)) of spectral problem (19) assuming that λ = ω 2 , ω > 0 is a parameter. This yields the following boundary value problem for determining y(x) and φ(x): 
We choose solutions of the system of equations (27) and (28) corresponding to the roots p j (ω) as
The general solution of system of equations (25) and (26), which continuously depends on ω, can be written as where It can be easily seen that the vector function u * (x, G) = col ((x + a)G,G) is a partial solution of system of equations (21) and (22) for any G. Therefore, its general solution for any G will be the vector function (29), we obtain the general solution of (21) and (22) as (31) which linearly depends on the coordinates of the vector c. Now, substituting (31) into boundary conditions (23), we obtain for c the system of algebraic equations This condition is the characteristic equation of spectral problem (19). The positive roots 0 < ω 1 < ω 2 < … < ω n < … of equation (33) characterize the sequence of spectral points λ n = (n = 1, 2, …), of boundary problem (19), and the set of eigenfunctions
where c n is the solution of system of equations (32) (17) and (18) defined in Q T and with initial conditions of form (37), we mean a function u(x, t) ∈ H 1 (Q T ) (u(x, 0) = u 0 (x)) satisfying integral relation (38) for any function v(x, t) of form (36). KUBYSHKIN, KHREBTYUGOVA Let us prove that the generalized solution of problem (17) and (18) is unique. Let there exist two solu tions u 1 (x, t) and u 2 (x, t) meeting the same initial conditions. For the difference u 1 
, we obtain the integral relation (39) which must hold for any function v(x, t) of form (36).
We choose v(x, t) to be the function (40) v(x, t) = col(z(x, t), ψ(x, t)), depending on the parameter τ. Substituting (40) into (39), we have As a result, Eq. (39) takes the form Since τ is arbitrary, it follows from here that y(x, t), φ(x, t) ≡ 0. Now, let us prove the existence of a generalized solution of problem (17)- (18). It should be noted that, according to (19) and (20), we have
We expand u 0 (x) ∈ H B , u 1 (x) ∈ H, and g(x) into the series (42)
Let u 0 (x) = u 1 (x) = and the right hand side of (17) have the function d n u n (x) instead of g(x), where a 0n , b 0n , and d n are some constants. We assume that M(t) ∈ L 2 (0, T). Then, the func tion (45) is a generalized solution of problem (17) and (18), satisfying the given initial conditions. This can be verified directly by substituting (45) into (37) with regard to (20), (41), and the expansion
The same proposition is true if and the right hand side of equation (17) has the series instead of the function g(x). In this case, the generalized solution of problem (17) and (18) Similarly, for B, we have
As a result, the value of (48) can be estimated as
In view of (42)- (44), the right hand side of (50) can be made smaller than any ε > 0 through the choice of N for any m. This means that the sequence of the partial sum u N (x, t) of series (46) is fundamental in H 1 (Q T ). This completes the proof of the existence of a generalized solution of problem (17) and (18). As follows from (42)- (44), (48), and (50), the generalized solution u(x, t) can be estimates as (51) where C > 0 is some constant. Inequality (51) proves that the problem is well posed. Now, let us construct a generalized solution of equation (1) Calculating the integrals in (53) and using the formula of integration by parts, we have which is equivalent to
By a generalized solution of Eq. (1), we mean a function θ(t) ∈ θ(0) = θ 0 , satisfying integral equality (54) for any function p(t) of form (52).
It can be easily seen that the desired solution of Eq. (1) 
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