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Introduction
Image restoration is an inverse problem in which the observed data f is obtained approximately by applying a linear operator K on the clean data u with additive noise n . Mathematically, a linear invariant imaging system can be expressed as = fKun + (1) where MNMN K × ∈ R is the matrix representation of a direct convolution operation for deblurring and K is an identity matrix for denoising. As is common in image processing, we utilize the vector notation for images, where the pixels of an MN × image are stacked into an MN vector. ∈ R is a vector denoting the noise. The task of image restoration is to recover u from the observed image f . In most scenarios, solving u from = Kuf is insufficient to get a unique solution. For this reason, we need to introduce a regularization term to constrain the solution to the minimization problem, with the prior knowledge of the observed image. A general model for inverse problem is regfid ()(,) minu uuf µ Φ+Φ (2) where reg () u Φ is a regularization term, fid (,) uf Φ is a data fidelity term which measures some type of deviation of u from the observation f , µ is a positive parameter which balances these two terms. Rudin-Osher-Fatemi (ROF) model with TV regularization has the priorities of preserving sharp edges and object boundaries, which was proposed by Rudin [1] . regularization terms are widely used in image processing, such as denoising [5, 6] , super-resolution [7] . It is well known that the common data fidelity for the gaussian noise is 2 fid2 (,)=|||| ufKuf Φ− , which is widely used in various of inverse problems [1, 8] . However, when the images corrupted by salt-and-pepper noise, 2 fid2 (,)=|||| ufKuf Φ− does not yield satisfactory restoration while fid1 (,)=|||| ufKuf Φ− was suggested in [9] , which remove salt-and-pepper noise successfully.
Recently, Michael proposed a combined 1 l / 2 l data fidelity with total variation model [10] , which dealt with the images corrupted simultaneously by the gaussian noise and salt-and-pepper noise very well and preserved details better than the pure 2 l -TV data fidelity model and it does not suffer from a sudden loss of image features like the 1 l -TV model. Note that, we use hybrid data fidelity and combined 1 l / 2 l data fidelity interchangeably throughout this paper. Contributions and Organization. The contributions of this paper are summarized as follows: The authors of [4] proposed a weighted difference of anisotropic and isotropic total variation model, which regularization term approximates the heavy-tailed distribution of gradient. In [10] , they proposed a combined 1 l and 2 l data fidelity with TV regularization model, which can preserves details better than 2 l data fidelity with TV . Motivated by them, we propose to combine hybrid data fidelity with the weighted difference TV model.
We apply split Bregman iteration to solve the subproblem of DCA for our model. In addition, we compare our proposed method with other representative methods. The experimental results show that the proposed methods can achieve highly performance.
The remainder of this paper is organized as follows. In Section 2, we give the related work which include weighted difference of anisotropic and isotropic total variation model and hybrid data fidelity model. The proposed model and algorithms are presented in Section 3. Section 4 describes the experiments in detail, including parameter setting, image denoising. A concluding remark is given in Section 5.
Related Work
Weighted Difference of Anisotropic and Isotropic Total Variation Model. It is well known that most of natural images are sparse in gradient domain, 1 l is the best convex relaxation of 0 l to bypass the NP-hard 0 l . 1 l norm on the gradient, called anisotropic TV, will yield "blocky" artifacts. Lou et al. [4] proposed a weighted difference of anisotropic and isotropic total variation model for image restoration. The formula of weighted difference of anisotropic and isotropic total variation regularization is presented as following ()
where α is a weighted parameter to balance the anisotropic and isotropic TV terms. Since the gradient distribution follows the heavy-tailed distribution, the authors of [4] derive the value of =0.5 α and it is consistent with the choice of hyper-Laplacian [2] for image processing. It is an effective method especially for piecewise image. In addition, Based on the difference of convex algorithm, Lou et al. applied the split Bregman iteration for 12 0.5 ll − minimization and prove that it converges to a stationary point satisfying the first order optimality condition. Although the model is a nonconvex function, it satisfies Lipschitz regularity and guarantees convergence via the DCA .
Hybrid Data Fidelity Model. As aforementioned description, the data fidelity term guarantees the consistency between the recovered and the observed image. In general, the type of noise contained in the observed image determines the choice of the data fidelity term. As is known, the 2 l data fidelity term is appropriate for image contained gaussian noise, while salt-and-pepper noise can be removed successfully via non-smooth 1 l data fidelity term [9] .
Michael et al. [10] 
where >0 µ and >0 ρ are coefficients of 2 2 |||| Kuf − and 1 |||| Kuf − respectively. Since our model belongs to difference of two convex functions form. DCA is appropriate when the objective function can be decoupled into difference of two convex functions, therefore, we employ the DCA to solve our model. Tao and An proposed DCA [11, 12] In what follows, we briefly review the SBI for the sake of completeness. The SBI is useful when 1 l minimization problem is following form 1 =||()||() argmin uuEu φ + (10) where E and φ are convex. It can be solved easily when we use alternating method to split the problem into subproblem. Therefore, we have Now we can deal with these sub-problems one by one.
1) u-subproblem: By dropping the indices n , the solution of (15) can be obtained by setting the gradient to zero, leads to the requirement that ( ) The overall algorithm for solving (7) is summarized in Algorithm 1.
Experiments
In this section, we show an applications of the proposed method, image denoising. Since the matrix K of these examples can be diagonalized by Fourier transform, therefore our algorithms can be effectively carried out. We compare our methods with 1 l [14] , 12 ll − [3] , and 12 ll α − [4] . In order to verify the proposed methods thoroughly, we use 14 test images from [15] including synthesis images and natural images which are shown in Fig. 1 . Note that these images are gray-scale images. Here, the size of images (a), (d), (f), (g), (h), (j), and (l) are 512× 512, image (b) is of size 128 × 128, image (c), (e), (i), (m), and (n) are of size 256× 256, the size of image (k) is 748 × 500.
Evaluation Criteria. In order to evaluate the performance of the proposed method, we use structural similarity index ( SSIM ) and peak-signal-to-noise ratio ( PSNR ) as quantitative measure for restoration image quality. If the SSIM value is closer to 1 , the characteristic (edges and textures) of restored images is more similar to the original image.
Parameters Setting. In image denoising, input data of DCASBI, the stopping criterion tol , inner iteration MaxBregman , and outer iteration DCA are fixed to 4 
10
− , 200, and 2 respectively, which are the same as reference [4] . The optimal value of the parameters µ λ , ρ and τ are 10, |||| rr dKufb −++ . As regard parameter µ , the range of value µ is from 5 to 20 to adapt different images. During experiment, we find that we should increase the value µ when there are more periodic textures in image. Figure 1 . Test images [15] As regards parameter c in (9), >0 c guarantees the strong convexity and convergence of DCA . While =0 c , the objective function becomes monotone non-increasing, thus cannot ensure that converges to zero. Considering that =0 c can achieve higher PSNR and SSIM for image denoising, we choose =0 c for our proposed method. In reference [4] , the authors considered that 2 or 10 is a good stopping criterion as the outer iteration. In this paper, we chose 2 as the outer iteration of stopping criterion.
Image Denoising. We add zero-mean additive white Gaussian noise with standard deviation 0.05 to the test images. In terms of perceptual quality, Fig. 2 demonstrates that our methods are on par with 12 0.5 ll − [4] . Furthermore, Table 1 shows that our methods are competitive with 12 0.5 ll − in terms of quantitative measure (PSNR and SSIM). Besides, we compare our methods with other methods on the basis of (SSIM, PSNR and TIME) in the case of the noise variance from 0.01 to 0.1 for test image: Barbara. In terms of quantitative criteria (PSNR and SSIM), the proposed method is more efficient than the other methods.
Conclusion
In this paper, we propose a novel image restoration model which incorporates the hybrid data fidelity into the weighted difference of anisotropic and isotropic total variation. We employ DCA to solve the proposed model since it belongs to the difference form. We apply SBI to address the subproblem of DCA. This method is very effective and simple. Experiments show that the proposed model and algorithm can obtain more valid solution than competing methods in terms of objective criteria. 
