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Information theory has its particles, bits and qubits, just as physics has electrons and photons.
However, in physics we have a special category of objects with no clear counterparts in information
theory: quasiparticles. They are introduced to simplify complex emergent phenomena making
otherwise very difficult calculations possible and providing additional insight into the inner workings
of the system. We show that we can adopt a similar approach in information theory. We introduce
the hyperbits, the first information quasiparticles which we prove to be a resource equivalent to
entanglement and classical communication, and give examples how they can be used to simplify
calculations and get more insight into communication protocols.
I. INTRODUCTION: HYPERBITS
Recently much work has been done towards the end
of deriving quantum theory from information-theoretic
principles (see e.g. [1–3]). Although the choice of ax-
ioms and the details of the derivations are different, all
these papers have one thing in common. The authors
are able to show that the structure underlying quantum
theory should be based on Hilbert space. Explicitly, they
show that states and measurements can be represented
by vectors from this space and the probabilities of exper-
imental outcomes expressed are by the familiar formula
involving the scalar product. For the simplest system this
is equivalent to the derivation of the Bloch sphere. Pro-
jective measurements are represented by normalized vec-
tors while the vectors for the states can have any length
smaller or equal 1. The expectation value of the mea-
surement is then given by the scalar product of these
two vectors.
The part of the derivation of the quantum theory where
it is shown that states and measurements are vectors
in some Euclidean ball, is relatively easy, natural and
straightforward in all the papers dealing with this prob-
lem. What is not so easy is showing that the dimension of
the Bloch sphere is 3. Of course, in all the papers men-
tioned the authors are somehow able to overcome this
difficulty and find reasons for this particular dimension,
but the derivation at this point always looses some of
its compelling elegance. It is then only natural that toy
theories with higher dimensional Bloch spheres as state
spaces have also been studied [4–7]. In such theories the
formula for the probabilities of experimental outcomes
stays the same. To wit, with the state given by a vec-
tor ~v of length |~v| ≤ 1 in some d-dimensional Euclidean
space, a measurement with outcomes X = ±1 described
by the pair ±~w with a unit vector ~w, the measurement
outcome is a random variable with expectation
〈X〉 = 〈w|v〉.
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In other words, compared to usual quantum mechanical
Bloch sphere, the only thing that changes is the allowed
dimensionality of the vectors describing the state and
the measurement. A system that can be in any state
described by vectors of any finite dimension we call a
hyperbit. The choice of the name follows from the fact
that its state space is a hyperball.
While these objects seems a priori of limited theoreti-
cal interest, we find here that, remarkably, hyperbits do
exist! However, their existence is only an effective one.
They resemble the quasiparticles from solid state physics,
such as holes or phonons. They are introduced to make
calculations, otherwise complicated, simple and at the
same time give intuitive explanations of the physical phe-
nomena observed.
Just as in the case of those standard quasiparticles, one
needs to find an experimental setting where they become
useful and prove that a single quasiparticle can be sub-
stituted for a complex emergent phenomenon. For the
hyperbits the setting is the very general case of a com-
munication protocol of the following type: There are two
parties, called sender and receiver, each of which receives
an input, given as a binary string or a number, then they
are allowed to make use of resources such as shared en-
tangled states, and are allowed the sending of a single bit
from sender to receiver; at the end the receiver outputs
an answer consisting again of a single bit. We do not
make any assumption on the size of the input of neither
the sender nor the receiver. In this setting we are able
to show that sharing arbitrary entangled states and one
bit of classical communication from the sender to the re-
ceiver is equivalent to the communication of one hyperbit
in the same direction.
This result may be interesting in itself from a con-
ceptual point of view as it shows that there exists in-
deed something like an information quasiparticle. But
the quasiparticle’s raison d’eˆtre is simplifying some cal-
culations so there would be a little point in introducing
the hyperbits if we could not provide at least one exam-
ple where they do just that. Fortunately, we have more
than one.
The paper is structured as follows. First, we prove
2that for tasks where Bob gives binary answers, sending
one hyperbit from Alice to Bob is equivalent to sharing
any amount of entanglement and sending (also from Alice
to Bob) one classical bit. This theorem is the main result
of this paper; note that the scenario where the commu-
nication of the hyperbit can be substituted appears in
the studies of communication complexity [9, 10], obliv-
ious transfer [11], parity oblivious multiplexing [12] or
random access codes [13, 14]. Hyperbits can be used as a
tool in all these cases. We back this claim up by providing
two examples where using hyperbits allows us to prove a
very general identity and a strengthened version of infor-
mation causality [17]. We conclude by discussing possible
extensions of the main theorem that would make it even
more useful. Throughout the paper we assume that the
two possible values of a bit are ±1 instead of the usual
0/1.
II. EQUIVALENCE WITH ENTANGLEMENT
AND CLASSICAL COMMUNICATION
In the formulation of our main theorem below we con-
sider tasks for two cooperating players, Alice and Bob.
These involve inputs ~a to Alice and ~b to Bob (for in-
stance bit strings), and require Bob to output an answer
B. To do this, they may invoke certain resources, such
as shared entanglement or communication, and their suc-
cess will be measured by a referee looking at ~a, ~b and B
(and possibly outputs of Alice).
Theorem 1 For tasks where Bob gives binary answers,
sending one hyperbit from Alice to Bob is equivalent to
sharing any amount of entanglement and sending (also
from Alice to Bob) one classical bit.
We give a formal proof of this theorem in Appendix A,
and here only an outline of it, with some comments on
the interesting points.
In [8, Thm. 2.1], Tsirelson uses the properties of Clif-
ford algebra to show that there is a one-to-one correspon-
dence between the set of Hermitian operators and real
vectors. More precisely, the equivalence concerns any
two sets of Hermitian operators {Aˆk} and {Bˆm} such
that for all k and m,
− 1 ≤ Aˆk ≤ 1 , −1 ≤ Bˆm ≤ 1 , [Aˆk, Bˆm] = 0. (1)
It states that for any bipartite state ρ for each of these
operators there is a corresponding real vector ~xk (for Aˆk)
or ~ym (for Bˆm) such that |~xk| ≤ 1, |~ym| ≤ 1 and
〈~xk, ~ym〉 = Tr(Aˆk ⊗ Bˆmρ). (2)
This theorem also says that for any two sets of vectors
{~xk} and {~ym} such that |~xk| ≤ 1 and |~ym| ≤ 1 there
exists a state and two sets of hermitian operators such
that (2) holds.
If the operators considered are projectors, one can then
think about the application of the operator Aˆk as the
preparation of the hyperbit in the state ~xk. The applica-
tion of the operator Bˆm is then the measurement of the
same hyperbit using the vector ~ym. The only problem
is that Alice and Bob cannot use the projective opera-
tors of their choice on the state they share. They can
only choose the sets of (at least) two different projec-
tors such that one of them will be randomly applied.
In other words, they can choose the observables not the
specific projectors. But Alice still knows which projector
has been applied from the outcome of her measurement
so she knows which of the two possible hyperbits she
has prepared. If she sends her outcome to Bob then he
can adopt his strategy to compensate for the randomness
of the state preparation. The proof in the Appendix A
shows that this adaptation can always be done.
One important property of simulating the entangle-
ment and communication based protocol with the hyper-
bits is that one has to consider only a particular kind
of the postprocessing of the data in the hyperbit case.
After the communication of the hyperbit it has to be
measured and then some function has to be applied to
the measurement outcome. The explicit construction of
the simulation protocol presented in Appendix A shows
that this function is linear in the outcome. This can sig-
nificantly simplify calculations where the optimizations
over all possible protocols are made.
In the following two sections we show two applications
of this theorem.
III. AN IDENTITY LIMITING GUESSING
PROBABILITIES
Let us consider a very general protocol, in the course
of which Alice sends one hyperbit to Bob. From the pre-
vious section we know that it is equivalent to sharing
entanglement and communicating one classical bit. Ob-
viously it is also strictly stronger than sending a single
qubit. The state of the hyperbit encodes information
about Alice’s input ~a. Bob, in measuring the hyperbit,
makes queries about ~a. We assume nothing about the
encoding of Alice; the only things we assume are:
1. Bob’s are yes/no queries: in other words, his out-
come is binary. Let us label the inputs of Alice by
numbers j = 1, .., 2n with pj being the probabil-
ity of Alice getting input j. If the number of her
possible inputs is not a power of 2, we can artifi-
cially make it so by adding some more inputs with
probabilities of occurrence equal 0. We can then
construct a matrix F encoding all the queries and
answers: The correct answer to query Ii when Alice
got input j is encoded as fi,j = ±1.
2. Bob’s queries form a complete pairwise unbiased
set. Pairwise unbiasedness means that for all i 6= i′
3the correct answer to queries Ii and Ii′ i s the same
for exactly half of the possible inputs of Alice. It
does not mean that all the bits of Alice’s input that
Bob can query have to be independent. For exam-
ple if the input of Alice consists of two independent
bits a = {a0, a1}, Bob can query a0, a1 or a0 ⊕ a1.
Completeness means that the number of queries is
2n. This makes F a square matrix.
3. Bob’s strategy is optimal for the encoding used by
Alice: he maximizes his probability of guessing each
query correctly, under the constraints posed by the
hyperbit formalism.
4. The probability distribution of Alice’s input is not
pathological. One might imagine a case where the
most of pj are 0 or very close to it. This can effec-
tively lead to the case where the correct answers for
some queries are always or almost always the same.
Bob does not have to get any communication from
Alice to give the correct answer. Therefore, we as-
sume that for all the queries the optimal strategy
of Bob is measuring the hyperbit, not discarding
it and producing perviously prepared value. This
does not reduce the generality of the result as Bob
can also ask the other queries but they will simply
not enter the formulas and calculating the guessing
probabilities for them is trivial.
We will use
P (Ii = β) =
∑
j
|fi,j + β|
2
pj (3)
to denote the probability that the correct answer to Bob’s
query Ii is β = ±1. If Bi is the answer that Bob gets
when he queries Ii, then his probability of the success is
P (Bi = Ii) and its bias
Ei = 2P (Bi = Ii)− 1. (4)
Theorem 2 For prior probabilities pj and hyperbits ~hj
encoding the messages j, the biases Ei of guessing some
pairwise unbiased properties Ii satisfy the identity
2n∑
i=1
E2i = 2
n
2n∑
j=1
p2j |~hj |2. (5)
For the proof see Appendix B.
This is a very general result, because it is an identity
that holds for every distribution of Alice’s inputs, ev-
ery possible encoding and every complete set of pairwise
independent queries. Let us now look at some special
cases.
If Alice wants to help Bob her optimal strategy is to al-
ways use maximally long hyperbits |~h′j | = 1. If, further-
more, her inputs have a uniform probability distribution
pj = 2
−n then eq. (5) becomes the neat
2n∑
i=1
E2i = 1. (6)
Now let us consider the case when F = H2n , in other
words it does consist of a row without any −1’s. Let’s
assume it is the first row. Query I1 corresponding to
this row is the only one which gives Bob no informa-
tion about the input of Alice. If we look at the vector
~xavg =
∑
j pj
~hj we see that it is the average hyperbit that
Bob receives. Its length is a measure of what Bob knows
about the message before he receives it and it quantifies,
together with the lengths of the individual hyperbits, the
optimality of Alice’s encoding. In this case it is mean-
ingful to split the LHS of eq. (5) into
2n∑
i=2
E2i + |~xavg |2 = 2n
2n∑
j=1
p2j |~hj |2. (7)
One might also be interested in the case where the
measurements performed by Bob are not optimal (it may
happen that he does not know the particulars of Alice’s
encoding). Then we obtain the inequality
2n∑
i=1
E2i ≤ 2n
2n∑
j=1
p2j |~hj |2, (8)
instead of (5).
One particular example, where the hyperbits are use-
ful is the study of the security of quantum key distribu-
tion against individual attacks. As a simple case study
consider the proof presented in [15]. It is based on the
inequality following from corollary 5.2.3 from [16]
P (a0) + P (a1) + P (a0 ⊕ a1) ≤ 3
2
(
1 +
1√
3
)
, (9)
where P(ai) are the probabilities of Bob guessing cor-
rectly bit ai when he has received only one bit/qubit
of data from Alice. Using Theorem 2 we can obtain a
stronger version of the above
E(a0)
2 + E(a1)
2 + E(a0 ⊕ a1)2 ≤ 1, (10)
which leads to weaker requirements on the protocol for
the same level of security.
IV. STRENGTHENED INFORMATION
CAUSALITY
Information causality [17] states that if Alice has N
independent bits ai and sends one classical bit to Bob,
who can try to guess the value one of them, then
N∑
i=1
I(ai : bi) ≤ 1. (11)
4I(ai : bi) is the mutual information between the bit of Al-
ice and the random variable bi generated by Bob, which is
his best guess of that bit. In [17] we have shown that this
property is always true in classical and quantum theory
and used it to derive the Tsirelson bound.
Here we propose a strengthened version of this princi-
ple, proved in Appendix C:
Theorem 3 In the scenario described above, inequal-
ity (11) holds even if the bits ai of Alice are only pairwise
independent.
Note also that in [17] we were considering the gen-
eral case of Alice sending m bits of classical information,
though for the derivation of the Tsirelson bound m = 1
was enough. Here we only considered the case of m = 1.
In fact one can easily show that for the communication
of m bits
∑N
i=1 I(ai : bi) can be as large as 2
m− 1, which
seems to be the maximum – although we are not able to
show this yet.
V. CONCLUSION
We have introduced the concept of the information
quasiparticle and showed the first example - the hyper-
bits. We have established two criterions for the intro-
duction of a quasiparticle: the meaningfulness and the
usefulness. The first of them requires a specific condition
in which it makes sense to substitute the quasiparticle
for some more complex emergent phenomenon. This al-
lows for more insight in the workings of the phenomenon
studied. The usefulness criterion is more practical. It re-
quires that the introduction of the quasiparticle does help
in some calculations. We have shown that the hyperbits
satisfy both of these criterions. The more complex case
which they can be substituted for is the communication
of a single classical bit augmented with any amount of
entanglement. Then we demonstrated how this substi-
tution can be used to obtain powerful results. We have
provided two examples of such results: The first is a very
general identity which can be used in a wide variety of
problems, including one possible application in cryptog-
raphy. The second example is the strengthened version
of information causality. Its consequences are of a more
foundational type and beyond the scope of this paper.
The study of these consequences is one of many direction
for future work that the hyperbits open up. Some of the
interesting questions that arise are: Is there a general-
ization of hyperbits that are equivalent to the scenario
of unlimited entanglement plus communication of some
fixed finite number of bits? Is there an extension of the
generalized information causality bound to communica-
tion of more than one bit? Does Theorem 1 also hold if
the answers that Bob returns are not binary? Are there
any other information quasiparticles?
ACKNOWLEDGMENTS
MP is supported by the U.K. EPSRC and in part by
the Philip Leverhulme Trust and EC integrated project
QESSENCE. AW is supported by the European Com-
mission, the ERC, the U.K. EPSRC, the Royal Society
and a Philip Leverhulme Prize. The Centre for Quantum
Technologies is funded by the Singapore Ministry of Ed-
ucation and the National Research Foundation as part of
the Research Centres of Excellence programme.
[1] L. Hardy, quant-ph/0101012v4 (2001).
[2] B. Dakic´, Cˇ. Brukner, arXiv:0911.0695 (2009).
[3] Ll. Masanes, M. P. Mueller, New J.Phys. 13, 063001,
(2011).
[4] K. Z˙yczkowski, J. Phys. A 41, 355302-23 (2008).
[5] A. Uhlmann, In: Symposium on the Foundations of Mod-
ern Physics 1993 (P. Busch, P. Lahti, P. Mittelstaedt,
eds.), World Scientific, Singapore, 390 (1993)
[6] A. Uhlmann, J. Geom. Phys. 18, 72 (1996).
[7] T. Paterek, B. Dakic´, Cˇ. Brukner, New J. Phys. 12,
053037 (2010).
[8] B. Tsirelson, Journal of Soviet Mathematics 36:4, 557,
(1987).
[9] H. Buhrman, R. Cleve, W. van Dam, SIAM J.Comput.
30, 1829-1841 (2001).
[10] Cˇ. Brukner, M. Z˙ukowski, J.-W. Pan, and A. Zeilinger,
Phys. Rev. Lett. 92, 127901 (2004).
[11] S. Wolf and J. Wullschleger, Proc. ISIT 2005, pp. 1745-
1748 (Adelaide, 5-9 Sept 2005).
[12] R. W. Spekkens, D. H. Buzacott, A. J. Keehn, B. Toner,
G. J. Pryde, Phys. Rev. Lett. 102, 010401 (2009).
[13] A. Ambainis, A. Nayak, A. Ta-Shma, U. Vazirani, J.
ACM, 49(4), 496 (2002).
[14] M. Paw lowski, M. Z˙ukowski, Phys. Rev. A 81, 042326
(2010).
[15] M. Paw lowski, N. Brunner, arXiv:1103.4105 (2011).
[16] R. Ko¨nig, PhD Thesis.
[17] M. Paw lowski, T. Paterek, D. Kaszlikowski, V. Scarani,
A. Winter, M. Z˙ukowski, Nature 461, 1101 (2009).
5Appendix A: Appendix A: Proof of Theorem 1
First we show that if Bob gives binary answers then
any protocol that uses any amount of entanglement and
one bit of classical communication can be simulated by
sending one hyperbit. By simulation we mean another
protocol which, for any input ~a of Alice and ~b of Bob
yields the same expectation value of Bob’s answer B (for
binary outcomes the expectation value carries the whole
information about the probability distribution). Since
the communication in the protocol to be simulated is one
bit, in the most general protocol, the behavior of Alice
can be considered as just a two outcome measurement of
her part of the entangled system and sending her outcome
A to Bob. The choice of Alice’s measurement operator
depends on her part of the input. Since Bob’s answer
is also binary his most general strategy is also to make
a two outcome measurement of the system. The choice
of Bob’s measurement can depend not only on his input
but also on Alice’s message.
If Alice and Bob share a uniformly random bit C (in
this paper we assume that shared randomness is free),
then the parties can modify their protocol as follows. Al-
ice can make the same measurement as in the unmod-
ified version and send to Bob the message A′ = CA.
Bob then can get A by again multiplying A′ by C and
proceed exactly as he would before the modification. Ob-
viously such protocol gives exactly the same expectation
value of B. The difference is that, regardless of what
it was before the modification, the expectation value of
the message is 0. Such post-processing (in Alice’s case)
or pre-processing (in Bob’s) can be incorporated into the
measurement operators. Therefore, without loss of gen-
erality we may consider only protocols where the expec-
tation value of Alice’s outcome A is 0.
Since we do not bound the dimension of the quantum
system measured by Alice and Bob, one more thing we
can assume without loss of generality is that the mea-
surements they make are projective.
Let ρ be the state that the communicating parties ini-
tially share and TrA denote partial trace over Alice’s sub-
system. The measurement that she makes when receiving
input ~a is specified by the observable
Aˆ~a = Pˆ~a,1 − Pˆ~a,−1, (A1)
where Pˆ~a,±1 are projectors corresponding to the out-
comes ±1.
The expectation value of B given the inputs ~a and ~b
and the message A is
〈B(~a,~b, A)〉 = Tr(Bˆ~b,Aρ~a,A), (A2)
where Bˆ~b,A is the observable measured by Bob when his
input is ~b and Alice’s message A.
ρ~a,A =
1
Tr(Pˆ~a,A ⊗ 1 ρ)
TrA(Pˆ~a,A ⊗ 1 ρ) (A3)
is Bob’s part of the state after Alice’s measurement. Our
assumption about the expectation value of A being 0
means that for all ~a
Tr(Pˆ~a,A ⊗ 1 ρ) = 1
2
. (A4)
Since
Pˆ~a,A =
1 +AAˆ~a
2
, (A5)
we get
〈B(~a,~b, A)〉 = 2Tr(Pˆ~a,A ⊗ Bˆ~b,Aρ)
= Tr
((
1 +AAˆ~a
)⊗ Bˆ~b,Aρ). (A6)
Tsirelson [8, Theorem 2.1] considers any two sets of
Hermitian operators {Aˆk} and {Bˆm} such that for all k
and m,
− 1 ≤ Aˆk ≤ 1 , −1 ≤ Bˆm ≤ 1 , [Aˆk, Bˆm] = 0. (A7)
It states that for any bipartite state ρ for each of these
operators there is a corresponding real vector ~xk (for Aˆk)
or ~ym (for Bˆm) such that |~xk| ≤ 1, |~ym| ≤ 1 and
〈~xk, ~ym〉 = Tr(Aˆk ⊗ Bˆmρ). (A8)
This theorem also says that for any two sets of vectors
{~xk} and {~ym} such that |~xk| ≤ 1 and |~ym| ≤ 1 there ex-
ists a state and two sets of hermitian operators such that
(A8) holds. Some of these operators can be projectors
and other observables. For example, the vector version
of the equation (A1) reads ~x~a = ~x~a,1 − ~x~a,−1, where the
vector ~x~a corresponds to the observable and the other two
to projectors. The lengths of the vectors corresponding
to projectors is equal to the probability of the outcome
associated with the given projector. In our case it is 12 for
all the vectors. This implies that the vector correspond-
ing to the identity operator of Alice ~x1 is orthogonal to
all the vectors corresponding to the projective measure-
ments. Since Alice’s outcomes are random she never uses
the identity as a part of her strategy. What we need is
that this operator can, in principle, be used. Obviously,
if Alice and Bob both use the identity operators on their
parts of the entangled state their results are always both
1 and therefore perfectly correlated, which means that
~x1 = ~y1 .
Therefore, we can write
〈B(~a,~b, A)〉 = Tr
((
1 +AAˆ~a
)⊗ Bˆ~b,Aρ)
= 〈~x1 +A~x~a, ~y~b,A〉
= 〈~x1 +A~x~a, c(~b, A)~y1 + c′(~b, A)~y⊥~b,A〉
= c(~b, A) + c′(~b, A)〈A~x~a, ~y⊥~b,A〉,
(A9)
6where c(~b, A) = 〈~y~b,A, ~y1 〉, c′(~b, A) = 〈~y~b,A, ~y⊥~b,A〉 and
~y⊥~b,A is the projection of ~y~b,A on the subspace orthogonal
to ~y1 .
It is now easy to see that the same value can be ob-
tained with the communication of a single hyperbit. Alice
and Bob share a random bit A (with expectation value
0). Alice sends to Bob hyperbits A~x~a and Bob measures
them using the vectors 1
N(~b,A)
~y⊥~b,A, where N(
~b, A) is the
norm of ~y⊥~b,A. It is straightforward to calculate that
Bob can obtain the value (A9) by the following postpro-
cessing: First he discards his outcome with the proba-
bility |c(~b, A)| and outputs sgn(c(~b, A)) instead. If he
did not discard his outcome he flips it with probability
1
2
(
1− c′(~b,A)N(~b,A)
1−|c(~b,A)|
)
and obtains (A9).
Proving conversely that communication of a single hy-
perbit can be simulated by shared entanglement and a
single bit of classical communication is quite straightfor-
ward. The most general strategy for players is for Alice
to prepare the hyperbit in the state ~X(~a) and send it
to Bob who will measure it with the vector ~M(~b). His
expectation value is
〈B(~a,~b)〉 = 〈 ~X(~a), ~M(~b)〉. (A10)
Tsirelson’s [8, Theorem 2.1] states that there exists a
state and the collection of measurements such that
〈 ~X(~a), ~M(~b)〉 = Tr(Aˆ~a ⊗ Bˆ~bρ) = 〈AB〉, (A11)
where A is again Alice’s outcome and B is Bob’s. It
suffices now for Alice, after making the measurement, to
transmit its outcome and Bob can, by multiplying the
received message by his outcome, obtain the answer with
exactly the same expectation value.
Appendix B: Appendix B: Proof of Theorem 2
The unbiasedness assumption means that∑
j
fi,jfi′,j = 2
nδi,i′ , (B1)
i.e. the matrix F has orthogonal rows. It also implies
that not only the rows, but also the columns of F are
orthogonal: ∑
i
fi,jfi,j′ = 2
nδj,j′ . (B2)
Let ~hj be the hyperbit that Alice prepares when she
gets input j. The average hyperbit, that Bob receives
when Ii = β is
~xi,β =
1
P (Ii = β)
∑
j
|fi,j + β|
2
pj~hj . (B3)
If ~i is the vector that he measures with when he is inter-
ested in Ii, then
P (Bi|Ii = β)
=
1
2

1 +Bi
〈
~i,
1
P (Ii = β)
∑
j
|fi,j + β|
2
pj~hj
〉
 .
(B4)
Then we have,
Ei = 2
(
P (Bi = 1|Ii = 1)P (Ii = 1)
+ P (Bi = −1|Ii = −1)P (Ii = −1)
)− 1
= P (Ii = 1) +
〈
~i,
∑
j
|fi,j + 1|
2
pj~hj
〉
+ P (Ii = −1)−
〈
~i,
∑
j
|fi,j − 1|
2
pj~hj
〉
− 1
(B5)
Since P (Ii = 1) + P (Ii = −1) = 1, we get
Ei =
〈
~i,
∑
j
|fi,j + 1|
2
pj~hj
〉
−
〈
~i,
∑
j
|fi,j − 1|
2
pj~hj
〉
=
〈
~i,
∑
j
fi,jpj~hj
〉
.
(B6)
The optimal strategy for Bob is to choose his measure-
ment such that ~i is parallel to ~xi =
∑
j fi,jpj
~hj . In this
case Ei = |~xi| or, equivalently,
E2i = 〈~xi, ~xi〉. (B7)
Let us calculate∑
i
E2i =
∑
i
∑
j,j′
fi,jpjfi,j′pj′〈~hj ,~hj′〉. (B8)
Looking at eq. (B2), we have thus proved that
2n∑
i=1
E2i = 2
n
2n∑
j=1
p2j |~hj |2. (B9)
Appendix C: Appendix C: Proof of Theorem 3
We now prove, using hyperbits as a tool, that eq. (11)
holds in quantum mechanics for pairwise independent,
uniformly distributed bits ai. For every i,
I(ai : bi) = H(ai)−H(ai|bi)
= 1− P (bi = 1)H(ai|bi = 1)
− P (bi = −1)H(ai|bi = −1)
= P (bi = 1)
(
1− h(P (ai = 1|bi = 1)))
+ P (bi = −1)
(
1− h(P (ai = −1|bi = −1))),
(C1)
7where h(t) = −t log t − (1 − t) log(1 − t) is Shannon’s
binary entropy function.
Now, using the Taylor expansion
1− h
(
1 + x
2
)
=
∞∑
n=1
1
2n(2n− 1) ln(2)x
2n
≤
∞∑
n=1
1
2n(2n− 1) ln(2)x
2 = x2,
(C2)
we obtain
I(ai : bi) ≤ P (bi = 1) (2P (ai = 1|bi = 1)− 1)2
+ P (bi = −1) (2P (ai = −1|bi = −1)− 1)2 .
(C3)
From basic probability theory (Bayes’ rule) we have
P (ai = ±1|bi = ±1) = P (bi = ±1|ai = ±1)P (ai = ±1)
P (bi = ±1) .
Using the fact that sharing entanglement and communi-
cating one classical bit is in this scenario equivalent to
communication of one hyperbit we can write the proba-
bility using the formula (B4),
P (bi = β|ai = α)
=
1
2

1 + β
〈
~i,
1
NP (ai = α)
∑
j
|fi,j + α|
2
~hj
〉 ,
(C4)
and substituting pj =
1
N
we also have P (ai = ±1) = 12
and
P (bi = β) =
1
2

1 + β
〈
~i,
1
N
∑
j
~hj
〉 . (C5)
Putting all this together we get
(2P (ai = α|bi = β)− 1)2 =
(
2
P (bi = β|ai = α)P (ai = α)
P (bi = β)
− 1
)2
=

 12
(
1 + β
〈
~i, 2
N
∑
j
|fi,j+α|
2
~hj
〉)
P (bi = β)
− 1


2
=

 12
(
1 + β
〈
~i, 1
N
∑
j(|fi,j + α|)~hj
〉)
− 12
(
1 + β
〈
~i, 1
N
∑
j
~hj
〉)
P (bi = β)


2
=
(
1
2
〈
~i, 1
N
∑
j fi,j
~hj
〉)2
P (bi = β)2
.
(C6)
Now we plug this into eq. (C3):
I(ai : bi) ≤
(
1
2
〈
~i, ~xi
〉)2
(P (bi = 1) + P (bi = −1))
P (bi = 1)P (bi = −1)
=
1
4
(〈
~i, ~xi
〉)2
1
4
(
1−
〈
~i, ~xavg
〉2) .
(C7)
By the Cauchy-Schwarz inequality,
〈
~i, ~xi
〉2
≤ 〈~xi, ~xi〉.
Furthermore, there can be no more than 2n − 1 pairwise
independent bits, so
N∑
i=1
I(ai : bi) ≤
2n−1∑
i=1
I(ai : bi). (C8)
From the previous section we know that
2n−1∑
i=1
〈~xi, ~xi〉 = 1− 〈~xavg , ~xavg〉. (C9)
Finally,
N∑
i=1
I(ai : bi) ≤
2n−1∑
i=1
I(ai : bi)
≤
2n−1∑
i=1
(〈
~i, ~xi
〉)2
(
1−
〈
~i, ~xavg
〉2)
≤
2n−1∑
i=1
〈~xi, ~xi〉
1− 〈~xavg , ~xavg〉 = 1,
(C10)
which concludes the proof.
