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Let AI = {A ∈ Rn×n|A−  A A+} be an interval matrix and
1 p∞. We introduce the concept of Schur and Hurwitz diag-
onal stability, relative to the Hölder p-norm, of AI , abbreviated as
SDSp and HDSp, respectively. This concept is formulated in terms
of a matrix inequality using the p-norm, which must be satis-
ﬁed by the same positive deﬁnite diagonal matrix for all A ∈ AI .
The inequality form is different for SDSp and HDSp. The particular
case of p = 2 is equivalent to the condition of quadratic stability
of AI . The SDS2 inequality is equivalent to the Stein inequality∀A ∈ AI : ATPA − P ≺ 0, and the HDS2 inequality is equivalent to
the Lyapunov inequality ∀A ∈ AI : ATP + PA ≺ 0; in both cases
P is a positive deﬁnite diagonal matrix and the notation “≺ 0”
means negative deﬁnite. The ﬁrst part of the paper • provides
SDSp and HDSp criteria, • presents methods for ﬁnding the positive
deﬁnite diagonal matrix requested by the deﬁnition of SDSp and
HDSp, • analyzes the robustness of SDSp and HDSp and • explores
the connection with the Schur and Hurwitz stability of AI . The
second part shows that the SDSp or HDSp ofAI is equivalent to the
following properties of a discrete- or continuous-time dynamical
interval system whose motion is described by AI: • the existence
of a strong Lyapunov function deﬁned by the p-norm and • the
existence of exponentially decreasing sets deﬁned by the p-norm
that are invariant with respect to system’s trajectories.
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1. Introduction
1.1. Notations and nomenclature
We ﬁrst present the notations used in our work.
• For a vector x = [x1 . . . xn]T ∈ Rn:
||x|| is an arbitrary vector norm.
||x||p is the Hölder vector p-norm deﬁned by ||x||p = [|x1|p + · · · + |xn|p]1/p for 1 p <∞, and by ||x||∞ = max1 i n |xi| for p = ∞.
• For a square matrixM = [mij] ∈ Rn×n:
||M|| is the matrix norm induced by the vector norm ||•|| through ||M|| = sup
x /=0
||Mx||
||x|| =
max||x||=1 ||Mx|| [12, pp. 292].||M||p is the matrix norm induced by the vector p-norm ||•||p, 1 p∞;
mp(M) = lim
h↓0 h
−1(||I + hM||p − 1) is the matrix measure [9, pp. 41], based on the matrix
norm ||•||p.
A positive deﬁnite diagonalmatrixD = diag{d1, . . . , dn},di > 0, i = 1, . . . , n, can beused for deﬁn-
ing the vector norm ||x||Dp = ||D−1x||p, the inducedmatrix norm ||M||Dp = ||D−1MD||p, and thematrix
measure based on the matrix norm ||•||Dp ,mDp (M) = lim
h↓0 h
−1(||I + hM||Dp − 1), for all 1 p∞.
The generalized Gershgorin’s disks ofMwritten for columns are given by
Gcj
(
D−1MD
)
=
⎧⎨
⎩z ∈ C
∣∣∣∣∣∣|z − mjj|
n∑
i=1,i /=j
dj
di
|mij|
⎫⎬
⎭ , j = 1, . . . , n,
and the generalized Gershgorin’s disks ofMwritten for rows are
Gri
(
D−1MD
)
=
⎧⎨
⎩z ∈ C
∣∣∣∣∣∣|z − mii|
n∑
j=1,j /=i
dj
di
|mij|
⎫⎬
⎭ , i = 1, . . . , n.
Let σ(M) = {z ∈ C| det(zI − M) = 0} be the spectrum of M and λi(M) ∈ σ(M), i = 1, . . . , n,
denote its eigenvalues. In the complex plane C, deﬁne the regions CS = {z ∈ C||z| < 1} and CH ={z ∈ C|Rez < 0}. If σ(M) ⊂ CS , then matrix M ∈ Rn×n is said to be Schur stable (abbreviated SS). If
σ(M) ⊂ CH , then matrixM ∈ Rn×n is said to be Hurwitz stable (abbreviated HS).
If M is nonnegative (all entries are nonnegative), its spectral radius λmax(M) is an eigenvalue
such that |λi(M)| λmax(M), i = 1, . . ., n. If M is essentially nonnegative (all off-diagonal entries are
nonnegative), then it has a real eigenvalue, denoted by λmax(M), such that Re{λi(M)} λmax(M), i =
1, . . ., n, – e.g. Lemma 1 in [20].
For p ∈ {1, 2,∞}, the matrix norms ||M||Dp and matrix measures mDp (M) introduced above with
D = diag{d1, . . . , dn}, di > 0, i = 1, . . . , n, have the following expressions:
||M||Dp =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
max
1 j n
{∑n
i=1
dj
di
|mij|
}
, p = 1√
λmax
(
DMT
(
D−1
)2
MD
)
, p = 2
max
1 i n
{∑n
j=1
dj
di
|mij|
}
, p = ∞
mDp (M) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
max
1 j n
{
mjj +∑ni=1,i /=j djdi |mij|
}
, p = 1
1
2
λmax
(
D−1MD + DMTD−1
)
, p = 2
max
1 i n
{
mii +∑nj=1,j /=i djdi |mij|
}
, p = ∞
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Ifx, y ∈ Rn, then“x y”and“x < y”meancomponentwise inequalities. |x|denotes thenonnegative
vector built with the absolute values of the elements of x.
If M, P ∈ Rn×n, then “M  P”, “M < P” mean componentwise inequalities. |M| denotes the non-
negative matrix deﬁned by taking the absolute values of the entries ofM.
If matrix M ∈ Rn×n is symmetric, then “M 	 0” means M is positive deﬁnite and “M ≺ 0” means
M is negative deﬁnite.
Throughout the text, we shall write “X//Y" in place of “X [respectively, Y]”.
1.2. Paper objective and organization
The concept of Schur//Hurwitz “diagonal stability” characterizes matrices for which the Stein//
Lyapunov inequalities have diagonal, positive deﬁnite solutions e.g. [3,5,13,11]. Our recent paper [20]
proposedageneralizationcalleddiagonal stability relative toaHölderp-norm, 1 p∞,which includes
the classical concept summarized above as a particular case corresponding to p = 2. This gener-
alization considers Stein//Lyapunov-type inequalities deﬁned for 1 p∞, the solutions of which
(whenever they exist) are positive deﬁnite diagonal matrices. For linear dynamical systems, these
diagonal matrices allow constructing Lyapunov functions and contractive invariant sets expressed by
the help of the p-norms.
The current paper considers interval matrices and interval systems deﬁned as follows:
A family (set) of real square matrices
AI = {A ∈ Rn×n|A−  A A+}, A− = [a−ij ], A = [aij], A+ = [a+ij ] ∈ Rn×n (1)
is called an “interval matrix”. The notation AI preserves this meaning throughout the paper.
A discrete-time//continuous-time linear system with parameter uncertainties, of the form
x(t + 1) = Ax(t)//x˙(t) = Ax(t), A ∈ AI , x(t0) = x0,
t, t0 ∈ Z+ = {τ ∈ Z|τ  0}//R+ = {τ ∈ R|τ  0}, t  t0, (2-S//H)
is called an “interval system”, “intervalmatrix system” or “dynamical interval system”. The notation “S//H”
has been suggested by the qualitative theory of interval systems which studies the Schur stability in
the discrete-time case and the Hurwitz stability in the continuous-time case.
Interval systems present a great interest for applications, since they incorporate information about
the uncertainties of physical parameters. In model construction, the usage of an interval system (2-
S//H) assumes that the entries of A are ﬁxed (not time-varying), but the knowledge of their values is
limited to intervals, instead of precise numbers.
The ﬁrst part of our paper deﬁnes and investigates the diagonal stability relative to p-norms of
interval matrices, in the sense of Schur//Hurwitz. We derive criteria for this type of stability, analyze
the robustness and explore the connection with the standard concept of “AI Schur//Hurwitz stable”.
The secondpart shows that thediagonal stability, relative top-norm, ofAI is equivalent to the following
two properties of interval system (2-S//H): (i) the existence of a strong Lyapunov function deﬁned by
the p-norm and (ii) the existence of exponentially decreasing sets deﬁned by the p-norm that are
invariant with respect to the system trajectories.
2. Main results
2.1. Background
Deﬁnition 1
(a) AI is called Schur//Hurwitz stable (abbreviated SS//HS) if
∀A ∈ AI : A is SS//HS. (3-S//H)
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(b) Let 1 p∞.AI is called Schur//Hurwitz diagonally stable relative to the p-norm (abbreviated
SDSp//HDSp) if there exists a positive deﬁnite diagonal matrix D 	 0, such that
∀A ∈ AI : ||A||Dp < 1//mDp (A) < 0. (4-S//H)
Remark 1
(a) The property deﬁned by part (a) of Deﬁnition 1 has been intensively explored, especially in the
control literature [23,15,7,4,8,21,13,22,17,24,10,14,1,2].
(b) For a single matrix A, i.e. A− ≡ A+ = A in (1), part (b) of Deﬁnition 1 coincides with Deﬁnition
1 in [20].
(c) Let 1 p∞. For a proper interval matrix AI , i.e. A− /= A+ in (1), part (b) of Deﬁnition 1 is a
non-trivial extension of Deﬁnition 1 in [20]. Indeed, the statement “all the matrices A ∈ AI are
SDSp//HDSp” does not necessarily imply “AI is SDSp//HDSp”, since different matrices A ∈ AI
may be SDSp//HDSp with different diagonal matrices D 	 0.
(d) For a proper interval matrix AI and p = 2, part (b) of Deﬁnition 1 means that the condition for
quadratic stability of AI
∀A ∈ AI : ATPA − P ≺ 0//ATP + PA ≺ 0 (5-S//H)
is satisﬁed by the positive deﬁnite diagonal matrix P = (D−1)2. In other words, inequality (4-
S//H) for p = 2 is equivalent to the classical Stein//Lyapunov inequality (5-S//H) associated with
AI . In control literature the concept of “quadratic stability” is equally used for interval matrices
and interval systems, e.g. [13, pp. 110;17;6, pp. 213].
(e) Statement (d) motivates us to regard inequality (4-S//H) as a Stein//Lyapunov-type inequality,
relative to the p-norm, associated with AI , for 1 p∞.
Remark 2. If there exists a p, 1 p∞, such that the interval matrix AI is SDSp//HDSp, then AI is
SS//HS. Indeed, for anarbitrarymatrixA ∈ AI , Remark2 in [20], shows the implication“A is SDSp//HDSp
for a p, 1 p∞” ⇒ “A is SS//HS”.
2.2. SDSp//HDSp criteria for interval matrices
Theorem 1. Denote by Vk, k = 1, . . . , K∗, K∗  2n2 , the distinct vertices of the matrix polytopeAI deﬁned
by (1). Let 1 p∞.
AI is SDSp//HDSp if and only if there exists a diagonal matrix D 	 0 such that
∀k = 1, . . . , K∗ : ||Vk||Dp < 1//mDp (Vk) < 0. (6-S//H)
Proof. Necessity: It is obvious since Vk ∈ AI , k = 1, . . . , K∗.
Sufﬁciency: Anymatrix A ∈ AI can be written as a convex combination of the vertices of thematrix
polytope, i.e. A = ∑K∗k=1 λkVk , λk  0,∑K∗k=1 λk = 1.
If (4-S) is true, then
||A||Dp 
K∗∑
k=1
λk||Vk||Dp 
K∗∑
k=1
λk
(
max
k=1,...,K∗ ||Vk||
D
p
)
=
(
max
k=1,...,K∗ ||Vk||
D
p
) K∗∑
k=1
λk
= max
k=1,...,K∗ ||Vk||
D
p < 1.
If (4-H) is true, then
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mDp (A)
K∗∑
k=1
λkm
D
p (Vk)
K∗∑
k=1
λk
(
max
k=1,...,K∗ m
D
p (Vk)
)
=
(
max
k=1,...,K∗ m
D
p (Vk)
) K∗∑
k=1
λk
= max
k=1,...,K∗ m
D
p (Vk) < 0. 
Remark 3. It is not surprising that for any p, 1 p∞, the SDSp//HDSp of AI can be characterized
by using only the distinct vertices instead of the whole matrix polytope AI , since a characterization
of this type is already known for the quadratic stability of AI (i.e. for p = 2), e.g. [6, Theorem 6.21].
On the other hand, it is worth pointing out that a similar property does not exist for the SS//HS of AI ,
except for some particular cases.
Since the number of distinct vertices is rather high even for interval matrices of small size, we are
interested in pointing out simpler conditions, that involve a single test matrix.
Given the interval matrix AI (1), let us introduce its majorant matrix, denoted by US//UH , built as
follows:
US =
[
uSij
]
i,j=1,...,n , u
S
ij = max
{∣∣∣a−ij
∣∣∣ , ∣∣∣a+ij
∣∣∣} , i, j = 1, . . . , n, // (7-S)
UH =
[
uHij
]
i,j=1,...,n ,
{
uHii = a+ii , i = 1, . . . , n,
uHij = max
{∣∣∣a−ij
∣∣∣ , ∣∣∣a+ij
∣∣∣} , i /= j, i, j = 1, . . . , n. (7-H)
Note that US is a nonnegative matrix and UH is an essentially nonnegative matrix.
Similar notations are used in the case of a single matrix A, i.e. for AI = {A} [20]:
AS =
[
aSij
]
i,j=1,...,n , a
S
ij = |aij|, i, j = 1, . . . , n, // (8-S)
AH =
[
aHij
]
i,j=1,...,n ,
{
aHii = aii, i = 1, . . . , n,
aHij = |aij|, i /= j, i, j = 1, . . . , n. (8-H)
Theorem 2. The following statements are equivalent:
(i) US//UH is SS//HS.
(ii) AI is SDS1//HDS1.
(iii) AI is SDS∞//HDS∞.
(iv) AI is SDSp//HDSp for all 1 p∞.
Proof. (S) (i) ⇒ (iv). Let 1 p∞. According to Corollary 1 in [20], ifUS is SS, there exists a diagonal
matrix D 	 0 such that ||US||Dp < 1. On the other hand, for any matrix A ∈ AI , construct AS = |A| by
(8-S) and use Lemmas 2 and 4 in [20]. This yields ||A||Dp  ||AS||Dp  ||US||Dp , which implies ||A||Dp < 1,
∀A ∈ AI .
(H) (i) ⇒ (iv). Let 1 p∞. According to Corollary 1 in [20], if UH is HS, there exists a diagonal
matrix D 	 0 such that mDp (UH) < 0. For an arbitrary matrix A ∈ AI , construct AH by (8-H) and use
Lemmas 2 and 4 in [20]. This yieldsmDp (A)m
D
p (A
H)mDp (U
H), which impliesmDp (A) < 0, ∀A ∈ AI .
(S//H) (i) ⇒ (ii) and (i) ⇒ (iii). They result from (i) ⇒ (iv) for p = 1 and p = ∞, respectively.
(S) (ii) ⇒ (i). SinceAI is SDS1, there exists a diagonal matrix D 	 0 such that ∀A ∈ AI , ||A||D1 < 1.
Inparticular, there exists amatrixA∗ ∈ AI such that (A∗)S = US ,which leads to ||US||D1 = ||(A∗)S||D1 =
||A∗||D1 < 1, implying that US is SS.
(H) (ii) ⇒ (i). SinceAI is HDS1, there exists a diagonal matrix D 	 0 such that ∀A ∈ AI ,mDp (A) <
0. In particular, there exists a matrix A∗ ∈ AI such that (A∗)H = UH , which leads to mD1 (UH) =
mD1 ((A
∗)H) = mD1 (A∗) < 0, implying that UH is HS.
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(S//H) (iii) ⇒ (i). It is similar to (ii) ⇒ (i).
(S//H) (iv) ⇒ (ii) and (iv) ⇒ (iii) These are obvious. 
2.3. Finding diagonal matrices D 	 0 solutions to Stein//Lyapunov-type inequality (4-S//H)
The proof of Theorem 2 reveals that the majorant matrix US//UH can be used not only for testing
the existence of the properties SDSp//HDSp ofAI , but also for ﬁnding the diagonalmatricesD 	 0 that
satisfy the inequality (4-S//H) in Deﬁnition 1.
Corollary 1. Let D be a diagonal positive deﬁnite matrix and 1 p∞.
(a) If D satisﬁes the Stein//Lyapunov-type inequality, relative to the p-norm, associated with matrix
US//UH, i.e.
||US||Dp < 1//mDp
(
UH
)
< 0, (9-S//H)
then D satisﬁes the Stein//Lyapunov-type inequality (4-S//H), relative to the p-norm, associated with
the interval matrix AI.
(b) For p ∈ {1,∞}, the counterpart of (a) is also true.
(c) The generalized Gershgorin’s disks of US//UH written for columns are located in the stability region,
i.e.
n⋃
j=1
Gcj
(
D−1USD
)
⊆ CS//
n⋃
j=1
Gcj
(
D−1UHD
)
⊆ CH, (10-S//H)
if and only if D satisﬁes the Stein//Lyapunov-type inequality (4-S//H) relative to norm 1, associated
with the interval matrix AI.
(d) The generalized Gershgorin’s disks of US//UH written for rows are located in the stability region, i.e.
n⋃
i=1
Gri
(
D−1USD
)
⊆ CS//
n⋃
i=1
Gri
(
D−1UHD
)
⊆ CH, (11-S//H)
if and only if D satisﬁes the Stein//Lyapunov-type inequality (4-S//H) relative to norm∞, associated
with the interval matrix AI.
Proof
(a) According to the proof of (S//H) (i) ⇒ (iv) in Theorem 2.
(b) According to the proof of implications (S//H) (ii) ⇒ (i) and (iii) ⇒ (i) in Theorem 2.
(c) (10-S//H) is equivalent to (9-S//H) with p = 1, by Theorem 1 in [20]. Then apply (a) and (b) for
p = 1.
(d) (11-S//H) is equivalent to (9-S//H) with p = ∞, by Theorem 1 in [20]. Then apply (a) and (b) for
p = ∞. 
Remark 4. For applyingCorollary1(a), the followingdetails about the solutionsDof inequality (9-S//H)
are important. From (9-S//H) we have λmax(U
S) ||US||Dp < 1//λmax(UH)mDp (UH) < 0.
Let ε > 0 be a constant such that
λmax
(
US
)
+ ε < 1//λmax
(
UH
)
+ ε < 0. (12-S//H)
According to Lemma 3 and Remark 3 in [20], for any p, 1 p∞, one can construct a diagonal
matrix D 	 0 that ensures
λmax
(
US
)
 ||US||Dp  λmax
(
US
)
+ ε//λmax
(
UH
)
mDp
(
UH
)
 λmax
(
UH
)
+ ε. (13-S//H)
Consequently, for any p, 1 p∞, and any constant ε > 0 satisfying (12-S//H), Corollary 1(a)
allows ﬁnding a diagonal matrix D 	 0 such that
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∀A ∈ AI : ||A||Dp  ||US||Dp  λmax
(
US
)
+ ε//mDp (A)mDp
(
UH
)
 λmax
(
UH
)
+ ε. (14-S//H)
Remark 5. According to Remark 2, inequality (6-S//H) in Theorem 1 or statement (i) of Theorem 2 are
sufﬁcient conditions for the SS//HS ofAI . Such results, supported by proofs different from ours (that do
not involve the SDSp//HDSp concept) are known from the literature of the 90s. For instance, Theorem
2.2 in [25] proposes the test for HS of AI based on inequality (6-H) written for an arbitrary matrix
measure (corresponding to an arbitrary matrix norm || ||); Corollary 1.2 in [21], Theorem 3 in [4],
Theorem 3.4.17 in [13] prove that “US is SS” implies “AI is SS”; Corollary 2.2 in [21] proves that “UH is
HS” entails “AI is HS”. The fact that the above conditions (formulated as sufﬁcient for the SS//HS ofAI)
can be necessary and sufﬁcient for stronger properties of AI (such as SDSp//HDSp) remained hidden
for the cited papers.
2.4. Robustness analysis of SDSp//HDSp
Based on the sufﬁcient conditions discussed in Remark 5, some papers [4, Corollary 7;15, Corollary
2;7, Theorems 3.1, 3.4, 3.5] suggested that the value λmax(U
S) < 1//λmax(U
H) < 0 may be used to
estimate the robustness of the SS//HS property of the interval matrix AI . Below we show that such a
robustness study can be reﬁned by considering the SDSp//HDSp property of AI .
Deﬁnition 2
(a) Let US//UH be SS//HS. The positive quantity
ρSS
(
US
)
= 1 − max
i=1,...,n
∣∣∣λi (US)∣∣∣ = 1 − ∣∣∣λmax (US)∣∣∣ // (15-S)
ρHS
(
UH
)
=
∣∣∣∣ max
i=1,...,n Re
{
λi
(
UH
)}∣∣∣∣ =
∣∣∣λmax (UH)∣∣∣ (15-H)
is called the SS//HS degree (margin) of US//UH .
(b) Let AI be SS//HS. The positive quantity
ρSS
(
AI
)
= 1 − max
A∈AI
max
i=1,...,n |λi(A)|//ρHS
(
AI
)
=
∣∣∣∣max
A∈AI
max
i=1,...,n Re{λi(A)}
∣∣∣∣ (16-S//H)
is called the SS//HS degree (margin) of AI .
(c) Let 1 p∞ and AI be SDSp//HDSp. The positive quantity
ρSDSp
(
AI
)
= 1 − inf
D	0
diagonal
max
A∈AI
||A||Dp//ρHDSp
(
AI
)
=
∣∣∣∣∣∣ infD	0
diagonal
max
A∈AI
mDp (A)
∣∣∣∣∣∣ (17-S//H)
is called the SDSp//HDSp degree(margin)of AI .
Remark 6
(a) The quantity ρSS(U
S)//ρHS(U
H) deﬁned by (15-S//H) measures the distance from the spectrum
of US//UH to the boundary of the stability region CS//CH .
(b) The quantity ρSS(AI)//ρHS(AI) deﬁned by (16-S//H) measures the distance from the union of
spectra of all A ∈ AI to the boundary of the stability region CS//CH .
(c) The quantity ρSDSp(AI)//ρHDSp(AI) deﬁned by (17-S//H) measures the maximal difference (ob-
tainable for D 	 0 diagonal) between the right- and left-hand side of the inequality (4-S//H).
This quantity can also be deﬁned as
ρSDSp
(
AI
)
= 1 − inf
D	0
diagonal
max
k=1,...K∗ ||Vk||
D
p//ρHDSp
(
AI
)
=
∣∣∣∣∣∣ infD	0
diagonal
max
k=1,...,K∗ m
D
p (Vk)
∣∣∣∣∣∣ ,
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since, max
A∈AI
||A||Dp = max
k=1,...,K∗ ||Vk||
D
p//max
A∈AI
mDp (A) = max
k=1,...,K∗ m
D
p (Vk), according to the proof of
Theorem 1.
Corollary 2. Consider the three robustness indices introduced in Deﬁnition 2. Then
ρSS
(
US
)
= ρSDS1
(
AI
)
= ρSDS∞
(
AI
)
 ρSDSp
1<p<∞
(
AI
)
 ρSS
(
AI
)
, // (18-S)
ρHS
(
UH
)
= ρHDS1
(
AI
)
= ρHDS∞
(
AI
)
 ρHDSp
1<p<∞
(
AI
)
 ρHS
(
AI
)
. (18-H)
Proof. Remarks 2–4 and Lemma 4 in [20] yield the following inequalities:
• If 1 p∞, then:
max
A∈AI
max
i=1,...,n |λi(A)| infD	0
diagonal
max
A∈AI
||A||Dp  inf
D	0
diagonal
||US||Dp = λmax
(
US
)
//
max
A∈AI
max
i=1,...,n Re{λi(A)} infD	0
diagonal
max
A∈AI
mDp (A) inf
D	0
diagonal
mDp
(
UH
)
= λmax
(
UH
)
.
• If p ∈ {1,∞}, and D 	 0 a positive deﬁnite diagonal matrix, then:
max
A∈AI
||A||Dp = ||US||Dp//max
A∈AI
mDp (A) = mDp (UH). 
Remark 7. The HS analysis of AI developed by [7] includes the generalized Gershgorin’s disks of UH
written for rows, with D = diag{d1, . . . , dn} 	 0. The paper [7] remarks that the location of the union⋃n
i=1 Gri
(
D−1UHD
)
inside the stability region CH ensures the HS of AI . However the diagonal matrix
D is not related to the properties of AI , its role being explained only from the point of view of the
test matrix UH . By considering the concept of SDSp//HDSp, our Corollary 1 is able to disclose the full
connection between the generalized Gershgorin’s disks and the stability of AI . Moreover, Remark 6
shows that themaximal distance (obtainable forD 	 0diagonal) between the union of the generalized
Gershgorin’s disks and the boundary of the stability region coincides with the SDSp//HDSp degree
(margin) of AI for p ∈ {1,∞}.
2.5. Equivalence between SS//HS and SDSp//HDSp for some classes of interval matrices
The role of the majorant matrix US//UH in testing the stability properties of the interval matrixAI
can be extended (as regards Theorem 2) by considering supplementary hypotheses on AI .
Theorem 3. Assume that AI fulﬁlls one of the conditions (a)–(c) presented below:
(a) US or −US ∈ AI//UH ∈ AI.
(b) AI is either lower or upper triangular.
(c) There exists a vertex Vk of AI that satisﬁes: |Vk| = US (i.e. VSk = US) and Vk or −Vk is a Morishima
matrix // Vk = Vdk + Vok with Vdk = diag{UH}, |Vok | = offdiag{UH} (i.e. VHk = UH) and Vok is a
Morishima matrix.
Then the following statements are equivalent:
(i) US//UH is SS//HS.
(ii) AI is SS//HS.
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(iii) There exists a p, 1 p∞, such that AI is SDSp//HDSp.
(iv) AI is SDSp//HDSp for all p, 1 p∞.
Proof. (S//H) (i) ⇒ (iv). It results from Theorem 2.
(S//H) (iv) ⇒ (iii). It is obvious.
(S//H) (iii) ⇒ (ii). It results from Remark 2.
(S) (ii) ⇒ (i). For hypothesis (a) this implication is obvious. Forhypothesis (b) take into account that
any diagonal entry of a triangular matrix is an eigenvalue of that matrix. Therefore, the absolute value
of any diagonal entry of A− and A+ ∈ AI is subunitary (since matrices A− and A+ are SS). According
to (7-S), matrix US is also triangular and its diagonal elements satisfy uSii = max
{
|a−ii |, |a+ii |
}
< 1, i =
1, . . . , n, implying thatUS is SS. For hypothesis (c), there exists a signaturematrix S = diag {s1, . . ., sn},
si ∈ {−1,+1}, i = 1, . . . , n, such that SVkS = |Vk| or S(−Vk)S = | − Vk| = |Vk|. This shows that the
eigenvalues of |Vk| are identical with those of Vk or−Vk . On the other hand, the absolute value of any
eigenvalue of Vk or −Vk is subunitary since Vk ∈ AI and AI is SS. This completes the proof because
US = |Vk|.
(H) (ii) ⇒ (i). For hypothesis (a) this implication is obvious. For hypothesis (b), the diagonal entries
ofA+ ∈ AI are negative (sinceA+ is triangular andHS). According to (7-H),matrix UH is also triangular
and its diagonal elements satisfy uSii = a+ii < 0, i = 1, . . . , n, implying that UH is HS. For hypothesis
(c), there exists a signaturematrix S = diag {s1, . . ., sn}, si ∈ {−1,+1}, i = 1, . . . , n, such that SVok S =
|Vok |. From this equality and SVdk S = Vdk , we get SVkS = S(Vdk + Vok )S = Vdk + |Vok | = UH , showing
that matrices Vk and U
H are similar and have the same eigenvalues. The proof is completed. 
The following result, stronger than Corollary 1, allows ﬁnding the diagonal matrices D 	 0 that
satisfy the inequality (4-S//H) in Deﬁnition 1.
Corollary 3. Assume that AI fulﬁlls condition(a) in Theorem 3 and let D be a diagonal positive deﬁnite
matrix. For any p, 1 p∞, D satisﬁes the Stein//Lyapunov-type inequality (4-S//H), relative to the p-
norm, associated with the interval matrix AI if and only if D satisﬁes the Stein//Lyapunov-type inequality
(9-S//H), relative to the p-norm, associated with the matrix US//UH.
Proof. Sufﬁciency is ensured by Corollary 1(a). Necessity: Note that ∀A ∈ AI : ||A||Dp < 1//mDp (A) < 0
together with US or −US ∈ AI//UH ∈ AI imply ||US||Dp < 1//mDp (UH) < 0, for any p, 1 p∞. 
Remark 8. For anyp, 1 p∞, and any constantε > 0 satisfying (12-S//H), Corollary 3 allowsﬁnding
a diagonal matrix D 	 0 such that
∀A ∈ AI : λmax
(
US
)
 ||A||Dp  ||US||Dp  λmax
(
US
)
+ ε//
λmax
(
UH
)
mDp (A)m
D
p
(
UH
)
 λmax
(
UH
)
+ ε.
(19-S//H)
Remark 9. Some of the conditions (a)–(c) in Theorem 3 have been proposed by previous works in
order to use the SS//HS of US//UH as a necessary and sufﬁcient condition for the SS//HS ofAI , e.g. [21,
Corollaries 1.3 and 2.3;23, Theorem 3.1;4, Corollary 1; 16, Theorem 5.2;18, Theorem 5.2]. Our Theorem
3 shows that such supplementary hypotheses onAI ensure the equivalence between the SDSp//HDSp
for any p, 1 p∞, and the SS//HS of AI .
Corollary 4. Assume thatAI fulﬁlls one of the conditions (a)–(c) in Theorem 3. Consider the three robust-
ness indices introduced by Deﬁnition 2. Then, for any p, 1 p∞,
ρSS
(
US
)
= ρSDSp
(
AI
)
= ρSS
(
AI
)
//ρHS
(
UH
)
= ρHDSp
(
AI
)
= ρHS
(
AI
)
. (20-S//H)
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Proof. We use (18-S//H) together with the equality max
A∈AI
max
i=1,...,n |λi(A)| = λmax(U
S)//max
A∈AI
max
i=1,...,n
Re{λi(A)} = λmax(UH) that takes place due to the fulﬁllment of one of the conditions (a)–(c) in
Theorem 3. 
Remark 10. Consider the interval matrixAI deﬁned by a nominal matrix A0 and a disturbance matrix
 0, as follows:
AI = {A ∈ Rn×n|A0 −  A A0 + }. (21)
If A0 or−A0 is nonnegative//A0 is essentially nonnegative, then condition (a) of Theorem 3 is satisﬁed
regardless of the concrete values of the matrix  0.
3. Application to interval systems
Let us denote by x(t; t0, x0) the solution (state trajectory) of interval system (2-S//H) corresponding
to the initial condition x(t0) = x0. This solution (state trajectory) refers to the dynamics of system
(2-S//H) generated by an arbitrary matrix A ∈ AI .
Deﬁnition 3. Let 1 p∞. If there exist a diagonal matrix D 	 0 and a constant 0 < r < 1//r < 0,
such that the function
Vp : Rn → R+, Vp(x) = ||x||Dp , (22)
fulﬁlls the following condition
∀t ∈ Z+//R+, ∀ solution x(t) to(2-S//H) :
Vp(x(t + 1)) rVp(x(t))//D+Vp(x(t)) rVp(x(t)), (23-S//H)
whereD+Vp(x(t)) = lim
h↓0
(
Vp(x(t + h)) − Vp(x(t))) /h, then the functionVp deﬁned by (22) is a strong
diagonal Lyapunov function, with the decreasing rate r for the interval system(2-S//H).
Deﬁnition 4. Let 1 p∞. The interval system (2-S//H) is called diagonally invariant exponentially
stable relative to thep-norm(abbreviatedasDIESp) if there exist adiagonalmatrixD 	 0andaconstant
0 < r < 1//r < 0, such that
∀ε > 0, ∀t, t0 ∈ Z+//R+, t  t0, ∀x0 = x(t0) ∈ Rn :
||x0||Dp  ε ⇒ ||x(t; t0, x0)||Dp  εr(t−t0)//||x(t; t0, x0)||Dp  εer(t−t0). (24-S//H)
Remark 11. Condition (24-S//H) shows that DIESp is a special type of exponential stability which
concomitantly ensures the (positive) invariance of the contractive sets
Xεp (t; t0) =
{
x ∈ Rn
∣∣∣||x||Dp  εr(t−t0)//||x||Dp  εer(t−t0) } ,
t, t0 ∈ Z+//R+, t  t0, ε > 0, (25-S//H)
with respect to the solutions (state trajectories) of the interval system (2-S//H).
For a linear system without uncertainties, i.e. AI = {A} in (2-S//H), Deﬁnition 4 has already been
formulated in the paper [20].
The following result connects the SDSp//HDSp of the interval matrix (1) to the stability analysis of
the interval system (2-S//H).
Theorem 4. Let 1 p∞, a diagonal matrix D 	 0 and a constant 0 < r < 1//r < 0. The following
statements are equivalent:
(i) Interval system (2-S//H) is DIESp for D and r.
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(ii) For the interval system (2-S//H), the function Vp(x) = ||x||Dp is a strong diagonal Lyapunov function,
with the decreasing rate r.
(iii) The interval matrix (1) is SDSp//HDSp satisfying
∀A ∈ AI : ||A||Dp  r//mDp (A) r. (26-S//H)
Proof. It results fromDeﬁnitions 1–3 in thepresent paper, by applyingTheorem2 in [20] to allmatrices
A in AI . 
Remark 12. Let 1 p∞. The diagonal matrix D 	 0 and the constant 0 < r < 1//r < 0 for which
the interval system (2-S//H) is DIESp can be found by the help of Corollary 1(a) and Remark 4, or
Corollary 3 and Remark 8.
Remark 13. The constant 0 < r < 1//r < 0 in the statement of Theorem 4 represents the decreasing
rate of the time-dependent invariant setsXεp (t; t0)deﬁnedby (25-S//H). For any p, 1 p∞, forwhich
the interval system (2-S//H) is DIESp, the value of the fastest decreasing rate is
r∗p = inf
D	0
diagonal
max
A∈AI
||A||Dp//r∗p = inf
D	0
diagonal
max
A∈AI
mDp (A), 1 p∞. (27)
This value is directly related to the SDSp//HDSp degree (margin) of AI introduced in Deﬁnition
2, by r∗p = 1 − ρSDSp(AI)//r∗p = −ρHDSp(AI). Obviously r∗p may have different values, for different
p-norms. If the interval system (2-S//H) is DIESp for all p, 1 p∞, then, according to (18-S//H), we
have
∀p, 1 < p < ∞ : r∗p  r∗1 = r∗∞ = λmax
(
US
)
//λmax
(
UH
)
. (28)
Moreover, if the interval matrix AI fulﬁlls one of the conditions (a)–(c) in Theorem 3, then the
time-dependent invariant sets Xεp (t; t0) deﬁned by (25-S//H) have the same fastest decreasing rate for
all p, 1 p∞, namely r∗p = λmax
(
US
)
//λmax(U
H).
Remark 14. Remark 12 requires further comments on how US//UH can be used for ﬁnding a diagonal
matrix D 	 0 that ensures the fastest decreasing rate r∗p of the sets Xεp (t; t0). We have the following
situations:
• If US//UH is irreducible then one can ﬁnd a diagonal matrix D 	 0 satisfying the equality
||US||Dp = λmax(US)//mDp (UH) = λmax(UH) by the procedure presented in Remark 3 in [20].
• If US//UH is reducible, then for ∀ε > 0 one can only ﬁnd diagonal matrices D 	 0 satisfying the
inequality λmax(U
S) < ||US||Dp  λmax(US) + ε//λmax(UH) < mDp (UH) λmax(UH) + ε.
Remark 15. Our previous paper [19] studies the “componentwise exponential asymptotic stability
(CWEAS)” of interval systems, which has been deﬁned as follows. System (2-S//H) is CWEAS if there
exist d
+
i > 0, d
−
i > 0, i = 1, . . . , n, and 0 < r < 1//r < 0 such that
∀t, t0 ∈ Z+//R+, t  t0 : −d−i  xi(t0) d+i
⇒ −d−i r(t−t0)  xi(t) d+i r(t−t0)// − d−i er(t−t0)  xi(t) d+i er(t−t0), i = 1, . . . , n,
where xi(t0), xi(t) denote the components of the initial condition x(t0) of (2-S//H) and of the corre-
sponding solution x(t), respectively. In terms of the notations used by the current paper, the concept of
“symmetrical CWEAS” introduced in [19] (meaning d
−
i = d+i in the above deﬁnition) coincides with
DIES∞ and it is characterized by “US//UH is SS//HS”. In other words, Corollary 2 in [19] represents the
particular case p = ∞ for the equivalence (i) ⇔ (iii) of Theorem 4 in the current paper.
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4. Example
Let us consider the interval matrix given by
AI =
{
A ∈ R2×2|A−  A A+
}
, A− =
[−10 −2
−4 −4
]
, A+ =
[−6 1
0 −4
]
, (29)
and the corresponding continuous-time interval system
x˙(t) = Ax(t), x(t0) = x0 ∈ R2, t, t0 ∈ R+, t  t0, A ∈ AI. (30)
In order to investigate the HDSp property of AI we build the majorant matrix of AI according to
(7-H) and get
UH =
[−6 2
4 −4
]
, UH /∈ AI. (31)
Notice that hypothesis (c) of Theorem 3 is fulﬁlled by the vertex matrix V =
[−6 −2
−4 −4
]
∈ AI ,
with VH = UH . The off-diagonal part of V, namely Vo =
[
0 −2
−4 0
]
, is a Morishima matrix since
SVok S = |Vok | for the signature matrix S = diag{−1, 1}.
The application of Theorem 3 shows that for the interval matrix AI given by (29) the following
statements are equivalent: (i)UH isHS; (ii)AI isHS; (iii)AI isHDSp for allp, 1 p∞.Moreover, Corol-
lary 4 reveals that the robustness indices introduced by Deﬁnition 2 satisfy ρHDSp(AI) = ρHS(AI) =
ρHS(U
H) = −2, for any p, 1 p∞.
Next we investigate the DIESp property of the interval system (30). Since U
H is irreducible, in
accordance with Remark 14, for any p, 1 p∞, we can ﬁnd a positive deﬁnite diagonal matrix
Dp 	 0 satisfyingmDpp (UH) = λmax(UH) through the procedure presented in Remark 3 in [20].
Consider the right and left Perron–Frobenius eigenvectors of UH , v = [1 2]T > 0 and w =
[1 1]T > 0, corresponding to the dominant eigenvalue λmax(UH) = −2. Let q satisfy 1/p + 1/q= 1, where the particular cases p = 1 and p = ∞ mean 1/p = 1, 1/q = 0, and 1/p = 0, 1/q = 1,
respectively. Then, condition (26-H) from Theorem 4 is met for the diagonal matrix
Dp = diag
{
v
1/q
1
/
w
1/p
1 , v
1/q
2
/
w
1/p
2
}
= diag
{
1, 21/q
}
=
⎧⎨
⎩
diag{1, 1}, p = 1
diag{1, 2(p−1)/p}, 1 < p < ∞
diag{1, 2}, p = ∞
(32)
and any constant r, −2 r < 0, i.e.
∀A ∈ AI : mDpp (A) r, for − 2 r < 0, 1 p∞. (33)
According toTheorem4, for all 1 p∞, the time-dependent sets deﬁnedbyDp (32) and−2 r <
0 as
Xεp (t; t0) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{
x ∈ R2
∣∣∣|x1| + |x2| εer(t−t0) } , p = 1{
x ∈ R2
∣∣∣(|x1|p + 2|x2/2|p)1/p  εer(t−t0) } , 1 < p < ∞{
x ∈ R2
∣∣∣max{|x1|, |x2/2|} εer(t−t0) } , p = ∞
t, t0 ∈ R+, t  t0, ε > 0,
(34)
are invariantwith respect to the solutions (state trajectories) of the interval system (30). For different p,
1 p∞, the setsXεp (t; t0)deﬁnedby (34) have different shapes (e.g. diamonds if p = 1, ellipses if p =
2, and rectangles ifp = ∞), but the same fastest decreasing rate (r∗p = λmax(UH) = −2,∀p, 1 p∞).
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For any p, 1 p∞, the function
Vp : R2 → R+, Vp(x) =
⎧⎨
⎩
|x1| + |x2|, p = 1
(|x1|p + 2|x2/2|p)1/p, 1 < p < ∞
max{|x1|, |x2/2|}, p = ∞
(35)
is a strong diagonal Lyapunov function for the interval system (30), which decreases with the rate
r∗p = λmax(UH) = −2 along each trajectory (solution) of (30).
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