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Abstract
The scale of modern datasets necessitates the development of efficient distributed opti-
mization methods for composite problems, which have numerous applications in the field
of machine learning. A critical challenge in realizing this promise of scalability is to develop
efficient methods for communicating and coordinating information between distributed ma-
chines, taking into account the specific needs of machine learning algorithms. Recent work
in this area has been limited by focusing heavily on developing highly specific methods
for the distributed environment. These special-purpose methods are often unable to fully
leverage the competitive performance of their well-tuned and customized single machine
counterparts. Further, they are unable to easily integrate improvements that continue to
be made to single machine methods. To this end, we present a framework for distributed
optimization in Chapter 2 and its accelerated version in Chapter 3 that allow the flexibil-
ity of arbitrary solvers to be used on each machine locally, and yet maintains competitive
performance against other distributed methods. We give strong primal-dual convergence
rate guarantees for our framework that hold for arbitrary local solvers. We demonstrate
the impact of local solver selection both theoretically and in an extensive experimental
comparison. Further, in Chapter 4 we proposed algorithmic modifications to an existed
distributed inexact dumped Newton method, which lead to less round of communications
and better load-balancing.
In Chapter 5, we introduce the concept of an Underestimate Sequence (UES), which is
a natural extension of Nesterov’s estimate sequence. Our definition of a UES utilizes three
sequences, one of which is a lower bound of the objective function. The question of how to
construct an appropriate sequence of lower bounds is also addressed, and we present lower
1
bounds for strongly convex smooth functions and for strongly convex composite functions,
which adhere to the UES framework. Further, we propose several first order methods for
minimizing strongly convex functions in both the smooth and composite cases. The algo-
rithms, based on efficiently updating lower bounds on the objective functions, have natural
stopping conditions, which provides the user with a certificate of optimality. Convergence
of all algorithms is guaranteed through the UES framework, and we show that all presented
algorithms converge linearly, with the accelerated variants enjoying the optimal linear rate
of convergence.
2
Chapter 1
Introduction
As the information and computing technology develops, it is now commonplace to attack
problems from many fields through data analysis, particularly through the use of statis-
tical and machine learning algorithms on what are often large datasets. This trend has
been referred to as Big Data, and it has had a significant impact in areas as varied as
artificial intelligence, Internet applications, computational biology, finance, marketing and
logistics [10].
Though these problems arise in diverse application domains, they all share some key
characteristics. First, the datasets are often extremely large. They may consist of millions
or even billions of training samples; They may become very high-dimensional, because it
is now possible to measure and store very detailed information of each sample. Thus, the
datasets are often stored or even collected in a distributed manner. Second, many such
problems can be formulated in the framework of composite optimization. As a result, it has
become of central importance to develop distributed optimization algorithms for convex
composite problems, to capture the complexity of modern data and scale well under modern
parallel computing architecture.
In general, there are following two main challenges on developing distributed optimiza-
tion algorithms.
• On typical high performance computing clusters, communication between machines is
several orders of magnitude slower than reading data from main memory. Therefore
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when trying to translate the highly tuned existing single machine algorithms to the
distributed setting, great care must be taken to avoid too much communications
through network. Thus, for distributed optimization, the round of communications
between nodes should be minimized. At least, we should be able to balance the time
that is spent on computation and communication.
• Load-balancing between machines greatly affects the efficiency of distributed algo-
rithms. Amdahl’s law [61] implies that if a parallel algorithm spend more time only
on one of the nodes (usually the master node), then the possible speed-up from uti-
lizing more machines will becomes much lower. Hence, a distributed algorithm that
scales well should try to distribute computation tasks evenly to each machine.
In the first part of this dissertation, we present techniques to address the above two dif-
ficulties. In the later part, we focus on proposing new first order methods, which can
be used as the local solvers of our distributed framework. Overall, we are interested in
developing distributed methods that reduce the communication cost, and developing non-
linear optimization algorithms on single machines to further improve the efficiency of local
computation.
The dissertation is organized as follows. In rest of Chapter 1, we introduce relevant
background of distributed optimization and mathematical settings on which the later chap-
ters are based. In Chapter 2 we develop and analyze the proposed distributed framework
CoCoA+ under different assumptions on the problem. In Chapter 3, based on Nesterov’s
accelerating scheme, we presents an variant of CoCoA+ which improves the convergence
rate. Chapter 4 includes a series of algorithmic modifications on an existed distributed
algorithm to reduce the number of communications and improve the scalability. Finally,
we extend the idea of Estimate Sequences and propose new first order methods which reach
the optimal convergence rate in Chapter 5.
4
1.1 Background and Settings
We start by introducing some definitions and notations, followed by the problem setting
and necessary assumptions.
1.1.1 Definitions
The following standard definitions will be used throughout the thesis. For simplicity, we
use ‖ · ‖ to denote ‖ · ‖2.
Definition 1.1 (L-Lipschitz Continuity). A function h : Rm → R is L-Lipschitz continuous
if ∀u,v ∈ Rm, we have
|h(u)− h(v)| ≤ L‖u− v‖ . (1.1)
Definition 1.2 (L-Bounded Support). A function h : Rm → R ∪ {+∞} has L-bounded
support if its effective domain is bounded by L, i.e.,
h(u) < +∞ ⇒ ‖u‖ ≤ L . (1.2)
Definition 1.3 (β-Smoothness). A function h : Rm → R is β-smooth if it is differentiable
and its gradient is β-Lipschitz continuous, or equivalently,
h(u) ≤ h(v) + 〈∇h(v),u− v〉+ β
2
‖u− v‖2 ∀u,w ∈ Rm . (1.3)
Definition 1.4 (β-Strong Convexity). A differentiable function h : Rm → R is β-strongly
convex for β ≥ 0 if,
h(u) ≥ h(v) + 〈∇h(v),u− v〉+ β
2
‖u− v‖2 ∀u,v ∈ Rm . (1.4)
Definition 1.5 (Convex Conjugate). The convex conjugate of a function h : Rm → R is
the function h∗ : Rm → R defined by,
h∗(v) = sup
u∈Rm
(v>u− f(u)). (1.5)
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We also define the notation [n] := {1, 2, ..., n} for any integer n > 0. All the notations
throughout the dissertation are summarized in the appendix.
1.1.2 A Description of Problems
We are interested in solving the following pair of composite optimization problems:
min
α∈Rn
[
OA(α) := f(Xα) + g(α)
]
, (A)
min
w∈Rd
[
OB(w) := f∗(w) + g∗(−X>w)
]
. (B)
Here α ∈ Rn and w ∈ Rd are variable vectors, X := [x1; . . . ; xn] ∈ Rd×n is a data matrix
with column vectors xi ∈ Rd, i ∈ [n]. We will assume without loss of generality that
∀i : ‖xi‖ ≤ 1. y ∈ Rn is a vector containing the label for each data vector. Functions f∗
and g∗ are conjugates of convex functions f : Rd → R and g : Rn → R, respectively.
The relationship of problems (A) and (B) is known as Fenchel-Rockafellar duality [8],
as stated in Proposition 1.6. Note that while dual problems are typically presented as a
pair of (min, max) problems, we have equivalently reformulated both (A) and (B) to be
minimization problems for consistence.
Proposition 1.6. (Appendix C in [24]) Problem (B) is the dual problem of (A).
It is well known [57, 70, 66, 24] that the first-order optimality conditions give rise to a
natural mapping that relates pairs of primal and dual variables. The mapping employs the
linear map given by the data X, and maps any dual variable α ∈ Rn to a primal candidate
vector w ∈ Rd as follows:
w = w(α) := ∇f(Xα). (1.6)
For this mapping, under the assumptions that we make in Section 1.1.3 below, it holds
that if α? is an optimal solution of (A), then w(α?) is an optimal solution of (B). In
particular, strong duality holds between the primal and dual problems. If we define the
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duality gap function as
G(α) := OA(α)−
(−OB(w(α))), (1.7)
then G(α?) = 0, which ensures that by solving the dual problem (A) we also solve the
original primal problem of interest (B). Moreover, the duality gap at any point provides a
practically computable upper bound on the unknown primal as well as dual optimization
error (sub-optimality), since
OA(α) ≥ OA(α?) = −OB(w?) ≥ −OB(w(α)) .
As we will later see, there are many benefits to leveraging this primal-dual relationship,
including the ability to use the duality gap as a certificate of solution quality, and, in the
distributed setting, as a tool through which we can effectively distribute computation.
1.1.3 Assumptions
We make the following assumption on problem (A).
Assumption 1.7. f is (1/τ)-smooth, and the function g is separable and defined as a sum
of n convex functions, i.e., g(α) =
∑n
i=1 gi(αi), with each gi : R → R having L-bounded
support.
Proposition 1.8 (Theorem 6 in [31]). A convex function h : Rm → R is β-strongly convex
if and only if its convex conjugate h∗ is 1β smooth.
Proposition 1.9. A closed convex function h : R→ R has L-bounded support if and only
if its convex conjugate h∗ is L-Lipschitz continuous.
Proof. Let us first assume function h has L-bounded support. ∀v1 ∈ R, let uˆ denote the
optimal solution of supu(v1u − h(u)) and we know |uˆ| ≤ L. Thus, h∗(v1) = supu(v1u −
h(u)) = v1uˆ− h(uˆ). Then, ∀v2 ∈ R, we have,
h∗(v1)− h∗(v2) ≤ v1uˆ− h(uˆ)− sup
u
(v2u− h(u))
7
≤ v1uˆ− h(uˆ)− v2uˆ+ h(uˆ)
≤ (v1 − v2)uˆ ≤ L|v1 − v2|.
Thus, h∗ is L-Lipschitz continuous. It is left to prove that h is L-bounded support assuming
h∗ is L-Lipschitz continuous. Since h is closed convex, we have h = h∗∗. Thus, for some
u > L,
h(u) = sup
v
(uv − h∗(v))
≥ −h∗(0) + sup
v
(uv − (h∗(v)− h∗(0)))
≥ −h∗(0) + sup
v
(uv − L|v − 0|)
≥ −h∗(0) + sup
v>0
(uv − Lv) =∞.
A similar argument holds for u < −L. Thus, for any u such that |u| > L we have that
h(u) =∞, which proves that h has L-bounded support.
Given the duality between the problems (A) and (B) and above propositions, Assump-
tion 1.1.3 can be equivalently stated as assuming that in problem (B), f∗ is τ -strongly
convex, and the function g∗(−X>w) = ∑ni=1 g∗i (−x>i w) is separable with each g∗i being
L-Lipschitz.
1.1.4 Applications
Problems (A) and (B) appear frequently in the application of machine learning. Here we
introduce some examples, and how to map them to at least one of problems (A) and (B).
1. Lasso [73]. We can map the L1-regularized least squares regression problem:
min
α∈Rn
1
2
‖Xα− y‖2 + λ‖α‖1, (1.8)
to objective (A) by letting f(Xα) = 12‖Xα− y‖2 and g(α) =
∑
i gi(αi) =
∑
i λ|αi|,
where λ > 0 is the regularization parameter. In this mapping, n represents the
number of features, and d the number of training points. Note that we cannot map
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Loss function `i(a) `
∗
i (b)
Quadratic loss 12(a− yi)2 12b2 + yib
Hinge loss max{0, yi − a} yib, b ∈ [−1, 0]
Squared hinge loss (max{0, yi − a})2 b24 , b ∈ [−∞, 0]
Logistic loss log(1 + exp (−yia)) − byi log
(
− byi
)
+
(
1 + byi
)
log
(
1 + byi
)
, byi ∈ (−1, 0)
Table 1.1: Examples of commonly used loss functions.
the lasso objective to (B) directly, as f∗ must be τ -strongly convex while L1-norm is
not.
2. L2-Regularized Empirical Risk Minimization [74]. We can represent a L2-regularized
empirical risk minimization (ERM) by mapping the problem:
min
w∈Rd
1
n
n∑
i=1
`i(x
>
i w) +
λ
2
‖w‖2 , (1.9)
to objective (B) by letting g∗(−X>w) = ∑ni=1 g∗i (−x>i w) = ∑ni=1 1n`i(x>i w) and
f∗(w) = λ2‖w‖2, where `i(·) is some convex loss function for i ∈ [n] and λ > 0.
In this mapping, d represents the number of features, and n the number of training
points. The dual problem of (1.9) can be mapped to (A) as:
min
α∈Rn
1
n
n∑
i=1
`∗i (−αi) +
λ
2
‖ 1
λn
Xα‖2 , (1.10)
where g(α) =
∑n
i=1 gi(αi) =
∑n
i=1
1
n`
∗
i (−αi) and f(α) = λ2‖ 1λnXα‖. Here `∗i (·) is the
convex conjugate of `i(·). Table 1.1 lists several examples of `i and `∗i . If applying
hinge loss, then (1.9) will become Support Vector Machine (SVM) problem:
min
w∈Rd
1
n
n∑
i=1
max
{
0, yi − x>i w
}
+
λ
2
‖w‖2 . (1.11)
3. Elastic Net Regression [84]. We can map elastic-net regularized least squares regres-
sion problem:
min
u∈Rp
1
2‖Xu− y‖2 + η‖u‖1 +
λ
2
‖u‖2 , (1.12)
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to either objective (B) or (A). To map to objective (B), let f(Xα) = 12‖Xα − y‖2
and g(α) =
∑
i gi(αi) =
∑
i η|αi|+ λ2α2i , where η > 0 and λ > 0 are two regularization
parameters. In this case, n is the number of features and d is the number of training
points. To map to (A), let g(−X>w) = ∑i g∗i (−x>i w) = ∑i 12(x>i w − yi)2 and
f∗(w) = η‖w‖1 + λ2‖w‖2, setting d to be the number of features and n the number
of training points.
1.1.5 Data Partition
To view our setup in the distributed environment, We assume that dataset {xi, yi}ni=1 is
residing on K machines in a distributed way, with every machine only holding a part of
the whole dataset. In the same way we split the dual variables α, with each corresponding
to an individual data point xi. The given data distribution is described using a partition
P1, . . . ,PK that corresponds to the indices of data and dual variables residing on machine k.
Formally, Pk ⊆ {1, 2, . . . , n} for each k ∈ [K] := {1, ...,K}, Pk ∩ Pl = ∅ whenever k 6= l,
and
⋃K
k=1 Pk = {1, 2, . . . , n}.
In order to efficiently use this structure in the text, we introduce the following notation.
For any h ∈ Rn we use the notation h[k] ∈ Rn for the vector
h
[k]
i :=

0, if i /∈ Pk,
hi, otherwise.
(1.13)
Note that, in particular we have h =
∑K
k=1h
[k]. Analogously, we write X[k] for the matrix
consisting only of the columns i ∈ Pk, padded with zeros in all other columns.
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Chapter 2
A Framework for Communication
Efficient Distributed Optimization
In this chapter, we propose a general communication efficient distributed framework that
can employ arbitrary single machine local solvers in this chapter. In Section 2.2, we present
our framework, CoCoA+, which can cover general non-strongly convex regularizers, in-
cluding L1-regularized problems like lasso, sparse logistic regression, and elastic net reg-
ularization, and show how earlier work can be derived as a special case. In Section 2.3,
we provide convergence guarantees for the class of convex regularized loss minimization
objectives, leveraging a novel approach in handling non-strongly convex regularizers and
non-smooth loss functions. The resulting framework has markedly improved performance
over state-of-the-art methods, as we illustrate with an extensive set of experiments on real
distributed datasets in Section 2.5.
2.1 Motivation and Assumptions
There are two motivations for proposing our framework. First, numerous methods have
been proposed to solve (A) and (B). these methods generally fall into two categories:
primal methods which run directly on problem (A), and dual methods, which instead run
on the dual formulation of the objective. In developing our framework, we present an
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distributed framework that allows for either a primal or a dual variant of our framework
to be run.
Second, distributed computing architectures have come to the fore in modern machine
learning, in response to the challenges arising from a wide range of large-scale learning
applications. Distributed architectures offer the promise of scalability by increasing both
computational and storage capacities. A critical challenge in realizing this promise of
scalability is to develop efficient methods for communicating and coordinating information
between distributed machines, taking into account the specific needs of machine-learning
algorithms. On most distributed systems [e.g., 21, 64, 67, 57, 59], the communication of
data between machines is vastly more expensive than reading data from main memory and
performing local computation. Moreover, the optimal trade-off between communication
and computation can vary widely depending on the dataset being processed, the system
being used, and the objective being optimized. It is therefore essential for distributed
methods to accommodate flexible communication-computation profiles while still providing
convergence guarantees.
This chapter focuses on proposing a general communication-efficient distributed frame-
work that can employ arbitrary single machine local solvers and thus directly leverage
their benefits and problem-specific improvements. Our framework works in rounds, where
in each round the local solvers on each machine find a (possibly weak) solution to a spec-
ified subproblem of the same structure as the original master problem. On completion of
each round, the partial updates between the machines are efficiently combined by leverag-
ing the primal-dual structure of the global problem [77, 29, 39]. The framework therefore
completely decouples the local solvers from the distributed communication. Through this
decoupling, it is possible to balance communication and computation in the distributed
setting, by controlling the desired accuracy and thus computational effort spent to deter-
mine each subproblem solution. Our framework holds with this abstraction even if the user
wishes to use a different local solver on each machine.
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2.2 The Algorithm Framework
In this section we start by giving a general view of the proposed framework, explaining
the most important concepts needed to make the framework efficient. In Section 2.2.1 we
discuss the formulation of the local subproblems, and in Section 2.2.2 specific details and
best practices for implementation.
The data distribution plays a crucial role in Algorithm 1, where in each outer iteration
indexed by t, machine k runs an arbitrary local solver on a problem described only by the
data that particular machine owns and other fixed constants or linear functions.
The crucial property is that the optimization algorithm on machine k changes only
coordinates of the dual optimization variable αt corresponding to the partition Pk to
obtain an approximate solution to the local subproblem. We will formally specify this in
Assumption 2.3. After each such step, updates from all machines are aggregated to form
a new iterate αt+1. The aggregation parameter ν will typically be between ν = 1/K,
corresponding to averaging, and ν = 1, to adding.
Algorithm 1 CoCoA+ Framework
1: Input: Data matrix X distributed according to partition {Pk}Kk=1, aggregation param-
eter ν∈(0, 1], and parameter σ′ for the local subproblems. Starting point α0 := 0 ∈ Rn.
2: for t = 0, 1, 2, . . . do
3: for k ∈ {1, 2, . . . ,K} in parallel over machines do
4: Let h
[k]
t be an approximate solution of the local problem (LO), i.e.
min
h[k]∈Rn
Gσ′k (h[k];αt)
5: end for
6: Set αt+1 := αt + ν
∑K
k=1 h
[k]
t
7: end for
Here we list the core conceptual properties of Algorithm 1, which are important qualities
that allow it to run efficiently.
Locality. The local subproblem Gσ′k (LO) is defined purely based on the data points re-
siding on machine k, as well as a single shared vector in Rd (representing the state
of the αt variables of the other machines). Each local solver can then run indepen-
dently and in parallel, i.e., there is no need for communication while solving the local
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subproblems.
Local changes. The optimization algorithm used to solve the local subproblem Gσ′k out-
puts a vector h
[k]
t with nonzero elements only in coordinates corresponding to vari-
ables α[k] stored locally (i.e., i ∈ Pk).
Efficient maintenance. Given the description of the local problem Gσ′k ( · ;αt) in itera-
tion t, the new local problem Gk( · ;αt+1) in iteration t + 1 can be formed on each
machine, requiring only communication of a single vector in Rd from each machine k
to the master node, and vice versa, back to each machine k.
Let us now comment on these properties in more detail. Locality is important for mak-
ing the method versatile, and is the way we escape the restricted setting that allows us
much greater flexibility in designing the overall optimization scheme. Local changes result
from the fact that along with data, we distribute also coordinates of the dual variable α
in the same way, and thus only make updates to the coordinates stored locally. As we
will see, efficient maintenance of the subproblems can be obtained. For this, a communi-
cation efficient encoding of the current shared state α is necessary. To this goal, we will in
Section 2.2.2 show that communication of a single d-dimensional vector is enough to for-
mulate the subproblems (LO) in each round, by carefully exploiting their partly separable
structure.
Note that Algorithm 1 is the “analysis friendly” formulation of our algorithm frame-
work, and it is not yet fully illustrative for implementation purposes. In Section 2.2.2, we
will precisely formulate the actual communication scheme, and illustrate how the above
properties can be achieved.
Before that, we will formulate the precise subproblem Gσ′k in the following section.
2.2.1 The Local Subproblems
We can define a data-local subproblem of the original dual optimization problem (A), which
can be solved on machine k and only requires accessing data which is already available
locally, i.e., datapoints with i ∈ Pk. More formally, each machine k is assigned the following
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local subproblem, depending only on the previous shared primal vector w ∈ Rd, and the
change in the local dual variables αi with i ∈ Pk:
min
h[k]∈Rn
Gσ′k (h[k];α). (2.1)
We are now ready to define the local objective Gσ′k ( · ;α) as follows:
Gσ′k (h[k];α) := 1K f(Xα) +
〈
∇f(Xα),X[k]h[k]
〉
+ σ
′
2τ
∥∥∥X[k]h[k]∥∥∥2 + ∑
i∈Pk
gi(αi + h
[k]
i ).
(LO)
The role of the parameter σ′ ≥ 1 is to measure the “difficulty” of the data partition, in a
sense which we will discuss in detail in Section 2.2.3 below.
The interpretation of the above defined subproblems is that they will form a quadratic
approximation of the smooth part of the true objective OA, which becomes separable over
the machines. The approximation keeps the non-smooth part intact. The variable h[k]
expresses the update proposed by machine k. In this spirit, note also that the approx-
imation coincides with OA at the reference point α, i.e.
∑K
k=1 Gσ
′
k (0;α) = OA(α). We
will discuss the interpretation and properties of these subproblems in more detail below in
Section 2.2.3.
2.2.2 Practical Communication Efficient Implementation
We will now discuss how Algorithm 1 can efficiently be implemented in a distributed
environment. Most importantly, it remains to clarify how the “local” subproblems can
actually be formulated and solved by using only local information from the corresponding
machine, and to make precise what information needs to be communicated in each round.
Recall that the local subproblem objective Gσ′k ( · ;α) was defined in (LO). We will now
equivalently rewrite this optimization problem, to clarify how it is expressed only using
local information. To do so, we use our simplified notation v = v(α) := Xα for a given α.
As we see in the reformulation, it is precisely this vector v ∈ Rd which contains all the
necessary shared information between the machines. Given the vector v, the subproblem
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(LO) writes equivalently as
Gσ′k (h[k]; v,α[k]) := 1K f(v) +
〈
∇f(v),X[k]h[k]
〉
+ σ
′
2τ
∥∥∥X[k]h[k]∥∥∥2 + ∑
i∈Pk
gi(αi + h
[k]
i ).
(LO’)
Practical Distributed Framework. In summary, we have seen that each machine can for-
mulate the local subproblem given purely local information (the local data X[k] as well as
the local dual variables α[k]). No information about the other machines variables α or
their data is necessary.
The only requirement for the method to work is that between the rounds, the changes
in α[k] variables on each machine and the resulting global changes in v are kept consistent,
in the sense that vt = v(αt) := Xαt must always hold. Note that for the evaluation of
∇g∗(v), the vector v is all that is needed.
In the following more detailed formulation of the CoCoA+ framework shown in Algo-
rithm 2 (equivalent reformulation of Algorithm 1), the crucial communication pattern of
the framework finally becomes more clear: Per round, only a single vector (the update on
v ∈ Rd) needs to be sent over the communication network. The reduce-all operation in line
10 means that each machine sends their vector ∆v
[k]
t ∈ Rd to the network, which performs
the addition operation of the K vectors to the old vt. The resulting vector vt+1 is then
communicated back to all the machines, so that all have the same copy of vt+1 before the
beginning of the next round.
The framework as shown below in Algorithm 2 clearly maintains the consistency of αt
and vt = v(αt) after each round, no matter which local solver is used to approximately
solve (LO’).
2.2.3 Compatibility of the Subproblems for Aggregating Updates
In this subsection, we shed more light on the local subproblems on each machine, as defined
in (LO) above, and their interpretation. More formally, we will show how the aggregation
parameters ν (controlling the level of adding versus averaging the resulting updates from
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Algorithm 2 The CoCoA+ Framework, Practical Implementation
1: Input: Data matrix X distributed according to partition {Pk}Kk=1, aggregation pa-
rameter ν ∈ (0, 1], and parameter σ′ for the local subproblems. Starting point
α0 := 0 ∈ Rn.
2: v0 := Xα0 ∈ Rd
3: for t = 0, 1, 2, . . . do
4: for k ∈ {1, 2, . . . ,K} in parallel over machines do
5: Pre-compute (X[k])T∇f(vt)
6: Let h
[k]
t be an approximate solution of the local problem (LO’), i.e.
max
h[k]∈Rn
Gσ′k (h[k]; vt,α[k]t )
7: Update local variables α
[k]
t+1 = α
[k]
t + νh
[k]
t
8: Let ∆v
[k]
t = X
[k]h
[k]
t
9: end for
10: reduce all to compute vt+1 = vt + ν
∑K
k=1 ∆v
[k]
t
11: end for
each machine) and σ′ (the subproblem parameter) interplay together, to in each round
achieve a valid approximation to the global objective function OA.
The role of the subproblem parameter σ′ is to measure the difficulty of the given data
partition. For the convergence results discussed below to hold, σ′ must be chosen not
smaller than
σ′ ≥ σ′min := ν · max
h∈Rn
{
hTXTXh
∣∣ hTGh ≤ 1} . (2.2)
Here, G is the block diagonal sub-matrix of the data covariance matrix XTX, corre-
sponding to the partition {Pk}Kk=1, i.e.,
Gij :=

xTi xj = (X
TX)ij , if ∃k such that i, j ∈ Pk,
0, otherwise.
(2.3)
In this notation, it is easy to see that the crucial quantity defining σ′min above is written
as hTGh =
∑K
k=1 ‖X[k]h[k]‖2.
The following lemma shows that if the aggregation and subproblem parameters ν and σ′
satisfy (2.2), then the sum of the subproblems
∑
k Gσ
′
k will closely approximate the global
objective function OA. More precisely, this sum is a block-separable lower bound on OA.
17
Lemma 2.1. Let σ′ ≥ 1 and ν ∈ [0, 1] satisfy (2.2) (that is σ′ ≥ σ′min). Then ∀ α ∈ Rn
and ∀ h ∈ Rn, it holds that,
OA
(
α+ ν
K∑
k=1
h[k]
) ≤ (1− ν)OA(α) + ν K∑
k=1
Gσ′k (h[k]; v,α). (2.4)
Proof. An outer iteration of CoCoA+ performs the following update,
OA(α+ ν
K∑
k=1
h[k]) = f(v(α+ ν
K∑
k=1
h[k]))︸ ︷︷ ︸
A
+
n∑
i=1
gi(αi + ν(
K∑
k=1
h[k])i)︸ ︷︷ ︸
B
. (2.5)
We bound A and B separately. First we bound A from (1/τ)-smoothness of f ,
A = f
(
v(α+ ν
K∑
k=1
h[k])
)
= f
(
v(α) + ν
K∑
k=1
v(h[k])
)
(1.3)
≤ f(v) + ν
K∑
k=1
〈
∇f(v),v(h[k])
〉
+
ν2
2τ
∥∥∥∥∥
K∑
k=1
v(h[k])
∥∥∥∥∥
2
(1.6)
≤ f(v) + ν
K∑
k=1
∇f(v)TX[k]h[k] + ν
2
2τ
∥∥∥∥∥
K∑
k=1
v(h[k])
∥∥∥∥∥
2
(2.2)
≤ f(v) + ν
K∑
k=1
∇f(v)TX[k]h[k] + νσ
′
2τ
K∑
k=1
∥∥∥v(h[k])∥∥∥2 .
Next we use Jensen’s inequality to bound B,
B =
K∑
k=1
∑
i∈Pk
gi(αi + νh
[k]
i )
 = K∑
k=1
∑
i∈Pk
gi
(
(1− ν)αi + ν(α+ h[k])i
)
≤
K∑
k=1
∑
i∈Pk
(1− ν)gi(αi) + νgi(αi + h[k]i )
 .
Plugging A and B back into (2.5) yields,
OA
(
α+ ν
K∑
k=1
h[k]
)
≤ f(v)− νf(v) + νf(v) + ν
K∑
k=1
∇f(v)TX[k]h[k] + νσ
′
2τ
K∑
k=1
∥∥∥v(h[k])∥∥∥2
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+K∑
k=1
∑
i∈Pk
(
(1− ν)gi(αi) + νgi(αi + h[k]i )
)
= (1− ν)f(v) +
K∑
k=1
∑
i∈Pk
(1− ν)gi(αi)

︸ ︷︷ ︸
(1−ν)OA(α)
+ ν
K∑
k=1
 1
K
f(v) +∇f(v)TX[k]h[k] + σ
′
2τ
∥∥∥v(h[k])∥∥∥2 + ∑
i∈Pk
gi(αi + h
[k]
i )

= (1− ν)OA(α) + ν
K∑
k=1
Gσ′k (h[k]; v,α[k]) ,
where the last equality is by the definition of subproblem Gσ′k (·) as in (LO’).
The following lemma gives a simple choice for the subproblem parameter σ′, which
is trivial to calculate for all values of the aggregation parameter ν ∈ R, and safe in the
sense of the desired condition (2.2) above. Later we will show experimentally (Section 2.5)
that the choice of this safe upper bound for σ′ only has a minimal effect on the overall
performance of the algorithm.
Lemma 2.2. For any aggregation parameter ν ∈ [0, 1], the choice of the subproblem pa-
rameter σ′ = νK is valid for (2.2), i.e., νK ≥ σ′min.
Proof. Considering h ∈ Rn with zeros in all coordinates except those that belong to the
k-th block Pk, we have hTXTXh = hTGh, and thus σ′ ≥ ν. Let h[k,l] denote h[k] − h[l].
Since XTX is a positive semi-definite matrix, for any k ∈ {1, . . . ,K}, l ∈ {1, . . . ,K}
and k 6= l we have
0 ≤ (h[k,l])TXTXh[k,l] = (h[k])TXTXh[k] + (h[l])TXTXh[l] − 2(h[k])TXTXh[l]. (2.6)
By taking any h ∈ Rn for which hTGh ≤ 1, in view of (2.2), we get
hTXTXh =
K∑
k=1
K∑
l=1
(h[k])TXTXh[l] =
K∑
k=1
(h[k])TXTXh[k] +
∑
k 6=l
(h[k])TXTXh[l]
(2.6)
≤
K∑
k=1
(h[k])TXTXh[k] +
∑
k 6=l
1
2
[
(h[k])TXTXh[k] + (h[l])TXTXh[l]
]
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= K
K∑
k=1
(h[k])TXTXh[k] = KhTGh ≤ K.
Therefore we can conclude that νhTXTXh ≤ νK for all h included in the definition (2.2)
of σ′min, proving the claim.
2.3 Theoretical Results
In this section we state the main theoretical results of this chapter. Before doing so, we
elaborate on one of the most important aspects of the algorithmic framework: the quality
of approximate local solutions.
2.3.1 Quality of Local Solutions
The notion of approximation quality provided by the local solvers is measured according
to the following:
Assumption 2.3 (Quality of local solution). We assume that there exists Θ ∈ [0, 1) such
that ∀k ∈ [K], the local solver at any outer iteration t produces a (possibly) randomized
approximate solution h[k], which satisfies
Et+1
[Gσ′k (h[k]; vt,α[k]t )− Gσ′k (h[k]? ; vt,α[k]t )|t]≤ Θ(Gσ′k (0; vt,α[k]t )− Gσ′k (h[k]? ; vt,α[k]t )) ,
(2.7)
where
h
[k]
? ∈ arg min
h[k]∈Rn
Gσ′k (h[k]; vt,α[k]t ), ∀k ∈ [K] , (2.8)
and Et+1[·|t] indicates conditional expectation given the algorithm history up to time t.
The assumption specifies the (relative) accuracy Θ obtained on solving the local sub-
problem Gk. Considering the two extreme examples, setting Θ = 0 would require to find
the exact maximum, while Θ = 1 states that no improvement was achieved at all by the
local solver. Intuitively, we would prefer Θ to be small, but spending many computational
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resources to drive Θ to 0 can be excessive in practice, since Gk is actually not the problem
we are interested in solving (A), but is the problem to be solved per communication round.
The best choice in practice will therefore be to choose Θ such that the local solver runs for
a time comparable to the time it takes for a single communication round. This freedom of
choice of Θ ∈ [0, 1] is a crucial property of our proposed framework, allowing it to adapt
to the full range of communication speeds on real world systems, ranging from supercom-
puters on one extreme to very slow communication rounds like MapReduce systems on the
other extreme.
In Section 2.5 we study impact of different values of this parameter to the overall
performance on solving (A).
2.3.2 Complexity Bounds
Before claiming the main complexity results, we first introduce three lemmas that will help
to show the main theorems.
Lemma 2.4. Let gi be µ-strongly
1, and let f be (1/τ)-smooth. Then at each iterations t
of Algorithm 1 under Assumption 2.3, and any s ∈ [0, 1], it holds that
Et+1[OA(αt)−OA(αt+1)|t] ≥ ν(1−Θ)
(
sG(αt)− σ
′s2
2τ
Rt
)
, (2.9)
where
Rt := −µ(1− s)
τσ′s
‖ut −αt‖2 +
K∑
k=1
∥∥∥X[k](ut −αt)[k]∥∥∥2 , (2.10)
for ut ∈ Rn with
(ut)i ∈ ∂g∗i (−x>i w(αt)). (2.11)
Proof. We can estimate the expected change of the objective OA(α) as follows. Starting
from the definition of the update αt+1 := αt + ν
∑K
k=1 h
[k] from Algorithm 1, we apply
Lemma 2.1, which relates the local approximation Gσ′k (h[k]; vt,α[k]t ) to the global objective
1Note that the case of weakly convex gi(·) is explicitly allowed here as well, as the Lemma holds for the
case µ = 0.
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OA(α). This gives us:
Et+1
[OA(αt)−OA(αt+1)|t] = Et+1[OA(αt)−OA(αt + ν K∑
k=1
h[k])|t
]
(2.4)
≥ Et+1
[
OA(αt)− (1− ν)OA(αt)− ν
K∑
k=1
Gσ′k (h[k]; vt,αt)|t
]
= νEt+1
[
OA(αt)−
K∑
k=1
Gσ′k (h[k]; vt,αt)|t
]
= νEt+1
[
OA(αt)−
K∑
k=1
Gσ′k (h[k]? ; vt,αt) +
K∑
k=1
Gσ′k (h[k]? ; vt,αt)−
K∑
k=1
Gσ′k (h[k]; vt,αt)|t
]
As a result of Assumption 2.3,
Et+1
[OA(αt)−OA(αt+1)|t]
(2.7)
≥ ν
(
OA(αt)−
K∑
k=1
Gσ′k (h[k]? ; vt,αt) + Θ
( K∑
k=1
Gσ′k (h[k]? ; vt,αt)−
K∑
k=1
Gσ′k (0; vt,αt)︸ ︷︷ ︸
OA(αt)
))
= ν(1−Θ)
(
OA(αt)−
K∑
k=1
Gσ′k (h[k]? ; vt,αt)︸ ︷︷ ︸
C
)
. (2.12)
Now, let us upper bound the C term, denoting h? =
∑K
k=1 h
[k]
? . We first plug in the
objective OA in (A) and the local subproblems (LO). This gives us:
C
(A),(LO)
=
n∑
i=1
(
gi(αi)− gi(αi + (h?)i)
)
−w>Xh? −
K∑
k=1
σ′
2τ
∥∥∥X[k]h[k]? ∥∥∥2
≥
n∑
i=1
(
gi(αi)− gi(αi + s(ui − αi))
)
− sw>X(u−α)−
K∑
k=1
σ′s2
2τ
∥∥∥X[k](u−α)[k]∥∥∥2.
Due to strong convexity of gi(·) for each i,
C ≥
n∑
i=1
(
sgi(αi)− sgi(ui) + µ
2
(1− s)s(ui − αi)2
)
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− sw>X(u−α)−
K∑
k=1
σ′s2
2τ
∥∥∥X[k](u−α)[k]∥∥∥2.
The convex conjugate maximal property implies that
gi(ui)
(3.15)
= −uiw>xi − g∗i (−w>xi). (2.13)
Moreover, from the definition of problems (A) and (B), we can write the duality gap as
G(α) = OA(α)− (−OB(w))
=
n∑
i=1
(
g∗i (−w>xi) + gi(αi)
)
+ f∗(∇f(Xα)) + f(Xα)
=
n∑
i=1
(
g∗i (−w>xi) + gi(αi)
)
+ (Xα)>w
=
n∑
i=1
(
g∗i (−w>xi) + gi(αi) + αiw>xi
)
. (2.14)
Hence,
C
(2.13)
≥
n∑
i=1
(
sgi(αi) + suiw
>xi + sg∗i (−w>xi) + sαiw>xi − sαiw>xi
)
+
n∑
i=1
µ
2
(1− s)s(ui − αi)2 − sw>X(u−α)−
K∑
k=1
σ′s2
2τ
∥∥∥X[k](u−α)[k]∥∥∥2
=
n∑
i=1
(
sgi(αi) + sg
∗
i (−w>xi) + sαiw>xi
)
−
n∑
i=1
(
s(αi − ui)w>xi − µ
2
(1− s)s(ui − αi)2
)
− sw>X(u−α)−
K∑
k=1
σ′s2
2τ
∥∥∥X[k](u−α)[k]∥∥∥2
(2.14)
= sG(α) +
µ
2
(1− s)s‖u−α‖2 − σ
′s2
2τ
K∑
k=1
∥∥∥X[k](u−α)[k]∥∥∥2 . (2.15)
Now, the claimed improvement bound (2.9) follows by plugging (2.15) into (2.12).
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Lemma 2.5. Let σ :=
∑K
k=1 σk|Pk|, where
σk := max
α[k]∈Rn
‖X[k]α[k]‖2
‖α[k]‖2 . (2.16)
If g∗i is L-Lipschitz continuous for all i ∈ [n], then
∀t : Rt ≤ 4L2σ. (2.17)
Proof. For general convex functions, the strong convexity parameter is µ = 0, and hence
the definition of Rt becomes,
Rt
(2.10)
=
K∑
k=1
‖X[k](ut −αt)[k]‖2
(2.16)
≤
K∑
k=1
σk‖(ut −αt)[k]‖2 ≤
K∑
k=1
σk|Pk|4L2.
Here the last inequality follows from Lemma 21 in [65], which shows that for g∗i : R → R
which is L-Lipschitz, it holds that for any a ∈ R with |a| > L one has that gi(a) = +∞.
Now we are ready to state the main results. Theorem 2.6 covers the case when the loss
function gi is µ-strongly convex and Theorem 2.7 covers the case when gi is L-bounded
support, for any i ∈ [n].
Theorem 2.6. Assume that gi is µ-strongly convex for any i ∈ [n], and let f be (1/τ)-
smooth. We define σmax = maxk∈[K] σk. Then after T iterations of Algorithm 2, with
T ≥ 1ν(1−Θ) µτ+σmaxσ
′
µτ log
c
A
,
it holds that
E[OA(αT )−OA(α?)] ≤ A.
Furthermore, after T iterations with
T ≥ 1ν(1−Θ) µτ+σmaxσ
′
µτ log
(
1
ν(1−Θ)
µτ+σmaxσ′
µτ
c
G
)
, (2.18)
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in which c := OA(α0)−OA(α?), we have the expected duality gap
E[OA(αT )− (−OB(w(αT )))] ≤ G.
Proof. If the function gi(·) is µ-strongly convex with respect to the ‖·‖2 norm. From (2.10)
we have,
Rt
(2.10)
= −µτ(1−s)σ′s ‖ut −αt‖2 +
K∑
k=1
‖X[k](ut −αt)[k]‖2
(2.16)
≤ −µτ(1−s)σ′s ‖ut −αt‖2 +
K∑
k=1
σk‖(ut −αt)[k]‖2
≤ −µτ(1−s)σ′s ‖ut −αt‖2 + σmax
K∑
k=1
‖(ut −αt)[k]‖2
=
(
−µτ(1−s)σ′s + σmax
)
‖ut −αt‖2. (2.19)
If we plug the following value of s,
s =
τγ
τγ + σmaxσ′
∈ [0, 1]
into (2.19) we obtain that ∀t : Rt ≤ 0. Putting the same s into (2.9) will give us
Et+1[OA(αt)−OA(αt+1)|t]
(2.9)
≥ ν(1−Θ) µτ
µτ + σmaxσ′
G(αt)
≥ ν(1−Θ) µτ
µτ + σmaxσ′
(OA(αt)−OA(α?)). (2.20)
Using the fact that Et+1[OA(αt)−OA(αt+1)|t] = Et+1[OA(α?)−OA(αt+1)|t]−OA(α?) +
OA(αt) we have,
Et+1[OA(α?)−OA(αt+1)|t]−OA(α?) +OA(αt)
(2.20)
≥ ν(1−Θ) µτ
µτ + σmaxσ′
(OA(αt)−OA(α?))
which is equivalent to
Et+1[OA(αt+1)−OA(α?)|t] ≤
(
1− ν(1−Θ) µτ
µτ + σmaxσ′
)
(OA(αt)−OA(α?)). (2.21)
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Therefore, by taking the total expectation we have,
E[OA(αt)−OA(α?)]
(2.21)
≤
(
1− ν(1−Θ) µτ
µτ + σmaxσ′
)t
(OA(α0)−OA(α?))
≤
(
1− ν(1−Θ) µτ
µτ + σmaxσ′
)t
c
≤ exp
(
−tν(1−Θ) µτ
µτ + σmaxσ′
)
c.
The right hand side will be smaller than some A if
t ≥ 1
ν(1−Θ)
µτ + σmaxσ
′
µτ
log
c
A
.
Moreover, to bound the duality gap, we have
ν(1−Θ) τγ
τγ + σmaxσ′
G(αt)
(2.20)
≤ E[OA(αt)−OA(α?)],
So E[G(αt)] ≤ 1ν(1−Θ) µτ+σmaxσ
′
µτ E[OA(αt)−OA(α?)]. Hence if
E[OA(αt)−OA(α?)] ≤ ν(1−Θ) µτ
µτ + σmaxσ′
G,
then E[G(αt)] ≤ G. Therefore after
T ≥ 1
ν(1−Θ)
µτ + σmaxσ
′
µτ
log
(
1
ν(1−Θ)
µτ + σmaxσ
′
µτ
c
G
)
iterations we have obtained a duality gap less than G.
Theorem 2.7. Consider Algorithm 2 with Assumption 2.3. Let gi be L-bounded support
for any i ∈ [n], and let f be (1/τ)-smooth. and G > 0 be the desired duality gap (and
hence an upper-bound on primal sub-optimality). Then after T iterations, where
T ≥ T0 + max
{⌈
1
ν(1−Θ)
⌉
, 4L
2σσ′
τGν(1−Θ)
}
, (2.22)
T0 ≥ t0 + max
{
0, 2ν(1−Θ)
(
8L2σσ′
τG
− 1
)}
,
t0 ≥ max
{
0,
⌈
1
ν(1−Θ) log(
τ(OA(α0)−OA(α?))
2L2σσ′ )
⌉}
,
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we have that the expected duality gap satisfies
E[OA(α)− (−OB(w(α)))] ≤ G,
at the averaged iterate
α := 1T−T0
T−1∑
t=T0
αt. (2.23)
Proof. At first let us estimate expected change of feasibility for OA. We can bound this
by using Lemma 2.4 and the fact that OB(·) is always a lower bound for −OA(·), and then
apply to (2.17) find:
Et+1[OA(αt+1)−OA(α?)|t] ≤ (1− ν(1−Θ)s) (OA(αt)−OA(α?))
+ ν(1−Θ)σ′s22τ 4L2σ. (2.24)
Using (2.24) recursively and taking the total expectation we have
E[OA(αt)−OA(α?)]
= (1− ν(1−Θ)s)t (OA(α0)−OA(α?)) + ν(1−Θ)σ′s22τ 4L2σ 1−(1−ν(1−Θ)s)
t
ν(1−Θ)s
≤ (1− ν(1−Θ)s)t (OA(α0)−OA(α?)) + s2L
2σσ′
τ
. (2.25)
The choice of s = 1 and t = t0 := max{0, d 1ν(1−Θ) log( τ(OA(α0)−OA(α?))2L2σσ′ )e} will lead to
E[OA(αt)−OA(α?)] ≤ (1− ν(1−Θ))t0 (OA(α0)−OA(α?)) + 2L
2σσ′
τ
≤ 2L
2σσ′
τ
+
2L2σσ′
τ
=
4L2σσ′
τ
. (2.26)
Now, we show inductively that
∀t ≥ t0 : E[OA(αt)−OA(α?)] ≤ 4L
2σσ′
τ(1 + 12ν(1−Θ)(t− t0))
. (2.27)
Clearly, (2.26) implies that (2.27) holds for t = t0. Now imagine that it holds for any t ≥ t0
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then we show that it also has to hold for t+ 1. Indeed, using
s =
1
1 + 12ν(1−Θ)(t− t0)
∈ [0, 1] (2.28)
we obtain
E[OA(αt+1)−OA(α?)]
(2.24)
≤ (1− ν(1−Θ)s) (OA(αt)−OA(α?)) + ν(1−Θ)σ′s2τ 2L2σ
(2.27)
≤ (1− ν(1−Θ)s) 4L
2σσ′
τ(1 + 12ν(1−Θ)(t− t0))
+ ν(1−Θ)σ′s2τ 2L2σ
(2.28)
=
4L2σσ′
τ
(
1 + 12ν(1−Θ)(t− t0)− ν(1−Θ) + 12ν(1−Θ)
(1 + 12ν(1−Θ)(t− t0))2
)
=
4L2σσ′
τ
(
1 + 12ν(1−Θ)(t− t0)− 12ν(1−Θ)
(1 + 12ν(1−Θ)(t− t0))2
)
︸ ︷︷ ︸
D
.
Now, we will upper bound D using the fact that geometric mean is less or equal to arith-
metic mean:
D =
1
1 + 12ν(1−Θ)(t+ 1− t0)
(1 + 12ν(1−Θ)(t+ 1− t0))(1 + 12ν(1−Θ)(t− 1− t0))
(1 + 12ν(1−Θ)(t− t0))2︸ ︷︷ ︸
≤1
≤ 1
1 + 12ν(1−Θ)(t+ 1− t0)
.
If α is defined as (2.23) then we obtain that
E[G(α)] = E
G
T−1∑
t=T0
1
T − T0αt
 ≤ 1
T − T0E
T−1∑
t=T0
G (αt)

(2.9),(2.17)
≤ 1
T − T0E
T−1∑
t=T0
(
1
ν(1−Θ)s(OA(αt)−OA(αt+1)) +
2L2σσ′s
τ
)
=
1
νs(1−Θ)(T − T0)E [OA(αT0)−OA(αT )] +
2L2σσ′s
τ
≤ 1
νs(1−Θ)(T − T0)E [OA(αT0)−OA(α?)] +
2L2σσ′s
τ
. (2.29)
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Now, if T ≥ d 1ν(1−Θ)e+ T0 such that T0 ≥ t0 we obtain
E[G(α)]
(2.29),(2.27)
≤ 1
νs(1−Θ)(T − T0)
(
4L2σσ′
τ(1 + 12ν(1−Θ)(T0 − t0))
)
+
2L2σσ′s
τ
=
4L2σσ′
τ
(
1
νs(1−Θ)(T − T0)(1 + 12ν(1−Θ)(T0 − t0))
+
s
2
)
. (2.30)
Choosing
s =
1
ν(T − T0)(1−Θ) ∈ [0, 1],
gives us
E[G(α)]
(2.30)
≤ 4L
2σσ′
τ
(
1
1 + 12ν(1−Θ)(T0 − t0)
+
1
2ν(T − T0)(1−Θ)
)
. (2.31)
To have right hand side of (2.31) smaller then G it is sufficient to choose T0 and T such
that,
4L2σσ′
τ
(
1
1 + 12ν(1−Θ)(T0 − t0)
)
≤ 1
2
G, (2.32)
4L2σσ′
τ
(
1
2(T − T0)ν(1−Θ)
)
≤ 1
2
G. (2.33)
Hence, if
t0 +
2
ν(1−Θ)
(
8L2σσ′
τG
− 1
)
≤ T0,
T0 +
4L2σσ′
τGν(1−Θ) ≤ T,
then (2.32) and (2.33) are satisfied.
Notes that Theorem 2.7 cannot be directly applied to non-strongly convex regularizers
such as the L1 norm, which do not have L-bounded support for each gi. To address this
issue, we modify the define gi = ‖ · ‖ by imposing an additional weak constraint that is
inactive in our region of interest. Formally, we replace gi(αi) by the following modified
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function:
g¯i(αi) :=

gi(αi) : αi ∈ [−B,B]
+∞ : otherwise.
(2.34)
For large enough B, this problem yields the same solution as the original objective. Note
also that this only affects convergence theory, in that it allows us to present a strong
primal-dual rate (Theorem 2.7 for L=B). For the modified g¯i, the conjugate g¯
∗
i is given
by:
g¯∗i (x) :=

0 : x ∈ [−1, 1],
B(|x| − 1) : otherwise.
Such modification of gi does not affect the algorithms for the original problems. Whenever
a monotone optimizer is used, we will never leave the level set defined by the objective
at the starting point. Taken problem (1.8) as an example, if we start the algorithm 2 at
α = 0, for every solution encountered during execution, the objective values will never
become worse than OA(0). Since f is non-negative, we have:
λ|αi| ≤ f(0) = OA(0) =⇒ |αi| ≤ f(0)
λ
.
We can therefore safely set the value of B as f(0)λ .
The most important observation regarding the above two theorems is that we do not
impose any assumption on the choice of the local solver, apart from sufficient decrease
condition on the local objective in Assumption 2.3.
Let us now comment on the leading terms of the complexity results. The inverse
dependence on 1−Θ suggests that it is worth pushing the rate of local accuracy Θ down
to zero. However, when thinking about overall complexity, we have to bear in mind that
achieving high accuracy on the local subproblems might be too expensive. The optimal
choice would depend on the time we estimate a round of communication would take. In
general, if communication is slow, it would be worth spending more time on solving local
subproblems, but not so much if communication is relatively fast.
We achieve a significant speedup by replacing the slow averaging aggregation (as in [29])
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by more aggressive adding instead, that is ν = 1 instead of ν = 1/K. Note that the safe
subproblem parameter for the averaging case (ν = 1/K) is σ′ = 1, while for adding (ν = 1)
it is given by σ′ = K, both proven in Lemma 2.2. The resulting speedup from more
aggressive adding is strongly reflected in the resulting convergence rate as shown above,
when plugging in the actual parameter values ν and σ′ for the two cases, as we will illustrate
more clearly in the next subsection.
2.3.3 Discussion and Interpretations of Convergence Results
As the above theorems suggest, it is not possible to meaningfully change the aggregation
parameter ν in isolation. It comes naturally coupled with a particular subproblem.
In this section, we explain a simple way to be able to have the aggregation parameter
ν = 1, that is to aggressively add up the updates from each machine. The motivation
for this comes from a common practical setting. When solving the SVM dual (Hinge loss:
g∗i (ai) = max{0, yi− ai}), the optimization problem comes with “box constraints”, i.e., for
all i ∈ {1, . . . , n}, we have αi ∈ [0, 1] (see Table 1.1). The particular values of αi being 0
or 1 have a particular interpretation in the context of original problem (B). If we used
ν < 1, we would never be able reach the upper boundary of any variable αi, when starting
the algorithm at 0. This example illustrates some of the downsides of averaging vs adding
updates, coming from the fact that the step-size from using averaging (by being 1/K times
shorter) can result in 1/K times slower convergence.
For the case of aggressive adding, the convergence theorems for local objective (LO)
results derived in Theorems 2.6 and 2.7 are as follows:
Corollary 2.8 (Smooth loss functions - adding). Let the assumptions of Theorem 2.6 be
satisfied. If we run Algorithm 1 with ν = 1, σ′ = K for
T
(2.18)
= 11−Θ
τµ+σmaxK
τµ log
(
1
1−Θ
τµ+σmaxK
τµ
c
G
)
(2.35)
iterations, we have E[OB(w(αT )) +OA(αT )] ≤ G.
On the other hand, if we would just average results (as proposed in [29]), we would
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obtain the following corollary:
Corollary 2.9 (Smooth loss functions - averaging). Let the assumptions of Theorem 2.6
be satisfied. If we run Algorithm 1 with ν = 1/K, σ′ = 1 for
T
(2.18)
≥ 11−Θ Kτµ+σmaxKτµ log
(
1
1−Θ
Kτµ+σmaxK
τµ
c
G
)
(2.36)
iterations, we have E[OB(w(αT )) +OA(αT )] ≤ G.
Comparing the leading terms in Equations (2.35) and (2.36) we see that the leading
term for the ν = 1 choice is O(τµ+ σmaxK), which is always better than for the ν = 1/K
case, when the leading term is O(Kτµ + σmaxK). This strongly suggests that adding in
Framework 2 is preferable, especially when τµ σmax.
An analogously significant improvement by an order of K factor follows for the case
of the sub-linear convergence rate for general Lipschitz loss functions, as shown in Theo-
rem 2.7.
2.4 Discussion and Related Work
In this section, we review a number of methods designed to solve ERW problems of the
form of interest here. Formally described in Section 1.1.2, this problem class (B) underlies
many prominent methods of supervised machine learning.
Single-Machine Solvers. Stochastic Gradient Descent (SGD) is the simplest stochastic
method one can use to solve the problem of structure (B), and dates back to the work
of Robbins and Monro [60]. We refer the reader to [43, 44, 45, 9] for recent theoretical
and practical assessment of SGD. Generally speaking, the method is extremely easy to
implement, and converges to modest accuracies very quickly, which is often satisfactory
in applications in machine learning. On the other hand, difficulty in choosing hyper-
parameters make the method sometimes rather cumbersome, and is impractical if higher
solution accuracy is needed.
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The current state of the art for empirical loss minimization with strongly convex regular-
izers is randomized coordinate ascent on the dual objective — Stochastic Dual Coordinate
Ascent (SDCA) [65]. In contrast to primal SGD methods, the SDCA algorithm family is
often preferred as it is free of learning-rate parameters, and has faster (geometric) conver-
gence guarantees. This algorithm and its variants are increasingly used in practice [75, 66].
On the other hand, primal-only methods apply to a larger problem class, not only of form
(B) that enables formation of dual problem (A) as considered here.
Another class of algorithms gaining attention in recent very few years are ‘variance
reduced’ modifications of the original SGD algorithm. They are applied directly to the
primal problem (B), but unlike SGD, have property that variance of estimates of the
gradients tend to zero as they approach optimal solution. Algorithms such as SAG [62],
SAGA [19] and others [63, 20] come at the cost of extra memory requirements — they have
to store a gradient for each training example. This can be addressed efficiently in the case
of generalized linear models, but prohibits its use in more complicated models such as in
deep learning. On the other hand, Stochastic Variance Reduced Gradient (SVRG) and its
variants [30, 34, 76, 33, 50] are often interpreted as ‘memory-free’ methods with variance
reduction. However, these methods need to compute the full gradient occasionally to drive
the variance reduction, which requires a full pass through the data and is an operation
one generally tries to avoid. This and several other practical issues have been recently
addressed in [2]. Finally, another class of extensions to SGD are stochastic quasi-Newton
methods [7, 13]. Despite their clear potential, a lack of theoretical understanding and
complicated implementation issues compared to those above may still limit their adoption
in the wider community. A stochastic dual Newton ascent (SDNA) method was proposed
and analyzed in [56]. However, the method needs to modified substantially before it can
be implemented in a distributed environment.
SGD-based Algorithms. For the empirical loss minimization problems of interest, stochas-
tic subgradient descent (SGD) based methods are well-established. Several distributed
variants of SGD have been proposed, many of which build on the idea of a parameter
server [51, 59, 23]. Despite their simplicity and accessibility in terms of implementation,
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the downside of this approach is that the amount of required communication is equal to
the amount of data read locally, since one data point is accessed per machine per round
(e.g., mini-batch SGD with a batch size of 1 per worker). These variants are in practice
not competitive with the more communication-efficient methods considered in this work,
which allow more local updates per communication round.
One-Shot Communication Schemes. At the other extreme, there are distributed methods
using only a single round of communication, such as [81, 83, 40, 42, 27]. These methods
require additional assumptions on the partitioning of the data, which are usually not sat-
isfied in practice if the data are distributed “as is”, i.e., if we do not have the opportunity
to distribute the data in a specific way beforehand. Furthermore, some cannot guarantee
convergence rates beyond what could be achieved if we ignored data residing on all but a
single computer, as shown in [68]. Additional relevant lower bounds on the minimum num-
ber of communication rounds necessary for a given approximation quality are presented
in [4, 1].
Mini-Batch Methods. Mini-batch methods (which instead of just one data-example use
updates from several examples per iteration) are more flexible and lie within these two
communication vs. computation extremes. However, mini-batch versions of both SGD and
coordinate descent (CD) [59, 66, 41, 77, 72, 55, 57, 17, 18] suffer from their convergence
rate degrading towards the rate of batch gradient descent as the size of the mini-batch
is increased. This follows because mini-batch updates are made based on the outdated
previous parameter vector w, in contrast to methods that allow immediate local updates
like CoCoA.
Another disadvantage of mini-batch methods is that the aggregation parameter is
harder to tune, as it can lie anywhere in the order of mini-batch size. The optimal choice
is often either unknown, or difficult to compute. In the CoCoA setting, the parameter lies
in the typically much smaller range given by K. In this work the aggregation parameter
is further simplified and can be simply set to 1, i.e., adding updates, which is achieved by
formulating a more conservative local problem as described in Section 2.2.1.
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Distributed Batch Solvers. With traditional batch gradient solvers not being competi-
tive for the problem class (B), improved batch methods have also received much research
attention recently, in the single machine case as well as in the distributed setting. In
distributed environments, often used methods are the alternating direction method of mul-
tipliers (ADMM) [11] as well as quasi-Newton methods such as L-BFGS, which can be
attractive because of their relatively low communication requirements. Namely, communi-
cation is in the order of a constant number of vectors (the batch gradient information) per
full pass through the data.
ADMM also comes with an additional penalty parameter balancing between the equal-
ity constraint on the primal variable vector w and the original optimization objective [11],
which is typically hard to tune in many applications. Nevertheless, the method has been
used for distributed SVM training in, e.g., [26]. The known convergence rates for ADMM
are weaker than the more problem-tailored methods mentioned we study here, and the
choice of the penalty parameter is often unclear in practice.
Standard ADMM and quasi-Newton methods do not allow a gradual trade-off between
communication and computation available here. An exception is the approach of Zhang,
Lee and Shin [80], which is similar to our approach in spirit, albeit based on ADMM, in
that they allow for the subproblems to be solved inexactly. However, this work focuses on
L2-regularized problems and a few selected loss functions, and offers no complexity results.
Interestingly, our proposed CoCoA+ framework here – despite clearly aimed at cheap
stochastic local solvers – does have similarities to block-wise variants of batch proximal
methods as well, as explained as follows:
The purpose of our subproblems as defined in (LO) is to form a data-dependent block-
separable quadratic approximation to the smooth part of the original (dual) objective (A),
while leaving the non-smooth part R intact (recall that R(α) was defined to collect the `∗i
functions, and is separable over the coordinate blocks). Now if hypothetically each of our
regularized quadratic subproblems (LO) were to be minimized exactly, the resulting steps
could be interpreted as block-wise proximal Newton-type steps on each coordinate block k
of the dual (A), where the Newton-subproblem is modified to also contain the proximal
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part R. This connection only holds for the special case of adding (ν = 1), and would
correspond to a carefully adapted step-size in the block-wise Newton case.
One of the main crucial differences of our proposed CoCoA+ framework compared to
all known batch proximal methods (no matter if block-wise or not) is that the latter do
require high accuracy subproblem solutions, and do not allow arbitrary solvers of weak
accuracy Θ such as we do here, see also the next paragraph. Distributed Newton methods
have been analyzed theoretically only when the subproblems are solved to high precision,
see e.g. [68]. This makes the local solvers very expensive and the convergence rates less
general than in our framework (which allows weak local solvers). Furthermore, the analysis
of [68] requires additional strong assumptions on the data partitioning, such that the local
Hessian approximations are consistent between the machines.
Distributed Methods Allowing Local Optimization. Developing distributed optimization
methods that allow for arbitrary weak local optimizers requires carefully devising data-
local subproblems to be solved after each communication round.
By making use of the primal-dual structure in the line of work of [79, 53, 77, 78,
35], the CoCoA and CoCoA+ frameworks proposed here are the first to allow the use
of any local solver of weak local approximation quality in each round. Furthermore, the
approach here also allows more control over the aggregation of updates between machines.
The practical variant of the DisDCA Algorithm of [77], called DisDCA-p, also allows
additive updates but is restricted to coordinate decent (CD) being the local solver, and
was initially proposed without convergence guarantees. The work of [78] has provided the
first theoretical convergence analysis for an ideal case, when the distributed data parts
are all orthogonal to each other — an unrealistic setting in practice. DisDCA-p can be
recovered as a special case of the CoCoA+ framework when using CD as a local solver,
if |Pk| = n/K and when using the conservative bound σ′ := K, see also [35, 39]. The
convergence theory presented here therefore also covers that method, and extends it to
arbitrary local solvers.
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2.5 Numerical Experiments
In this section we explore numerous aspects of our distributed framework and demonstrate
its competitive performance in practice. Section 2.5.1 first explores the impact of the local
solver on overall performance, by comparing examples of various local solvers that can
be used in the framework (the improved CoCoA+ framework as shown in Algorithms 1
and 2) as well as testing the effect of approximate solution quality. The results indicate
that the choice of local solver can have a significant impact on overall performance. In
Sections 2.5.2 and 2.5.3 we further explore framework parameters, looking at the impact
of the aggregation parameter ν and the subproblem parameter σ′, respectively. Finally,
Section 2.5.5 demonstrates competitive practical performance of the overall framework on
a large 280GB distributed dataset.
We conduct experiments on three datasets of moderate and large size, namely rcv1test,
epsilon and splice-site.t2. The details of these datasets are listed in Table 2.1.
Dataset n d size (GB)
rcv1 test 677,399 47,236 1.2
epsilon 400,000 2,000 3.1
news20 19,996 1,355,191 0.13
url 2,396,130 3,231,961 2.21
covtype 581,012 54 0.07
epsilon 400,000 2,000 3.6
splice-site.t 4,627,840 11,725,480 273.4
Table 2.1: Datasets used for numerical experiments.
For solving subproblems, we compare numerous local solver methods, as listed in Ta-
ble 2.2. Also, we apply Euclidean norm as regularizer g(x) = ‖x‖2 for all the experiments.
All the algorithms are implemented in C++ with MPI, and experiments are run on a cluster
of 4 Amazon EC2 m3.xlarge instances.
2The datasets are available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
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Figure 2.1: Performance of different local solvers.
CD Coordinate Descent [58]
APPROX Accelerated, Parallel and Proximal Coordinate Descent [25]
GD Gradient Descent with Backtracking Line Search [52]
CG Conjugate Gradient Method [28]
L-BFGS Quasi-Newton with Limited-Memory BFGS Updating [14]
BB Barzilai-Borwein Gradient Method [5]
FISTA Fast Iterative Shrinkage-Thresholding Algorithm [6]
Table 2.2: Local solvers used in numerical experiments.
2.5.1 Exploration of Local Solvers within the Framework
In this section we compare the performance of our framework for various local solvers and
various choices of inner iterations performed by a given local solver, resulting in different
local accuracy measures Θ. For simplicity, we choose the subproblem parameter σ′ := νK
(see Lemma 2.2) as a simple obtainable and theoretically safe value for our framework.
Here we compare the performance of the various local solvers listed in Table 2.2. We
38
here show results for quadratic loss function in (1.9) with three different values of the
regularization parameter, λ=10−3, 10−4, and 10−5. The dataset is rcv1 test and we ran
the framework for a maximum of T := 100 communication rounds. We set ν = 1 (adding)
and choose H which gave the best performance in CPU time (see Table 2.3) for each solver.
From Figure 2.1, we find that the coordinate descent (CD) local solver always outperforms
the other solvers, even though it may be slower than L-BFGS at the beginning. The
reason for this is that CD, as compared to the other methods, does not need to spend time
evaluating the full (batch) gradient and function values. Also note that some of the solvers
cannot guarantee strict decrease of the duality gap, and sometimes this fluctuation can be
very dramatic.
Local Solver CD APPROX GD CG L-BFGS BB FISTA
H 40,000 40,000 20 5 10 15 20
Table 2.3: Optimal H for different local solvers for rcv1 test dataset.
Effect of the Quality of Local Solver Solutions on Overall Performance
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Figure 2.2: Varying the number of iterations of CD as a local solver.
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Figure 2.3: Varying the number of iterations of L-BFGS as a local solver.
Here we discuss how the quality of subproblem solutions affects the overall performance of
Algorithm 2. In order to do so, we denote H as the number of iterations the local solver is
run for, within each communication round of the framework. We choose various values for
H on two local solvers, CD [58, 65] and L-BFGS [14], which gave the best performance in
general. For CD, H represents the number of local iterations performed on the subproblem.
For L-BFGS, H not only means the number of iterations, but also stands for the size of
past information used to approximate the Hessian (i.e., the size of limited memory).
Looking at Figures 2.2 and 2.3, we see that for both local solver and all values of λ,
increasing H will lead to less iterations of Algorithm 2. Of course, increasing H comes at
the cost of the time spent on local solvers increasing. Hence, a larger value of H is not
always the optimal choice with respect to total elapsed time. For example, for the rcv test
dataset, when choosing CD to solve the subproblems, choosing H to be 40, 000 uses less
time and provides faster convergence. When using L-BFGS, H = 10 seems to be the best
choice.
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Figure 2.4: Adding vs Averaging for CD as the local solver.
2.5.2 Averaging vs. Adding the Local Updates
In this section, we compare the performance of our algorithm using two different schemes
for aggregating partial updates: adding vs. averaging. This corresponds to comparing two
extremes for the parameter ν, either ν := 1K (averaging partial solutions) or ν := 1 (adding
partial solutions). As discussed in Section 2.3, adding the local updates (ν = 1) will lead
to less iterations than taking averaging, due to choosing different σ′ in the subproblems.
We verify this experimentally by considering several of the local solvers listed in Table 2.2.
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Figure 2.5: Adding vs Averaging for L-BFGS as the local solver.
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Figure 2.6: Adding vs Averaging for CG as the local solver.
We show results for RCV dataset, and we apply quadratic loss function with three dif-
ferent choices for the regularization parameter, λ=10−3, 10−4, and 10−5. The experiments
in Figure 2.4 to Figure 2.6 indicate that the “adding strategy” will always lead to faster
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Figure 2.7: The effect of σ′ on convergence for the rcvtest and epsilon datasets distributed
across 8 machines.
convergence than averaging, even though the difference is minimal when we apply a large
number of iterations in the local solver. All the blue solid plots (adding) outperform the
red dashed plots (averaging), which indicates the advantage of choosing ν = 1. Another
note here is that for smaller λ, we will have to spend more iterations to get the same
accuracy (because the original objective function (B) is less strongly convex).
2.5.3 The Effect of the Subproblem Parameter σ′
In this section we consider the effect of the choice of the subproblem parameter on con-
vergence. In Figure 2.7, we plot duality gap over the number of communications for RCV
and epsilon datasets with quadratic loss and set K = 8, λ = 10−5. For ν = 1 (adding the
local updates), we consider several different values of σ′, ranging from 1 to 8. The value
σ′ = 8 represents the safe upper bound of νK, as given in Lemma 2.2.
Decreasing σ′ improves performance in terms of communication until a certain point,
after which the algorithm diverges. For the rcvtest dataset, the optimal convergence occurs
around σ′ = 5, and diverges fast for σ′ ≤ 3. For epsilon dataset, σ′ around 6 is the best
choice and the algorithm will not converge to optimal solution if σ′ ≤ 5. However, more
importantly, the “safe” upper bound of σ′ := νK = 8 has only slightly worse performance
than the practically best (but “un-safe”) value of σ′.
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Figure 2.8: The effect of increasing the number of machines K on the time (s) to reach a
solution with expected duality gap.
2.5.4 Scaling Property
Here we demonstrate the ability of our framework to scale with K (number of machines).
We compare the run time to reach a specific tolerance on duality gap (10−4 and 10−2) for
two choices of ν. Looking at Figure 2.8, we see that when choosing ν = 1, the performance
improves as the number of machines increases. However, when ν = 1K , the algorithm slows
down as K increases. The observations support our analysis in Section 4.
2.5.5 Performance on a Big Dataset
As shown in Figure 2.9, we test the algorithm on the splice-site.t dataset, whose size is
about 280 GB. We show experiments for three different loss functions, namely logistic loss,
hinge loss and least squares loss. We set λ = 10−6. The dataset is distributed across
K = 4 machines and we use CD as the local solver with H = 50, 000. In all the cases, an
optimal solution can be reached in about 20 minutes and again, we observe that setting
the aggregation parameter ν := 1 leads to faster convergence than ν := 1K (averaging).
Also, the number of communication rounds for the three different loss functions are
almost the same if we set all the other parameters to be same. However, the patterns of
duality gap decrease for the three loss functions are different.
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Figure 2.9: Performance of Algorithm 2 on splice-site.t dataset.
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Chapter 3
An Accelerated Framework for
Communication Efficient
Distributed Optimization
In this chapter, we propose an accelerated variant of CoCoA+ and show that it has a rate
of O(1/t2) in terms of reducing sub-optimality. Our analysis is also notable in that our
convergence rate bounds involve constants that, except in extreme cases, are significantly
reduced compared to those previously proved for CoCoA+. In Section 3.2, we introduce the
new subproblems and the new framework. We then describe our main complexity result
for the algorithm, showing its improvement over that for CoCoA+ in Section 3.3. Finally,
we comment on the results of our numerical experiments in Section 3.4.
3.1 Motivation
As is the case for many other optimization methods for machine learning, the existing
CoCoA+ framework only yields a sublinear convergence rate of O(1/t) for the general
convex case, as shown in Theorem 2.7. However, we are motivated by the fact that several
single machine solvers can be improved by incorporating Nesterov acceleration [49, 6],
leading to an improved rate of O(1/t2); e.g., this was recently successfully done in [64].
46
In this chapter, we are able to provably accelerate the distributed CoCoA+ framework,
achieving the O(1/t2) rate. As a remark, while acceleration can be also achieved with
the Universal Catalyst proposed in [37], however for our purposes, this approach is less
appealing since it does not allow the local solver to produce randomized solutions which
might only have sufficient quality in expectation. Perhaps the accelerated algorithms most
relevant to the present work are those in [48, 25]. However, the subproblems in these papers
are assumed to be strongly convex. In our case, this is not general enough; instead, we
manage to exploit the general structure of the objectiveOA, which is given by a composition
of a separable function and a strongly convex function.
3.2 The New Framework
We begin by defining the new local subproblems to be solved in each iteration of the algo-
rithm. Of central importance for these subproblems are a carefully defined regularization
scheme and a loose assumption on the accuracy to which each subproblem must be solved
in each step of AccCoCoA+.
3.2.1 Subproblem
We first define our new subproblem. Iteration t of AccCoCoA+ involves the auxiliary
vectors (yt, zt) ∈ Rn × Rn, which one may split into {y[k]t }Kk=1 and {z[k]t }Kk=1, respectively,
in the same manner as α ∈ Rn in (1.13). Fundamentally, the goal in iteration t on each
node k ∈ [K] is to (approximately) solve
min
z
[k]
t+1∈Rn
Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t ), (3.1)
where, for scalars σ′ ≥ 0 and θt ≥ 0 (see below), the local objective function is
Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t ) :=
1
K
f(Xyt) +∇f(Xyt)>X[k](z[k]t+1 − y[k]t ) +
θtσ
′
2τ
∥∥∥X(z[k]t+1 − z[k]t )∥∥∥2
+
∑
i∈Pk
gi((z
[k]
t+1)i). (3.2)
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At first glance, it is not obvious that this subproblem can be solved only using local data
on node k due to the presence of the term ∇f(Xyt)>X(z[k]t+1 − y[k]t ), which is dependent
on the entire dataset. However, by simply making the single shared vector wt := ∇f(Xyt)
available on each node, the local subproblem (3.1) only requires knowledge of the pair
(y
[k]
t , z
[k]
t ) and the local part of X, and not the full vectors (yt, zt). Therefore, the storage
of the variable vectors y and z can also be distributed.
The last term in (3.2) represents a regularization term, in which the parameter σ′ ≥ 0
is defined in (2.2).
3.2.2 Approximate Subproblem Solutions
A strength of our framework is that each subproblem (3.1) need not be solved exactly. This
is critical since, in the extreme case, solving the subproblems exactly can be as difficult
as solving the original problem. In AccCoCoA+, we make the assumption that, in
iteration t, the solver employed to solve the subproblem on node k yields an approximated
solution with some additive error t ≥ 0. To be precise, we make the following assumption.
Assumption 3.1 (t-approximate solutions). There exists a sequence {t}∞t=0 ≥ 0 such
that, for each t ∈ {0, 1, 2, . . . } and k ∈ [K], the local solver employed on node k in iteration
t produces a (possibly random) z
[k]
t+1 satisfying
Et+1[Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t )|t] ≤ Hσ
′
k (z
?
t+1
[k]; Xyt,y
[k]
t , z
[k]
t ) + t, (3.3)
where z?t+1
[k] := arg min
z
[k]
t+1∈Rn
Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t ) and Et+1[·|t] indicates conditional
expectation given the algorithm history up to time t.
3.2.3 Algorithm
AccCoCoA+ is stated as Algorithm 3. Given an initial iterate vector α0 in the effective
domain of g and the scalar θ0 = 1, each iteration involves a series of steps, only one of
which involves communication between nodes. First, the auxiliary vectors {y[k]t }Kk=1 are set
on each node, each representing a convex combination of the variables α
[k]
t and z
[k]
t . Then,
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for setting up the local objective (3.2) for each subproblem (3.1), the combined vector yt
is used to compute wt, which must be communicated to all nodes. After this point in
iteration t, all remaining steps involve local computation on each node: each subproblem
is solved approximately to compute {z[k]t+1}Kk=1, after which the elements of {α[k]t+1}Kk=1 are
set. Acceleration of the algorithm is due to the careful update for the sequence {θt},
which, since it only involves a prescribed formula for a scalar quantity, can be performed
identically on each node. Observe that the update sequence ensures that θt ∼ O(1/t).
Algorithm 3 Accelerated CoCoA+ (AccCoCoA+)
1: Input: Data matrix X distributed according to partition {Pk}Kk=1, aggregation parameter
ν ∈ (0, 1], and parameter σ′ for the local subproblems. Starting point α0 := 0 ∈ Rn. Set
z0 = α0, and θ0 := 1
2: for t ∈ {0, 1, 2, . . . } do
3: for k ∈ [K] in parallel, set
y
[k]
t = (1− νθt)α[k]t + νθtz[k]t (3.4)
4: Set wt = ∇f(Xyt) and communicate to all nodes
5: for k ∈ [K] in parallel, compute an t-approximate solution z[k]t+1 of subproblem (3.1)
6: for k ∈ [K] in parallel, set
α
[k]
t+1 = y
[k]
t + νθt(z
[k]
t+1 − z[k]t ) (3.5)
7: Set θt+1 =
√
ν2θ4t+4θ
2
t−νθ2t
2 (on each node)
8: end for
3.3 Convergence Analysis
In this section, we study the convergence properties of the proposed AccCoCoA+ algo-
rithm. First, we prove general complexity results, then, respectively in Sections 3.3.1 and
3.3.2, we provide interpretations of this main theorem for cases when the subproblems are
solved exactly or inexactly.
First, we prove the following lemma related to the sequence {θt}t≥0. The result is
similar to that given as Lemma 1 in [25].
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Lemma 3.2. The sequence {θt}t≥0 is positive, monotonically decreasing, and has
1− νθt+1
θ2t+1
=
1
θ2t
(3.6)
and
θt ≤ 2
tν + 2
≤ 1 (3.7)
for all t ≥ 0.
Proof. For each t ≥ 0, the value θt+1 can be seen from Step 7 of Algorithm 3 to be the
positive root of the quadratic equation
θ2 + (νθ2t )θ − θ2t = 0. (3.8)
Since θ0 = 1, it follows from (3.8), the fact that a strongly convex quadratic univariate
function with a negative vertical intercept has a positive real root, and a simple inductive
argument that θt > 0 for all t ≥ 0, as desired. Next, plugging in θt+1 for θ in (3.8) and
rearranging, we obtain (3.6). This can again be rearranged to yield
1
θ2t+1
=
1
θ2t
+
ν
θt+1
, (3.9)
from which it follows that
1
θ2t
= 1 +
t∑
i=1
ν
θi
for all t ≥ 0.
This shows that {θt}t≥0 is monotonically decreasing, as desired. We now use mathematical
induction to show (3.7). First, (3.7) clearly holds for t = 0, for which we have θ0 =
2
0+2 = 1.
Assuming it holds up to t, we have from (3.9) that
1
θ2t+1
− ν
θt+1
=
1
θ2t
≥ (νt+ 2)
2
4
. (3.10)
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Now observe that the quadratic equation in the variable 1/θ given by
1
θ2
− ν
θ
− (νt+ 2)
2
4
= 0 has roots
1
θ
=
ν ±√ν2 + (νt+ 2)2
2
.
This shows that, by (3.10) and since θt+1 > 0, we have
1
θt+1
≥ ν +
√
ν2 + (νt+ 2)2
2
≥ ν +
√
(νt+ 2)2
2
=
ν(t+ 1) + 2
2
.
Therefore, we conclude θt+1 ≤ 2(t+1)ν+2 ≤ 1, which concludes the proof.
Next, we prove the following lemma, which is a modification of Lemma 2 in [25].
Lemma 3.3. Let {αt, zt}t≥0 be generated by Algorithm 3. Then, for all t ≥ 0,
αt =
t∑
l=0
ρltzl, (3.11)
where the coefficients {ρ0t , ρ1t , ..., ρtt} are nonnegative and sum to 1; i.e., αt is a convex com-
bination of the vectors {z0, z1, ..., zt}. More precisely, the coefficients are defined recursively
in t as ρ00 = 1, ρ
0
1 = 1− νθ0, ρ11 = νθ0 and, for all t ≥ 1,
ρlt+1 =

(1− νθt)ρlt for l ∈ {0, ..., t},
νθt for l = t+ 1.
(3.12)
Proof. We proceed by induction. First, notice that α0 = z0 = ρ
0
0z0 where ρ
0
0 := 1. By
(3.4), this implies that y0 = z0, which together with θ0 =
1
K gives (see (3.5))
α1 = y0 + νθ0(z1 − z0) = z0 + νθ0(z1 − z0) = (1− νθ0)z0 + νθ0z1,
which proves (3.11) for t = 1. Assuming now that (3.11) holds for some t ≥ 1, we obtain
αt+1
(3.5)
= yt + νθt(zt+1 − zt)
(3.4)
= (1− νθt)αt + νθtzt + νθt(zt+1 − zt)
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(3.11)
= (1− νθt)
t∑
l=0
ρltzl + νθtzt + νθt(zt+1 − zt)
(3.11)
=
t∑
l=0
(1− νθt)ρlt︸ ︷︷ ︸
ρlt+1
zl + νθt︸︷︷︸
ρt+1t+1
zt+1. (3.13)
From (3.7) and since ν ∈ (0, 1], it follows that ρlt+1 ≥ 0 for all l ∈ {0, . . . , t+ 1}. It remains
to show that the constants sum to 1. This is true since, for all t ≥ 1, the weights for αt+1
in (3.13) are obtained by taking the corresponding weights for αt, multiplying them by
νθt ∈ (0, 1], then including the weight for zt+1 as νθt.
Our next result relates to the optimal solution of an instance of subproblem (3.1).
Lemma 3.4. Let h
[k]
? := arg minh[k] Hσ
′
k (h
[k]; y, z). Then, for all h[k] ∈ Rn,
Hσ′k (h[k]; Xyt,y[k]t , z[k]t ) ≥ Hσ
′
k (h
[k]
? ; Xyt,y
[k]
t , z
[k]
t ) +
θtσ
′
2τ
‖X(h[k] − h[k]? )‖2. (3.14)
Proof. Using convexity of f and gi for all i ∈ N , one finds that for u ∈ Rn with
ui ∈ ∂gi
(
(h?)i
)
. (3.15)
Thus,
Hσ′k (h[k]; Xyt,y[k]t , z[k]t )
(3.2)
=
1
K
f(Xy) +∇f(Xy)>X(h[k] − y[k]) + θtσ
′
2τ
∥∥∥X(h[k] − z[k])∥∥∥2 + ∑
i∈Pk
gi(h
[k]
i )
≥ 1
K
f(Xy) +∇f(Xy)>X(h[k] − h[k]? + h[k]? − y[k])
+
θtσ
′
2τ
∥∥∥X(h[k] − h[k]? + h[k]? − z[k])∥∥∥2 + ∑
i∈Pk
gi
(
(h
[k]
? )i
)
+
〈
u[k],h[k] − h[k]?
〉
=
1
K
f(Xy) +∇f(Xy)>X(h[k] − h[k]? ) +∇f(Xy)>X(h[k]? − y[k])
+
θtσ
′
2τ
∥∥∥X(h[k] − h[k]? )∥∥∥2 + θtσ′
2τ
∥∥∥X(h[k]? − z[k])∥∥∥2
+
θtσ
′
τ
(h[k] − h[k]? )>X>X(h[k]? − z[k]) +
∑
i∈Pk
gi
(
(h
[k]
? )i
)
+
〈
u[k],h[k] − h[k]?
〉
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=
1
K
f(Xy) +∇f(Xy)>X(h[k]? − y[k]) + θtσ
′
2τ
∥∥∥X(h[k]? − z[k])∥∥∥2 + ∑
i∈Pk
gi
(
(h
[k]
? )i
)
︸ ︷︷ ︸
=Hσ′k (h
[k]
? ;y,z)
+
〈
u[k] + X>∇f(Xy) + θtσ
′
τ
X>X(h[k]? − z[k]),h[k] − h[k]?
〉
+
θtσ
′
2τ
∥∥∥X(h[k] − h[k]? )∥∥∥2
≥ Hσ′k (h[k]? ; Xyt,y[k]t , z[k]t ) +
θtσ
′
2τ
∥∥∥X(h[k] − h[k]? )∥∥∥2 ,
where the fact that
u[k] + X>∇f(Xy) + θtσ
′
τ
X>X(h[k]? − z[k]) ∈ ∂Hσ′k (h[k]? ; Xyt,y[k]t , z[k]t )
yields the final inequality.
We now present our main convergence theorem. Our approach for proving the result is
based on the use of randomized estimated sequences, as in [25]. However, we have included
an important improvement to this approach that allows us to consider subproblems that
are not strongly convex. This is only possible due to the special structure of our objective
function OA.
Theorem 3.5. For any optimal solution α? of problem (A) and all t ≥ 1,
E[OA(αt)−OA(α?)]
≤ 4
(tν − ν + 2)2
(1− ν)(OA(α0)−OA(α?)) + νσ′
2τ
C +K0ν +
t−1∑
j=1
Ej
 (3.16)
holds where
C :=
K∑
k=1
‖X(α[k]? −α[k]0 )‖2, (3.17a)
Ej :=
Kjν
θj
+
ν
θj−1
j−1 + νR
√
2σ′
τθj−1
j−1 for all j ∈ {1, . . . , t− 1}, (3.17b)
and R := max
k,t
‖X(α[k]? − z?t [k])‖. (3.17c)
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Proof. By convexity of g, it follows that, for all t ≥ 0, one has
g(αt)
(3.11)
= g
(
t∑
l=0
ρltzl
)
≤
t∑
l=0
ρltg (zl) =: gˆ
t. (3.18)
Combining this definition and the result from Lemma 3.3, one gets that
gˆt+1
(3.18),(3.12)
=
t+1∑
l=0
ρlt+1g (zl) = νθtg (zt+1) +
t∑
l=0
ρlt+1g (zl) . (3.19)
On the other hand, since function f is (1/τ)-smooth, one finds that
f(Xαt+1)
(3.5)
= f(Xyt + νθtX(zt+1 − zt))
≤ f(Xyt) + 〈∇f(Xyt), νθtX(zt+1 − zt)〉+ ν
2θ2t
2τ
‖X(zt+1 − zt)‖2
(2.2)
≤ f(Xyt) + νθt
〈
X>∇f(Xyt),
K∑
k=1
(z
[k]
t+1 − z[k]t )
〉
+
νσ′θ2t
2τ
K∑
k=1
∥∥∥X(z[k]t+1 − z[k]t )∥∥∥2
=
K∑
k=1
{
1
K
(1− νθt)f(Xyt) + νθt
〈
X>∇f(Xyt),y[k]t − z[k]t
〉
+ νθt
( 1
K
f(Xyt) +
〈
X>∇f(Xyt), z[k]t+1 − y[k]t
〉
+
σ′θt
2τ
∥∥∥X(z[k]t+1 − z[k]t )∥∥∥2 )
}
.
Next, note that from the definition of yt in the algorithm one finds
νθt(y
[k]
t − z[k]t ) = (1− νθt)(α[k]t − y[k]t ). (3.20)
Defining, for all t ≥ 0, an upper-bound on OA(αt) as
OˆAt := gˆt + f(Xαt)
(3.18)
≥ OA(αt), (3.21)
it follows from above and convexity of f that one has
OˆAt+1
(3.21)
= gˆt+1 + f(Xαt+1)
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(3.19)
= νθtg (zt+1) +
t∑
l=0
ρlt+1g (zl) + f(Xαt+1)
≤ νθtg (zt+1) +
t∑
l=0
ρlt+1g (zl)
+
K∑
k=1
{
1
K
(1− νθt)f(Xyt) + νθt
〈
X>∇f(Xyt),y[k]t − z[k]t
〉
+ νθt
(
1
K
f(Xyt) +
〈
X>∇f(Xyt), z[k]t+1 − y[k]t
〉
+
σ′θt
2τ
∥∥∥X(z[k]t+1 − z[k]t )∥∥∥2
)}
.
By using (3.12), (3.18) and (3.20), we can further get
OˆAt+1 =νθtg (zt+1) + (1− νθt)gˆt
+
K∑
k=1
{
1
K
(1− νθt)f(Xyt) + (1− νθt)
〈
X>∇f(Xyt),α[k]t − y[k]t
〉
+ νθt
(
1
K
f(xyt) +
〈
X>∇f(Xyt), z[k]t+1 − y[k]t
〉
+
σ′θt
2τ
∥∥∥X(z[k]t+1 − z[k]t )∥∥∥2
)}
= (1− νθt)gˆt + (1− νθt)
(
f(Xyt) +
〈
X>∇f(Xyt),αt − yt
〉)
+ νθt
K∑
k=1
(∑
i∈Pk
gi
(
(z
[k]
t+1)i
)
+
1
K
f(Xyt) +
〈
X>∇f(Xyt), z[k]t+1 − y[k]t
〉
+
σ′θt
2τ
‖X(z[k]t+1 − z[k]t )‖2
)
(3.2),(3.21)
≤ (1− νθt)OˆAt + νθt
K∑
k=1
Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t ).
Conditioning on the history up to time t, it follows from above that
Et+1[OˆAt+1|t] ≤ (1− νθt)OˆAt + νθt
K∑
k=1
Et+1[Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t )|t]
(3.3)
≤ (1− νθt)OˆAt + νθt
K∑
k=1
(
Hσ′k (z?t+1[k]; Xyt,y[k]t , z[k]t ) + t
)
,
meaning that, for any h ∈ Rn, one has
Et+1[OˆAt+1|t]
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(3.14)
≤ (1− νθt)OˆAt + νθt
K∑
k=1
(
Hσ′k (h[k]; Xyt,y[k]t , z[k]t )−
θtσ
′
2τ
∥∥∥X(h[k] − z?t+1[k])∥∥∥2 + t) .
In particular, choosing h = α?, where α? is any optimal solution of problem (A), and
taking the total expectation, one finds
E[OˆAt+1]
≤ (1− νθt)E[OˆAt] + νθt
K∑
k=1
E
[
Hσ′k (α[k]? ; Xyt,y[k]t , z[k]t )−
θtσ
′
2τ
∥∥∥X(α[k]? − z?t+1[k])∥∥∥2 + t]
= (1− νθt)E[OˆAt]
+ νθt
K∑
k=1
E
[
θtσ
′
2τ
‖X(α[k]? − z[k]t )‖2 −
θtσ
′
2τ
∥∥∥X(α[k]? − z?t+1[k])∥∥∥2 + t]
+ νθt
K∑
k=1
E
∑
i∈Pk
gi
(
(α
[k]
? )i
)
+
1
K
f(Xyt) +
〈
X>∇f(Xyt),α[k]? − y[k]t
〉
≤ (1− νθt)E[OˆAt] + νθtOA(α?)
+ νθt
K∑
k=1
E
[
θtσ
′
2τ
‖X(α[k]? − z[k]t )‖2 −
θtσ
′
2τ
∥∥∥X(α[k]? − z?t+1[k])∥∥∥2 + t] ,
where the last inequality follows from convexity of f .
Defining the scalar r2t+1 =
∑K
k=1 ‖X(α[k]? − z?t+1[k])‖2, we conclude from above that
E
[
OˆAt+1 −OA(α?) + νθ
2
t σ
′
2τ
r2t+1
]
≤ (1− νθt)E[OˆAt −OA(α?)] +Ktνθt + νθ
2
t σ
′
2τ
E
[
K∑
k=1
‖X(α[k]? − z[k]t )‖2
]
. (3.22)
To bound the last term on the right-hand side, observe that, for all k ∈ {1, . . . ,K},
E
[
‖X(α[k]? − z[k]t )‖2
]
= E
[
‖X(α[k]? − z?t [k] + z?t [k] − z[k]t )‖2
]
≤ E[‖X(α[k]? − z?t [k])‖2] + E
[
‖X(z?t [k] − z[k]t )‖2
]
︸ ︷︷ ︸
=:C1
+ 2E
[
‖X(α[k]? − z?t [k])‖ · ‖X(z?t [k] − z[k]t )‖
]
︸ ︷︷ ︸
=:C2
56
≤ E[r2t ] + C1 + C2.
It remains to bound C1 and C2. From (3.14) and (3.3), one finds that
Hσ′k (z?t+1[k]; Xyt,y[k]t , z[k]t ) +
θtσ
′
2τ
Et+1[‖X(z?t+1[k] − z[k]t+1)‖2|t]
(3.14)
≤ Et+1[Hσ′k (z[k]t+1; Xyt,y[k]t , z[k]t )|t]
(3.3)
≤ Hσ′k (z?t+1[k]; Xyt,y[k]t , z[k]t ) + t,
(3.23)
and hence we can conclude that
θtσ
′
2τ
Et+1[
∥∥X(z?t+1[k] − z[k]t+1)∥∥2|t] ≤ t. (3.24)
Therefore,
νθ2t σ
′
2τ
C1 =
νθ2t σ
′
2τ
E
[
‖X(z?t [k] − z[k]t )‖2
]
=
νθ2t
θt−1
θt−1σ′
2τ
Et−1
[
Et
[
‖X(z?t [k] − z[k]t )‖2|t− 1
]] (3.24)
≤ νθ
2
t
θt−1
t−1. (3.25)
Now, let us bound C2. By defining R as in (3.17c), Jensen’s inequality gives
νθ2t σ
′
2τ
C2 =
νθ2t σ
′
2τ
(
2E
[
‖X(α[k]? − z?t [k])‖ · ‖X(z?t [k] − z[k]t )‖
])
(3.17c)
≤ Rνθ
2
t σ
′
τ
E
[
‖X(z?t [k] − z[k]t )‖
]
≤ Rνθ
2
t σ
′
τ
√
2τ
νθ2t σ
′
√
νθ2t σ
′
2τ
E
[
‖X(z?t [k] − z[k]t )‖2
]
(3.25)
≤ Rνθ
2
t σ
′
τ
√
2τ
νθ2t σ
′
√
νθ2t
θt−1
t−1 = νθ2tR
√
2σ′
τθt−1
t−1.
Putting everything together leads to
E
[
OˆAt+1 −OA(α?) + νθ
2
t σ
′
2τ
r2t+1
]
(3.22)
≤ E
[
(1− νθt)(OˆAt −OA(α?)) + νθ
2
t σ
′
2τ
r2t
]
+Ktνθt +
νθ2t
θt−1
t−1 + νθ2tR
√
2σ′
τθt−1
t−1.
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Dividing both sides by θ2t and denoting φt := E[OˆA
t −OA(α?)] and r˜2t := E[r2t ] gives
1
θ2t
φt+1 +
νσ′
2τ
r˜2t+1
(3.22)
≤ 1− νθt
θ2t
φt +
νσ′
2τ
r˜2t
+
Ktν
θt
+
ν
θt−1
t−1 + νR
√
2σ′
τθt−1
t−1︸ ︷︷ ︸
=:Et
. (3.26)
Now, by the property of θt in (3.6), one finds
1− νθt+1
θ2t+1
φt+1 +
νσ′
2τ
r˜2t+1 ≤
1− νθt
θ2t
φt +
νσ′
2τ
r˜2t + Et. (3.27)
Unrolling the recurrence, one obtains for t ≥ 1 that
1− νθt
θ2t
φt +
νσ′
2τ
r˜2t
(3.27)
≤ 1− νθ0
θ20
φ0 +
νσ′
2τ
r˜20 +
t−1∑
i=0
Ei. (3.28)
Hence, along with (3.6), one has for t ≥ 1 that
φt ≤ θ2t−1
(
1− νθ0
θ20
φ0 +
νσ′
2τ
r˜20 +
t−1∑
i=0
Ei
)
(3.7)
≤
(
2
tν − ν + 2
)2(1− νθ0
θ20
φ0 +
νσ′
2τ
K∑
k=1
‖X(α[k]? − z[k]0 )‖2 +K0ν +
t−1∑
i=1
Ei
)
and (3.16) follows.
Theorem 3.5 describes the behavior of sub-optimality only. We can, however, use the
following theorem from [24], which relates sub-optimality with the duality gap.
Theorem 3.6 ([24, Theorem 4]). Suppose problem (A) is solved by a (possibly randomized)
algorithm producing a sequence of iterates {αt}∞t=0 such that, for all t ≥ 1,
E[OA(αt)−OA(α?)] ≤ F
d(t)
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for some scalar F ≥ 0 and function d. If, for t ≥ 1, it holds that
d(t) ≥ max
{
2τF
σ˜2L2
,
2Fσ˜2L2
τ2G
}
, (3.29)
where σ˜2 is the maximum eigenvalue of X>X, then the expected duality gap satisfies
E[OA(αt)−
(−OB(w(αt)))] ≤ G.
Related to (3.29), henceforth, we assume that G is such that
2F
σ˜2τL2
< 2F σ˜
2τL2
2G
.
Before stating our key corollaries of Theorem 3.5 and comparisons with results for other
methods in the literature, let us define a few important quantities on which these results
depend. The first quantity is σ˜2, already defined in Theorem 3.6. Due to the fact that
for each data column xi we have ‖xi‖ ≤ 1, it follows that this quantity is bounded by n.
The second quantity is σ2k, the maximum eigenvalue of a Gram matrix for the local data
on node k. This value will be large if the samples stored on node k are correlated. The
next important quantity is σ2, which depends on each σ2k and the size of each partition
nk. Let us now, for simplicity, assume that the data are split equally, i.e., nk =
n
K for all
k ∈ [K]. The last quantity is R, which measures the maximum possible distance between
the optimal solution and each iterate, i.e.,
R (3.17c):= max
k,t
‖A(α[k]? − z?t [k])‖ ≤ max
k,t
σk‖(α[k]? − z?t [k])‖
≤ max
k
(σk2L
√
nk) ≤ max
k
(2Lnk) ,
which is similar to the proof of Lemma 2.5.
3.3.1 Exact Subproblem Solvers
If the subproblems are solved exactly, i.e., if t = 0 for all t ≥ 0, then (3.16) has the form
E[OA(αt)−OA(α?)] ≤ 4(tν−ν+2)2
(
(1− ν)(OA(α0)−OA(α?))
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+ νσ
′
2τ
K∑
k=1
‖A(α[k]? −α[k]0 )‖2
)
. (3.30)
A nice property of this result is that the second term in the parentheses might be equal
to zero even if z0 = α0 6= α?. This is not the case for other results for accelerated
algorithms as their subproblems are strongly convex [49, 6, 25, 37] and hence have the
term ‖α? − α0‖2 present in their complexity guarantees. Another nice property is that∑K
k=1 ‖X(α[k]? −α[k]0 )‖2 can be bounded above by
∑K
k=1 σ
2
k‖α[k]? −α[k]0 ‖2, though the former
can be much smaller.
Corollary 3.7. Consider the extreme cases ν = 1K and ν = 1. As discussed in Sec-
tion 2.2.3, for the first case, one can choose σ′ = 1 while for the second case one can
choose σ′ = K. To obtain E[OA(αt) − OA(α?)] ≤ A, one has to run Algorithm 3 for at
least t > T iterations, where T is defined as follows for each case.
• Case ν = 1:
T =
√√√√ 2σ′
τA
K∑
k=1
‖X(α[k]? −α[k]0 )‖2 ≤
√
8L2
τA
• Case ν = 1/K:
T ≤
√
4(K − 1)
AK
(OA(α0)−OA(α?)) + 8L
2
τAK
.
As found in [39], the complexity for ν = 1 is better as one requires fewer iterations in
order to have an -approximate solution in expectation. Hence, let us focus only on the
case of ν = 1 and compare our rate with the results derived in [39]. From the proof of [39,
Theorem 8], one obtains that for CoCoA+, if α0 = 0, it holds that
E[OA(αt)−OA(α?)] ≤ 4KL
2σ2
(1 + 12(t− t0))τ
,
where
t0 ≥ max{0, log(2τ(OA(α0)−OA(α?))/(4KL2σ))}.
To obtain sub-optimality below A, CoCoA+ needs to be run for T = t0+
8KL2σ2
τA
≤ t0+ 8L2τA
60
iterations. Neglecting the t0 term, CoCoA+ needs
8L2
τA
iterations, whereas AccCoCoA+
needs only
√
8L2
τA
. This improvement is consistent with proximal gradient and accelerated
gradient descent [48], which is as expected since, in the worst-case, they will produce the
same iterates as CoCoA+ and AccCoCoA+.
Let us also derive a complexity bound for the duality gap. Corollary 3.7 with Theo-
rem 3.6 implies that whenever t ≥ T , where T = 2LG
√
σ′
∑K
k=1 ‖A(α[k]? −α[k]0 )‖2 ≤ 4L
2
G
,
the expected duality gap satisfies E[OA(αt)−
(−OB(w(αt)))] ≤ G. This is valid for the
number of iterations of AccCoCoA+. Note also that for the worst-case complexity for
non-accelerated batch-SDCA (or full gradient method) for hinge loss (L = 1), the known
results hold for the average solution and the number of iterations are ∼ O( 1τG ) (see, e.g.,
[70, 71] with the batch size chosen as large as possible).
3.3.2 Inexact Subproblem Solvers
In order to get a better understanding of the case when the subproblems are solved approx-
imately, let us define an auxiliary nonnegative sequence {at}∞t=0 such that
∑∞
t=0
√
at
t2
→ 0.
In this section, we assume that the errors for the local solvers are set as t = atθt.
Before analyzing this case in more detail, let us bound the total accumulated error up
to iteration t, i.e.,
∑t−1
j=1Ej . One finds that
t−1∑
j=1
Ej = Kν
t−1∑
j=1
aj +
t−2∑
j=0
aj +R
√
2σ′
τ
t−1∑
j=1
√
aj−1
≤ (K + 1)
t−1∑
j=0
aj +R
√
2σ′
τ
t−1∑
j=0
√
aj
≤ (K + 1)
t−1∑
j=0
aj +
√
8L2
τK
t−1∑
j=0
√
aj =: St.
Let us now consider two cases:
• Suppose that at = r ∈ R+. In this case, t = rθt = O(1/t). Moreover,
St =
(
(K + 1)r +
√
r
8L2
τK
)
t.
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This implies that
E[OA(αt)−OA(α?)] ∼O
(
(K+1)r+
√
r 8L
2
τK
t
)
.
Note that, in this case,  ∼ O(1/t). This might create the impression that the local
solver has to do more work as t increases; however, note that the Lipschitz constant
of the gradient of the smooth part of the subproblem also scales as θt ∼ O(1/t).
• A second interesting case is when limt→∞ St =: S∞ < ∞. For example, suppose
at =
r
tp with p > 2. Then, indeed, limt→∞ St is finite. In this case, one obtains
E[OA(αt)−OA(α?)] ≤
2σ′
τ
∑K
k=1 ‖A(α[k]? −α[k]0 )‖2+K0+St
(t+1)2
≤
2σ′
τ
∑K
k=1 ‖A(α[k]? −α[k]0 )‖2+K0+S∞
(t+1)2
∼ O(1/t2).
3.4 Numerical Experiments
In this section, we report the results of numerical experiments. The purpose of providing
the results of these experiments is twofold. For one thing, we use them to illustrate the ben-
efits of acceleration by providing results that compare the performance of AccCoCoA+
versus CoCoA+. In addition, we explore the communication/computation tradeoff and
the scalability of AccCoCoA+. For a recent comparison of CoCoA+ to other distributed
solvers, including Quasi-Newton methods and ADMM, we refer the reader to [39, 69].
Our implementations of CoCoA+ and AccCoCoA+ are written in C++ using MPI
for communication, run on m3.xlarge Amazon EC2 instances. We run all the experiments
across K = 4 nodes using SDCA [65] as the local solver. The datasets we used are
summarized in Table 2.1.
We first compare CoCoA+ versus AccCoCoA+ for solving SVM problems of the
form (1.11). For both algorithms, the local solver, SDCA, is run for H = 5×105 iterations
(closed-form single coordinate solutions). In Figure 3.1, we compare the evolution of the
duality gap with respect to the number of iterations and elapsed time. The results suggest
a benefit of acceleration in terms of decreasing the duality gap, both when ν = 1/K
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and when ν = 1. In Figure 3.2, we show how the regularization parameter λ can affect
the performance of both algorithms when solving the problem with the url dataset. In
particular, the experiments suggest that as the value of λ becomes smaller, there will be a
more significant benefit from employing the accelerated algorithm.
Figure 3.3 shows analogous results when the algorithms are employed to solve the Lasso
problem in (1.8), for which increasing the regularization parameter λ1 typically leads to
more sparsity of the solution vector. The choice of the regularizer value (λ1) are such that
for the url dataset the density of the optimal solution is 5.3%, while for the epsilon dataset
the density is 13.56%. The results indicate that the accelerated algorithm offers faster
convergence of the sub-optimality gap to zero, especially for small values of λ1.
We also ran experiments to demonstrate how the performance of AccCoCoA+ de-
pends on the number of iterations (H) that SDCA runs for solving each subproblem.
Figure 3.4 shows that for larger H the subproblems will be solved more accurately, and
thus fewer outer iterations can be expected to reach a desired tolerance on the duality gap.
However, in terms of running time, it is not always better to choice larger H. For example,
for the covtype dataset, choosing H = 104 results in less time to reach a tolerance of 10−2
than is needed when H = 103 or H = 105. However, for the news20 dataset, the time re-
quired decreases with H for all values considered in our experiments. The reason that this
occurs is that d is quite large in this dataset, which makes each round of communication
quite time consuming. Therefore, by solving the subproblems more accurately (by running
more iterations), one achieves a better balance between communication and computation.
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Figure 3.1: Duality gap as a function of iterations (top row) and elapsed time (bottom
row) when solving hinge-loss SVM problems.
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Figure 3.2: Duality gap as a function of iterations (top row) and elapsed time (bottom
row) when solving hinge-loss SVM problems with different regularization values (λ) on the
url dataset.
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Figure 3.3: Sub-optimality gap as a function of iterations (top row) and elapsed time
(bottom row) when solving Lasso problems.
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Figure 3.4: Number of iterations and running time required to reach a tolerance of 10−3 on the
duality gap as the inner iteration limit (H) is varied.
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Chapter 4
A Distributed Inexact Damped
Newton Method
In this chapter, we study inexact dumped Newton method implemented in a distributed
environment on solving ERM problem (1.9):
min
w∈Rd
F (w) := min
w∈Rd
1
n
n∑
i=1
`i(x
>
i w) +
λ
2‖w‖2 . (4.1)
We start with the original DiSCO algorithm [82]. In Section 4.2, we will show that this
algorithm may not scale well and propose an algorithmic modifications which will lead
to less communications, better load-balancing between nodes which would lead to more
efficient algorithm with better scaling. We also address the preconditioning problem to
reduce the computation cost in Section 4.3. We perform numerical experiments on large
dataset to show the efficiency of these modifications in Section 4.4.
4.1 Motivations and Assumptions
DiSCO algorithm [82] is based on an inexact damped Newton method, where the inexact
Newton steps are computed by a distributed preconditioned conjugate gradient method.
However, due to its assumption on data partition and design of preconditioner, the origi-
nal DiSCO algorithm does not scale well across a cluster with a large number of machines.
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The algorithm requires a master machine and several working machine to communicate fre-
quently, which leads to a pool load-balancing. Moreover, it needs expensive communication
cost in each iteration of algorithm for high dimensional data.
To overcome these challenges, we modify the design of DiSCO algorithm [82]. We com-
pletely redesign the algorithm (partitioning of the data, preconditioning, communication
patterns) to get a new algorithm which has almost linear scaling, i.e., the serial portion of
the proposed algorithm is almost negligible. Also, the new algorithm balances work-load
across nodes perfectly, which means all nodes are working all the time, no real/special job
for master node. Finally, our algorithm, in some cases, send smaller amount of data over
the network than in the original DiSCO algorithm.
Throughout this chapter, we assume that the loss function `i is convex and self-con-
cordant[82]:
Assumption 4.1. For all i ∈ [n] := {1, 2, . . . , n} the convex function `i : R → R is
self-concordant with parameter M i.e. the following inequality holds:
|u>(`′′′i (w)[u])u| ≤M(u>`′′i (w)u)
3
2 , (4.2)
for any u ∈ R and w ∈ dom(`i), where `′′′i (w)[u] := limt→0 1t (`′′i (w + tu)− `′′i (w)).
Table 4.1 lists some examples of loss functions which satisfy the Assumption 4.1 with
corresponding constant M .
φi(w, xi) M
quadratic loss (yi − wTxi)2 0
squared hinge loss (max{0, yi − wTxi})2 0
logistic loss log(1 + exp(−yiwTxi)) 1
Table 4.1: Loss functions satisfying Assumption 4.1 and the parameter M .
Also, we assume that the function F is both L-smooth and µ-strongly convex.
Assumption 4.2. The function F : Rd → R is twice continuously differentiable, and there
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exist constants L ≥ µ > 0 such that
µI  F ′′(w)  LI, ∀w ∈ Rd, (4.3)
where f ′′(w) denotes the Hessian of f at w, and I is the d× d identity matrix.
Algorithm
Number of Communication
Quadratic Loss Logistic Loss
DANE K log(1/) (nK)1/2 log(1/)
CoCoA+ n log(1/) n log(1/)
DiSCO K1/4 log(1/) K3/4d1/4 +K1/4d1/4 log(1/)
Table 4.2: Communication efficiency of several distributed algorithms when the regular-
ization parameter λ ∼ 1/√n.
4.2 Algorithm
We assume that we have K machines (computing nodes) available which can communicate
between each other over the network. We assume that the space needed to store the data
matrix X exceeds the memory of every single node. Thus we have to split the data (matrix
X) over K nodes. The natural question is: How to split the data into K parts? There are
many possible ways, but two obvious ones:
1. split the data matrix X by rows (i.e. create K blocks by rows); Because rows of
X corresponds to features, we will denote the algorithm which is using this type of
partitioning as DiSCO-F ;
2. split the data matrix X by columns; Let us note that columns of X corresponds
to samples we will denote the algorithm which is using this type of partitioning as
DiSCO-S ;
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Algorithm 4 High-level DiSCO algorithm
1: Input: parameters ρ, σP ≥ 0, number of iterations T
2: Initializing w0.
3: for t = 0,1,2,...,T do
4: Option 1: Given wt, run DiSCO-S PCG Algorithm 5, get vk and δt
5: Option 2: Given wk, run DiSCO-F PCG Algorithm 6, get vk and δt
6: Update wk+1 = wk − 11+δkvk
7: end for
8: Output: wT+1
Notice that the DiSCO-S is exactly the same as DiSCO proposed and analyzed in [82]. In
each iteration of Algorithm 4, wee need to compute an inexact Newton step vk such that
‖F ′′(wt)vt −∇F ′(wt)‖2 ≤ t,
which is an approximate solution to the Newton system F ′′(wt)vt = ∇F (wt). The discus-
sion about how to choose t and T and a convergence guarantees for Algorithm 4 can be
found in [82]. And the main convergence result still applies here: If Algorithm 5 or 6 is
run starting with w0 then after
T ∼ O
(
(F (w0)− F (w?) + log(1/))
√
1 + 2σP /µ
)
iterations, the algorithm will produce a solution wˆ satisfying F (wˆ)− F (w?) < .
The main goal of this work is to analyze the algorithmic modifications to DiSCO-S when
the partitioning type is changed. It will turn out that partitioning on features (DiSCO-
F) can lead to an algorithm which uses less communications (depending on the relations
between d and n) (see Section 4.4).
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Algorithm 5 Distributed DiSCO-S: PCG algorithm – data partitioned by samples
1: Input: wt ∈ Rd, and σP ≥ 0. communication (Broadcast wt ∈ Rd and reduce
∇Fk(wt) ∈ Rd)
2: Initialization: Let P be computed as (4.5)
3: Set v0 = 0, s0 = P
−1r0, r0 = ∇F (wt), u0 = s0
4: for m = 0, 1, 2, ... do
5: Compute Hum communication (Broadcast um ∈ Rd and reduce F ′′k(wt)um ∈ Rd )
6: Compute αm =
〈rm,sm〉
〈um,Hum〉
7: Update vm+1 = vm + αmum,Hvm+1 = Hvm + αmHum, rm+1 = rm − αmHum
8: Update Psm+1 = rm+1
9: Compute βm =
〈rm+1,sm+1〉
〈rm,sm〉
10: Update um+1 = sm+1 + βmum
11: until: ‖rm+1‖ ≤ t
12: end for
13: Return: vt = vm+1, δt =
√
v>m+1Hvm + αmv>m+1Hum
4.2.1 DiSCO-S Algorithm.
If the dataset is partitioned by samples, such that kth node will only store Xk ∈ Rd×nk ,
which is a part of X, then each machine can evaluate a local empirical loss function
Fj(w) :=
1
nk
nk∑
i=1
`i(x
>
k,iw) +
λ
2
‖w‖22. (4.4)
Because {Xk} is a partition of X we have
∑K
k=1 nk = n, our goal now becomes to minimize
the function F (w) = 1K
∑K
k=1 Fk(w). Let H denote the Hessian F
′′(wt). For simplicity in
this section we present it only for square loss (and hence in this case F ′′(wt) is constant –
independent on wt), however, it naturally extends to any smooth loss.
In Algorithm 5, each machine will use its local data to compute the local gradient and
local Hessian and then aggregate them together. We also have to choose one machine as the
master, which computes all the vector operations of PCG loops (Preconditioned Conjugate
Gradient), i.e., step 5-9 in Algorithm 5.
The preconditioning matrix for PCG is defined only on master node and consists of the
local Hessian approximated by a subset of data available on master node with size τP , i.e.
P =
1
τP
τP∑
j=1
`
′′
i (x
>
1,jw) + σP I, (4.5)
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Algorithm 6 Distributed DiSCO-F: PCG algorithm – data partitioned by features
1: Input: w
[k]
t ∈ Rdj for k = 1, 2, ...,K, and σP ≥ 0
2: Initialization: Let P be computed as (4.5)
3: Set v
[k]
0 = 0, s
[k]
0 = (P
−1)[k]r[k]0 , r
[k]
0 = F
′(w[k]t ), u
[k]
0 = s
[k]
0
4: while ‖rm+1‖ ≤ t do
5: Compute (Hum)
[k] communication (ReduceAll an Rn vector)
6: Compute αm =
∑K
k=1
〈
r
[k]
m ,s
[k]
m
〉
∑K
j=1
〈
u
[k]
m ,(Hum)[k]
〉 communication (ReduceAll a number)
7: Update v
[k]
m+1 = v
[k]
m + αmu
[k]
m , (Hvm+1)
[k] = (Hvm)
[k] + αm(Hum)
[k], r
[k]
m+1 = r
[k]
m −
αm(Hum)
[k]
8: Update P[k]s
[k]
m+1 = r
[k]
m+1
9: Compute βm =
∑K
k=1
〈
r
[k]
m+1,s
[k]
m+1
〉
∑K
k=1
〈
r
[k]
m ,s
[k]
m
〉 . communication (ReduceAll a number)
10: Update u
[k]
m+1 = s
[k]
m+1 + βmu
[k]
m
11: m = m+ 1
12: end while
13: Compute δ
[k]
t =
√
v
[k]
m+1
>
(Hvm)[k] + αmv
[k]
m+1
>
(Hum)[k]
14: Integration: vt = [v
[1]
m+1, ...,v
[K]
m+1], δt = [δ
[1]
m+1, ..., δ
[K]
m+1] communication (Reduce an
Rdj vector)
15: Return: vt, δt
where σP is a small regularization parameter. Algorithm 5 presents the distributed PCG
mathod for solving the linear system
Hvt = ∇F (wt). (4.6)
Notice that in Algorithm 5, there is another linear system
s = P−1r (4.7)
to be solved, which has the same dimension as (4.6). However, becasue we only apply a
subset of data to compute the preconditioning matrix P, (4.7) can be solved by Woodbury
formula [54], which will be described detail in Section 4.3.
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Figure 4.1: Flow diagrams of few iterations of DiSCO-S (top) and DiSCO-F (bottom).
4.2.2 DiSCO-F Algorithm.
If the dataset is partitioned by features, then k-th machine will store Xk = [x
[k]
1 , ...,x
[k]
n ] ∈
Rdk×n, which contains all the samples, but only with a subset of features. Also, each
machine will only store w
[k]
t ∈ Rdk and thus only be responsible for the computation and
updates of Rdk vectors. By doing so, we only need one ReduceAll on a vector of length n,
in addition to two ReduceAll on scalars number.
Comparison of Communication and Computational Cost. In Table 4.2.2 we com-
pare the communication cost for the two approaches DiSCO-S/DiSCO-F. As it is obvious
from the table, DiSCO-F requires only one reduceAll of a vector of length n, whereas the
DiSCO-S needs one reduceAll of a vector of length d and one broadcast of vector of size
d. So roughly speaking, when n < d then DiSCO-F will need less communication. How-
ever, very interestingly, the advantage of DiSCO-F is the fact that it uses CPU on every
node more effectively. It also requires less total amount of work to be performed on each
node, leading to more balanced and efficient utilization of nodes. As shown in Figure 4.1,
DiSCO-F uses less time for one iteration, due to the more efficient and balanced computa-
tion. Green boxes represent the processes are busy, while red boxes represent idle nodes.
Yellow boxes show the status of communicating between all processes. Double arrows stand
for ReduceAll operations. The thin red arrows represent a communication of few scalars
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Operation DiSCO-S DiSCO-F
master
y = Mx 1(Rd×d · Rd) 1(Rd1×d1 · Rd1)
Mx = y 1 (Rd) 1 (Rd1)
x+ y 4 (Rd) 4 (Rd1)
xT y 4 (Rd) 4 (Rd1)
nodes
y = Mx 1 (Rd×d · Rd) 1(Rd1×dk · Rdk)
Mx = y 0 1 (Rdk)
x+ y 0 4 (Rdk)
xT y 0 4 (Rdk)
Table 4.3: Comparison of computation between different algorithms.
DiSCO-S DiSCO-F DANE CoCoA+
2× Rd 1× Rn, 2× R 2× Rd 1× Rd
Table 4.4: Comparison of communication between different algorithms.
only. Therefore, DiSCO-F utilizes resources more efficiently and Table 4.4for the size of
communication required in each PCG step).
4.3 Woodbury Formula for solving Ps = r
In each iteration of Algorithms 5 and 6, we need to solve a linear system in the form of
Ps = r, where P ∈ Rd×d in Algorithm 5 and P ∈ Rdk×dk for k = 1, 2, ...,K in Algorithm 6,
which is usually very expensive. To solve it more efficiently, we can apply Woodbury
Formula [54].
Notice that if we use P defined in (4.5), P can be considered as τP rank-1 updates on
a diagnal matrix. For example, if `i(·) is quadtratic loss function for each i, then
P = D +
1
τP
τP∑
i=1
xix
>
i . (4.8)
If each `i(·) is Logistic Loss, then
P = D +
1
τP
τP∑
i=1
exp(−w>t xi)
(exp(−w>t xi) + 1)2
xix
>
i . (4.9)
In both cases, D is the diagnal matrix with Dii = λ + σP for i = 1, ..., d. Then we can
follow the procedure in Algorithm 7 to get the solution s.
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Algorithm 7 Woodbury Formula to solve Ps = r
1: Compute zi =
1
λ+σP
xi for i = 1, ..., τP
2: Let Z = [z1, ..., zτP ], X¯ = [x1, ...,xτP ]
3: Compute y = 1λ+σP r
4: Solve the linear system (I + X¯>Z)v = X¯>y
5: Return: s = y − X¯v
Notes that v ∈ RτP and τP  d (in our experiments, τP = 100 usually works very well),
step 4 can be done efficiently by any linear system solver. In Section 4.4.3, we compare
the effect of setting different values for τP .
Node
DiSCO-S DiSCO-F
Time(s) MPI MPI% Time MPI MPI%
0 38.7 7.38 19.09 19.5 0.921 4.73
1 38.7 22 56.78 19.5 0.734 3.77
2 38.7 15.7 40.72 19.5 1.16 5.96
3 38.7 15.3 39.57 19.5 0.907 4.66
Table 4.5: Communication cost (second) of two algorithms on news20 dataset
Node
DiSCO-S DiSCO-F
Time(s) MPI MPI% Time MPI MPI%
0 0.195 0.011 5.74 0.287 0.020 7.14
1 0.195 0.154 79.1 0.287 0.038 13.2
2 0.195 0.156 80.2 0.287 0.024 8.27
3 0.195 0.155 79.7 0.287 0.047 11.3
Table 4.6: Communication cost (second) of two algorithms on a1a dataset
4.4 Numerical Experiments
We present experiments on several large real-world datasets distributed across multiple
machines, running on an Amazon EC2 cluster with 4 instances. We show that DiSCO-
F with a small τP converges to the optimal solution faster in terms of total rounds of
communications compared to original DiSCO, DANE and CoCoA+ in most cases. Also,
for the dataset with d > n, DiSCO-F will also dominate others in elapsed time. In Sec-
tion 4.4.3, we compare the affects of preconditioning matrices with different values for τP ,
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Figure 4.2: Norm of gradient vs. the round of communication, as well as norm of gradient
vs. elapsed time.
and investigate that a small τP (around 100) would result in a impressive performance. In
Section 4.4.4, we show that extra speed-up can be gained in some cases, by trying to shrink
the number of samples that are used to compute Hessian.
4.4.1 Implementation Details
We implement DiSCO and all other algorithms for comparison in C++, and run them in
Amazon cluster using four m3.large EC2 instances. We apply all methods on applying
Quadratic loss and Logistic loss in Table 1.1. A summary of the datasets used is shown in
Table 2.1.
4.4.2 Comparison of different algorithms
We compare the DiSCO-S, DiSCO-F, DiSCO, DANE and CoCOA+ directly using three
datasets (new20, rcv1.test and splice-site.test) across two loss functions, where λ is fixed
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to be 10−3, 10−4, 10−6 for three datasets respectively. In DiSCO-S and DiSCO-F, we set
τP = 100. In DiSCO and DANE, we apply Stochastic Average Gradient(SAG) [62] to solve
linear system Ps = r and subproblem, respectively. Also, σP was set as 1e− 2 for both of
them. In CoCoA+, SDCA was used as the solver for subproblems.
In Figure 4.2, we plot how the norm of the gradient of objective decreases with respective
to the total number of communication and the elapsed time. In all the cases, DiSCO-F
uses only half of the rounds of communications compared with DiSCO-S. Also, DiSCO-S
often uses similar rounds of communications with the original DiSCO, which demonstrates
the advantage of using preconditioning matrix based on only a small subset of the samples.
Finally, DANE and CoCoA+ will decrease the norm of gradient very fast at the first few
iterations, but the decreasing become much weaker as the iterations continue.
For the news20 (d n) and splice-site.test (d ∼ n) dataset, the DiSCO-F converges to
the optimal solution with fewer iterations than all the other methods. The elapsed time
for DiSCO-F is only 10% of DiSCO-S in the news20 case, due to the smaller size of the
vector that needs to be communicated.
However, for the rcv.test dataset (d < n), even though DiSCO-F uses less number of
communications, it tends to take longer time to reach an expected tolerance than DiSCO-S
and CoCOA+. This is because the longer vectors (Rn) that DiSCO-F needs to communicate
in each CG iteration, compared with them in DiSCO-S and CoCOA+ (Rd).
4.4.3 Impact of the Parameter τP
In this section, we compare the performance of DiSCO-F algorithm of setting different τP .
If we apply methods described in Section 4.3, the parameter τP would determine how well
the preconditioning matrix P can approximate the true Hessian H. In a extreme case, if
we only use one machine and τP = n, then ‖P−H‖ = 0 and each iteration of Algorithm
4 will only use 1 iteration of CG algorithm. However, too large τP will cause computation
in Algorithm 7 quite expensive, thus resulting in long elapsed time. In our experiment,
τP = 500 is even not acceptable, in terms of elapsed time.
As shown in Figure 4.3, the larger τP we use, the less total number of communications
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Figure 4.3: Comparison of different number of samples used in Preconditioning by running
DiSCO-F.
the algorithm takes to reach optimality. However, τP = 100 always leads to shorter time
in both of these two datasets.
4.4.4 How Many Samples to Compute Hessian?
Notice that in step 4 of Algorithm 5 and 6, the product of the Hessian matrix and a vector
need to be computed. In this section, We would like to try reducing the size of samples
to compute Hessian. By doing so, we have to give up the current guaranteed complexity,
since now the Hessian will be approximated. However, less elapsed time is expected if we
choose proper size of samples. Due to the lack of theoretical analysis on this attempt, we
only list the observation from the experiments.
For each iteration of Algorithm 4, we choose a subset of samples uniformly randomly
to get the approximated Hessian. We try to choose subsets of samples whose sizes range
from 100% to 6.25% of the entire dataset, as shown in Figure 4.4. For news20 dataset,
such attempt will bring no benefits. The more samples we use, the less round of com-
munications and elapsed time the algorithm spends to reach optimality. But for rcv1.test
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Figure 4.4: Comparison of different number of samples used in approximating Hessian by
running DiSCO-F.
dataset, the elapsed time decreases as we reduce the number of samples to compute Hes-
sian, which illustrates that using only a small portion of samples will be helpful to get
enough information of Hessian in each iteration.
The reason of this result might be for the dataset with a rather large number of fea-
tures (news20), ignoring some samples will result in lots of relationship between features
missed. For the dataset with rather small number of features (rcv1), the Hessian can be
approximated well by only a small subset of data.
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Chapter 5
Underestimate Sequences via
Quadratic Averaging
In this chapter we are interested in solving the strongly convex, composite, unconstrained
optimization problem,
min
w∈Rd
{F (w) := f(w) + h(w)}. (5.1)
We use w? to denote the optimal solution of (5.1), and F
? := F (w?) to denote the associ-
ated optimal function value. In section 5.2 we introduce the concept of an Underestimate
Sequence (UES). Section 5.3 is dedicated to the discussion of lower bounds for the func-
tion F (w) (in both the smooth and composite cases), and these lower bounds are a critical
part of the underestimate sequences framework. In Section 5.4 we propose two algorithms
for solving (5.1) in the smooth case (h = 0) and in Section 5.5 we present two algorithms
for solving composite problems. All algorithms in Section 5.4 and 5.5 are which shown
that they are guaranteed to converge to the optimal solution of (5.1) at a linear rate.
In Section 5.6 we present another algorithm which uses an adaptive Lipschitz constant,
rather than the true Lipschitz constant. Section 5.7 presents numerical experiments to
demonstrate the practical advantages of our proposed algorithms.
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5.1 Motivation and Assumptions
Nesterov’s acceleration approach has led to the extensive analysis of accelerated first order
methods in a variety of settings. This includes a recent surge of interest in investigating
stochastic gradient methods [60, 62, 30] and their accelerated variants [16, 64, 32, 50].
Recently the authors of [12, 22] proposed algorithms for smooth functions (i.e., h(w) = 0
in (5.1)) that enjoy the same optimal rate of convergence as Nesterov’s accelerated method,
but also have a novel geometric intuition. Specifically, the geometric descent algorithm [12]
achieves the optimal linear convergence rate, and shares a geometric intuition similar to
that of ellipsoidal methods. The authors illustrate that the optimal rate is achieved by
appropriately shrinking two balls that contain w? at each iteration.
Motivated by [12], the paper [22] proposed the Optimal Quadratic Averaging (OQA)
algorithm. This algorithm maintains a sequence of quadratic lower bounds o the objective
function, and at each iteration the new quadratic lower bound is formed as the optimal
average of the current lower bound and the lower bound from the previous iteration. The
gap between the function value f(wk) and the minimum value of lower bound, φ
∗
t say,
converges to zero at the optimal rate. Importantly, the lower bound also acts a natural
stopping criterion for the algorithm, and when f(wt) − φ∗t ≤ , where  > 0 is some
stopping tolerance, then the user has a certificate of -optimality, i.e., it is guaranteed that
f(wt)−f? ≤ . In practice, the OQA algorithm can be equipped with historical information
to achieve further speed up. However, the OQA algorithm and its history based variant
need at least two calls of a line search process at every iteration, which can pose a heavy
computational burden in terms of function evaluations. The authors in [22] also briefly
describe how their unaccelerated OQA algorithm can be extended to composite functions,
and left as an open problem the possibility of deriving accelerated proximal variants.
Very recently, the authors of [15] successfully addressed the open problem in [22] and
presented an accelerated algorithm for composite problems of the form (5.1), that achieves
the optimal linear rate of convergence. Their algorithm, called the geometric proximal
gradient (GeoPG) method also has a satisfying geometrical interpretation similar to that
in [12]. Unfortunately, a major drawback of GeoPG in [15] is that the algorithm is rather
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complicated, and requires a couple of inner loops to determine necessary algorithm param-
eters. For example, for GeoPG one must find the root of a specific function and one is also
required to compute a minimum enclosing ball via some iterative process; both of these
steps must be carried out at every iteration, which is expensive.
In this chapter we propose several new algorithms to solve problem (5.1) that are
motivated by, and extend, the previously mentioned works. In particular, we present four
algorithms: a Gradient Descent (GD) type algorithm for smooth problems, an accelerated
GD type algorithm for smooth problems, a proximal GD type algorithm for composite
problems, and an accelerated proximal GD type algorithm for composite problems. Our
algorithms all converge linearly, and the accelerated variants converge at the optimal linear
rate. These algorithms blend the positive features of Nesterov’s methods [47, 48] and the
OQA algorithm [22], and thus enjoy the advantages of both approaches. First, similarly to
Nesterov’s methods, no line search is needed by any of our algorithms as long as we make
the standard assumption that the Lipschitz constant L is known or is easily computable.
Hence, there are no ‘inner-loops’ in any of our algorithm variants, which ensures that
the computational cost is low and is fixed at every iteration. Secondly, our algorithms
incorporate quadratic lower bounds so they have natural stopping conditions; a feature
that is similar to OQA. However, our algorithms update the quadratic lower bound at
each iteration by taking a convex combination of the previous two lower bounds, which is
different from OQA.
Another contribution of this work is that we also propose the concept of an UnderEsti-
mate Sequence (UES), which is a natural extension of Nesterov’s Estimate Sequence [46].
Perhaps surprisingly, estimate sequences initially appeared to be largely overlooked, but
since Nesterov’s work on smoothing techniques in the early 2000s [49], they have seen a
significant revival in popularity. For example, the work of Baes in [3], the development of
a randomized estimate sequence in [38] and an approximate estimate sequence in [36]. To
the best of our knowledge, this is the first work which proposes estimate sequences that
form lower bounds on the objective function. The UES framework is the powerhouse of our
convergence analysis; we prove that each of our proposed algorithms generates a UES, and
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subsequently the algorithms converge (linearly) to the optimal solution of problem (5.1).
While we describe 4 new algorithms in this work, we stress that the UES framework is
general, and it allows a plethora of algorithms to be developed. Moreover, any developed
algorithm whose iterates generate a UES is guaranteed to converge linearly to the optimal
solution F ∗.
Throughout this chapter, we assume that h(w) is a convex and possibly nonsmooth
function. Furthermore, we make the following assumption regarding the function f .
Assumption 5.1. The function f(·) is µ-strongly convex and L-smooth.
It is straightforward to show that strong convexity of f(w) implies strong convexity
of F (w).
5.2 Underestimate Sequence
In this section, we present the definition of an Underestimate Sequence (UES) and a propo-
sition showing that if one has a UES then F (wt)− F ? → 0.
Definition 5.2. A series of sequences {wt}∞t=0, {φt(w)}∞t=0 and {αt}∞t=0, where αt ∈ (0, 1)
for all t ≥ 0, is called an Underestimate Sequence (UES) of the function F (w) if, for all
w ∈ Rd and for all t ≥ 0 we have,
φt(w) ≤ F (w), (5.2)
F (wt+1)− φ?t+1 ≤ (1− αt)(F (wt)− φ?t ), (5.3)
where φ?t := minw φt(w).
Proposition 5.3. If {wt}∞t=0, {φt(w)}∞t=0 and {αt}∞t=0 is an UES of F (w), then
F (wt)− φ?t ≤ λt(F (w0)− φ?0), (5.4)
where λt =
∏t
i=0(1 − αt). Furthermore, since both φ?t ≤ φt(w?) ≤ F ? and λt ∈ (0, 1) hold
for all t ≥ 0, the above inequality implies that {F (wt)− F ?}∞t=0 converges to 0.
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Definition 5.2 is different from Nesterov’s Estimate Sequence (ES) in two ways. Firstly,
both our UES and Nesterov’s ES contain a sequence of estimators {φt(w)}∞t=0 for F (w), and
φ?t converges to F
? as t increases. However, in Definition 5.2 φt(w) must be a lower/under
estimator of F (w) for all t ≥ 0, while this does not necessarily hold for an ES. Nesterov’s
proof is based on the fact that F (wt) ≤ φ?t , but this does not hold in our case. Secondly,
the definition of an ES only contains two sequences, while the UES has an extra sequence
of points {wt}∞t=0. This enables us to show that the gap between the function value at wt
and φ?t decreases in the t-th iteration.
Proposition 5.3 shows that any sequences that form a UES (i.e., any sequences that
satisfy Definition 5.2) are guaranteed to converge to the optimal solution of problem (5.1)
and the estimate of the duality gap F (wt)− φ?t is also guaranteed to converge at a linear
rate. Thus, the UES construction provides a general framework for determining whether
an optimization algorithm for problem (5.1) will converge (linearly). In particular, if the
iterates generated by an optimization algorithm satisfy Definition 5.2, then that algorithm
is not only convergent, but also achieves a linear rate of convergence.
The UES framework is not only interesting from a theoretical perspective, but it also
provides a major practical advantage. In particular, F (wt)−φ?t provides a natural stopping
criterion when designing algorithms, due to the fact that F (wt) and φ
?
t are upper and lower
bounds for F ?, respectively. This difference is a kind of surrogate for the duality gap, and
subsequently, algorithms that adhere to the UES framework are provided with a certificate
of optimality, which is a highly desirable attribute.
5.3 Lower Bounds via Quadratic Averaging
The purpose of this section is to introduce (global) lower bounds for the function F (w)
defined in (5.1), in both the smooth (h(w) = 0) and nonsmooth cases. Lower bounds
are the cornerstone of the UES set up, as seen in (5.2) in Definition 5.2. Being able to
efficiently construct global lower bounds for F (w) will allow the development of practical
algorithms whose convergence is guaranteed via the UES framework.
Before stating the lower bounds, several technical results are presented that will be
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used throughout this chapter.
5.3.1 Preliminary Technical Results
The proximal map is defined as
proxh,γ (w) := arg minu
{h(u) + γ2‖w − u‖2}, (5.5)
and the proximal gradient is
Gγ(w) := γ
(
w − proxh,γ
(
w − 1γ∇f(w)
))
. (5.6)
Definitions (5.5) and (5.6) will be used with γ ≡ L. Given some point w ∈ Rd, a short
step and a long step are denoted by
w+ := w − 1LGL(w), (5.7)
w++ := w − 1µGL(w). (5.8)
In the smooth case (h ≡ 0), the proximal gradient is simply the gradient ∇f(·), so the
short and long steps ((5.7) and (5.8)) simplify as
w+ = w − 1L∇f(w) (5.9)
w++ = w − 1µ∇f(w). (5.10)
The following Lemma characterizes elements of the subdifferential of h(w+).
Lemma 5.4. Let GL(w) and w
+ be defined in (5.6) and (5.7), respectively. Then, for all
w ∈ Rd, GL(w)−∇f(w) ∈ ∂h(w+).
Proof. For a given point w ∈ Rd,
w+
(5.7)
= w − 1LGL(w)
(5.6)
= w − 1LL(w − proxh,L
(
w − 1L∇f(w)
)
)
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= proxh,L
(
w − 1L∇f(w)
)
(5.5)
= arg min
u
{
h(u) + L2 ‖u− (w − 1L∇f(w))‖2
}
.
This gives
0 ∈ 1L∂h(w+) + w+ − (w − 1L∇f(w))
(5.7)
= 1L∂h(w
+)− 1L(GL(w)−∇f(w)).
Multiplying through by L, and rearranging, gives the result.
5.3.2 A Lower Bound for Smooth Functions
For any point y ∈ Rd, one can define a lower bound
φ(w; y) := f(y)− 12µ‖∇f(y)‖2 + µ2‖w − y++‖2 ≤ f(w), (5.11)
which holds with equality φ(w; y) = f(w) if and only if w = y. The lower bound in (5.11)
is a consequence of the Assumption 5.1 and the equivalence
µ
2‖w − y++‖2
(5.10)
= µ2‖w − y‖2 + 〈w − y,∇f(y)〉+ 12µ‖∇f(y)‖2. (5.12)
Now, a sequence of lower bounds {φt(w)}∞t=0 can be defined in the following way.
Using (5.11) and a given initial point w0, define the function
φ0(w) := φ(w; w0) = φ
?
0 +
µ
2‖w − v0‖2, (5.13)
where
φ?0 = f(w0)− 12µ‖∇f(w0)‖2 and v0 = w++0 . (5.14)
Differentiating the expression in (5.13) w.r.t. w shows that φ?0 and v0 in (5.14) are the
minimum value and minimizer of φ0(w), respectively. This motivates the following con-
struction:
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1. φ0(w) := φ(w; w0) = φ
?
0 +
µ
2‖w − v0‖2
2. For t ≥ 0, αt ∈ (0, 1), and some point yt between wt and vt, recursively define
φt+1(w) := (1− αt)φt(w) + αtφ(w; yt). (5.15)
Lemma 5.5. For all t ≥ 0, φk+1 can be written in the canonical form
φk+1(w) = φ
?
k+1 +
µ
2‖w − vk+1‖2, (5.16)
where αt ∈ (0, 1) and
vt+1 := (1− αt)vt + αty++t (5.17)
φ?t+1 := (1− αt)(φ?t + µ2‖vt+1 − vt‖2)
+αt
(
f(yt)− 12µ‖∇f(yt)‖2 + µ2‖vt+1 − y++t ‖2
)
. (5.18)
Proof. Using the definitions (5.13) and (5.15), for all t ≥ 0 and all w ∈ Rd, φk+1(w) can
be expressed in the form
φk+1(w) = (1− αt)
(
φ?t +
µ
2‖w − vt‖2
)
+αt
(
f(yt)− 12µ‖∇f(yt)‖2 + µ2‖w − y++t ‖2
)
= φ?k+1 +
µ
2‖w − vk+1‖2.
By taking the derivative of (5.16) w.r.t. w, we see that the minimizer of φt(w) is w = vk+1,
where vk+1 is defined in (5.17). Substituting this minimizer into (5.16) gives the minimum
value φ?t+1 as in (5.18).
Lemma 5.6. An equivalent expression for φ?t+1 in (5.18) is
φ?t+1 = (1− αt)
(
φ?t + αt
µ
2‖vt − y++t ‖22
)
+ αt(f(yt)− 12µ‖∇f(yt)‖2). (5.19)
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Proof. Using (5.17) gives the equivalences
‖vt+1 − vt‖2 = ‖(1− αt)vt + αty++t − vt‖2 = α2t ‖vt − y++t ‖2 (5.20)
and
‖vt+1 − y++t ‖2 = ‖(1− αt)vt + αty++t − y++t ‖2
= (1− αt)2‖vt − y++t ‖2. (5.21)
Combining (5.20) and (5.21) gives
(1− αt)‖vt+1 − vt‖22 + αt‖vt+1 − y++t ‖2
= α2t (1− αt)‖vt − y++t ‖22 + αt(1− αt)2‖vt − y++t ‖2
= αt(1− αt)(αt + (1− αt))‖vt − y++t ‖22
= αt(1− αt)‖vt − y++t ‖22. (5.22)
Substituting (5.22) into (5.18) gives the result.
The following Lemma shows that φt(w) is a (global) lower bound for f(w).
Lemma 5.7. For all t ≥ 0, let αt ∈ (0, 1). Then, for all w ∈ Rd, φt(w) ≤ f(w).
Proof. We proceed by induction. When t = 0, the result holds trivially. Now, assume that
φt(w) ≤ f(w). Then
φt+1(w)
(5.15)
= (1− αt)φt(w) + αtφ(w; yt),
(5.11)
≤ (1− αt)f(w) + αtf(w) = f(w),
which finishes the proof.
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5.3.3 A Lower Bound for Composite Functions
Here, the previous results are extended from the smooth to the composite setting, so it is
assumed that h(w) is not equivalent to the zero function.
The following Lemma defines a lower bound for F (w) in (5.1). The lower bound is the
same as that presented in [22] and [15], with the roles of w and y reversed here; the proof
is included for completeness.
Lemma 5.8 (Lemma 6.1 in [22]; Lemma 3.1 in [15]). Given a point y ∈ Rd, let GL(y)
and y+ be defined in (5.6) and (5.7), respectively. Then for all w ∈ Rd
ϕ(w; y) := F (y+) + 〈GL(y),w − y〉+ µ2‖w − y‖2 + 12L‖GL(y)‖2 ≤ F (w). (5.23)
Proof. By Assumption 5.1 (µ-strongly convex)
f(y) + 〈∇f(y),w − y〉+ µ2‖w − y‖2 ≤ f(w), ∀w,y ∈ Rd, (5.24)
and (L-smooth)
f(y+) ≤ f(y) + 〈∇f(y),y+ − y〉+ L2 ‖y+ − y‖22
(5.7)
= f(y)− 1L〈∇f(y), GL(y)〉+ 12L‖GL(y)‖22. (5.25)
Combining (5.24) and (5.25) gives
F (y+) ≤ F (w)− 〈∇f(y),w − y〉 − µ2‖w − y‖2 − 1L〈∇f(y), GL(y)〉
+ 12L‖GL(y)‖22 + (h(y+)− h(w))
= F (w)− 〈∇f(y),w − y+〉− µ2‖w − y‖2
+ 12L‖GL(y)‖22 + (h(y+)− h(w))
= F (w)− 〈∇f(y)−GL(y),w − y+〉− µ2‖w − y‖2
+ 12L‖GL(y)‖22 + (h(y+)− h(w))−
〈
GL(y),w − y+
〉
≤ F (w)− µ2‖w − y‖2 + 12L‖GL(y)‖22 −
〈
GL(y),w − y+
〉
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= F (w)− µ2‖w − y‖2 − 12L‖GL(y)‖22 − 〈GL(y),w − y〉 .
Rearranging gives the result.
Before stating the next result, which shows that ϕ(w; y) is a quadratic lower bound,
we give the following equivalence, which is the composite version of (5.12),
µ
2‖w − y++‖2
(5.8)
= µ2‖w − y‖2 + 〈w − y, GL(y)〉+ 12µ‖∇GL(y)‖2. (5.26)
Lemma 5.9. For all w,y ∈ Rd, the lower bound (5.23) has the canonical form
ϕ(w; y) = ϕ? + µ2‖w − y++‖2, (5.27)
where
ϕ? = F (y+) +
(
1
2L − 12µ
)
‖GL(y)‖2. (5.28)
Proof. Minimizing ϕ(w; y) in (5.23) w.r.t. w, and using the definition in (5.5), yields the
minimizer
y++ = arg min
w
ϕ(w; y). (5.29)
The corresponding minimal value is
ϕ? := min
w
ϕ(w; y) = ϕ(y++; y)
(5.23)
= F (y+) + 〈GL(y),y++ − y〉+ µ2‖y++ − y‖2 + 12L‖GL(y)‖2
(5.8)
= F (y+)− 1µ〈GL(y), GL(y) + µ2‖ 1µGL(y)‖2 + 12L‖GL(y)‖2
= F (y+) +
(
1
2L − 12µ
)
‖GL(y)‖2,
which is equivalent to (5.29). (Note also that (5.29) and (5.28) are the minimizer and
minimum value of (5.27), respectively.) Furthermore,
ϕ(w; y)
(5.27)
= ϕ? + µ2‖w − y++‖2
= F (y+) +
(
1
2L − 12µ
)
‖GL(y)‖2 + µ2‖w − y++‖2
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(5.26)
= F (y+) +
(
1
2L − 12µ
)
‖GL(y)‖2
+µ2‖w − y‖2 + 12µ‖GL(y)‖2 + 〈GL(y),w − y〉
= F (y+) + 12L‖GL(y)‖2 + µ2‖w − y‖2 + 〈GL(y),w − y〉,
which confirms that (5.27) is equivalent to (5.23).
Remark 5.10. Lemma 5.9 shows that the lower bound (5.23) (equivalently (5.27)) is a
quadratic lower bound for F (w).
Now, a sequence of lower bounds {ϕt(w)}∞t=0 can be defined in the following way. Using
(5.23) and a given initial point w0, define the function
ϕ0(w) := ϕ(w; w0) = ϕ
?
0 +
µ
2‖w − v0‖22, (5.30)
where
ϕ?0 := F (w
+
0 ) +
(
1
2L − 12µ
)
‖GL(w0)‖2, v0 = w++0 . (5.31)
Differentiating (5.30) w.r.t. w shows that the minimum value and minimizer of ϕ0(w) are
given by (5.31). This motivates the following construction
1. ϕ0(w) := ϕ(w; w0) = ϕ
?
0 +
µ
2‖w − v0‖22,
2. For t ≥ 0 and some point yt between wt and vt we recursively define
ϕt+1(w) := (1− αt)ϕt(w) + αtϕ(w; yt). (5.32)
Lemma 5.11. For all t ≥ 0, ϕt+1 can be written in the canonical form
ϕt+1(w) := ϕ
?
t+1 +
µ
2‖w − vt+1‖22, (5.33)
where
vt+1 := (1− αt)vt + αty++t (5.34)
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ϕ?t+1 := (1− αt)(ϕ?t + µ2‖vt+1 − vt‖22) (5.35)
+ αt
(
F (y+t ) +
(
1
2L − 12µ
)
‖GL(yt)‖2 + µ2‖vt+1 − y++t ‖2
)
.
Proof. Using (5.32) and (5.33), for all t ≥ 0 and all w ∈ Rd, ϕt+1(w) can be expressed in
the form
ϕt+1(w) = (1− αt)(ϕ?t + µ2‖w − vt‖22)
+ αt
(
F (y+t ) +
(
1
2L − 12µ
)
‖GL(yt)‖2 + µ2‖w − y++t ‖2
)
= ϕ?t+1 +
µ
2‖w − vt+1‖22.
Taking the derivative of (5.33) w.r.t. w shows that the minimizer of ϕt(w) is w = vt+1.
Substituting w = vt+1 into the above gives (5.35).
Lemma 5.12. An equivalent expression for ϕ?t+1 in (5.35) is
ϕ?t+1 = (1− αt)
(
ϕ?t + αt
µ
2‖vt − y++t ‖22
)
(5.36)
+αt
(
F (y+t ) +
(
1
2L − 12µ
)
‖GL(yt)‖2
)
.
Proof. The proof follows the same arguments as for Lemma 5.6; noting that (5.17) and
(5.34) are equivalent, and then combining (5.22) and (5.35) gives the result.
Lemma 5.13. For all t ≥ 0 and ∀w ∈ Rd, ϕt(w) ≤ F (w).
Proof. When t = 0, the result holds trivially. Now assume that ϕt(w) ≤ F (w). Then
ϕt+1(w) = (1− αt)ϕt(w) + αtϕ(w; yt)
≤ (1− αt)F (w) + αtF (w) = F (w).
This completes the proof.
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5.4 Algorithms and Convergence Reaults for Smooth Func-
tions
The purpose of this section is to demonstrate that the UES framework, and the previously
presented lower bounds, are useable definitions that give rise to efficient implementable
algorithms. Throughout this section we consider smooth optimization problems (prob-
lems of the form (5.1) with h ≡ 0) and, as for all results in this work, we suppose that
Assumption 5.1 holds.
We present two algorithms whose iterates fit the Underestimate Sequence framework
described in Section 5.2, and use the lower bounds developed in Section 5.3.2. The first
algorithm is a gradient descent type method, while the second algorithm is a gradient
descent type method that incorporates an acceleration strategy. As will be shown, both
algorithms are supported by convergence guarantees, which are established via the UES
framework.
5.4.1 An Underestimate Sequence Algorithm for Smooth Functions
We are now ready to present an algorithm that fits our UES framework; a brief description
follows.
Algorithm 8 Smooth Underestimate Sequence Algorithm (SUESA)
1: Initialization: Set t = 0,  > 0, initial point w0 ∈ Rd and compute µ, L.
2: Set φ0(w) as in (5.13), with v0 and φ
?
0 as in (5.14), and let αt =
µ
L .
3: while f(wt)− φ?t >  do
4: Set yt = wt and y
++
t = w
++
t .
5: Set wt+1 = wt − 1L∇f(wt).
6: Update vt+1 and φ
?
t+1 as in (5.17) and (5.18), respectively.
7: t = t+ 1.
8: end while
The Smooth (functions) UnderEstimate Sequence Algorithm (SUESA) presented in
Algorithm 8 solves the problem (5.1) in the smooth case, i.e., when h = 0. The algorithm
proceeds as follows. First, an initial point w0 ∈ Rd is chosen, as well as some stopping
tolerance  > 0. Secondly, the point v0 = w
++
0 (i.e., v0 is the long step from w0) is
constructed, as well as the lower bound φ0(w) with minimum value φ
?
0. The algorithm
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uses a fixed step size of α = µ/L at every iteration. Next, the main loop commences and
an iteration proceeds as follows. One sets yt = wt (i.e., yt is not explicitly used in SUESA);
wt is updated by taking a gradient descent step with the step size
1
L , resulting in the new
point wt+1; the point vt+1 = w
++
t+1 is constructed and the lower bound φt+1(w) is updated.
The algorithm constructs two points at every iteration, namely wt and vt, and the
values φt(w) and φ
?
t . The point vt and the value φ
?
t are used for the lower bound, which
is essential for the stopping criterion. The stopping condition f(wt) − φ?t ≤  provides a
certificate of optimality; once the stopping condition is satisfied, it is guaranteed that wt
gives a function value f(wt) that is at most  from the true solution f
?.
If Step 5 is considered in isolation, then one sees that at every iteration of SUESA, the
point wt is updated via a standard gradient descent step. That is, a step of size 1/L in
the direction of the negative gradient is taken from the current point wt, resulting in the
new point wt+1. However, SUESA is different from the standard gradient descent method,
because SUESA also involves several other ingredients, including the points vt and lower
bound values φ?t .
The following result provides a convergence guarantee for SUESA. In particular, Theo-
rem 5.14 shows that the iterates generated by Algorithm 8 form an underestimate sequence
(i.e., they satisfy Definition 5.2) and therefore, Algorithm 8 is guaranteed to converge (lin-
early) to the solution of problem (5.1).
Theorem 5.14. Let Assumption 5.1 hold. The sequences {wt}∞t=0, {φt(w)}∞t=0 and {αt}∞t=0
generated by SUESA (Algorithm 8) form a UES.
Proof. We must show that the iterates generated by Algorithm 8 satisfy the conditions of
Definition 5.2. Note that, αt = µ/L ∈ (0, 1) for all t ≥ 0, so by Lemma 5.7, (5.2) holds.
Thus, it remains to prove (5.3). From the definition of wt+1 (Step 5 in Algorithm 8), gives
f(wt+1) ≤ f(wt) +
〈∇f(wt),− 1L∇f(wt)〉+ L2 ‖ 1L∇f(wt)‖2
= f(wt)− 12L‖∇f(wt)‖2. (5.37)
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Subtracting φ?t+1 in (5.19) from both sides of the above gives,
f(wt+1)− φ?t+1 ≤ f(wt)− 12L‖∇f(wt)‖2 − (1− αt)
(
φ?t + αt
µ
2‖vt − y++t ‖22
)
−αt(f(yt)− 12µ‖∇f(yt)‖2)
≤ (1− αt)(f(wt)− φ?t )− (αt2µ − 12L)‖∇f(wt)‖2
−(1− αt)αt µ2‖vt − y++t ‖22
≤ (1− αt)(f(wt)− φ?t ),
where the last step follows because αt =
µ
L , so
αt
2µ− 12L = µ2µL− 12L = 0, and (1−αt)αt µ2‖vt−
y++t ‖22 ≥ 0. Therefore, the sequences {wt}∞t=0, {φt(w)}∞t=0 and {αt}∞t=0 generated by
Algorithm 8 form a UES.
Corollary 5.15. Let Assumption 5.1 hold. Then the sequences {wt}∞t=0, {φt(w)}∞t=0 and
{αt}∞t=0 generated by SUESA (Algorithm 8) form a UES, so SUESA converges at a linear
rate
f(wt)− φ?t ≤ (1− µL)t(f(w0)− φ?0). (5.38)
Corollary 5.15 is simply a consequence Proposition 5.3, which states that if {wt}∞t=0,
{φt(w)}∞t=0 and {αt}∞t=0 form an underestimate sequence, then (5.4) holds (i.e., linear
convergence). Theorem 5.14 shows that SUESA (Algorithm 8) generates iterates forming
a UES, implying that SUESA converges linearly to the optimal solution. Moreover, αt =
µ
L
for all t in SUESA, so recalling the definition of λt in Proposition 5.3, confirms the rate
(1− µL) in Corollary 5.15.
We remark that there are other ways to prove convergence of Algorithm 8. For example,
one can proceed by proving that the distance between wt and the minimizer of the lower
bound in tth iteration shrinks at a fixed rate. That is, since αt =
µ
L , we have the following
equality,
wt+1 − vt+1 =
(
wt − 1L∇f(wt)
)− ((1− αt)vt − αt(wt − 1µ∇f(wt)))
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= (1− µL)(wt − vt). (5.39)
Equation (5.39) illustrates that, after each iteration of Algorithm 8, the line joining wt+1
and vt+1 is parallel to the line joining wt and vt from the previous iteration (see the blue
lines in Figure 5.1). Moreover, the distance between the two points is reduced by precisely
(1− µL) at every iteration. Intuitively, the solution wt and the minimizer vt are becoming
ever closer, and eventually they both converge to the optimal solution w?.
One can visualize the fact above using the following toy example. Consider the (smooth)
regularized logistic regression problem. For this example we randomly generate 100 two
dimensional data points with binary labels {xi, yi} (so n = 100 and d = 2) as shown in
the left hand plot in Figure 5.1. (Each point ai is plotted on a 2D grid, and the point is
colored green or red to highlight its label yi). Parameter λ = 0.01, so the strong convexity
constant is µ = 0.01. Algorithm 8 is used to solve this problem, starting from the point
w0 = (−20, 10)T , and the iterates are shown in the right hand plot in Figure 5.1.
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Figure 5.1: Left: Randomly generated two classes of 2D data. Right: A 2D illustration for
Option 1. The blue, red and green points represent {wt}, {vt}, {w++t } respectively.
5.4.2 An Accelerated Underestimate Sequence Algorithm for Smooth
Functions
We now present an accelerated first order algorithm for solving problems of the form (5.1)
when h = 0; a description will follow.
The Acclerated Smooth UnderEstimate Sequence Algorithm (ASUESA) presented in
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Algorithm 9 Accelerated Smooth Underestimate Sequence Algorithm (ASUESA)
1: Initialization: Set t = 0,  > 0, initial point w0 ∈ Rd and compute µ, L.
2: Set φ0(w) as in (5.13), with v0 and φ
?
0 as in (5.14). Let αt =
√
µ
L , βt =
1
1+αt
.
3: while f(wt)− φ?t >  do
4: Set yt = βtwt + (1− βt)vt.
5: Set wt+1 = yt − 1L∇f(yt).
6: Update vt+1 and φ
?
t+1 as in (5.17) and (5.18), respectively.
7: t = t+ 1.
8: end while
Algorithm 9 solves (5.1) in the smooth case, i.e., when h = 0, and can be described as
follows. Algorithm initialization is similar to that of SUESA (Algorithm 8), where an
initial point w0 ∈ Rd and some stopping tolerance  > 0 are chosen, the point v0 = w++0 is
constructed and the lower bound φ0(w) and minimum value φ
?
0 are evaluated. For ASUESA
one sets αt =
√
µ/L and the parameter βt =
1
1+αt
is also used. Parameter αt is fixed for
all iterations, and subsequently so too is βt. The main loop proceeds as follows. At every
iteration one sets yt to be a convex combination of the points wt and vt; a gradient descent
step is taken from yt, resulting in the new point wt+1; the point vt+1 is constructed using
(5.17) and the lower bound φt+1(w) is updated via (5.18).
Notice that Algorithm 9 can be viewed as an accelerated version of Algorithm 8. In
contrast to Algorithm 8, ASUESA constructs three points at every iteration, namely wt, vt
and yt, where the intermediate vector yt is a convex combination of the points wt and vt
(i.e., for ASUESA wt 6= yt.) Notice also that wt+1 is the result of a gradient descent step
taken from the point yt. The variable φ
?
t is also maintained and is used in the stopping
condition.
The following result provides a convergence guarantee for ASUESA. Theorem 5.16
shows that the iterates generated by Algorithm 9 fit the UES framework (i.e., they satisfy
Definition 5.2) and therefore, Algorithm 9 is guaranteed to converge (linearly at the optimal
rate) to the solution of problem (5.1) (see Corollary 5.17).
Theorem 5.16. Let Assumption 5.1 hold. The series of sequences {wt}∞t=0, {φt(w)}∞t=0
and {αt}∞t=0 generated by ASUESA in Algorithm 9 form an UES.
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Proof. At every iteration of ASUESA the function value is reduced as follows
f(y+t ) = f(yt − 1L∇f(yt)) ≤ f(yt) + 〈∇f(yt), −∇f(yt)L 〉+ L2 ‖∇f(yt)L ‖2
= f(yt)− 12L‖∇f(yt)‖2. (5.40)
Moreover,
f(wt+1)− φ?t+1
(5.19)
= f(y+t )− (1− αt)φ?t
−αt
(
f(yt)− ‖∇f(yt)‖
2
2µ +
µ
2 (1− αt)‖vt − y++t ‖2
)
(5.40)
≤ f(yt)− 12L‖∇f(yt)‖2 − (1− αt)φ?t
−αt
(
f(yt)− ‖∇f(yt)‖
2
2µ +
µ
2 (1− αt)‖vt − y++t ‖2
)
= (1− αt)(f(yt)− φ?t )−
(
1
2L − αt2µ
)
‖∇f(yt)‖2
−αt µ2 (1− αt)‖vt − y++t ‖2.
By completing the square term one obtains
f(wt+1)− φ?t+1
= (1− αt) (f(yt)− φ?t )−
(
1
2L − αt2µ
)
‖∇f(yt)‖2
−µ2αt(1− αt)
(
‖vt − yt‖2 + ‖ 1µ∇f(yt)‖2 + 2µ〈∇f(yt),vt − yt〉
)
= (1− αt) (f(yt)− φ?t )−
(
1
2L − αt2µ + αt(1−αt)2µ
)
‖∇f(yt)‖2
−αt(1− αt)〈∇f(yt),vt − yt〉
≤ (1− αt) (f(yt)− φ?t )−
(
1
2L − α
2
t
2µ
)
‖∇f(yt)‖2
−αt(1− αt)〈∇f(yt),vt − yt〉
= (1− αt) (f(yt)− φ?t )− αt(1− αt)〈∇f(yt),vt − yt〉, (5.41)
where the last step follows because αt =
√
µ
L in ASUESA, so
1
2L − α
2
t
2µ = 0.
Now, rearranging the expression for yt in Step 6 in Algorithm 9 gives
vt =
1
1−βt (yt − βtwt) = yt +
βt
1−βt (yt −wt), (5.42)
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and notice also that βt =
1
1+αt
for all t, so
1− βt = 1− 11+αt = αt1+αt = αtβt ⇒
αtβt
1−βt = 1. (5.43)
Thus, by the convexity of f we have
−〈∇f(yt),vt − yt〉 = −〈∇f(yt),yt + βt1−βt (yt −wt)− yt〉
≤ βt1−βt
(
f(wt)− f(yt)
)
. (5.44)
Using (5.44) in (5.41) gives
f(wt+1)− φ?t+1 ≤(1− αt) (f(yt)− φ?t ) + αt(1− αt) βt1−βt (f(wt)− f(yt))
(5.43)
= (1− αt) (f(yt)− φ?t ) + (1− αt)(f(wt)− f(yt))
=(1− αt)(f(wt)− φ?t ),
which finishes the proof.
Corollary 5.17. Let Assumption 5.1 hold. Then, the sequence of iterates {wt}t≥0 gener-
ated by Algorithm 9 exhibits the optimal linear rate of convergence
f(wt)− φ?t ≤
(
1−
√
µ
L
)t
(f(w0)− φ?0).
Corollary 5.17 shows that ASUESA converges linearly at the optimal rate. The dif-
ference in convergence rates between Algorithms 8 and 9 is essentially explained by the
quadratic term ‖vt − y++t ‖2, which is entirely ignored in the proof of Theorem 5.14. Thus,
in the proof of Theorem 5.16, one is able to incorporate another term containing ‖∇f(yt)‖2,
which leads to a larger allowable value of αt, and ultimately, a tighter bound for Algo-
rithm 9.
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5.5 Algorithms and Convergence Guarantees for Composite
Functions
The purpose of this section is to extend the results presented in Section 5.4 from the
smooth to the composite setting, i.e., here we suppose that h(w) 6= 0. In particular, we
present two algorithms whose iterates fit the Underestimate Sequence framework described
in Section 5.2, and use the lower bounds developed in Section 5.3.3. Both algorithms appear
to fit the composite setting very naturally; the first algorithm is a proximal gradient descent
type method, while the second algorithm is an accelerated proximal gradient variant. The
algorithms also incorporate stopping conditions that provide a certificate of optimality. We
establish convergence guarantees for both algorithms via the UES framework and for all
results we suppose that Assumption 5.1 holds.
5.5.1 A Composite Underestimate Sequence Algorithm
We now present an algorithm to solve 5.1, which is based on the UES framework. A brief
description will follow.
Algorithm 10 Composite UES Algorithm (CUESA)
1: Initialization: Set t = 0,  > 0, initial point w0 ∈ Rd and compute µ, L.
2: Set ϕ0(w) as in (5.30), with v0 and ϕ
?
0 as in (5.31). Let αt =
µ
L .
3: while F (wt)− ϕ?t >  do
4: Set wt+1 = wt − 1LGL(wt),
5: Set yt = wt, y
+
t = w
+
t , and y
++
t = w
++
t
6: Update vt+1 and ϕ
?
t+1 as in (5.34) and (5.35) respectively.
7: t = t+ 1.
8: end while
The Composite (functions) UnderEstimate Sequence Algorithm (CUESA) presented in
Algorithm 10 solves problem (5.1) when h 6= 0. The algorithm is described now. First, an
initial point w0 ∈ Rd is chosen, as well as some stopping tolerance  > 0. Secondly, the
point v0 = w
++
0 is constructed, as well as the lower bound ϕ0(w) with minimum value
ϕ?0. The algorithm uses a fixed step size of αt =
µ
L at every iteration. Next, the main loop
commences and an iteration proceeds as follows. One sets yt = wt (so yt is not explicitly
used in CUESA); wt is updated by taking a proximal gradient descent step with the step
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size 1L , resulting in the new point wt+1; the point vt+1 = w
++
t+1 is constructed and the lower
bound ϕt+1(w) is updated.
The algorithm utilizes two points at every iteration, namely wt and vt, as well as the
values ϕt(w) and ϕ
?
t . The point vt and the value ϕ
?
t are used for the lower bound, which
is essential for the stopping criterion.
Considering only Step 5, one sees that at every iteration of CUESA the point wt is
updated via a proximal gradient descent step. That is, a step of size 1/L in the direction
of the negative proximal gradient is taken from the current point wt, resulting in the new
point wt+1. What makes CUESA distinct from a standard proximal gradient method is the
inclusion of several other ingredients related to the lower bound ϕt(w), which guarantee
an -optimal solution.
Now we present a convergence guarantee for CUESA. Theorem 5.18 shows that the
iterates generated by Algorithm 8 form an underestimate sequence (i.e., they satisfy Defi-
nition 5.2) and therefore, Algorithm 8 is guaranteed to converge (linearly) to the solution
of problem (5.1).
Theorem 5.18. Let Assumption 5.1 hold. The sequences {wt}∞t=0, {ϕt(w)}∞t=0 and {αt}∞t=0
generated by CUESA (Algorithm 10) form a UES.
Proof. From Step 5 in CUESA, one sees that yt = wt for all t, so it also follows that
y+t = wt+1 for all t. Now, using y = w = wt in the lower bound (5.23) gives
F (wt+1) ≤ F (wt)− 12L‖GL(wt)‖22. (5.45)
Thus,
F (wt+1)− ϕ?t+1
= (1− α)F (wt+1) + αF (wt+1)− ϕ?t+1
(5.19)
= (1− α)F (wt+1) + αF (wt+1)− (1− αt)
(
ϕ?t + αt
µ
2‖vt − y++t ‖22
)
− αt
(
F (y+t ) +
(
1
2L − 12µ
)
‖GL(yt)‖2
)
= (1− α)F (wt+1)− (1− αt)
(
ϕ?t + αt
µ
2‖vt − y++t ‖22
)
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− αt
(
1
2L − 12µ
)
‖GL(yt)‖2
≤ (1− α) (F (wt+1)− ϕ?t )− αt
(
1
2L − 12µ
)
‖GL(yt)‖2
(5.45)
≤ (1− α) (F (wt)− 12L‖GL(wt)‖2 − φ?t )− α( 12L − 12µ) ‖GL(wt)‖2
≤ (1− α) (F (wt)− φ?t ) +
(
α
2µ − α2L − (1− α) 12L
)
‖GL(wt)‖2
≤ (1− αt)(F (wt)− ϕ?t ),
where the last step follows because αt =
µ
L so
αt
2µ − 12L = 12L − 12L = 0.
Corollary 5.19. Let Assumption 5.1 hold. Then, the sequence of iterates {wt}t≥0 gener-
ated by Algorithm 10 exhibits a linear rate of convergence
F (wt)− ϕ?t ≤
(
1− µL
)t
(F (w0)− ϕ?0).
5.5.2 An Accelerated Composite UES Algorithm
An accelerated algorithm for convex composite problems is now presented.
Algorithm 11 Accelerated Composite UES Algorithm (ACUESA)
1: Initialization: Set t = 0,  > 0, initial point w0 ∈ Rd and compute µ, L.
2: Set ϕ0(w) as in (5.30), with v0 and ϕ
?
0 as in (5.31). Let αt =
√
µ
L , βt =
1
1+αt
.
3: while F (wt)− ϕ?t >  do
4: Set yt = βtwt + (1− βt)vt.
5: Set wt+1 = yt − 1LGL(yt).
6: Update vt+1 and ϕ
?
t+1 as in (5.34) and (5.35) respectively.
7: t = t+ 1.
8: end while
The Acclerated Composite UnderEstimate Sequence Algorithm (ACUESA) presented
in Algorithm 11 solves (5.1) when h 6= 0. The algorithm proceeds as follows. ACUESA is
initialized with a starting point w0 ∈ Rd, a stopping tolerance  > 0, the point v0 = w++0
as well as the construction of the lower bound ϕ0(w) and minimum value ϕ
?
0. For ACUESA
one sets αt =
√
µ/L and the parameter βt =
1
1+αt
is also used. Notice that parameters αt
and βt are fixed for all iteration. The main loop proceeds as follows. At every iteration
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one sets yt to be a convex combination of the points wt and vt; a gradient descent step
is taken from yt, resulting in the new point wt+1; the point vt+1 is constructed and the
lower bound ϕt+1(w) is updated.
Algorithm 11 can be viewed as the accelerated version of Algorithm 10. In contrast
to Algorithm 10, ACUESA constructs three points at every iteration, namely wt, vt and
yt, where the intermediate vector yt is a convex combination of the points wt and vt (i.e.,
for ACUESA wt 6= yt.) Notice also that wt+1 is the result of a gradient descent step
taken from the point yt. The variable ϕ
?
t are also maintained and is used in the stopping
condition.
The following result provides a convergence guarantee for ACUESA. Theorem 5.20
shows that the iterates generated by Algorithm 11 fit the UES framework (i.e., they satisfy
Definition 5.2), so Algorithm 11 is guaranteed to converge (linearly at the optimal rate) to
the solution of problem (5.1).
Theorem 5.20. Let Assumption 5.1 hold. The sequences {wt}∞t=0, {ϕt(w)}∞t=0 and {αt}∞t=0
generated by ACUESA (Algorithm 11) form a UES.
Proof. From Step 7 in ACUESA,
wt+1 = yt − 1LGL(yt)
(5.7)≡ y+t . (5.46)
Hence,
F (wt+1)− ϕ?t+1 = (1− αt)F (wt+1) + αF (wt+1)− ϕ?t+1
(5.19)
= (1− αt)F (wt+1) + αF (wt+1)− (1− αt)ϕ?t − αtF (y+t )
−α(1− α)µ2‖vt − y++t ‖22 − αt
(
1
2L − 12µ
)
‖GL(yt)‖2)
= (1− αt)F (wt+1)− (1− αt)ϕ?t
−αt(1− αt)µ2‖vt − y++t ‖22 +
(
αt
2µ − αt2L
)
‖GL(yt)‖2
= (1− αt)
(
F (wt+1)− ϕ?t − αt µ2‖vt − y++t ‖22
)
+
(
αt
2µ − αt2L
)
‖GL(yt)‖2 (5.47)
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By considering the expression for yt in Step 6 in Algorithm 11 and noticing that βt =
1
1+αt
for all t, (5.42) and (5.43) hold. Thus, combining (5.42) and (5.8) gives
αtµ
2 ‖vt − y++t ‖2
= αtµ2 ‖ βt1−βt (yt −wt) + 1µGL(yt)‖2
= αtµ2
β2t
(1−βt)2 ‖wt − yt‖
2 + αt2µ‖GL(yt)‖2 − αtβt1−βt 〈GL(yt),wt − yt〉
(5.43)
= µ2
βt
1−βt ‖wt − yt‖2 + αt2µ‖GL(yt)‖2 − 〈GL(yt),wt − yt〉. (5.48)
Substituting (5.48) into (5.47) results in
F (wt+1)− ϕ?t+1
= (1− αt)
(
F (wt+1)− ϕ?t − µ2 βt1−βt ‖wt − yt‖2 + 〈GL(yt),wt − yt〉
)
−(1− αt)αt2µ‖GL(yt)‖2 +
(
αt
2µ − αt2L
)
‖GL(yt)‖2
= (1− αt)
(
F (wt+1)− ϕ?t − µ2 βt1−βt ‖wt − yt‖2 + 〈GL(yt),wt − yt〉
)
+(1− αt) 12L‖GL(yt)‖2.
Using a rearrangement of the lower bound (5.23), and (5.46), gives
F (wt+1)− ϕ?t+1
≤ (1− αt)
(
F (wt)− 〈GL(yt),wt − yt〉 − µ2‖wt − yt‖2 − 12L‖GL(yt)‖2 − ϕ?t
)
+(1− αt)
(
−µ2 βt1−βt ‖wt − yt‖2 + 〈GL(yt),wt − yt〉+ 12L‖GL(yt)‖2
)
= (1− αt)(F (wt)− ϕ?t ) + (1− αt)
(
−µ2‖wt − yt‖2 − µ2 βt1−βt ‖wt − yt‖2
)
≤ (1− αt)(F (wt)− ϕ?t )− µ2 (1− αt) 11−βt ‖wt − yt‖2
≤ (1− αt)(F (wt)− ϕ?t ).
Thus, the iterates generated by ACUESA form a UES.
Corollary 5.21. Let Assumption 5.1 hold. Then, the sequence of iterates {wt}t≥0 gener-
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ated by Algorithm 11 exhibits the optimal linear rate of convergence
F (wt)− ϕ?t ≤
(
1−
√
µ
L
)t
(F (w0)− ϕ?0).
5.6 An algorithm with adaptive L
In the algorithms presented so far, the Lipschitz constant L is explicitly used in each
algorithm. However, by studying the convergence proofs for Algorithms 8–11 one notices
that the role of the Lipschitz constant L is to enforce a reduction in the function value from
one iteration to the next (see the first step in the proofs of Theorems 5.14–5.20). Thus,
it is natural to ask the question, “Can an adaptive Lipschitz constant, Lt say, be used in
place of the true Lipschitz constant L?”. In this section we show that, using a strategy
similar to that proposed by Nesterov in [48], it is possible to employ an adaptive Lipschitz
constant while preserving convergence guarantees.
5.6.1 The Inequality
When the Lipschitz constant L is unknown, or is expensive to compute, it may be prefer-
able to employ an ‘adaptive’ Lipschitz constant, Lt say, i.e., determine a value Lt that
approximates L locally. This approach has been previously studied by Nesterov in [48],
and it has the added advantage that Lt may be smaller than the true Lipschitz constant
L, which can lead to large step sizes. Throughout the algorithm certain inequalities must
hold to ensure that convergence guarantees are maintained. The relevant inequalities are
as follows.
Smooth case. For smooth functions, (5.37) and (5.40) must hold for SUESA and ASUESA,
respectively. This means that at every iteration, if Lt satisfies
f
(
yt − 1Lt∇f(yt)
)
≤ f(yt)− 12Lt ‖∇f(yt)‖2, (5.49)
then convergence guarantees for SUESA and ASUESA are maintained. If Lt is chosen to
satisfy (5.49) then we will show that we have the improvement αt = µ/Lt (or αt =
√
µ/Lt
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for the accelerated case) at every iteration.
Non-smooth case. For composite functions, (5.45) and (5.47) must hold for CUESA
and ACUESA, respectively. So, if Lt satisfies
F
(
yt − 1LtGLt(yt)
)
≤ F (yt)− 12Lt ‖GLt(yt)‖22, (5.50)
then the algorithms are still guaranteed to converge. This also implies the improvement
αt = µ/Lt (or αt =
√
µ/Lt for the accelerated case) at every iteration.
With these two inequalities in mind, the adaptive Lipschitz process can be described
briefly as follows. When initializing Algorithms 8–11, choose an initial estimate L0 > 0,
and increase and decrease factors u > 1 and d > 1 respectively. To find the appropriate Lt,
at iteration t, one starts with the value Lt−1 (i.e., the adaptive Lipschitz constant from the
previous iteration) and increases it via multiplication with u, or decreases it via division by
d, until (5.49) (or (5.50)) is satisfied. At iteration t, once an Lt is found such that (5.49)
(or (5.50) in the composite case) holds, then the iteration proceeds with Lt used in place
of L.
Note that, using this process, it is possible that at some iteration, Lt < L, i.e., Lt may
be smaller than L. In this case, the stepsize 1/Lt is used, which is larger than 1/L.
The psuedocode is presented in Algorithm 12. Note that determining the adaptive
Lipschitz constant occurs as an inner loop within one of Algorithms 8–11. Thus, we use
the iteration counter s in Algorithm 12 to distinguish it from the outer loop counter t.
Note that the strategy above holds for Algorithms 9 and 11, but it is straightforward to
adapt it to Algorithms 8 and 10 by modifying the variables αs and βs.
5.7 Numerical Experiments
In this section, we present numerical results to compare our proposed algorithms with
several other methods that have an optimal convergence rate. The algorithms are as
follows, and are summarized in Table 5.1.
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Algorithm 12 Finding Lt in iteration t of Algorithms 9 and 11.
1: Input: wt,vt u > 1, d > 1 and Lt−1.
2: Initialize: If t = 0 let Ls = L0, or if t ≥ 1 then Ls = Lt−1/d.
3: for s = 0, 1, 2, . . . do
4: αs =
√
µ
Ls
, βs =
1
1+αs
.
5: Set ys = βswt + (1− βs)vt.
6: Set ws = ys − 1LsG(ys).
7: if (5.49) or (5.50) holds then
8: Breat.
9: else
10: Ls+1 = u · Ls.
11: end if
12: end for
13: Output: Lt = Ls, αt = αs, βt = βs, yt = ys and wt+1 = ws.
OQA. The Optimal Quadratic Averaging algorithm (OQA) [22], which builds upon the
work in [12], maintains a quadratic lower bound on the objective function value at every
iteration. The quadratic lower bound is called ‘optimal’ because it is the ‘best’ lower bound
that can be obtained as a convex combination of the previous 2 quadratic lower bounds.
In OQA, wt+1 is set to be the minimizer of f(w) on the line joining the points w
+
t and
the minimizer of the current quadratic lower bound. In [22] the author suggest a variant
of OQA, which we call OQA+ here, that computes w+t via a line search that does not use
the true Lipschitz constant L. We compare both OQA and OQA+ in our experiments.
NEST. We use NEST to denote the algorithm described in Chapter 2 of [49]. Further,
NEST+ is a variant of NEST in which the Lipschitz constant L is adaptively update via
the strategy in [48].
GD. We also implement a Gradient Descent (GD) method which uses a fixed stepsize
of 1L . Note that this is similar to Algorithm 8, although GD does not maintain any kind of
lower bound. As the only non-optimal algorithm, Gradient Descent provides a benchmark
that will enable us to observe any performance advantages of the optimal methods.
We consider ERM problem (1.9) with hinge loss and logistic loss in Table (1.1). Also
note that for all experiments we have µ = λ.
In the first experiment we compare the OQA, ASUESA and NEST algorithms (both
the standard and adaptive Lipschitz variants) and investigate how the objective function
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Algorithm Description
OQA Optimal Quadratic Averaging Algorithm
OQA+ Optimal Quadratic Averaging Algorithm with w+t = line-search(wt,wt −∇f(wt))
ASUSEA Accelerated Smooth Underestimate Sequence Algorithm
ASUSEA+ Accelerated Smooth Underestimate Sequence Algorithm with adaptive Lipschitz constant
SUESA Smooth Underestimate Sequence Algorithm
NEST Algorithm described in Chapter 2 of [49]
NEST+ Algorithm described in Chapter 2 of [49] with adaptive Lipschitz constant
CUSEA Composite Underestimate Sequence Algorithm
CUESA+ Composite Underestimate Sequence Algorithm with adaptive Lipschitz constant
ACUESA Accelerated Composite Underestimate Sequence Algorithm
ACUESA+ Accelerated Composite Underestimate Sequence with adaptive Lipschitz constant
CNEST Algorithm (4.9) described in [48] with fixed Lipschitz constant
CNEST+ Algorithm (4.9) described in [48] with adaptive Lipschitz constant
Table 5.1: Description of implemented algorithms
values behave on several test problems. The test problems considered in this experiment
are the ala dataset with a squared hinge loss and a value λ = 10−4, the rcv1 dataset with
a logistic loss and a value λ = 10−4, and the covtype dataset with a squared hinge loss
and a value λ = 10−5.
In Figure 5.2 we plot the gap f(wt) − φ?t vs the number of function evaluations and
the gap f(wt)−φ?t vs the cpu time. The figure shows the advantages of using an adaptive
Lipschitz constant with the adaptive methods performing better than their original versions
in most cases. Figure 5.2 also shows that ASUESA+ performs very well, being the best
algorithm on the first dataset, and the second best algorithm on the other two datasets.
As the second experiment, we study ASUESA and OQA and investigate how their
practical performance compares with that predicted by theory. For the OQA algorithm
a line search is needed to determine a necessary algorithmic variable, and to ensure that
theory for OQA holds, the line search should be exact. In this experiment we will use
bisection to compute this variable, but we will restrict the number of bisection steps allowed
to b = 2, 5, 20. Figure 5.3 plots the ratio (f(wt)− φ?t )/(f(wt−1)− φ?t−1) for ASUESA and
for three instances of OQA, where each instance uses a different number of bisection steps
b = 2, 5, 20. We also plot 1 −
√
µ
L (black dots), which is the amount of decrease in the
gap f(wt) − φ?t at each iteration predicted by the theory. (In theory, we should have
(f(wt)− φ?t )/(f(wt−1)− φ?t−1) = 1−
√
µ
L for all t ≥ 0.)
From the plots in Figure 5.3 we see that ASUESA performs very well, and as predicted
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Figure 5.2: Evolution of the gap f(wt)−φ?t for each algorithm compared with the number
of function evaluations and cputime.
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Figure 5.3: Empirical convergece rates for ASUESA and for OQA with different numbers
of bisection steps (b = 2, 5, 20). The black dots are 1−
√
µ
L .
by the theory, with the ratio (f(wt) − φ?t )/(f(wt−1) − φ?t−1) always strictly below the
theoretical bound. On the other hand, the quality of line search affects OQA significantly.
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The fewer the number of line search (bisection) iterations, the more likely it is for OQA
to violate the theoretical results. Note that this is not necessarily surprising because the
theory for OQA requires the exact minimizer along a line segment to be found, so 2 or 5
iterations of bisection may be simply too few to find it. Notice that when b = 2, the green
line shows that OQA behaves erratically, with the ratio (f(wt)−φ?t )/(f(wt−1)−φ?t−1) being
greater than 1 on many iterations, indicating that the gap is growing on those iterations.
When we use OQA with b = 5 steps of bisection at each iteration (light blue line), the
algorithm performs better, and often, but not always, the ratio is less than 1. Finally,
the dark blue line shows the behaviour of OQA when b = 20 steps of bisection at each
iteration. The dark blue line is always below the theoretical bound of 1−
√
µ
L , indicating
good algorithmic performance (often better than predicted by theory). However, the line
search needed by OQA comes at an additional computational cost, which can still mean
that the overall runtime is longer for OQA than for ASUESA, as we now show.
Here a similar experiment is performed to compare the theoretical and practical per-
formance of SUESA and ASUESA. We have already seen that the theoretical results for
ASUESA give a proportional reduction of 1−
√
µ
L in the gap at every iteration. However,
for SUESA, the proportional reduction in the gap is 1− µL . We investigate how these theo-
retical bounds compare with the practical performance of each of these algorithms. We use
the ala, rcv1 and covtype datasets for this experiment, and for each of the three datasets
we form both a logistic loss, and a squared hinge loss to create 6 problem instances. The
results are shown in Figure 5.4.
Figure 5.4 presents the ratio
f(wt)−φ?t
f(wt−1)−φ?t−1 for SUESA and ASUESA. Also displayed is
the theoretical (unaccelerated) rate 1− µL (the green line) and the theoretical (accelerated)
rate 1 −
√
µ
L (the black line). One sees that the practical performance of SUESA is very
similar to that predicted by the theory because the blue line matches the green line closely.
Another observation is that for the accelerated algorithm (ASUESA), in practice, the
reduction in the gap f(wt)− φ?t is often more optimistic than the theoretical rate.
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Figure 5.4: Empirical convergece rates for SUESA and ASUESA and 1− µL(green line) and
1−
√
µ
L (black line).
5.7.1 Experiments on composite functions
In this section we perform several numerical experiments on problems with a composite
objective. Specifically, we consider the Elastic Net Regression problem (1.12). We compare
our Algorithm 10 and 11 (CUESA and ACUESA) with the one proposed in [48] (NEST).
As stated previously, each of these algorithms can be implemented with either a fixed L or
an adaptive L, and we will compare each algorithm under both of these two options.
For these experiments we again use the 3 datasets ala, rcv1 and covtype. For the
ala data the regularization parameters were set to η = λ = 10−4, for the rcv1 data the
regularization parameters were set to λ = 10−4 and η = 10−5, and for the covtype data
the regularization parameters were set to λ = 10−4 and η = 10−6.
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Figure 5.5: Comparison of how gaps between the objective values and the minimum amount
of the lower bounds decreases for different algorithms.
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The results of this experiment are presented in Figure 5.5, and they show the clear
practical advantage of the ACUESA algorithm. The ACUESA algorithm outperforms
the CNEST algorithm in all problem instances. Interestingly, on the rcv1 dataset, the
CUESA+ algorithm (CUESA with an adaptive Lipschitz constant) performs better than
the accelerated ACUESA algorithm, although the ACUESA+ (accelerated plus adaptive
Lipschitz constant) algorithm is still the best overall.
In the final numerical experiment presented here, we investigate the theoretical vs
practical performance of CUESA and ACUESA. We set up three problems using each of
the 3 datasets already described, and the results are presented in Figure 5.6.
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Figure 5.6: Empirical convergece rates for CUESA and ACUESA and 1 − µL(green line)
and 1−
√
µ
L (black line).
As before, the green line represents the theoretical (unaccelerated) rate 1− µL and the
black line represents the theoretical (accelerated) rate 1 −
√
µ
L . Note that the practical
performance of CUESA closely matches the theoretical rate. We also observe that the
practical performance of ACUESA is always at least as good as the theoretical rate, and
can often get better decrease in the gap per iteration than 1−
√
µ
L .
All the numerical results presented in this section strongly support the practical success
of the SUESA, ASUESA, CUESA and ACUESA algorithms.
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Chapter 6
Conclusion
In this dissertation, we have developed, analyzed, and evaluated general-purpose frame-
works CoCoA+ and its accelerated version AccCoCoA+ for communication-efficient primal-
dual optimization in the distributed environment. Our frameworks take a unique approach
by using duality to derive subproblems for each machine to solve in parallel. These sub-
problems closely match the global problem of interest, which allows for state-of-the-art
single-machine solvers to easily be re-used in the distributed setting. Further, by allowing
the local solvers to find solutions of arbitrary approximation quality to the subproblems
on each machine, our framework permits a highly flexible communication scheme. In par-
ticular, as the local solvers make updates directly to their local parameters, the need to
communicate reduces and can be adapted to the system at hand, which helps to manage
the communication bottleneck in the distributed setting.
We analyzed the impact of the local solver approximation quality and derived global
primal-dual convergence rates for our framework that are agnostic to the specifics of the
local solvers. We have taken particular care in extending our framework to the case of
non-strongly convex regularizers, where we introduced a bounded-support modification
technique to provide robust convergence guarantees. Finally, we demonstrated the effi-
ciency of our framework in an extensive experimental comparison with state-of-the-art
distributed solvers. Our framework achieves up to a 50 speedup over other widely-used
methods on real-world distributed datasets.
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We also studied inexact dumped Newton method implemented in a distributed way.
We found that by partitioning the dataset by features, the number of communications
can be reduced and the computation in each machine be- comes more balanced. Also, we
shrink the size of samples to generate the preconditioning matrix, which greatly improves
the efficiency of solving the linear system in CG. Our experimental results show significant
speedups over previous methods, including the original DiSCO algorithm as well as other
state-of-the-art methods.
Finally, we studied efficient algorithms for solving the strongly convex composite prob-
lem, as local solvers for our distributed frameworks. We proposed four new algorithms
in both the smooth and composite cases. All of these algorithms maintain a global lower
bound on the objective function value, which can be used as an algorithm stopping condi-
tion to provide a certificate of convergence. Moreover, we proposed a new underestimate
sequence framework that incorporates three sequences, one of which is a global lower bound
on the objective function, and this framework was used to establish convergence guarantees
for the algorithms proposed here. Our algorithms have a linear rate of convergence, and
the two accelerated variants (ASUESA and ACUESA) converge at the optimal linear rate.
We also presented a strategy to adaptively select a local Lipschitz constant for the situation
when one does not wish to, or cannot, compute the true Lipschitz constant. Numerical
experiments show that our algorithms are computationally competitive when compared
with other state-of-the-art methods including Nesterov’s accelerated gradient methods and
optimal quadratic averaging methods.
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Notation Glossary
Notations Description
f(·), f∗(·) A convex function and its convex conjugate, Rd → R.
g(·), g∗(·) A convex function and its convex conjugate, Rn → R.
OA(·) Objective function OA = f + g, Rn → R.
OB(·) Objective function OB = f∗ + g∗, Rd → R.
F (·) Objective function in Chapter 4 and 5, Rd → R.
h(·) A convex function appear in Chapter 5, Rd → R.
`(·) Loss function from machine learning problems, R→ R.
α Variable of OA, α ∈ Rn.
w Variables of OB and F , w ∈ Rd.
X data matrix X ∈ Rd×n.
xi, i ∈ [n] i-th data sample, i-th column in X.
y Label Vector y ∈ Rn.
F ? The appearance of ? as a superscript on a function indicates
the optimal objective value of a function.
α? The appearance of ? as a subscript under a variable indi-
cates the optimal one for an optimization problem .
τ Smooth parameter for f , strongly convex parameter for f∗.
µ Strongly convex parameter for function gi in Chapter 2–3,
strongly convex parameter for function f in Chapter 4–5.
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L Bounded support parameter for g, Lipschitz parameter for
g∗ in Chapter 2–3, Lipschitz parameter for F in Chapter 4–
5.
λ Regularization parameter for `2 norm term in machine
learning problems.
η Regularization parameter for `1 norm term in Elastic Net
Problem.
t Iteration index for Algorithm 1, 2, 3, 4, 8, 9, 10, 11.
T Total number of iterations for an algorithm using t as its
iteration index.
K Number of machines, number of data partitions.
Pk Partition on indices,
⋃K
k=1 Pk = {1, 2, . . . , n}.
Gσ′k Subproblem for kth machine in Chapter 2.
Hσ′k Subproblem for kth machine in Chapter 3.
h Variable of the subproblem Gσ′k .
v v = Xα in Chapter 2–3.
ν Aggregation parameter in Chapter 2–3.
Θ Exactness of approximate solution for the subproblem in
Chapter 2.
G Desired duality gap.
A Desired optimality gap for problem OA
t Absolute error of approximate solution for the subproblem
in Chapter 3.
σ′min Measure of quality of data partition.
σ′ practical choice of σ′min.
σk Defined in (2.16).
σmax σmax = maxk∈[K] σk.
σ Defined in Lemma 2.5.
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σ˜2 Maximum eigenvalue of X>X.
σP regularization parameter for constructing preconditioning
matrix in Chapter 4.
τP Number of samples to define preconditioning matrix.
H Number of iterations of running local solvers.
θt Sequence of scalar when defining Algorithm 3.
M self-concordant parameter in Assumption 4.1.
φt A function that lower bounds objective f in t-th step of
algorithms in Chapter 5.
ψt A function that lower bounds objective F in t-th step of
algorithms in Chapter 5.
αt, βt Sequence of scalars of an underestimate sequence.
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