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Abstract
In a previous paper we studied the thermodynamic and kinetic theory for an ionized gas, in one
space dimension; in this paper we provide an application of those results to the reflection of a shock
wave in an electromagnetic shock tube. Under some reasonable limitations, which fully agree with
experimental data, we prove that both the incident and the reflected shock waves satisfy the Lax
entropy conditions; this result holds even outside genuinely nonlinear regions, which are present in
the model. We show that the temperature increases in a significant way behind the incident shock
front but the degree of ionization does not undergo a similar growth. On the contrary, the degree of
ionization increases substantially behind the reflected shock front. We explain these phenomena by
means of the concavity of the Hugoniot loci. Therefore, our results not only fit perfectly but explain
what was remarked in experiments.
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1 Introduction
A shock tube is a long tube with constant cross-section having a high-pressure chamber and a low-pressure
chamber separated by a diaphragm. In the high-pressure chamber, the gas (driver gas) is compressed
and heated by moving forward a heavy piston. If the diaphragm bursts open, the driver gas induces a
flow into the low-pressure chamber and produces a shock wave propagating in the same direction. The
temperature and the pressure behind the shock wave can be measured by some instrument at the end
of the tube if it is open. If the end is closed, the shock wave is reflected; also in this case, both the
temperature and the pressure after the reflection can be measured as well.
As long as mechanical devices are used for compressing the driver gas, the maximum shock speeds and
temperatures are necessarily limited. In electromagnetic shock tubes , the driver gas is heated by means of
an electric discharge and, sometimes, even accelerated by magnetic forces. The simplest electromagnetic
shock tube, called the T-tube, is shown schematically in Figure 1 (without a reflector in most cases).
The tube is filled with gas at low pressure. By switching on the circuit, the capacitor bank is discharged
between the electrodes; the gas in the discharge region is rapidly heated to a high temperature, and hence
let out by the large pressure into the glass tube at a high speed. A strong shock wave is thus produced
and the gas behind the shock is ionized.
In 1960’s, K. Fukuda and his colleagues made spectrometric measurements of the ionization generated
by a shock wave in a plasma formed by helium or a mixture of helium-hydrogen gas. In particular, a
reflector was set at the end of the T-tube and the measurements were done for the plasma generated by
a shock reflection. For given initial data and speed of the shock wave, the temperature, particle density,
and degree of ionization of the plasma behind the shock wave were computed by the Rankine-Hugoniot
conditions together with the Saha ionization formula, by assuming a condition of thermal equilibrium;
this is called the shock tube problem. As a basic reference of their analysis, they constructed several
ionization models in plasma and carried out computations in [3] 1.
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Figure 1: T-Tube with a reflector.
The aim of this paper is to validate some results of [3] from a rigorous mathematical point of view by
exploiting the theoretical analysis done in [1, 2]. We briefly recall the physical model and the underlying
assumptions; we refer to [2] for more details.
We deal with a monatomic gas and assume that it can undergo only one ionization. We suppose that:
(1) interaction potential energies are negligible with respect to kinetic energies;
(2) effects of particle collisions can be neglected;
(3) local thermodynamic equilibrium is attained.
We denote the concentration (number per unit volume) of atoms, ions and electrons in the gas by na,
ni and ne, respectively. Let mp denote the particle mass; by dropping the contribution of the electron
mass we have ρ = mpnp, where np = na + ni is the total number of atoms and ions per unit volume.
The degree of ionization is defined by α = ne/(na + ni); we also denote the absolute temperature by T
and the Boltzmann constant by k. By postulates (1), (2) and Dalton’s law we deduce that the pressure
p assumes the form
p = (na + ni + ne)kT = (1 + α)npkT = (1 + α)
ρ
mp
kT. (1.1)
Let N0 denote Avogadro’s number, M = N0mp the molar mass (denoted by m in [2]), R = kN0 the
universal gas constant and a2 = RM . Then, expression (1.1) can we written as a modified equation of
state of gas dynamics, namely,
p = a2(1 + α)ρT. (1.2)
On the other hand, as a consequence of postulate (3), the equation of state is supplemented by Saha’s
equation
nine
na
=
2Zi
Za
(2πmekT )
3
2
h3
e−
Ti
T . (1.3)
As we shall see later, equation (1.3) can be put under the form given in (2.3), by which α is determined
by p and T.
We now lay down the plan of our paper. Section 2 contains a brief account of the mathematical model
together with the most important results proved in [2] that are used in the following. For our model, the
shock tube problem consists in finding the thermodynamic state (α−, T−) behind the incident shock wave
once the thermodynamic state (α+, T+) ahead of the shock wave and u±, the particle velocities on both
sides, are given. We proved in [2] that this problem has a unique solution. We also proved there that the
forward and backward characteristic directions fail to be genuinely nonlinear in a small region; however,
the thermodynamic part of the Hugoniot locus of a state always is the graph of a strictly increasing
function of α in the (α, T )-plane.
In an actual shock tube problem, the initial degree of ionization α+ is almost zero. However, Saha’s
equation (2.3) does not allow the value α+ = 0; this leads us to construct, in Section 3, an approximation of
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the thermodynamic part of the Rankine-Hugoniot condition. We show that, as long as this approximation
is concerned, the Hugoniot curves stay in a genuinely nonlinear region, as is the case for both incident
and reflected shock waves occurring in experiments.
In Section 4 we focus on the variation of the temperature across a shock wave. In particular, we
identify two dimensionless parameters that are useful to estimate such a variation. This analysis is
exploited in Section 5, where we prove that the Lax shock conditions [6] are satisfied by both the incident
and the reflected shock wave. In particular, we observe that in the state behind the incident shock front
the temperature increases remarkably while the degree of ionization only a little; however, the degree of
ionization increases much more in the state behind the reflected shock front, which shows the effective
role played by the reflector set at the end of the T-tube. From a mathematical point of view, we explain
this phenomenon by the concavity of the Hugoniot loci.
2 System of ionized gasdynamics
In this section we introduce the system of ionized gasdynamics and briefly recall the most important
results of [2]. Under the notation already used in the Introduction, the system is
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + p)x = 0,
(ρE)t + (ρuE + pu)x = 0,
(2.1)
where E = u
2
2 + e is the (specific) total energy; e is the (specific) internal energy and u the particle
velocity. By (1.2) we deduce
e =
3
2
a2(1 + α)T + a2Tiα, H =
5
2
a2(1 + α)T + a2Tiα, (2.2)
where H is the enthalpy. We also denote by v and S the specific volume and entropy, respectively, and
by η = S/a2 the dimensionless (specific) entropy; we use the notation θ = T (1 + α). In order to close
system (2.1), in addition to the equation of state (1.2) we need a further equation linking the ionization
degree α to the pressure and the temperature. This is the famous Saha’s equation, which can be written
as
α =
(
1 + κpT−
5
2 e
Ti
T
)− 1
2
, (2.3)
where Ti > 0 is the ionization temperature and κ > 0 a suitable constant. For the values of these and
other constants we refer to Appendix A. We notice that α ∈ (0, 1). Equation (2.3) may be inverted to
deduce p (and then ρ, v or η) in terms of α and T . In particular one finds [2, (3.9) and (3.14)]
p = p(α, T ) =
1
κ
1− α2
α2
T
5
2 e−
Ti
T , η(α, T ) = 2 log
α
1− α + (1 + α)
(
5
2
+
Ti
T
)
+ C. (2.4)
Characteristic vector fields As in [2], in the following we denote partial derivatives with subscripts;
for instance, ηα and ηT are the partial derivatives of η = η(α, T ) with respect to α and T , respectively,
and so on. System (2.1) is strictly hyperbolic with eigenvalues λ1 = u − c, λ0 = u, λ2 = u + c, and
corresponding characteristic vectors R1 = (−1, c/ρ, 0)T , R0 = (0, 0, 1)T , R2 = (1, c/ρ, 0)T . Here we
denoted by c = λ/ρ the sound speed, for λ2 = −ηT /(vpηT − vT ηp), see [2, (4.9)]; we also have
c =
√
pρ(ρ, S) = a
√
5θ
3
√√√√√1 + α(1− α)
(
5
4 +
Ti
T +
T 2
i
5T 2
)
1 + α(1− α)
(
5
4 +
Ti
T +
T 2
i
3T 2
) (2.5)
and
pη(ρ, η) =
2p
[
1 + 12α(1 − α)
(
5
2 +
Ti
T
)]
3(1 + α)
[
1 + α(1 − α)
(
5
4 +
Ti
T +
T 2i
3T 2
)] > 0. (2.6)
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By direct computation we find
R1 · ∇λ1 = R2 · ∇λ2 = ∂c
∂ρ
+
c
ρ
=
pvv
2ρ3
√−pv . (2.7)
Genuinely nonlinear region While the 0-characteristic direction is linearly degenerate, a notable
feature of system (2.1) is that the 1 and 2-characteristic directions miss to be genuinely nonlinear, see
Figure 2 on the left. However, we have the following result, see [2, Th. 4.1].
Theorem 2.1. If either α ≤ 60
(
T
Ti
)3
or TiT ≤ 54.5375, then the 1 and 2-characteristic directions are
genuinely nonlinear.
T/T i
α
54.5375
1
3.6988 x10−4
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i
3
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Figure 2: Left: the 1 and 2-characteristic directions are not genuinely nonlinear on the curve in the
white region (inflection locus); the region characterized by Theorem 2.1 is depicted in gray. Right:
the thermodynamic part of the Hugoniot locus, see Theorem 2.2; data α0 and T0 are as in case (1) of
Appendix A.
We call genuinely nonlinear a region where both 1 and 2-characteristic directions are genuinely non-
linear. We notice that the value α = 3.6988 × 10−4, see Figure 2 on the left, is much larger than
that occurring in the low-pressure chamber in the experiments, see Appendix A. We also notice that
the condition TTi ≥ 1/54.5375 ∼ 1.8336 × 10−2 is almost two times larger than the more precise value
T
Ti
≥ 9.5057× 10−3 deduced numerically as an upper bound for the inflection locus.
Rankine-Hugoniot conditions The Rankine-Hugoniot conditions for a discontinuity of constant
speed U are 
U [ρ] = [ρu],
U [ρu] = [ρu2 + p],
U [ρE] = [ρuE + pu].
(2.8)
Here we denoted [ρ] = ρ+ − ρ−, where ρ+ and ρ− are the traces of ρ at x = Ut from the right and from
the left side, respectively; the same notation is used for the other variables.
By computing U from (2.8)1, conditions (2.8)2,3 can be written as{
(u+ − u−)2 + (p+ − p−)(v+ − v−) = 0,
e+ − e− + 12 (p+ + p−)(v+ − v−) = 0.
(2.9)
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For a fixed state (α−, u−, T−), the states (α+, u+, T+) satisfying system (2.9) are said to form the Hugoniot
locus of (α−, u−, T−). Equation (2.9)1 and (2.9)2 are called the kinetic part and the thermodynamic part
of the Hugoniot locus, respectively. In particular, equation (2.9)2 can be written in terms of T and α as
T−
[(
4 +
p+
p−
)
(1 + α−) +
2Ti
T−
α−
]
= T+
[(
4 +
p−
p+
)
(1 + α+) +
2Ti
T+
α+
]
, (2.10)
p+
p−
=
(
1− α2+
1− α2−
)(
α−
α+
)2(
T+
T−
) 5
2
e
− Ti
T+
+
Ti
T
− . (2.11)
Then, equations (2.9) may be also written as
p−
p+
+
v−
v+
− 1− θ−
θ+
− (u− − u+)
2
a2θ+
= 0, (2.12)(
4 +
p+
p−
)
θ− + 2Tiα− =
(
4 +
p−
p+
)
θ+ + 2Tiα+. (2.13)
For future reference, when we fix states (α+, u+, T+) and u−, we denote by
G+(α−, T−) = 0 and H+(α−, T−) = 0 (2.14)
the loci in (2.12) and (2.13), respectively. The following result is a consequence of [2, Prop. 5.3, Th. 5.1].
Theorem 2.2. Fix (α0, T0). In the (α, T )-plane, the thermodynamic part of the Hugoniot locus of
(α0, T0) is the graph of a strictly increasing function T = T (α) for α ∈ (0, 1), see Figure 2 on the right,
and limα→0 T (α) = 0, limα→1 T (α) = ∞. Moreover, fix u and u0, with u 6= u0. Then there exists a
unique point (α, T ) with α ∈ (α0, 1), such that (α, u, T ) belongs to the Hugoniot locus of (α0, u0, T0).
The relative (shock) velocity is defined by V = U − u, which is the shock velocity relative to the
particle velocity; note that u+ − u− = −(V+ − V−). By using V , conditions (2.8) can be written as
ρ+V+ = ρ−V−,
p+ + ρ+V
2
+ = p− + ρ−V
2
−,
H+ +
1
2V
2
+ = H− +
1
2V
2
−.
(2.15)
Note that the mass flux m = ρ±V± is constant. Since ρ±V 2± = m
2/ρ± = m2v±, by (2.15)2 we have
m2 = −(p+−p−)/(v+−v−), showing that m is the Lagrangian shock velocity. Moreover U = u±+m/ρ±.
Then, equations (2.15) become {
(V+ − V−)2 = −(p+ − p−)(v+ − v−),
H+ −H− = 12 (p+ − p−)(v+ + v−).
(2.16)
Lax conditions We call backward (forward) shock wave a shock wave corresponding to the 1- (resp.,
2-) characteristic direction. The Lax conditions for backward and forward shock waves are, respectively,
backward: u+ − c+ < U < u+, U < u− − c−, (2.17)
forward: u− < U < u− + c−, u+ + c+ < U. (2.18)
Note that conditions (2.18) can be written as
0 < V− < c−, c+ < V+. (2.19)
Remark 2.1. Conditions (2.18) and (2.17) are called evolutionary conditions in Landau-Lifshitz [4,
§88]. Notice that, in Eulerian coordinates, a backward shock wave may have a positive speed (U > 0). In
this case, by (2.17) we have 0 < U < u+. Analogously, if a forward shock wave has a negative speed, then
u− < U < 0 by (2.18). In Section 5 we assume u+ = 0 for the incident shock wave and u− > 0 for the
reflected wave, see Figure 5. Hence, these backward (forward) shock waves with positive (resp., negative)
speed are ruled out in our analysis.
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The following theorem is called the Bethe-Weyl theorem; we refer to Menikoff-Plohr [5, Th. 4.1].
Theorem 2.3. The thermodynamic part of the Hugoniot locus of the state (v0, S0) in (p, v)-plane in-
tersects each isentrope at least once. If pvv > 0 along an isentrope, then the thermodynamic part of the
Hugoniot locus intersects it exactly once; in this case, we have v < v0 and |U − u| < c if S > S0, while
the opposite inequalities hold if S < S0.
Since (2.5) and (2.6) hold, Smoller [6, Th. 18.3] claims the converse of Theorem 2.3 holds: namely, if
pvv > 0, then S is monotone along the thermodynamic part of the Hugoniot locus.
Remark 2.2. Condition pvv > 0 is equivalent to R1 · ∇λ1 = R2 · ∇λ2 > 0 by (2.7).
Integral curves in the (α, T )-plane The concavity of the projections of the integral curves in the
(α, T )-plane has been partly established in [2], where by concavity we mean the concavity as functions
of the variable α. Here we provide a more precise result.
Theorem 2.4. The projection of any integral curve on the (α, T )-plane is strictly convex for TiT ≤ 4 and
strictly concave in the region TiT > 37.5964, 0 < α ≤ 0.25.
Proof. In [2, Lemma 7.1] we already proved that the projection of any integral curve on the (α, T )-plane
is strictly convex for TiT ≤ 4 and strictly concave for small α. Then, we only have to prove the second
part of the statement. In [2] we denoted by T = T(α) the integral curve through (α0, T0) and found
d2T(α)
dα2
= − ηααη
2
T − 2ηαT ηαηT + ηTT η2α
η3T
∣∣∣∣∣ (α,T(α)), (2.20)
where
ηααη
2
T − 2ηαT ηαηT + ηTT η2α =
2(1 + α)
α2(1 − α)2
Ti
T
{
−
[
1− 3α− 5
2
α2(1 − α)2
]
Ti
T
+ 4
[
1 +
5
4
α(1− α)
]2}
,
and ηT = − TiT 2 (1 + α). It is easy to check that P (α) = 1− 3α− 52α2(1− α)2 is strictly decreasing in the
interval [0, 1] and P (0) = 0, P (1) = −2. Then, there is a single point α¯ ∼ 0.2970 where P (α¯) = 0. If
α < α¯, then the right side of (2.20) is negative if
Ti
T
>
[
2 + 52α(1− α)
]2
1− 3α− 52α2(1 − α)2
. (2.21)
For α ∈ [0, α¯) the denominator P (α) decreases while the numerator increases; then the right-hand side
of (2.21) increases. Therefore, fix α1 = 1/4 = 0.25 < 0.2970 to make things simple; at this point the
right-hand side of (2.21) equals 37.5964. The theorem is proved.
The following result follows by the well known fact that the integral curve through (α0, T0) and the
Hugoniot curve issuing from the same point have a second-order contact at (α0, T0).
Corollary 2.1. If (α0, T0) satisfies the constraints in Theorem 2.4, then the thermodynamic part of the
Hugoniot curve of (α0, T0) is strictly concave in a neighborhood of (α0, T0).
3 Approximate Hugoniot loci and genuine nonlinearity
As we showed in the previous section, the 1 and 2-characteristic directions are not genuinely nonlinear in
a small zone close to the origin in the (α, T )-plane. Indeed, this region is avoided in the experiments in [3]
and our theoretical construction in the next section makes precisely this assumption. In order to justify
this assumption, in this section we provide, by an approximation argument, some explicit conditions for
the incident shock to be in a genuinely nonlinear region.
More precisely, we deal with Regime 2 in [3]. With reference to Figure 3, the velocity of the particles
on the back side of the incident shock wave, coincides with the velocity of the head of a beam (or arc)
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in the electromagnetic shock tube, which corresponds to the velocity of the head of the piston for a
classical shock tube. We assume that the right state (+ subscript) is at chamber temperature T+ > 0
and pressure p+ > 0; moreover, the gas is at rest, i.e., u+ = 0. There, the degree of ionization is almost
0 but we cannot assume α+ = 0: this is precluded by Saha’s law (2.3). This issue can also be noticed in
the thermodynamic part of the Rankine-Hugoniot condition (2.11), where the pressure becomes singular
for α+ = 0. However, for T+ in the range of the experiments of [3], the ionization degree α+ is extremely
small, and this is also the case of the term exp(−Ti/(2T+)), see Appendix A, which is comparable to α+.
Then, in order to simplify the problem without losing any important information, we now show a way of
approximating the Hugoniot locus that exploits this remark.
t
x
reflector
particle paths
incident
shock front
reflected
shock front
head of driving gas
A
+
−
Figure 3: Reflection of a shock wave.
Approximate Hugoniot loci Fix T+, p+; Saha’s formula (2.3) for the + states can be written as
α+ = A+e
− Ti
2T+ for A+ = A(α+, T+) =
(
κp+T
− 5
2
+ + e
− Ti
2T+
)− 1
2
. (3.1)
By (2.4) we have p+ =
1
κ (1 − α2+)A2+T
5
2
+ and identity (2.11) becomes
p+
p−
=
α2−
A2+
(
1− α2+
1− α2−
)(
T+
T−
) 5
2
e
Ti
T
− . (3.2)
The data in Appendix A show that both α+ and exp(−Ti/T+) are extremely small but comparable; in
those cases we compute A+ = 5.9556 and A+ = 18.7224, respectively. Therefore, we assume that
α+ ∼ 0, e−
Ti
T+ ∼ 0. (3.3)
In the above approximation we have, by (2.4),
v+ =
RT+
Mp+
, e+ =
3RT+
2M
, S+ =
R
M
(
log p+ − 5
2
logT+
)
+Const. (3.4)
All quantities involved in (2.4) are well defined in the approximation (3.3). By (2.4) and (3.1) we deduce
A+ ∼ Â+ =
√
T
5/2
+
κp+
. (3.5)
The values of Â+ differ from those of A+ for the last digit only. Conditions (2.10)-(2.11) become
T−
T+
[(
4 +
p+
p−
)
(1 + α−) +
2Ti
T−
α−
]
= 4 +
p−
p+
, (3.6)
p+
p−
=
α2−
Â2+(1− α2−)
(
T+
T−
) 5
2
e
Ti
T
− . (3.7)
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Equation (3.6), with p+/p− provided by (3.7), is considered as an approximation of the thermodynamic
part of the Rankine-Hugoniot condition; notice that the term p+/p− is no more singular for α+ = 0. We
emphasize that assumption (3.3) is just an approximation of the thermodynamic part of the Rankine-
Hugoniot conditions at low degree of ionization and temperature; it is not an approximation of Saha’s
equation, as we did in [2] for the High-Temperature-Limit model.
We recall that the pressure is a strictly increasing function of α along the Hugoniot curve [2, Prop.
5.4] and then we may assume that also in the approximation (3.3) the limit p−(α, T (α))→ p∗ exists for
α− → 0, for some p∗. Passing to the limit for α− → 0 and T− → T+ in (3.6) we find p∗ = p−. At last,
to obtain an asymptotic form of the Hugoniot locus as α− → 0 and T− → T+ > 0, we have to assume
that condition (3.3) also holds for α−, T−. Thus, by passing to the limit for α− → 0 in (3.7) we deduce
α− ∼ Â+ exp(−Ti/(2T−)).
Theorem 3.1. Fix T+, p+ and assume the approximation condition (3.3). If T− > T+, then
0 < α− < Â+
(
T−
T+
) 3
4
e
− Ti
2T
− =
√
T+T
3
2
i
κp+
(
T−
Ti
) 3
4
e
− Ti
2T
− . (3.8)
Moreover, if the condition √
T+T
3
2
i
κp+
≤ 5.1670× 109 (3.9)
is fulfilled, then the Hugoniot curve issuing from (p+, T+) is located in a genuinely nonlinear region.
Proof. We denote
χ =
α2−
Â2+(1− α2−)
(
T−
T+
)− 5
2
e
Ti
T
− =
κp+α
2
−
(1 − α2−)T
5
2
−
e
Ti
T
− .
Then (3.6) turns out to be
T−
T+
[
4(1 + α−) + (1 + α−)χ+
2Ti
T−
α−
]
= 4 +
1
χ
,
which gives the following quadratic equation for χ
Γ(χ) = (1 + α−)
T−
T+
χ2 + 2
[
2(1 + α−)
T−
T+
+
Ti
T+
α− − 2
]
χ− 1 = 0. (3.10)
This equation has a unique positive root. Since T−T+ ≥ 1, then Γ(0) = −1 < 0 and
Γ
(
T+
T−
)
= α−
T+
T−
+ 2α−
(
2T−
T+
+
Ti
T+
)
T+
T−
+ 3
(
1− T+
T−
)
> 0.
We conclude that 0 < χ ≤ T+T
−
, which yields (3.8). To prove the second part of the statement, we denote
B =
√
T+T
3/2
i
κp+
, g(x) = x
3
4 e−
1
2x .
By Theorem 2.1, if TTi >
1
54.5375 , then the statement is true. Since (3.8) can be written as 0 < α− <
B g(T−/Ti), we are left to prove
B g
(
T−
Ti
)
≤ 60
(
T−
Ti
)3
for
T−
Ti
≤ 1
54.5375
. (3.11)
Condition (3.9) is equivalent to require that the inequality in (3.11) is satisfied at T−Ti =
1
54.5375 . To prove
(3.11) for T−Ti <
1
54.5375 , by setting ξ =
1
x and f(ξ) = ξ
9
4 e−
ξ
2 , we equivalently need to prove that
f(ξ) < 60/B for ξ > 54.5375. (3.12)
The function f has a unique maximum at ξ = 92 and decreases if ξ >
9
2 . By (3.9), we have f(54.5375) =
1.1612× 10−8 ≤ 60/B. This proves (3.12) and then the theorem.
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Condition (3.9) is largely satisfied by the experimental data, see Appendix A. Therefore, in the
following we can always think that genuine nonlinearity holds in the regions we consider. We point out,
however, that most of the computations below do not rely on this assumption.
4 Variation of the temperature across a shock wave
In this section we study the variation of the temperature caused by an incident shock wave. We are
mainly concerned with a forward (incident) shock wave but, by interchanging the role of the left and
right states, all results are true for a backward (reflected) shock wave. Let us fix (α+, u+, T+); for a state
(α−, u−, T−) we denote
Θ =
θ−
θ+
− 1, d = Ti
θ+
(α− − α+), D = (u− − u+)
2
a2θ+
. (4.1)
Lemma 4.1. Let (α−, u−, T−) and (α+, u+, T+) be connected by a forward shock wave. Then
d <
D
2
√
1 +
4
D
(4.2)
and
Θ =
D − 8d+ 2
√
(2D − d)2 + 15D
15
> 0. (4.3)
Proof. If we denote Π = p−p+ then, by (2.13), Π solves the quadratic equation [2, (5.15)]
θ+Π
2 − 2 [2(θ− − θ+) + Ti(α− − α+)]Π− θ− = 0
and then [2, (5.16)]
Π = 2
(
θ−
θ+
− 1
)
+
Ti
θ+
(α− − α+) +
√√√√[2(θ−
θ+
− 1
)
+
Ti
θ+
(α− − α+)
]2
+
θ−
θ+
. (4.4)
On the other hand, by (2.12) we have
p−
p+
+
v−
v+
=
p−
p+
+
p+θ−
p−θ+
= 1 +
θ−
θ+
+
(u− − u+)2
a2θ+
.
Therefore Π also satisfies the quadratic equation
Π2 −
[
1 +
θ−
θ+
+
(u− − u+)2
a2θ+
]
Π+
θ−
θ+
= 0
and then another expression of Π is
Π =
1
2
[
1 +
θ−
θ+
+
(u− − u+)2
a2θ+
]
±
√
1
4
[
1 +
θ−
θ+
+
(u− − u+)2
a2θ+
]2
− θ−
θ+
. (4.5)
One of these two roots must coincide with (4.4). We notice that [2, Prop. 5.2 and Th. 5.1] imply T− > T+
and α− > α+ for given (α+, T+); hence θ− > θ+ and then Θ > 0. If we denote
A = 2
(
θ−
θ+
− 1
)
+
Ti
θ+
(α− − α+), B = 1 + θ−
θ+
+
(u− − u+)2
a2θ+
, C =
θ−
θ+
,
then, by equating (4.4) with (4.5) we get 2A+ 2
√
A2 + C = B ±√B2 − 4C. By squaring two times and
noticing that A = 2Θ+ d, B = 2 + Θ+D, we find a quadratic equation for Θ :
15Θ2 − 2(D − 8d)Θ + 4d2 −D2 − 4D = 0. (4.6)
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Equation (4.6) has two distinct real roots, one of which must be positive, since we already proved Θ > 0.
If both roots were positive, we should have D/8 > d and 4d2 −D2 − 4D > 0 and hence
0 <
D2
16
−D2 − 4D = −15
16
D2 − 4D,
which is a contradiction. Thus one root is negative and 4d2 −D2 − 4D < 0. This condition is equivalent
to (4.2) and the positive root of (4.6) is given by (4.3).
Corollary 4.1. If D ≥ 13 , then Θ < D.
Proof. First, we claim that
Θ <
D + 2
√
4D2 + 15D
15
. (4.7)
Indeed, if 0 < d ≤ 2D, then (4.7) follows easily. If d > 2D, then the claim follows by
Θ ≤ D − 8d+ 2(d− 2D) + 2
√
15D
15
<
2
√
15D
15
<
D + 2
√
4D2 + 15D
15
.
Since D ≥ 13 , then 15D = 45× 13D ≤ 45D2 and by (4.7) it follows Θ < (D+2
√
4D2 + 45D2)/15 = D.
Example 4.1. We choose T+ = 300K, u+ = 0 and u− = 1.6× 104ms−1. We compute
Ti
T+
= 5.260× 102, D = u
2
−
a2T+
= 1.026× 102.
Thus, condition (4.2) is d = 5.260× 102 × α− < 5.2309× 10, showing 0 < α− < 9.7434× 10−2. By (4.3)
we deduce, since d ≥ 0,
1 <
θ−
θ+
< 1 +
D + 2
√
4D2 + 15D
15
= 3.5708× 10. (4.8)
Thus T− < θ− < 9.7434×102K. Under the approximation (3.3), by Theorem 3.1 we deduce α− < 2.4650×
10−2. Then d < 1.2966× 10 and (4.3) gives precisely θ−/θ+ > 2.7096× 10. Thus θ− > 8.1290× 103 and
then T− > 7.9334K. The exact result can be computed numerically and are α− = 0.0109, T− = 9559.53K,
see Figure 4. Notice that TiT
−
= 16.5071 and then 0 < α− < 1.338× 10−2 = 60(T−/Ti)3. Thus the part of
the Hugoniot curve in discussion is located in a genuinely nonlinear region.
The following result directly follows by (4.3).
Theorem 4.1. Let (α±, u±, T±) solve Rankine-Hugoniot conditions (2.9). If 1D and
d
D are small, then
θ−
θ+
∼ 3
2
+
D
3
(
1− 2d
D
)
. (4.9)
Example 4.2. For the values of Example 4.1, formula (4.9) shows θ−θ+ > 2.7068×10, i.e., T− > 8.1205K.
5 Incident and reflected shock waves
In this section, notation differs slightly from that introduced in Section 4, see Figure 5; this is what is
labelled as Regime 5 in [3]. The state behind the incident shock is that ahead of the reflected shock. We
denote the speeds of the incident and reflected shock wave by UI and −UR, respectively. The unperturbed
states in front of the incident shock are denoted by +, those in the back by −, the states in the back of
the reflected shock are denoted by ♯. We clearly have u♯ = 0; since u+ = u♯ = 0, the reflector plays the
same role of a contact discontinuity.
The main result of this section is that both incident and reflected shock waves satisfy the Lax shock
condition under suitable conditions. In a genuine nonlinear region this is a consequence of [6, Th. 18.2]
because of (2.5) and (2.6).
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Figure 4: The incident shock wave: the Hugoniot locus H+(α, T ) = 0 and G+(α, T ) = 0, see (2.14).
Here (α+, u+, T+) are as in case (1), Appendix A, and u− = 1.6 × 10
4 ms−1. The intersection point
between the two loci, here represented with a small circle, is α− = 0.0109, T− = 9559.53K. Notice
that it lies where genuine nonlinearity holds, see Theorem 2.1.
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Figure 5: The shock reflection and the corresponding states in the (x, t)-plane.
The incident shock wave In this case we have u− > 0. As in (4.1), we define
D+ =
u2−
a2θ+
. (5.1)
Theorem 5.1. Assume u+ = 0, α+ ∼ 0 and u− > 0. If D+ > 4 and
θ−
θ+
< (
√
D+ − 1)2, (5.2)
then the Lax shock conditions (2.18) are satisfied.
Proof. For brevity, below we simply denote D for D+. By (2.18) we must prove that
u− < UI < u− + c−, c+ < UI . (5.3)
By (1.2), (2.2) and (2.15)2 it follows ρ+
(
a2θ+ + V
2
+
)
= ρ−
(
a2θ− + V 2−
)
. If V− = 0, then V+ = 0 and
everything is trivial. If V− 6= 0, then (2.15)1 yields
a2θ+ + V
2
+
a2θ− + V 2−
=
ρ−
ρ+
=
V+
V−
. (5.4)
We have V+ = UI , V− = UI − u−, and by (5.4) we obtain
a2θ− + (UI − u−)2
a2θ+ + U2I
=
UI − u−
UI
. (5.5)
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Notice that by (5.5) it follows UI > u− and then the first condition in (5.3) is satisfied. This formula
yields a quadratic equation for UI , namely,
U2I −
[
u− +
a2
u−
(θ− − θ+)
]
UI − a2θ+ = 0.
Since u− > 0, we deduce that UI > 0 and then
UI =
u−
2
1 + 1D (θ−θ+ − 1)+
√[
1 + 1D
(
θ
−
θ+
− 1
)]2
+ 4D
 . (5.6)
Thus, the two last shock conditions in (5.3) to be proved are (here we set α+ = 0)
a
√
5θ+
3
< UI < u− + a
√
5θ−
3
√√√√√√1−
2α
−
(1−α
−
)T 2
i
15T 2
−
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
3T 2
−
) . (5.7)
Since θ−θ+ − 1 > 0 by Lemma 4.1, by (5.6) we deduce
UI >
u−
2
(
1 +
√
1 +
4
D
)
,
and then a sufficient condition for the left inequality in (5.7) to hold is
a
√
5θ+
3
<
u−
2
(
1 +
√
1 +
4
D
)
.
By (5.1) this inequality is equivalent to√
5
3
<
√
D
2
(
1 +
√
1 +
4
D
)
θ−
θ+
which is satisfied for D > 0.266. Now, since√√√√[1 + 1
D
(
θ−
θ+
− 1
)]2
+
4
D
≤
[
1 +
1
D
(
θ−
θ+
− 1
)]
+
2√
D
,
we deduce by (5.6) that
UI < u−
[
1 +
1
D
(
θ−
θ+
− 1
)
+
1√
D
]
.
A sufficient condition for the inequality on the right in (5.7) to hold is
u−
[
1
D
(
θ−
θ+
− 1
)
+
1√
D
]
< a
√
5θ−
3
√√√√√√√
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
5T 2
−
)
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
3T 2
−
) ,
that is,
1
D
(
θ−
θ+
− 1
)
+
1√
D
<
1√
D
√
5θ−
3θ+
√√√√√√√
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
5T 2
−
)
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
3T 2
−
) . (5.8)
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Note that the argument of the last square root in (5.8) is a decreasing function with respect to TiT
−
; hence,
3
5
<
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2i
5T 2
−
)
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
3T 2
−
) ≤ 1.
Thus a simple sufficient condition in order that (5.8) holds is[
1
D
(
θ−
θ+
− 1
)
+
1√
D
]
<
1√
D
√
θ−
θ+
.
We denote X =
√
θ−/θ+; then X ≥ 1 by Lemma 4.1 and the last inequality above is equivalent to
X2−√DX +√D− 1 < 0. The solutions of this inequality are 1 < X < √D− 1 and they exists because
D > 4. This proves the theorem.
Remark 5.1. In the case u− = 1.6× 104m s−1 and T+ = 300K, estimate (4.8) gives θ−θ+ < 3.5708× 10.
We find (
√
D+ − 1)2 = 8.337× 10, which shows that the shock conditions are satisfied.
The reflected shock wave We shall apply Theorem 2.2 to the reflected wave by setting (α0, u0, T0) =
(α−, u−, T−) and (α, u, T ) = (α♯, u♯, T♯). Then for given α−, u−, T− (obtained in the previous section)
and u♯ = 0, we find that there is a unique set of the solution (α♯, T♯). We denote
D− =
u2−
a2θ−
. (5.9)
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T
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G
H
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Figure 6: The reflected shock wave: the Hugoniot locus H+(α, T ) = 0 and G+(α, T ) = 0. Here
α− = 0.0101, u+ = 0, T− = 9559.53 and u− = 1.6× 10
4m s−1. The intersection point is α♯ = 0.0965,
T♯ = 14042.0, where genuine nonlinearity holds.
Theorem 5.2. If D− ≥ 13 , then the Lax shock conditions hold for the reflected shock wave.
Proof. As in the proof of Theorem 5.1, we simply denote D for D−. By (2.17) we must prove that
c− − u− < UR < c♯, UR > 0. (5.10)
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We have V− = −UR − u−, V♯ = −UR; by (5.4) we deduce
a2θ♯ + U
2
R
a2θ− + (UR + u−)2
=
UR
UR + u−
(5.11)
and thus we obtain a quadratic equation for UR:
U2R −
[
−u− + a
2
u−
(θ♯ − θ−)
]
UR − a2θ♯ = 0.
Since UR > 0 by (5.11), the third condition in (5.10) is satisfied. By (5.9) we obtain
UR =
u−
2
−1 + 1D ( θ♯θ
−
− 1
)
+
√[
−1 + 1D
(
θ♯
θ
−
− 1
)]2
+ 4D
θ♯
θ
−
 . (5.12)
By (2.5), the shock condition in (5.10) to be proved is
− u− + a
√
5θ−
3
√√√√√√√
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
5T 2
−
)
1 + α−(1− α−)
(
5
4 +
Ti
T
−
+
T 2
i
3T 2
−
) < UR < a√5θ♯
3
√√√√√√√
1 + α♯(1− α♯)
(
5
4 +
Ti
T♯
+
T 2
i
5T 2
♯
)
1 + α♯(1− α♯)
(
5
4 +
Ti
T♯
+
T 2
i
3T 2
♯
) .
(5.13)
Since we are assuming D− ≥ 13 then by Corollary 4.1 and (5.12) we have
UR ≤ u−
2
{
−1 + 1D
(
θ♯
θ
−
− 1
)
+
[
1− 1D
(
θ♯
θ
−
− 1
)]
+ 2√
D
√
θ♯
θ
−
}
=
u−√
D
√
θ♯
θ−
.
Then, a sufficient condition for the left inequality in (5.13) is
u−√
D
√
θ♯
θ−
< a
√
5θ♯
3
√√√√√√√
1 + α♯(1− α♯)
(
5
4 +
Ti
T♯
+
T 2
i
5T 2
♯
)
1 + α♯(1− α♯)
(
5
4 +
Ti
T♯
+
T 2
i
3T 2
♯
)
and then, by recalling (5.9), a simple sufficient condition for the left inequality in (5.13) is
3
5
1 + α♯(1− α♯)
(
5
4
+
Ti
T♯
+
T 2i
3T 2♯
) < 1 + α♯(1 − α♯)
(
5
4
+
Ti
T♯
+
T 2i
5T 2♯
)
,
which is obviously true. About the inequality on the right in (5.13), notice that by (4.3) we have
θ♯
θ
−
≥ 1;
by (5.12) we deduce
UR + u− =
1
2
u− + a2θ−u
−
(
θ♯
θ
−
− 1
)
+ u−
√[
−1 + 1D
(
θ♯
θ
−
− 1
)]2
+ 4D
θ♯
θ
−

≥ a√θ−√ θ♯θ
−
− 1 + u−2
√[
−1 + 1D
(
θ♯
θ
−
− 1
)]2
+ 4D
θ♯
θ
−
and a simple sufficient condition for condition (5.13) to hold is
a
√
θ−
√
θ♯
θ
−
− 1 + u−2
√[
−1 + 1D
(
θ♯
θ
−
− 1
)]2
+ 4D
θ♯
θ
−
> a
√
5θ−
3
,
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that is, √
θ♯
θ
−
− 1 +
√
D
[
−1 + 1D
(
θ♯
θ
−
− 1
)]2
+
4θ♯
θ
−
>
√
5
3
.
The left side of the above inequality is larger than 2. Thus also the inequality on the right is satisfied.
Example 5.1. In the case α− = 0.0101, T− = 9559.53 and u− = 1.6 × 104m s−1, we compute D− =
3.1862. So the assumption of Theorem 5.2 is largely satisfied.
Remark 5.2. The degree of ionization behind the reflected shock wave is α♯ = 0.0965, which is much
higher than α− = 0.0101; on the other hand, we have that T♯ < 32T−. These different growths are due
to the concavity of the Hugoniot locus, see Corollary 2.1. As the above example indicates, the Hugoniot
locus of (α−, T−) is a low-gradient curve compared with that of the incident shock wave. Thus we conclude
that the reflector set at the end of the stock tube has a notable effect on the increasing of the degree of
ionization.
6 Conclusions and discussions
In this paper we examined some mathematical properties of both incident and reflected shock waves in
an electromagnetic shock tube with a reflector, where the ionization of the gas is taken into account.
In an actual shock tube problem, the degree of ionization α+ of the initial state is almost zero.
By assuming that α+ and exp(−Ti/T+) are comparable, which is confirmed by experimental data, we
obtained an approximate form of both the Rankine-Hugoniot conditions and the Hugoniot locus issuing
from (0, T−) in the (α, T )-plane. We showed that, under a reasonable limitation that is in accord with
experimental data, the approximate Hugoniot locus is located in a genuinely nonlinear region as is the
case for both shock waves.
We identified the dimensionless parameters D = (u−−u+)
2
a2θ+
and d = Tiθ+ (α− − α+); in particular D is
computed only by the initial quantities. Then we computed and estimated the ratio T−(1+α−)T+(1+α+) for the
incident shock wave. We showed that if the degree of ionization is sufficiently small through the whole
process and d is small, then the ratio T−T+ is estimated only by D. A computation based on the data used
in [3] indicates that, in the state behind the incident shock front, the temperature increases remarkably
but the degree of ionization does not undergo a similar growth.
The reflected shock wave is constructed by exploiting an existence theorem proved in [2]. Under some
reasonable limitations, which fully agree with experimental data, we prove that both shock waves satisfy
the Lax conditions. We emphasize that this is valid even outside genuinely nonlinear regions.
Moreover, we show that in the state behind the reflected shock front, the degree of ionization increases
remarkably. This phenomenon and the analogous previous one are mathematically translated by showing
that the Hugoniot loci are locally concave. It is proved that the Hugoniot locus issuing from a very small
α0 and T0 is a very high-gradient curve for small α; on the contrary, the curve tends to a low-gradient
curve as α becomes bigger. This proves that the reflector strongly increases the degree of ionization.
A Some numerical values
We collect some physical values; they are referred to the case of a hydrogen gas. Specific gas constant: a2 =
8314 J kg−1K−1; constant in Saha’s equation κ = 29.9774 K
5
2 m kg−1 s−2; ionization temperature Ti = 1.5780 ×
105K. The following values are used in the low-pressure chamber in [3], for α computed through (2.3): u+ = 0,
p = 1466.3Pa (11Torr), u− = 8.1 × 10
3m s−1. We also consider the speed u− = 1.6 × 10
4m s−1. Other reference
values are as follows:
T α T
Ti
60( T
Ti
)3 e−
Ti
2T ( T
Ti
)
5
4 e−
Ti
2T
√
T+T
3
2
i
κp+
(1) 300K 3.5929 × 10−114 0.0019 4.1228 × 10−7 6.0332 × 10−115 2.3950 × 10−118 6.5408 × 102
(2) 750K 3.8418 × 10−45 0.0047 6.4419 × 10−6 2.0522 × 10−46 2.5610 × 10−49 1.0342 × 103
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