Abstract-This paper addresses simulation-based verification of highlevel descriptions of arithmetic datapaths. Instances of such designs are commonly found in DSP for audio, video and multimedia applications, where the word-lengths of input/output bit-vectors are fixed according to the desired precision. Initial descriptions of such systems are usually specified as Matlab/C code. These are then automatically translated into behavioural/RTL descriptions (HDL) for subsequent hardware synthesis.
I. INTRODUCTION
Increasing size and complexity of digital systems has resulted in a vast array of formal verification techniques which operate at different levels of abstraction. In spite of many such advances, simulation-based validation has remained an important method for ensuring functional correctness during various stages of the design cycle. Initial algorithmic specifications (such as MATLAB models) of most signal processing applications involve data representation using floating-point formats. However, they are often implemented with fixed-point architectures, where the required precision dictates the bit-vector sizes of the variables. Various automated tools exist for this translation [1] . For synthesis and optimization purposes, these high-level descriptions may be subsequently converted to HDL using automatic utilities [2] * This work is sponsored in part by NSF CAREER grant CCF-546859 and NSF grant CCF-515010. [3] . Design optimization may be further achieved by applying high-level synthesis and restructuring operations on the translated RTL model [4] [5] . It is required to show that the translated and optimized RTL models are bit-true equivalent to the fixed-point specification.
Simulation is extensively used to validate the input-output behavior of the original model (at the MATLAB, C level); say to validate the pass-band of a filter. These vectors can then also be applied at the RT-level. Validation of the Matlab model is fast, even with a large number of test vectors, since it is compiled-code simulation. However, simulating the RTL model with the same set of vectors is generally slow. In this regard, this paper derives an important result related to simulation-based verification of high-level descriptions of arithmetic datapaths. In particular, we show that: 1. Exhaustive simulation is not always necessary to verify equivalence or to find bugs; 2. An upper bound is derived for the maximum number of test vectors required for this purpose; and 3. Which vectors to choose for simulation.
Further, we model such arithmetic-intensive design descriptions as polynomial functions. Moreever, the word-lengths of the variables are usually predetermined and fixed. For correct modeling, we need to account for the effect of the fixed bitwidths of the input/output variables. Hence, the polynomial functions are computed over finite-integer rings where the ring cardinality corresponds to the datapath size. We then apply concepts from number theory to systematically establish the claims mentioned above.
Let us motivate this issue using a practical example and put our contribution in perspective.
A. An Example Application
Given two degree-k polynomials F 1 (x) and F 2 (x), their coefficients can be represented as (k + 1)-length vectors A = (a 0 ,...,a k ) and B = (b 0 ,...,b k ). Computing the convolution of such vectors results in another k + 1 vector, according to:
where, c i is the i th component in the vector C. This procedure, however, has a complexity of O(n 2 ). It is well-known [6] 
This operation is shown in Fig. 2 for degree-3 polynomials. Such a 'divide-and-conquer' strategy results in a complexity of O(n · logn), and is a popular way of implementing the convolution of two vectors. Suppose that we intend to verify that both implementations compute the same values, say, for coefficients c 0 (obtained via direct convolution) and c 0 (obtained via DFT-productInvDFT). Further, as is often the case, assume that the entire datapath word-length in both cases is fixed to a certain width, say 4-bits. Since each of the inputs (a i and b i , 0 ≤ i ≤ 3) can take values between {0,...,2 4 − 1}, is it necessary to simulate a total of 2 4 * 8 test vectors to prove bit-true equivalence or to identify the presence of a bug?
This paper derives results which prove that in the above case: i) if the two designs are not equivalent (bug), a maximum of 6 8 simulations are sufficient to capture the erroneous behavior; ii) if for these 6 8 vectors, no bug is detected, then the designs are indeed equivalent. A method for generating these specific simulation vectors is also derived.
B. Problem Modeling and Scope
We model the arithmetic computations over bit-vectors as follows. Let x 1 , x 2 ,...,x d denote the d-variables (bit-vectors) in the design. Let n 1 , n 2 ,...,n d denote the size of the corresponding bit-vectors. Therefore,
Note that Z 2 n i corresponds to the finite set of integers {0, 1,...,2 n i − 1}. Let m correspond to the size of the output bit-vector f ; hence, f ∈ Z 2 m . Subsequently, we model the arithmetic datapath computation as a polynomial function (or polyfunction) from
Here Z a × Z b represents the Cartesian product of Z a and Z b . In other words, the computation is modeled as a multi-variate polynomial F(x 1 , x 2 ,...,x d ) %2 m , where each x i ∈ Z 2 n i and F is computed %2 m . The equivalence problem then corresponds to checking the congruence of two polynomials: F ≡ G%2 m .
Note: Our approach is applicable to high-level descriptions of bit-vector arithmetic that can be easily abstracted as polyfunctions. For this reason, our approach cannot be used to verify a behavioural RTL model against its gate-level netlist.
The verification problem of Fig. 1 has seen a lot of interest recently in [9] [10] [11] [12] [13] . The works of [12] [13] use the same polynomial function model to derive a symbolic approach to prove/disprove equivalence of arithmetic datapaths. However, these works are restricted inasmuch as they can only provide a "yes/no" answer to the equivalence check. They cannot provide an error trace when bugs are detected. Moreover, our results also have implications on the applicability of the fundamental theorem of algebra which has been used in hardware design and verification [9] [10] [11] , as discussed below.
C. Bit-Vector Arithmetic versus the Fundamental Theorem of Algebra
Lemma I.1: Let P(x) be a degree-k uni-variate polynomial. If P(x) = 0 for (k + 1) distinct values of x, then all the coefficients of P(x) are zero.
The above lemma [14] is based on the fundamental theorem of algebra [15] . This theorem states that a degree-k univariate polynomial P(x) has exactly k complex roots, unless all its coefficients are zero. Since integers are a special case of complex numbers, this theorem holds for the set Z as well. The work of [10] used this result for equivalence verification by modeling arithmetic datapaths as polynomials, and showed that k + 1 vectors were sufficient to prove equivalence of any given degree-k polynomials. It was later extended in [14] to be applicable to multi-variate polynomials as well, and was further applied to reduce the complexity of model-checking. Also, [9] used the same concepts for polynomial extraction for high-level synthesis purposes. However, the above results are only relevant in unique factorization domains (UFDs), such as the set of real numbers (R), the set of integers (Z), finite fields (Z p , GF(p n ), p =prime) and so on. Finite-word-length arithmetic does not correspond to UFDs. Since a bit-vector of size m represents integer values reduced %2 m , bit-vector arithmetic corresponds to a ring (and not a field) Z 2 m , which contains zero-divisors. Therefore, when the bit-vector sizes are accounted for in our model, polynomials are computed modulo an integer power of 2. Consequently, factorization is not unique as shown for the polynomial F(x) = x 2 + 6x below.
The polynomial F(x) has a degree k = 2, but can be factorized in two non-unique ways; corresponding to four unique roots. In such cases, Lemma I.1 does not hold; simulating for k + 1 values such as x = 0, 2, 4, does show F = 0 but that does not mean that all the coefficients of F(x) are zero. Therefore, simulating for only k + 1 vectors is insufficient for verification. Clearly, for finite-word-length bit-vector arithmetic, properties of these class of rings (of the type Z 2 m ) need to be investigated further for simulation-based verification. This paper explores results for polynomial functions over such finite integer rings and develops solutions to such problems with applications in simulation-based verification of arithmetic datapaths.
D. Paper Organization
This paper is organized as follows: The next section reviews related work in simulation-based verification. Section III covers preliminary concepts and background material regarding polynomial functions and finite ring theory. Section IV describes the proposed results for univariate polynomials and provides the mathematical foundation for their support. These results are extended for multi-variate computations as well. Finally, Section V describes the experimental setup and results, while Section VI concludes the paper.
II. PREVIOUS WORK
Bryant, in [16] [17], used three-valued logic simulation to reduce the required number of simulation vectors for circuit verification. Subsequently, [18] incorporated some of these techniques into their framework, which provided a method for design verification at different levels of abstraction. Brand [19] proposed exploiting information from the design specification to significantly reduce the complexity of simulation. Clarke et al. further researched the problem of specifications and generators in [20] . However, BDDs were used to demonstrate a practical approach to this problem in the SimGen project [21] . Later on, Shimizu et al. [22] [23] automated this approach to verify large industrial designs. The above methods are focused towards generating the appropriate number of test vectors to ensure sufficient verification coverage. Our approach, on the other hand, applies polynomial methods that make exhaustive simulation unnecessary for arithmetic datapaths.
An algebraic approach to reducing the test vector set was proposed in [10] , and later extended in [11] . These works model the given datapaths as polynomials and apply the fundamental theorem of algebra to verify the descriptions. Recently, [14] extended the theorem to be applicable to multivariate polynomials as well. However, as mentioned earlier, these results do not always hold over the more practical cases of finite word-length bit-vector arithmetic.
The works which come closest to ours have been presented in [24] [13] . Both approaches model the given datapath as a polynomial function over a system of finite integer rings. [24] proves equivalence of fixed-size datapaths by using canonical representations of polynomials over finite rings. The concept of vanishing polynomials is used in [13] to derive a symbolic approach to test equivalence of polynomial functions. Both approaches utilize some form of algebraic simplification, which suffers from the well-known intermediate-expression swell problem [25] . In addition, these techniques cannot provide an error trace whenever non-equivalence is detected. This paper reinterprets the polynomial function model and extends the concepts presented in [8] to derive a novel solution for simulation-based verification of high-level descriptions of arithmetic datapaths. The next two sections cover some preliminary concepts, and then derive the theoretical contributions of this paper. Practical application of our work is subsequently demonstrated.
III. PRELIMINARIES
In what follows, Z corresponds to the set of integers and Z 2 m to the finite set of integers {0, 1,...,2 m − 1}, over which addition and multiplication are closed. Z 2 m [x] denotes the ring of univariate polynomials over the variable x, with coefficients from Z 2 m . We use the following multi-index notation:
..,n d and m are the input and output bit-vector sizes. Subsequently, we represent the RTL computations as polyfunctions from Z 2 n 1 × Z 2 n 2 × ··· × Z 2 n d to Z 2 m , which are defined as [8] :
It is possible for a polynomial with non-zero coefficients to vanish on such mappings, in which case it represents a nil polyfunction. Such polynomials are often called vanishing polynomials.
Example III.2:
Properties of such polynomials have been extensively studied in number theory and commutative algebra [26] [27] [8] . We summarize some of these results in the context of our work.
A. On Vanishing Polynomials
In the ring Z 2 m , let λ denote the least value such that 2 m |λ!. This value is called the Smarandache function of 2 m or SF(2 m ). For example, SF(2 3 ) = 4 as 8 divides 4! (= 4 × 3 × 2 × 1 = 8 × 3). Note that 8 does not divide 3!, and hence the least λ in question = 4.
The significance of the above concept can be explained as follows. Consider the ring Z 2 3 , where SF(2 3 ) = 4 since 2 3 |4!. Consequently, any integer that can be factored into a product of (at least) λ = 4 consecutive numbers will be divisible by 2 3 and vanish in Z 2 3 . Now consider a polynomial f (x) in the ring Z 2 3 , such that 2 3 | f (x). Therefore, if f , evaluated at x, can be represented as the product of 4 consecutive numbers (depending on x), then f would vanish in Z 2 3 . A natural example of such a polynomial is: (x)(x − 1)(x − 2)(x − 3). In this regard, Chen [27] proposed a set of monic polynomials, Y k (x), where each Y i (x) represents (in polynomial form) a product of i consecutive numbers in x. More formally, we have the following definition and corresponding result:
Definition III.2: Falling factorials of degree k are defined as:
. . .
that can be expressed as a factor of Y λ (x) will be divisible by 2 m and vanish.
When such a factorization is not feasible, it is still possible for a given polynomial to ≡ 0 %2 m . In this regard, Singmaster [26] identified the constraints on the coefficients which would determine whether the polynomial in question would vanish. We state the following result.
Lemma III.2:
. Therefore, in this case k = 2 and 
where
represents the product of λ consecutive numbers.
Example III.4: Let us explain this result using the previous example. Consider F(x) = 4x 2 − 4x over Z 2 3 . Here, λ = SF(2 3 ) = 4. However, F cannot be factored into Y 4 (x), therefore Q 4 = 0. Similarly, c 3 = 0, as F cannot be factored into Y 3 (x). Now, F can be factored using Y 2 (x), implying c 2 = 4 which is a multiple of The above results were extended by Chen [8] for multivariate polynomials in d variables over
B. Multivariate Vanishing Polynomials
The notion of exploiting the value λ for divisibility of polynomials was extended by [8] to expressions in multiple variables. Chen consequently, defines µ i , which is the minimum of λ and 2 n i , for 3 and its corresponding polynomial be F = x 2 1 x 2 − x 1 x 2 . Here, λ = 4, degree(x 1 ) = k 1 = 2 and degree(x 2 ) = k 2 = 1. Note that µ 1 = min{2 n 1 , λ} = min{2 1 , 4} = 2 = k 1 (the condition in Lemma III.3 is satisfied) and µ 2 = min{2 n 2 , λ} = min{2 2 , 4} = 4 > k 2 . Thus, F can be written as a product of mu 1 consecutive numbers in x 1 :
|c k ; where:
• c k ∈ Z is an arbitrary integer;
• Y k is from Def. III.2 and
Similar to the univariate case, this result is equivalent to c k ≡ 0%
Example III.6: Consider the polynomial 3 . We can use Lemma III.4 to prove that f is a nil polyfunction. Here,
The canonical representation for a multivariate vanishing polynomial is shown below . F(x 1 , x 2 ,...,x d ) ≡ 0%2 m if and only if it can be represented as:
where 
Here, Y <2,0> (x 1 , x 2 ) represents a product of µ 1 consecutive numbers in x 1 . Also, c <1,2> = 4 is a multiple of 8/(8, 1! · 2!) = 4. Clearly, F can be written in the form given by Eqn. 4, and is thus a vanishing polynomial. We now describe how some of these results can be used in the context of this work.
IV. THEORY

A. Univariate Polynomials
Given a polynomial function f (x) and its representative polynomial F(x) over Z 2 m , we need to reinterpret F in a way that would be more suitable for our purposes. In this context, we first define the forward difference operator (∆) [28] , which is a discrete analog to the derivative of a polynomial function.
Definition IV.1: Let F(x) be a polynomial over Z.
Let us now apply the forward difference operator on a degree-2 polynomial in x.
Example IV.1: Let F(x) = 4x 2 + 3x be a polynomial in Z. Applying the ∆ operator described in Def. IV.1, we get
= 0 We now state Newton's interpolation formula [29] based on the above definition. The proof for this formula is widely available in literature and is not reproduced here.
Definition IV.2: If F(x) is a polynomial of degree k with integral coefficients, then it can be written as
In other words, the given univariate polynomial can be expressed as an interpolation over a given set of tabulated points, which are in terms of the first value (F(0)) and the powers of the forward difference (∆). It should be noted that the binomial term in Eqn. 6 can be expanded according to,
The numerator of this term, Y i (x), is the falling factorial from Def. III.2. Eqn. 6 can now be written as:
Since F(x) has integral coefficients, the expression
is always an integer for 0 ≤ i ≤ k. Note that F(x) has a maximum of (k + 1) coefficients. This is illustrated in the following example: Example IV.2: Consider the polynomial F(x) = 4x 2 + 3x in Z. Here, the degree of F(x) : k = 2 and F can be expanded into k + 1 = 3 terms. Using, Eqn. 8 and the values computed in Example IV.1, this function can be expressed as,
= 7x + 4x(x − 1) Let us now apply the above interpretation to polynomials over finite integer rings, using the properties of vanishing expressions from Sec. III. Note that Eqns. 5 -8 still hold, since the coefficients remain integral.
Let F be any given polynomial corresponding to a polyfunction f in Z 2 m . Let λ denote the value of SF(2 m ). From Eqn. 3, F can be written as,
where, degree (R(x)) < λ. For any arbitrary
represents a multiple of λ consecutive numbers and is ≡ 0 %2 m . The degree of F(x) has now been reduced to < λ. Let us explain this representation with an example. Example IV.3: Consider the polynomial F(x) = x 4 + 3x 3 + 7x 2 + 6x over Z 2 3 . The degree of F(x) is 4. We compute λ = SF(2 3 ) = 4, and divide F(x) by Y 4 to represent it as:
Here, Q 4 = 1 and R(x) = x 3 + 4x 2 + 4x. Now, Y 4 (x) represents a product of λ consecutive numbers in Z 2 3 , and evaluates to 0%2 3 . Thus, F(x) = x 3 + 4x 2 + 4x, where the degree is now 3 < λ. Now, using Newton's interpolation formula, we know that any function with integral coefficients can be represented according to Eqn. 8. Hence, we can now rewrite F(x) as
since deg(R(x)) < λ. According to Lemma III.2, if all the coefficients b k of this expression reduce to 0 when computed % 2 m (2 m ,k!) , then R(x) (and correspondingly, F(x)) vanishes in Z 2 m .
B. Application to Equivalence Verification
We now use the concepts stated in the previous sections to obtain the following result:
Theorem IV.1: Let F 1 (x) and F 2 (x) be two polynomials with coefficients in Z 2 m . To prove
Proof: We use the the results described in previous sections to outline a systematic procedure as part of the proof for Theorem IV.1.
• Compute the value of λ. Express both F 1 (x) and F 2 (x) in the form of Eqn. 9. The degrees of R 1 (x) and R 2 (x) are now < λ.
• Represent R 1 (x) and R 2 (x) according to Newton's formula, given by Eqn. 11. The coefficients (b k ) are computed for 0 ≤ k < λ, and are unique.
• We know that if all the b k coefficients are ≡ 0% 2 m (2 m ,k!) , then the polynomial vanishes. We can use this property to prove equivalence according to:
or
Thus, for each pair of corresponding coefficients b k (F 1 ) and b k (F 2 ), check if they are congruent modulo
• If this check fails, then the polynomials are not equivalent. We halt the procedure. Else, we repeat the above step for all
Following the above procedure, we need to compute and compare the b k values for at most λ steps. Computation of each coefficient
is evaluated a maximum of λ consecutive times.
Theorem IV.1 directly follows from this procedure. Example IV.4: Consider the polynomials F 1 (x) = x 5 + 15x 4 + 5x 3 + x 2 + 2x + 8 and F 2 (x) = x 4 + 10x 3 + 3x 2 + 2x + 8 over Z 2 4 . Here, λ(2 4 ) = 6. To check their equivalence, we need to compare the values of F 1 (x) and F 2 (x) for any 6 consecutive values of x. F 2 (3)%2 4 ; hence, these two polynomials are not the same in Z 2 4 .
C. Multivariate Polynomials
The results of the previous section can be easily extended to arbitrary polynomials in d variables.
Given any polynomial F(x) corresponding to the polyfunction f :
From Lemma III.3, 3 . Here, λ = 4, and µ 1 = min{2, λ} = 2 and µ 2 = min{4, λ} = 4. We represent the polynomial as,
In this case, Y <2,0> (x 1 , x 2 ) is a product of µ 1 = 2 consecutive numbers in x 1 and thus vanishes %2 3 . Thus, F(x) = R(x) = 3x 1 x 2 2 + 4x 1 x 2 and has a degree k =< 1, 2 >, where
We now define Newton's interpolation formula for multiple variables.
Definition IV.3: Let F be a polynomial in d variables
Then, Newton's formula can be written in multi-index notation as,
In the above, i ≤ k implies that
Again, note that maximum degree of F(x) < µ. Proof: The proof is based on the corresponding procedure for univariate polynomials, which is extended and reproduced below.
• Compute the values µ 1 ,...,µ d . Express both F 1 (x) and F 2 (x) in the form of Eqn. 14. The degrees of R 1 (x) and R 2 (x) are now < µ.
• Represent R 1 (x) and R 2 (x) according to Newton's formula, given by Eqn. 17. The coefficients (b k ) are computed for all k, where 0 ≤ k i < µ i , and are unique.
• We know that if all the b k coefficients are ≡ 0%
, then the polynomial vanishes. As in the univariate case, we use this property to prove equivalence. Thus, for each pair of corresponding coefficients b k (F 1 ) and b k (F 2 ), check if they are congruent modulo
.
• If this check fails, then the polynomials are not equivalent. We halt the procedure. Else, we repeat the above step for all b k . Following the above procedure, we need to compute and compare the b k values for the tuples
where each k i can take on any µ i consecutive values. This requires evaluation of
Theorem IV.2 can be inferred from the above procedure. Example IV.6: Let us now consider the polynomials
Here, µ 1 = 2 and µ 2 = 4. We need to check if F 1 ≡ F 2 %2 3 . Therefore, we evaluate both polynomials for a maximum of µ 1 · µ 2 = 8 tuples. Here, x 1 can take any µ 1 = 2 consecutive values and x 2 can take any µ 2 = 4 consecutive values. Evaluating for x 1 = 0, 1 and x 2 = 0, 1, 2, 3 for Z 2 3 , we get
Since F 1 (x) ≡ F 2 (x) for 2 consecutive values of x 1 and 4 consecutive values of x 2 , the two polynomials are equivalent.
V. RESULTS
Using the results from Theorems IV.1 and IV.2, we have been able to perform simulations over a number of designs collected from a variety of benchmark suites.The results are presented in Table I .
The first example is an image rejection computation. The phase-shift keying (PSK) [4] is used in digital communication. The polynomial filters [30] are Volterra models of polynomial signal processing applications. MIBench is a 9 th -degree polynomial from [31] . The anti-aliasing function is commonly used in MP3 decoders and is from [4] . Horner polynomials [32] are commonly used in DSP -often implemented using multiplyadd-accumulate units. In [4] , it was shown how computations by these MAC units can be extracted as polynomials in Horner's form. The last example is a vanishing polynomial of degree 10.
Some of these designs were available as RTL code. The others were available as high-level specifications in MATLAB or C code. RTL code for these reference designs was automatically generated using the MATLAB Simulink and Filter Design toolboxes (particularly for the digital filter designs) [3] . Once the reference RTL descriptions were obtained, they were further optimized using techniques from [4] and [5] . In [4] , application of high-level restructuring and symbolic algebrabased transformations was presented for high-level synthesis. These include factorization and expansion, tree-height reduction, etc. The recent work of [5] has derived a sequence of polynomial algebra based transformations to reduce the areacost of the implementation. This is achieved by modulating and segmenting the coefficients and subsequently removing algebraic redundancy (vanishing polynomials). These transformations were applied to the original RTL description to obtain functionally equivalent implementations.
Subsequently, the data-flow graphs for the original and optimized RTL descriptions were extracted using GAUT [33] . Traversing the DFGs from the inputs to the outputs, the polynomial representations were constructed. The datapath sizes of both inputs and outputs (n 1 ,...,n d and m) were also recorded. Using the proposed results, the maximum number of required test vectors was determined for all benchmarks. The descriptions were then simulated with these vectors to verify equivalence. We also wanted to analyze the performance of our approach in the presence of bugs. To verify that our algorithm can detect non-equivalence of designs, we experimented with some designs by arbitrarily changing one or more of the coefficients. In all cases, we were able to detect the erroneous values within the required number of simulations.
A. Limitations of our approach
Our approach works only on arithmetic datapaths whose functionality can be captured as polynomial functions. Hence, we cannot apply our technique to verify gate-level netlists. Also, many DSP systems implement some form of computation approximation, by incorporating various rounding schemes. Our approach is currently restricted inasmuch as it cannot verify those datapaths where intermediate signals have varying precision (due to rounding). Similarly, saturation arithmetic architectures can also not be verified using our technique. Analysis of such designs requires substantially more work, and is the subject of our future investigations.
VI. CONCLUSIONS
We have presented a method to determine simulationbounds for equivalence verification of high-level descriptions of arithmetic datapaths. Our approach models the design as a polyfunction from Z 2 n 1 × Z 2 n 2 × ... × Z 2 n d → Z 2 m . Established concepts from number theory and commutative algebra have been analyzed and extended to derive the requisite theoretical results. Practical application of these results was also demonstrated for simulation-based verification. We were able to verify equivalence for a number of circuits by simulating the RTL descriptions. Also, the bugs in the design were detected within the proposed bound. As part of future work, we are investigating applications of the proposed results to various other 
