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Kurzfassung 
In der heutigen Wissenschaft –und Geschäftswelt ist das Lesen und Verarbeiten großer In-
formationsmengen immer wichtiger geworden. Deswegen wird nach Lösungen zur Ver-
besserung der Informationserfassung und Informationsbearbeitung gesucht. Ein möglicher 
Ansatz ist der Einsatz großer, hochauflösender Displays. Mit Hilfe dieser Displays gibt es 
Möglichkeiten größere Informationsmengen auf einmal darstellen zu können. Das kann in 
paralleler Darstellung mehrerer Texte oder zusätzlicher Informationsebenen resultieren. 
Desweiteren sollen Alternativen zu herkömmlichen Eingabegeräten, wie Tastatur oder 
Maus, untersucht werden. Dabei kann der zukünftige Benutzer mit dem System interagie-
ren, indem er Handbewegungen oder den Abstand zum Monitor als Hilfsmittel zur Inter-
aktion nimmt. Die Bewegungen können von einem Bewegungserkennungssystem erfasst 
werden und die gewünschte Aktion ausführen. So kann der Abstand zwischen dem Benut-
zer und dem Monitor dazu genutzt werden, um die Schriftgröße zu beeinflussen. 
In dieser Arbeit wird der Einsatz große, hochauflösender Displays im Zusammenhang mit 
Textlesen und Textverstehen untersucht. Dabei wird insbesondere auf die verschiedenen 
Interaktionsmöglichkeiten, die sich aus der Kombination von großen, hochauflösenden 
Displays und Bewegungserkennungssystem entstehen, eingegangen. Auch die Darstellung 
des Textes und der Position des Lesers relativ zu den Displays soll auf Vorteile und Nach-
teile untersucht werden. Diesbezüglich wird eine Studie durchgeführt und ihre Ergebnisse 
statistisch erfasst und anschließend diskutiert werden. 
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1 Einleitung 
In der Einleitung wird es zuerst Hintergrundwissen zum Thema „große, hochauflösende 
Displays“ vermittelt. Anschließend werden die Aufgaben, die in dieser Diplomarbeit an-
gegangen werden, ausführlich erläutert. 
1.1 Hintergrund 
Parallel zu dem Aufstieg der Wissensgesellschaft geht auch eine wachsende Informati-
onsmenge in unserem Alltag einher. Das Datenvolumen ist im kommerziell (Digitalisie-
rung aller aktuellen Daten und Daten in Papierformat) und im privaten Bereich (digitale 
Sicherung der Fotos und Unterlagen) gestiegen. Das Lesen und Verarbeiten von solchen 
Informationen im kommerziellen und privaten Bereich hat deshalb in letzter Zeit immer 
mehr an Bedeutung gewonnen.  
Die parallele Darstellung mehrerer unterschiedlicher Informationsansichten nebeneinan-
der ist durch den Einsatz großer, hochauflösender Displays einfacher und effizienter zu 
realisieren. Da mit dem Einsatz von solchen Displays mehr Oberfläche zum Darstellen 
von Informationen zur Verfügung steht, können diese Informationen nach bestimmten 
Kriterien auf den Displays verteilt und angezeigt werden. In Abbildung 1.1 wird eine 
Menge Daten (fünf Informationsschichten jeweils in einer anderen Farbe) auf den Dis-
plays dargestellt, aber ein Gefühl von Informationsüberflutung kommt nicht auf, weil die 
Daten sortiert und geordnet angezeigt werde. Wenn diese fünf Informationsschichten auf 
einem herkömmlichen 20 Zoll Monitor angezeigt werden müssten, wäre der Benutzer 
schnell überfordert. Um diese fünf Informationsschichten auf einem 20 Zoll Monitor dar-
stellen zu können, müssten sie entweder auf fünf verschiedene Fenster aufgeteilt oder auf 
eine Minimalgröße, sodass alle fünf parallel angezeigt werden können, verkleinert wer-
den. Das führt nach persönlicher Erfahrung zu Unübersichtlichkeit. 
 
Abbildung 1.1 Große, hochauflösende Displays mit fünf Informationsschichten[1] 
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Dabei ist nicht nur die parallele Darstellung mehrerer Dateien, sondern auch ein Überblick 
über den Inhalt oder Informationsmenge möglich. Durch die zunehmende Verwendung 
großer, hochauflösender Displays im privaten und beruflichen Umfeld kann das schnelle 
Lesen und Verarbeiten von Informationen noch abwechslungsreicher und effizienter ge-
staltet werden. Die Probleme, wie Informationsüberflutung, können mit Hilfe dieser Vor-
gehensweise gelöst werden. 
1.2 Aufgabenstellung 
Die Aufgabe dieser Diplomarbeit ist die Untersuchung der Darstellungsmöglichkeiten ei-
ner oder mehrerer Texte auf großen, hochauflösenden Displays. Dabei soll eine parallele 
Darstellung mehrerer Texte erlaubt sein. Außerdem soll der Benutzer in der Lage sein, ei-
nen Überblick über den Inhalt der Textdateien und die hierarchische Struktur der offenen 
Textdateien aufrufen zu können. Um mit dem System interagieren zu können, soll die Po-
sition des Nutzers benutzt werden. Mit Hilfe eines Bewegungserkennungssystems soll der 
Benutzer mit den Texten interagieren, indem er Abstand zu den Displays und die eigenen 
Position dazu verwendet Einfluss auf die Darstellung auszuüben. Dabei kann er die Ver-
änderung der Buchstabengröße durch zuvor genannte Methoden, erzielen.  
Mit der abschließenden Nutzerstudie soll die Implementierung des Prototyps getestet wer-
den. Dabei besteht die Studie aus zwei Teilen. Im ersten Teil soll der Zusammenhang zwi-
schen Schriftgröße des Textes und der Distanz des Lesers zum Bildschirm, auf dem der 
Text angezeigt wird, untersucht werden. Dabei sollen die Resultate zur Entwicklung der 
Formel 𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧) genutzt werden. Die Distanz ist die Entfernung 
vom Benutzer zum Bildschirm im 3D-Raum und soll als einzige Parameter direkten Ein-
fluss auf die Schriftgröße des zu lesenden Text haben. Im zweiten Teil der Studie wird der 
Prototyp im Einsatz getestet, um mögliche Schwächen und Optimierungsmöglichkeiten zu 
ermitteln.  
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2 Verwandte Arbeiten 
In diesem Kapitel werden die verwandten Arbeiten auf den Gebieten der hochauflösenden 
Displays, Texterfassung und Bewegungserkennungssystem behandelt. Das soll einen 
Blick in die jeweiligen Gebiete ermöglichen, die später für diese Diplomarbeit relevant 
sein werden. 
2.1 Hochauflösende Displays 
In diesem Unterkapitel werden die verwandten Themen zur hochauflösenden Displays be-
handelt. Dabei wird auf folgende wissenschaftliche Beiträge eingegangen: „A Real-Time 
Framework for Natural Multimodal Interaction with Large Displays“, „Drunken Ed: A 
Balance Game for Public Large Screen Displays“, „A comparative ergonomics study: Per-
forming reading-based tasks on a large-scale tabletop vs. Laptop“, „Designing Large 
High-Resolution Display Workspaces“ und „With Similar Visual Angles, Large Displays 
Improve Spatial Peformance“. Diese Beiträge werden zusammengefasst und ihr Beitrag zu 
dieser Diplomarbeit erläutert.  
A Real-Time Framework for Natural Multimodal Interaction with Large Displays : ein 
gutes Mensch-Maschine-Interaktionssystem sollte die natürliche Interaktion, die Men-
schen im Alltag gewohnt sind, nachahmen. Wenn Sprache und Gestik kombiniert werden, 
wird ein Interaktionssystem erschaffen, das mächtiger ist, als wenn Sprache und Gestik 
getrennt nachgeahmt werden [2]. 
Die wichtigste Eigenschaft dieses Framework ist die Verwendung von Sprache und Gestik 
zur Erschaffung einer Benutzerschnittstelle. Außerdem ist der Einsatz großer, hochauflö-
sender Displays sehr nützlich, um dem Benutzer Feedback zu liefern. Hochauflösende 
Displays eigenen sich besonders für die Interaktion mit räumlichen und geozentrischen 
Daten, Umgebung der virtuellen Realität oder Systemen, und mit mehreren Benutzern 
gleichzeitig. Die Interaktion zwischen dem Benutzer und dem System besteht aus 3 Pha-
sen: Initialisierungsphase, Interaktionsphase und Terminierungsphase [2]. 
 
Abbildung 2.1 Model der Interaktionssitzung[2] 
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Während der Initialisierungsphase wird die Verbindung zwischen Benutzer und System 
aufgebaut. Dann kommt die Interaktionsphase, in der eine Interaktion zwischen Benutzer 
und System stattfindet. Und schließlich wird die Verbindung in der Terminierungsphase 
beendet, siehe Abbildung 2.1[2]. 
Wie in der Abbildung 2.2 ersichtlich ist, wird das System und ihre wichtigsten Bestandtei-
le in verschiedene Ausführungsthreads aufgeteilt. Die visuellen Komponenten verschlin-
gen den größten Teil der Ressourcen, die zur Verfügung stehen. Da die meisten Kompo-
nenten zeitversetzt laufen, ist die Architektur für die Ausführung mehrerer Threads paral-
lel entwickelt worden. Das Message Passing und direkte Thread-Synchronisierung werden 
bei der Kommunikation zwischen den einzelnen Komponenten verwendet [2]. 
 
 
Abbildung 2.2 Überblick über die Systemarchitektur[2] 
Die Idee der Interaktion zwischen Mensch und Maschine mit der Gestik ist für diese Dip-
lomarbeit besonders interessant, weil ein ähnlicher Ansatz verwendet wird. Anstatt aber 
mit Gestik kommuniziert der Benutzer in diesem Fall mit der Position seines eigenen 
Körpers und beeinflusst so die Darstellung des zu lesenden Textes dadurch. 
Drunken Ed: A Balance Game for Public Large Screen Displays: Drunken Ed ist ein spe-
ziell für öffentliche Displays entwickeltes 2D-Spiel. Dabei muss der Spieler mit Hilfe sei-
ner Körperhaltung den betrunken Ed steuern. Das Spiel bittet intuitive Interaktionstechni-
ken für große, hochauflösende Displays. Mit Hilfe des Körpers des Spielers, der sich in 
einem relativen Winkel zu dem Boden befindet, versucht man den betrunkenen Ed in 
Gleichgewicht zu halten, siehe Abbildung 2.3. Die Körperhaltung des Spielers entspricht 
dabei der Körperhaltung von Ed. Diese direkte Art der Kontrolle ist einfach und schnell zu 
erlernen [3]. 
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Das Spiel basiert auf folgenden Prinzipien, was es für den Einsatz auf großen, hochauflö-
senden Displays geeignet machen soll [3]: 
Schlichtheit: Das Spiel muss einfach zum Spielen und Erlernen sein, weil die Benutzer öf-
fentlicher Displays oft nur eine kurze Zeitspanne zur Verfügung oder andere Prioritäten 
haben. Deswegen hat dieses Spiel nur eine Interaktionstechnik (eigene Körperhaltung) 
und ein Ziel (nach rechts laufen). 
 Kürze: Weil die vorbeigehenden Personen oft nicht die Absicht haben sich länger mit 
dem Spiel zu beschäftigen, wurde die Einlernphase kurz und das Spiel simpel gehalten.  
Annehmbarkeit: Der Inhalt des Spiels sollte für die Öffentlichkeit annehmbar sein. Ob-
wohl ein Spiel mit einer betrunkenen Spielfigur moralisch womöglich fragwürdig erschei-
nen könnte, haben die Interviews ergeben, dass dieses Szenario in der Öffentlichkeit weit-
gehend akzeptiert und als amüsant empfunden wird.  
Zugänglichkeit: Das Spiel soll keine Vorkenntnisse oder spezielle Fähigkeiten erfordern 
und von jedem gespielt werden können.  
Flexibilität/Anpassungsfähigkeit: Die unerwarteten Szenarien (unerwartetes Verlassen des 
Spielbereichs) oder Fehler sollen keinen dauerhaften Schaden verursachen und leicht be-
hoben werden können. 
Nach der Entwicklung des Prototypen wurde das Spiel entsprechend der Nielsens 10 Usa-
bility Heuristics[4] analysiert und folgende Erweiterungen in das Spiel übernommen: (1) 
Steile Lernkurve bedeutet eine kurze Einführung zum Erlernen der Interaktionsmöglich-
keiten und das Einfügen zusätzlicher Hinweise. (2) Erstellung eines Auswahlmenüs mit 
gesten-basierten Interaktionsmöglichkeiten anstatt mit Buttons. (3) Unsichtbare Grenzen, 
die Beim Verlassen des optimalen Trackingbereichs eine Warnung triggern und diese 
dann anzeigen lassen [3]. 
 
Abbildung 2.3 Spielszene aus „Drunken Ed“ [3] 
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Die Interaktion mit dem System mit Hilfe des eigenen Körpers wird auch in dieser Dip-
lomarbeit verwendet. Dabei ist die Position des Körpers entscheidend und nicht seine 
Ausrichtung. Durch die selbstgewählte Entfernung zum Bildschirm kann der Leser die 
Darstellung des Textes manipulieren. 
A comparative ergonomics study: Performing reading-based tasks on a large-scale table-
top vs. Laptop: Neue Mensch-Maschine-Interaktionsmöglichkeiten sind das Ergebnis der 
Entwicklung der letzten Jahrzehnte. Als eine der Möglichkeiten sind sogenannte interakti-
ve Tische zu nennen, siehe Abbildung 2.4. Das ist eine Kombination aus einem Computer 
und einem Tisch, also ein Tisch mit einem Bildschirm als Oberfläche. Die Entwicklung 
solcher technischen Errungenschaften ermöglicht neue Interaktionsmöglichkeiten. So ist 
zum Beispiel eine Kombination aus persönliche (von Angesicht zu Angesicht) Diskussion 
und Mensch-Computer Interaktion möglich. Der Computer kann als Hilfsmittel zur Ver-
teilung und Speicherung der Dokumente, die diskutiert werden, verwendet werden[5]. 
Diese Studie soll die Auswirkung der Verwendung von großen interaktiven Tische (Meter 
auf Meter) auf die Ergonomie untersuchen. Dazu werden ein normaler Laptop mit einem 
interaktiven Tische verglichen, indem die üblichen Leseaufgaben ausgeführt werden müs-
sen. Die Unterschiede liegen in der Größe (interaktiver Tische >> Laptop) und der Anzei-
geausrichtung ( Vertikal vs. Horizontal). dafür bieten die Laptops normalerweise eine hö-
here Auflösung als die interaktiven Tische [5]. 
Es haben 11 männliche und 5 weibliche Studenten, zwischen 22 Jahre und 26 Jahre, an 
der Studie teilgenommen. Alle hatten bereits Erfahrung im Umgang mit Computern. Der 
Aufbau bestand aus einem interaktiven Tische 47 Zoll LCD TV (Modell: Skyworth 
47L02RF) mit einer Auflösung von 1024*768 und einem Laptop 14 Zoll LCD mit einer 
Auflösung von 1024*768. Jeder Teilnehmer musste jeweils vier Aufgaben absolvieren: 
Präferenzen in den Farbeistellungen, Leseaufgabe, Helligkeitsanpassung und Beantwor-
tung des Fragebogens [5]. 
 
Abbildung 2.4 Interaktiver Tisch im Einsatz[6] 
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Als Ergebnis der Studie sind folgende sechs Probleme mit der Verwendung von interakti-
ven Tischen ermittelt worden: Augenbelastung tritt schneller auf als beim Laptop, größere 
Nackenbelastung verursacht durch die nach vorne geneigte Leseposition, größere Bild-
schirmoberfläche resultiert in zusätzliche Augen- und Kopfbelastung, größere Bild-
schirmoberfläche resultiert in größerer Schriftgröße, größere Schriftgröße mit niedriger 
Auflösung reduziert den Informationsinhalt im Sichtbereich und der Ghosting-Effekt führt 
zu erhöhter Augenbelastung und Müdigkeit [5]. 
Um die Verschlechterung der Benutzerfreundlichkeit und Leistungsfähigkeit zu vermei-
den, sollten die interaktiven Tische eine höhere Auflösung zur Verfügung haben. Außer-
dem sind der Sichtbereich und die Regelung der Helligkeit für den erfolgreichen Einsatz 
der interaktiven Tische wichtig [5]. 
Die negative und positiven Auswirkungen der größeren Displays auf die Ergonomie sind 
auch für diese Diplomarbeit von Interesse, da in dieser Arbeit große, hochauflösende Dis-
plays verwendet werden. Somit können die eventuellen Probleme im Voraus erkannt und 
Lösungen dafür entwickelt werden, bevor die Nutzerstudie zur dieser Diplomarbeit be-
ginnt. Dadurch kann nach der Analyse der Studie auf die aufgetretenen Probleme besser 
reagiert werden, weil manche Probleme vor der Studie erkannt und beseitigt wurden. 
Designing Large High-Resolution Display Workspaces: Die breite Vielfalt an großen, 
hochauflösenden Displays stützt sich auf den Verwendungszweck, die physische Beschaf-
fenheit und die Technik, die zur Entwicklung und Herstellung verwendet wurde. Die Grö-
ße variiert von klein (ein zusätzlicher Bildschirm als Erweiterung) bis groß (riesige 
Powerwalls, die in der Lage sind, mehrere Informationslandschaften und große Daten-
mengen darzustellen). Die Erwartungen der Benutzer und der Einsatzzweck hängen von 
der Gestaltung der großen, hochauflösenden Displays ab. Die Aufgaben und Interakti-
onsmöglichkeiten werden durch die Umgebung beeinflusst. So sind Interaktionsmöglich-
keiten in einer großen Gruppe eingeschränkter als bei einem Ein-Mann-Arbeitsplatz. In 
dieser Arbeit werden die Möglichkeiten der großen, hochauflösenden Displays in der Bü-
roumgebung und damit verbundenen Aufgaben untersucht [7]. 
Eine Powerwall kann aus mehreren LCD-Bildschirmen bestehen und ist besonders bei der 
Darstellung größerer Datenmengen effektiv, siehe Abbildung 2.5. Eine spezielle Schnitt-
stelle ist für das Anzeigen der gerenderten Daten verantwortlich und wird von einem Ver-
bund von Rechnern benutzt. Wie bereits erwähnt, kann eine Powerwall aus mehreren 
LCD-Bildschirmen bestehen. Es ist auch möglich, statt LCD-Bildschirmen Projektoren zu 
verwenden. Der Nachteil bei der Benutzung von Projektoren ist der immense Platzbedarf, 
aber auch die niedrigere Pixeldichte und geringere Bildschärfe. Der typische Aufgabenbe-
reich der Powerwall ist die Darstellung hochdetaillierter Bilder, wie zum Beispiel die Sa-
tellitenbilder. Die alltäglichen Aufgaben im Büro sind dagegen weniger für die Power-
walls geeignet, da die Wartung und Bedienung solcher Systeme nicht für jeden Benutzer 
verständlich ist. Für die Benutzung der Powerwall ist mit zusätzlichen Aufwand bei der 
Justierung zu rechnen. Außerdem muss die Powerwall für die Benutzung im Vorraus re-
serviert werden [7]. 
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Abbildung 2.5 Eine Powerwall aus mehreren LCD-Bildschirmen [7] 
Eine andere Einsatzmöglichkeit der hochauflösenden Displays ist die Verwendung der 
Multi-Monitor Umgebungen (siehe Abbildung 2.6). Im Gegensatz zur Powerwall, bei der 
mehrere Bildschirme ein einheitliches Bild darstellen sollen, werden bei Multi-Monitor 
Umgebungen die Bildschirme für verschiedene Aufgaben verwendet. So ist es zum Bei-
spiel möglich ein Bildschirm für das E-Mail-Programm zu verwenden und den anderen 
Monitor für die Buchhaltung. Bei größerer Anzahl an Monitoren können auch mehr Auf-
gaben auf die Bildschirme verteilt werden [7]. 
 
Abbildung 2.6 Multi-Monitor Umgebung [7] 
Es wurde bei der Verwendung von großen, hochauflösenden Displays beobachtet, dass 
die Benutzer vom Bildschirm weiter weggehen, um den gesamten Sichtbereich zu über-
blicken. Das hat wiederrum den Nachteil, dass die Detailliertheit, die die hohe Auflösung 
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bietet, vermindert wird. Die Benutzer sollen dazu animiert werden, nicht den großen 
Überblick zu suchen, sondern sich auf bestimmte Bereiche zu konzentrieren, um die De-
tails nicht aus den Augen zu verlieren [7]. 
Bei den Bildschirmeinstellungen existieren verschiedene Möglichkeiten, die verschiedene 
Reaktionen beim Benutzer auslösen können. Wenn die Bildschirme auf Augenhöhe ange-
bracht sind, sind die meisten Benutzer dazu geneigt, sich weiter weg vom Bildschirm zu 
bewegen. Somit können sie die gesamte Bildfläche überblicken. Die Nutzung der Stan-
dard-Office Produkte erschwert sich durch die Distanz. Die Bildschirme auf einer  niedri-
geren Höhe können den Benutzer dazu animieren sich hinzusetzen. Somit können die 
Standard-Office Produkte besser verwendet werden [7]. 
Es stehen vier Möglichkeiten zur Auswahl, bei denen die Tastatur eingesetzt werden kann: 
(1) auf dem Arbeitstisch, (2) viele Tastaturen an verschiedenen Positionen, (3) mobile 
Tastaturablage oder (4) Tastatur am Arbeitsstuhl befestigten. Bei der Platzierung der 
Maus gibt es ebenfalls verschiedenen Möglichkeiten, (1) Schnurlose Maus auf der Tasta-
turablage, (2) Handheld Gyro-Maus, (3) Maus an der Armlehne befestigt [7]. 
Die Erkenntnis besteht darin, dass auch kleine, scheinbar unbedeutende Veränderungen an 
den Bildschirmeinstellungen große Wirkung erzielen und die Wahrnehmung des Benut-
zers beeinflussen können und sollte bei den Einstellungen für die Nutzerstudie berücksich-
tigt werden. Je nachdem, wie zum Beispiel die Höhe der Bildschirme eingestellt ist, kann 
es bewirken, dass der Benutzer entweder weiter weggeht oder näher rankommt. Folgende 
Beobachtungen können bei der Entwicklung meines Prototyps helfen, um die Reaktionen 
der Benutzer besser vorherzusehen und den Prototypen besser anzupassen. 
With Similar Visual Angles, Large Displays Improve Spatial Peformance: Es wird ange-
nommen, dass der Trend am Arbeitsplatz Richtung Multi-Monitor Umgebung geht. Da es 
am Arbeitsplatz viele verschiedene Arten von Displays mit eventuell unterschiedlichen 
Eigenschaften existieren können, sind diese Displays für diverse Anwendungsmöglichkei-
ten mehr oder weniger geeignet. Um herauszufinden wie jeder dieser Displays sich an den 
Arbeitsplatz einfügt, wurde ein System namens „Display Garden“ aufgebaut. „Displays 
Garden“ besteht aus mehreren Displays, wie interaktive Whiteboards oder mobile LCD-
Anzeigen, die sich schnell konfigurieren lassen. In dieser Abhandlung werden die Groß-
flächenprojektionssysteme als eine der Komponenten näher untersucht. Die erste Studie 
besteht aus zwei Aufgaben, dem Leseverständnis und der räumlichen Aufgabe. Die Teil-
nehmer der Studie absolvieren beide Aufgaben an dem Großflächenprojektionssystem und 
dem kleineren Desktop-Monitor. Es werden nur Distanz und Größe als Parameter berück-
sichtigt, der Blickwinkel bleibt konstant (siehe Abbildung 2.7) [8]. 
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Abbildung 2.7 Blickwinkel konstant, Distanz und Schriftgröße variabel [8] 
An dem ersten Experiment haben 24 Studenten, zwischen 19 und 32 Jahre, teilgenommen. 
Alle waren erfahrene Computerbenutzer und wurden für die Teilnahme an der Studie be-
zahlt. Es wurden zwei Displays benutzt, der Eiki Powerhouse One LCD-Projektor und ein 
18“ Sony Trinitron E400 CRT Monitor. Beide hatten eine Auflösung von 1024*768 und 
ungefähr die gleiche Helligkeit. Vor dem Beginn hat jeder der Teilnehmer eine Hinter-
grundbefragung ausgefüllt, ein Eingabegerät bekommen und die Sitzeinstellungen über-
prüft (siehe Abbildung 2.8) [8]. 
 
Abbildung 2.8 Eingabegerät und Sitzposition einstellen [8] 
Um den Einfluss der Displaygröße auszuwerten, wurde der „Guilford Zimmermann Spati-
al Orientation Test“ angewandt [9]. Bei diesem Test wurde jedem Teilnehmer zwei Bilder 
mit einer Auswahl der Antwortmöglichkeiten vorgegeben. Die Teilnehmer hatten zweimal 
fünf Minuten Zeit, um jeweils 30 Fragen so schnell und so präzise wie möglich zu beant-
worten. Zusätzlich wurde ein Leseverständnistext durchgeführt, bei dem die Aufgabe da-
rin bestand, den Text durchzulesen und anschließend die Fragen zu beantworten. Dabei 
wurden verschiedene Schriftgrößen verwendet. Nach den beiden Aufgaben musste jeder 
Teilnehmer einen Fragebogen ausfüllen. Die Resultate lassen sich in drei Teilbereiche 
aufteilen. Der „Guilford Zimmermann Spatial Orientation Test“ hat ergeben, dass bei der 
Verwendung von kleinen Displays die Anzahl der richtigen Antworten bei 43,8 %  und 
bei den großen Displays bei 55,4% lag. Beim Leseverständnistest hat die Analyse der Da-
ten ergeben, dass es keine signifikanten Unterschiede bei der Verwendung von verschie-
denen Display- und Schriftgrößen gibt. Der abschließende Fragebogentext ergab, dass bei 
der Lösung des „Guilford Zimmermann Spatial Orientation Test“ die Mehrheit große Dis-
19 
 
plays bevorzugt. Für die Leseverständnisaufgabe könnte keine der beiden Displaygrößen 
eine Bevorzugung erzielen [8]. 
Beim zweitem Experiment nahmen 24 Studenten, die an dem ersten Experiment nicht da-
bei waren, teil. Das Alter der Teilnehmer variierte von 18 bis 56 Jahre alt. Für die Teil-
nahme wurden die Studenten entlohnt. Der Aufbau war identisch mit dem vom ersten Ex-
periment und es wurde für diesen Teil der Studie der „Shape Test“ (abgeleitet von „Guil-
ford Zimmermann Spatial Orientation Test“)  angewandt. Bei diesem abgeleiteten Test 
werden abstrakte Bilder anstatt realistischer Bilder gezeigt. Das Ergebnis ergab, dass die 
kleinen Displays beim „Shape Test“ besser abgeschnitten haben als die großen Displays. 
Daraus lässt sich die Vermutung ableiten, dass die großen Displays die egozentrische Ro-
tation (Rotation des eigenen Körpers in der Umgebung) fördern [8]. 
Insgesamt lässt sich sagen, dass beim Leseverständnis weder kleine noch große Displays 
im Vorteil sind. Außerdem begünstigen die großen Displays beim Lösen von Aufgaben 
die egozentrische Herangehensweise [8]. 
Für diese Diplomarbeit lässt sich ableiten, dass der Einsatz großer, hochauflösender Dis-
plays das Leseverständnis nicht automatisch erleichtert oder verbessert. Die Applikation 
muss zusätzliche Funktionen bieten, die zusammen mit den großen, hochauflösenden Dis-
plays dem Benutzer das Lesen erleichtern. Der zusätzliche Platz, den die großen Displays 
bieten, sollte dazu verwendet werden, um zusätzliche Informationen zu dem Text anzei-
gen zu lassen. Das sollte dem Benutzer beim Lesen zusätzlich eine nützliche Hilfestellung 
geben. 
2.2 Texterfassung 
Die Verwendung von früheren Textdarstellungsmöglichkeiten (wie Stein oder Papier) 
machte den Text statisch und dadurch war dieser Text nicht in der Lage auf den Leser zu 
reagieren. Erst durch die Übertragung der Text auf digitale Geräte, können wir die Vortei-
le der dynamischen  Ressourcen folgender Geräte zu unserem Nutzen verwenden: Eye 
Tracking, Speech IO (Sprachein- und Ausgabe) und QuickSim [10]. Im diesem Unterkapi-
tel werden folgende Themen behandelt: Das Text 2.0 Framework und a Comparison of 
Reading Paper and On-Line Documents. 
Das Text 2.0 Framework ist ein einfach zu benutzendes Framework, mit dessen Hilfe das 
Erstellen der Applikationen, die auf Augenkontakt reagieren, möglich ist. Der Schwer-
punkt der Applikationen liegt auf Textverstehen. [11] 
Text 2.0 reagiert entsprechend der Programmierung während er von dem Benutzer gelesen 
wird. Die dazu notwendigen Komponenten sind Eye-Tracking, der gelesene Text und In-
teraktion in Echtzeit. Der Text 2.0 ist in der Lage sich an Modus des Benutzers anzupas-
sen. Das Reduzieren der Information, wo sie nicht gebraucht wird und das Bereitstellen an 
mehr Informationen, wo sie gebraucht wird, sind die Vorteile, die der Text 2.0 mit sich 
bringt [11]. 
Mit den heutigen Eye-Tracking Frameworks ist keine einfache Erstellung einer textbasier-
ter, interaktiven Applikation möglich, da viele verwandte Aspekte, wie Rendering, Lay-
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out, dynamische Modifikation des Inhalts und die Unterstützung der Graphik und Anima-
tion, sehr zeitraubend zu implementieren sind [11]. 
Es wird empfohlen HTML und Web Browser als Grundlage für weitere Entwicklungen zu 
verwenden. Die meisten erwähnten Probleme im Hypertextbereich sind schon gelöst wor-
den. Ein weiterer Grund für die Verwendung von HTML, JavaScript und CSS ist die Viel-
falt an verfügbarer Literatur. Außerdem erleichtert die Verwendung von üblichen Pro-
grammiersprachen und Konzepten den Einstieg für Anfänger in den Eye-Tracking Bereich 
und der Entwicklung der Applikationen [11]. 
Das Wichtigste an dem Design des Application-Programming-Interfaces ist die Eigen-
schaft sich in das vorhandene Event Handling und die Programmierschnittstelle auf natür-
liche Art und Weise einfügen zu können. Es wurden neue Attribute, die in den meisten 
HTML Tags definierbar sind, Fixierungshandhabung und Leseereignisse ähnlich den 
Mausereignissen, hinzugefügt [11]. 
onFixation spezifiziert einen entsprechenden Handler, der ausgeführt wird, wenn der Be-
nutzer die Fixierung auf dieses Element beginnt oder beendet [11]. 
onGazeOver und onGazeOut arbeiten auf die ähnliche Art und Weise, wie die bereits vor-
handenen onMouseOver und onMouseOut Handler. Sobald der Benutzer auf ein Element 
schaut, wird der onGazeOver Handler aufgerufen. Der Handler onGazeOut wird aufgeru-
fen, wenn der Blick des Benutzers das Element verlässt [11]. 
onPerusal und onRead werden aufgerufen, wenn das Lese- oder Skimmingverhalten 
durch das Plug-In entdeckt wird. In diesem Fall wird der zuständige Handler regelmäßig 
auf jede neue Fixierung aufgerufen. Der Handler onRead ist zurzeit ein Alias von onPe-
rusal, soll aber in der Zukunft auf eine kalibrierte Lesegeschwindigkeit basieren [11]. 
Zusätzlich gibt es eine Reihe von Funktionen: 
Setup Functions definieren die Position des Eye Tracking Servers, Setup der automati-
schen Netzwerkerkennung, Logging und Aufzeichnungsstufen, Pfade zu zusätzlichen Bli-
ckevaluierungsmodulen und Erweiterungen und die Blickparameter [11]. 
Global listeners werden benutzt, um auf Eye Tracking Ereignisse zu lauschen. Sie erlau-
ben Zugang zu rohen Blickdaten, gefilterten Daten und Fixierungsdaten [11]. 
Extensions: Der Browser Plug-In ist modular und ist seinerseits Plug.In-basiert. Es sind 
einige Standarderweiterungen enthalten und können die Erweiterungen des Benutzers, die 
während der Setupphase spezifiziert wurden, laden. Zusätzlich können sie sich dynamisch 
in die Netzwerkdienste einloggen [11]. 
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Abbildung 2.9 The Text 2.0 Plugin[11] 
Das Kern-Plug-In verarbeitet die rohen Daten von dem Remote Eye Tracking Server und 
sendet die Ergebnisse der Verarbeitung in Echtzeit an den Browser. Es erlaubt auch im 
Falle, dass der Eye Tracking Server nicht vorhanden oder gefunden wird, automatisches 
Ausweichen auf die Maus als Eingabegerät. Zusätzlich zu der Echtzeitfunktionalität er-
möglicht das Plug-In auch das Aufzeichnen der Sessions. Diese Aufzeichnungen enthalten 
die Trackingdaten und  Informationen über  das Layout und sollen bei der Wiedergabe der 
Blickbewegungsdaten helfen. Der gesamte Aufbau kann in der Abbildung 2.9 genauer be-
trachtet werden. Die Kombination von Eye Tracking, Text und Echtzeitinteraktion bietet 
einzigartige Möglichkeiten, deren Untersuchung sich lohnen könnte. Das Eye Tracking er-
laubt dem Computer die visuelle Information, die der Benutzer wahrnimmt, zu erfassen 
[11]. 
Die Textmanipulation während des Lesen ist genau das was in dieser Diplomarbeit eines 
der Ziele ist. Der Benutzer interagiert mit dem Text durch seine Position im Raum und 
dabei soll sich die Textdarstellung entsprechend der Programmierung anpassen. Außer-
dem kann der Benutzer den Text direkt beeinflussen, indem er die gesuchten Begriffe far-
big markiert. 
A Comparison of Reading Paper and On-Line Documents: In dem Buch „Writing Space“ 
hat der Autor  den Computer als nächsten Schritt in der Textdarstellungstechnik betitelt 
und den Untergang der gedruckten Darstellung des Textes prophezeit. Obwohl es in digi-
talem Zeitalter viele Möglichkeiten zur Darstellung eines Textdokumentes gibt, wie dem 
Web oder eBook-Reader, bevorzugen dennoch viele Menschen die gedruckte Version des 
Textes zum Lesen. Diese Studie soll die Unterschiede zwischen dem Lesen gedruckten 
Textes im Vergleich zur Dokumenten, die online zu finden sind, untersuchen. Die Ergeb-
nisse sollen zur Verbesserung der digitalen Geräte und Applikation für das digitale Lesens 
beitragen[12]. 
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Um die Unterschiede zwischen den beiden Lesemöglichkeiten zur vergleichen, haben sich 
die Autoren dieser Studie auf das Verfassen der Zusammenfassung des gelesenen Textes 
festgelegt.  Der Grund war, dass das Zusammenfassen eines Textdokuments ein tiefes 
Textverständnis voraussetzt, welches in der Berufswelt als eine der Grundlagen gilt. Bei 
der Auswahl der Komponenten (Software und Hardware) für das digitale Lesen gab es 
zwei Möglichkeiten, entweder wird die beste Soft-und Hardware, die verfügbar ist, ausge-
sucht oder ein System, das normalerweise für das Lesen benutzt wird. Solch ein System 
benutz eine gewöhnliche Textverarbeitungssoftware. Für die Durchführung der Studie ha-
ben sich die Studienleiter für die zweite Möglichkeit entschieden [12]. 
Der Ablauf sah vor, dass die eine Hälfte der Teilnehmer den Text als gedruckte Version 
erhalten und die Zusammenfassung auch in Papierform schreiben. Die andere Hälfte be-
nutzt für das Lesen und das Zusammenfassen digitale Hilfsmittel. Die Studie wurde auf 
Video aufgezeichnet und die Teilnehmer wurden ausführlich zu ihrem Leseverhalten be-
fragt [12]. 
Beim Zusammenfassen hat sich gezeigt, dass das Notieren der Stichpunkte für die spätere 
Zusammenfassung in Papierform angenehmer war, als das Notieren auf dem digitalen Ge-
rät. In beiden Versionen wurde für das Notieren zusätzliche Dokumente verwendet. Das 
Durchblättern der Dokumente in Papierform war im Vergleich zur digitalen Lösung 
schneller und flüssiger. Außerdem waren die Teilnehmer beim Lesen der Papierdokumen-
te in der Lage mehrere Aktivitäten, wie zum Beispiel Lesen und gleichzeitig Umblättern, 
miteinander zu verbinden, was beim digitalen Lesen nicht der Fall war. Das Anordnen der 
Dokumente in Papierform war leichter als beim digitalen Gegenstück. Auf Grund von 
Platzbeschränkungen auf dem Bildschirm und der Bildschirmauflösung, war das Anord-
nen mehrerer digitalen Dokumente nebeneinander beschränkt möglich. Texte in Papier-
form waren von dieser Beschränkung nicht betroffen [12]. 
Eines der Ergebnisse der Studie war die Erkenntnis, dass die digitale Geräte zum Notieren 
während des Lesevorgangs nicht geeignet sind. Außerdem ist das Navigieren ist bei digi-
talen Geräten im Vergleich zur Papierform langsamer und mühsamer. Da sollten bei Be-
darf neue Interaktionsmöglichkeiten gefunden werden. Und zuletzt ist die räumliche An-
ordnung bei digitaler Version nicht flexibel und erfordert mehr Ordnung [12]. 
Es ist interessant zu sehen, welche Schwierigkeiten beim Lesen auf digitalen Geräten im 
Jahr 1997 es gegeben hat. Mit dem Einsatz von großen, hochauflösenden Displays kann 
die räumliche Anordnung verbessert werden, indem die verschiedenen Dokumente auf 
verschiedene Displays verteilt werden. Die Notizen können in einem zusätzlichen Doku-
ment in dem extra dafür vorgesehen Fenster erstellt werden oder komplett in die Lese-
applikation integriert werden. Das Navigieren durch mehrere Dokumente bei mehreren 
Bildschirmen ist flexibler und wenig mühsamer als auf einem einzigen Bildschirm, falls 
die Anzahl der Dokumente wächst. 
2.3 Bewegungserkennungssystem 
In diesem Unterkapitel werden verwandte Arbeiten zum Thema Bewegungserkennungs-
system vorgestellt. Folgende Arbeit wurde näher angeschaut: Proximity Toolkit. 
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Proximity Toolkit: Überall dort wo der Zugang zu digitalen Informationen mit der gleich-
zeitigen Interaktion mit mehreren in der Nähe befindlichen digitalen Geräten stattfindet, 
sind die Ubicomp-Umgebungen im Kommen. Diese Geräte können unterschiedlicher 
Größen sein, wie zum Beispiel Tablets, PCs oder auch Mobiltelefonen. Die Proxemikin-
teraktion ist eine mögliche Herangehensweise, um die menschliche Interaktion in einer 
raumgroßen Ubicomp-Umgebung zu vermitteln. Es wurden schon proxemikfähige inter-
aktive Systeme, die von Mobiltelefonen bis zu großen öffentlichen Displays reichen kön-
nen, durch einige Wissenschaftler bereits erforscht [13]. 
Das Ziel dieser Forschungsarbeit ist die Unterstützung der raschen Erforschung der Pro-
xemikinteraktion. Um dieses Ziel zu erreichen, wandelt der Proximity Toolkit die rohen 
Tracking Daten von den Hardwaresensoren, wie Kameras mit Tiefenwahrnehmung, in die 
hochwertige Proxemikinformation. Diese Information ist über eine ereignisgesteuerte und 
objektorientierte Programmierschnittstelle zugänglich. Die Funktionalität des Proximity 
Tools umfasst eine visuelle Überwachungskomponente, die eine 3D-Umgebung und die 
Proxemikbeziehungen der verschiedenen, darin enthaltenden Entitäten, anzeigen kann 
[13]. 
Die von Edward Hall vorgestellte Theorie „Proxemik“[14] behandelt das menschliche In-
terpretieren und Einsetzen der zwischenmenschlichen Distanz, um mit anderen Menschen 
zu interagieren. Es werden Zonen beobachtet,  die verschiedene Typen der Interaktion 
darstellen [13]: 
 Intime Zone: ungefährer Abstand  bis 0,45 m 
 Private Zone: ungefährer Abstand von 0,45 m bis 1,2 m 
 Gesellschaftliche Zone: ungefährer Abstand von 1,2 m bis 3,6 m 
 Öffentliche Zone: ungefährer Abstand von 3,6 m bis 7,6 m 
Die Abbildung 2.10 zeigt diese vier Zonen. Dabei sind diese Zonen als Kreise dargestellt 
und der Abstand für jede Zonen ist der Radius des Kreises. 
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Abbildung 2.10 Die 4 Zonen[15] 
Außerdem beschreibt die Theorie den Einfluss der Raumgestaltung, sowie den Einfluss 
halbbeweglicher (Stuhl) und unbeweglicher (Wände oder Türen) Objekte auf die Wahr-
nehmung und den Einsatz zwischenmenschlicher Distanz zur Interaktion mit anderen 
Menschen. Es werden fünf wesentliche Dimensionen als Maßeinheiten für Proxemik be-
nannt [13]: 
 Ausrichtung: der relative Winkel zwischen zwei Entitäten, wie zum Beispiel zwi-
schen zwei Menschen 
 Distanz: Abstand zwischen Menschen, Objekten und digitalen Geräten, dazu zählt 
auch der Abstand zwischen Mensch und Display 
 Bewegung: Änderung der Distanz und Winkel über die Zeit 
 Identität: das Wissen über eine Entität, wie zum Beispiel Person, Objekt oder Ge-
rät 
 Standort: die Ansammlung von halbbeweglichen (Möbel) und unbeweglichen 
(Wände) Objekten  
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Diese Dimensionen dienen als Anhaltpunkte um proxemik-fähige Anwendungen zu ent-
wickeln, die natürlich und nachvollziehbar für menschliche Erwartung agieren [13]. 
Das Proximity Tool besteht aus vier Hauptkomponenten: Proximity Toolkit Server: Diese  
zentrale Komponente verwaltet die Proxemikinformationen (siehe Abbildung 2.11). Sie 
enthält Daten über alle unbeweglichen (Wände und Türen), halbbeweglichen (Möbel) und 
beweglichen Objekten(Menschen und mobile Geräte). Dazu gehören auch die Daten über 
die Identität, Position im 3D-Raum und Ausrichtung. Der Server ist so implementiert, 
dass er die Daten aus verschiedenen Tracking Systemen bezieht. Jeder dieser Tracking 
Systeme ist mit jeweils einem anderen Plug-In-Modul verbunden. Die Plug-Ins senden die 
unbearbeiteten Daten an das Datenmodel des Servers [13]. 
 
Abbildung 2.11 Zugängliche Information in dem Proximity Toolkit [13] 
Visual Monitoring Tool (Getrackten Entitäten): Die Komponente zeigt an, welche Entitä-
ten getrackt werden und wie das Datenmodel ihre jeweiligen Eigenschaften darstellt. Die 
Abbildung 2.12 zeigt einen Screenshot des Tools, (b-f) sind die visualisierten Entitäten, 
(h) ist die Liste der verfügbaren Plug-In-Moduls für Tracking Systeme, (i,k) sind die ge-
trackten Entitäten und (l,m) sind Beziehungsvisualisierer. [13] 
26 
 
 
Abbildung 2.12 Screenshot des Proximity Tools [13] 
Das Visual Monitoring Tool verbindet sich via TCP mit dem Server und stellt die 3D-
Sicht, die in Echtzeit upgedatet wird, des Datenmodels dar. Folgendes wird mit dem Visu-
al Monitoring Tool grundsätzlich dargestellt [13]: 
 Ungefähres Volumen des getrackten Bereichs (Abbildung 2.12; a) 
 Position und Blickwinkel der Menschen (Abbildung 2.12; b, c) 
 Tragbare, digitale Geräte (Abbildung 2.12; d) 
 Digitale Flächen, wie zum Beispiel Wanddisplays (Abbildung 2.12; e) 
 Unbewegliche und halbbewegliche Objekte, wie zum Beispiel Türen (Abbildung 
2.6; g)  oder Möbel (Abbildung 2.12; f) 
Visual Monitoring Tool (Beziehungen): Die Aufgabe dieser Komponente ist die Visuali-
sierung der Beziehung zwischen den Entitäten. Diese fünf Kategorien stehen zur Auswahl 
[13]: 
 Ausrichtung: Winkel zwischen Entitäten 
 Position: Abstandsänderungen zwischen Entitäten 
 Richtung: z.B. Blickrichtung einer Person 
 Bewegung: Beschleunigung oder Geschwindigkeit 
 Zeigen: z.B. Punkt auf dem Display, auf den eine Person mit dem Pointer zeigt  
 Kollision:  Entitäten, die so nah beieinander sind, dass sie fast zusammenstoßen 
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Programmierschnittstelle: Die Programmierschnittstelle erlaubt einen Zugriff auf die be-
obachteten Daten aus dem Monitoring Tool und wird über eine objektorientierte Biblio-
thek zur Verfügung gestellt. Die Abbildung 2.13 zeigt den Quellcode, mit dessen Hilfe 
man auf die beobachteten Daten zugreifen kann. [13] 
 
Abbildung 2.13 Quellcode für Interaktionen mit den beobachteten Daten [13] 
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3 Anforderungen/Entwurf 
In diesem Kapitel wird auf verschiedene technische Hilfsmittel, auf die graphische Benut-
zerschnittstelle WPF , sowie auf funktionale und nicht-funktionale Anforderungen einge-
gangen. 
3.1 Hochauflösende Displays 
In dieser Diplomarbeit sind hochauflösende Displays ein Zusammenschluss mehrerer 
Bildschirme (Modell TX-50AXW804-50) und mit einem Windows 10 Rechner verbun-
den. Das Bild wird auf mehrere Bildschirme verteilt, sodass jeder Bildschirm nur einen 
Teil des aktuellen Bildes wiedergibt. Zusammen aber ergibt sich ein Gesamtbild, wie in 
der Abbildung 3.1 zu erkennen ist. 
 
Abbildung 3.1 Hochauflösende Displays 
3.2 Bewegungserkennungssystem 
Verwendung des Bewegungserkennungssystems in dieser Diplomarbeit wird anhand von 
dem Programm „Motive“ und den beiden C#-Bibliotheken „HciLab.OptiTrack“ und 
„HciLab.Utilities“ erläutert. Die Kameras (Modell OptiTrack Flex 3) nehmen die Bewe-
gungen der Marker auf und senden die Daten an das Programm „Motive“. Auf das Zu-
sammenspiel dieser Komponenten wird näher eingegangen und ihre Rollen in der Appli-
kation, die während dieser Diplomarbeit entwickelt wurde, erklärt. 
3.2.1 Motive 
Mit dem Programm „Motive“ kann der Anwender die Bewegungen und Positionen meh-
rerer Objekte in einem Raum verfolgen. Dieser Raum muss mit Kameras, die die Objekte 
und ihre Positionen erfassen können, ausgestattet werden. Zuerst müssen die Kameras für 
diesen Raum ausgerichtet und kalibriert werden. Danach kann der Anwender mindestens 
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drei Marker zu einem Objekt (im Programm „rigidbody“ genannt) zusammenfassen. In 
der Abbildung 3.2 ist ein Ausschnitt aus „Motive“ zu sehen. 
 
Abbildung 3.2 Motive 
3.2.2 HCILab.*.dlls 
Die beiden Bibliotheken „HciLab.OptiTrack“ und „HciLab.Utilities“ sind für die Kom-
munikation mit dem Bewegungserkennungssystem und „Motive“ zuständig.  
Mit Hilfe dieser Bibliotheken kann im Quellcode ein „Connector“ erstellt werden. Diesem 
„Connector“ werden Parameter, wie IP-Adresse oder Verbindungsart(Multicast oder Uni-
cast), übergeben. Mit der Prozedur „Received_Frame“ kann auf die „rigidbodies“ und ihre 
Positionen zugegriffen werden. Im Listing 3.1 ist der Quellcode zum Empfangen der Da-
ten mit Hilfe der beiden Bibliotheken zu sehen. 
my_OptiTrackConnector = new OptiTrackConnector(); 
String message; 
my_OptiTrackConnector.Connect(ip_address, ConnectionType.Multicast, out message); 
my_OptiTrackConnector.ResivedFrame += Received_Frame; 
 
private void Received_Frame(object pSource, OptiTrackFrame myFrame) 
      { 
            foreach (OptiTrackRigidBody rigidBody in myFrame.RigidBodies) 
            { 
  double x1, x2, y1, y2, z1, z2; 
                 x1 = myFrame.RigidBodies[0].getPosition().X; 
                 y1 = myFrame.RigidBodies[0].getPosition().Y; 
             z1 = myFrame.RigidBodies[0].getPosition().Z; 
    } 
      }  
Listing 3.1 Zugriff auf die Daten von Bewegungserkennungssystem 
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3.3 WPF 
WPF, die Kurzform von Windows Presentation Formation, ist ein Grafik-Framework und 
seit der Version 3.0 ein Teil von Microsoft .NET Framework. Die Stärke von WPF ist die 
Vereinigung der Vorteile von Windows Forms, 2D und 3D-Grafik, PDF und Windows 
Media Player. Außerdem werden die Oberflächenkomponenten vektorbasiert dargestellt 
und können verlustfrei skaliert werden[16]. Diese Eigenschaft ist beim Einsatz von Large 
Displays besonders vorteilhaft, da bei hohen Auflösungen ein verlustfreies Zoomen für 
das Lesen und Textverstehen unabdingbar ist. 
3.4 Funktionale Anforderungen 
Folgende Anforderungen der Benutzer sollen erfüllt werden: Der Benutzer soll in der La-
ge sein eine oder mehrere Textdateien im EPUB-Format öffnen zu können. Diese sollen 
dann getrennt voneinander angezeigt werden, in diesem Fall je eine Textdatei pro Tab. 
Diese Tabs werden mit dem Titel des darin enthaltenden Textes versehen. Das ermöglicht 
eine schnelle Übersicht über alle offenen Texte. Für jeden Text kann ein Inhaltsverzeich-
nis angezeigt werden. Alle offenen Text werden  hierarchisches dargestellt, Fenster als 
Oberpunkt und die Text, die in jedem Fenster offen sind als Unterpunkte, siehe Abbildung 
3.3. 
 
Abbildung 3.3 Hierarchische Darstellung der offenen Textdokumente 
Jede Textdateien kann in ihrer Darstellung angepasst werden, indem entweder ihre 
Schriftgröße geändert oder das einfache Zoomen verwendet wird. Schließlich soll die 
Darstellung der Textdateien in Abhängigkeit von der Position des Lesers erfolgen. Dabei 
bestimmt die Distanz zwischen Leser und Bildschirm, auf dem der zu lesende Text darge-
stellt wird, die Schriftgröße des Textes. Durch die Veränderung der Position und dadurch 
der Entfernung bewirkt der Leser die Anpassung der Schriftgröße des Textes in Echtzeit. 
3.5 Nicht-funktionale Anforderungen 
Nicht-funktionale Anforderungen an das System beschreiben Anforderungen, die an das 
System gestellt werden und nicht die zukünftigen Funktionen des Systems, d.h. die Quali-
tät des Systems und wie gut es funktioniert. Folgende nicht-funktionale Anforderungen 
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werden bei dieser Diplomarbeit insbesondere an das System gestellt: (1) Zuverlässigkeit 
bedeutet, dass das Programm stabil läuft und Fehler durch die Benutzung durch Menschen 
verhindert oder zu mindestens soweit wie möglich vermindert. (2) Leistung und Effizienz 
sind ein Index dafür, wie schnell das Programm auf Eingaben jeglicher Art (Tastatur oder 
Position des Lesers) reagiert und diese auswertet, ohne dass der Leser diesen Vorgang 
wahrnimmt. Nur das Ergebnis der Eingabe soll wahrgenommen werden, nicht die Verar-
beitung. Die Korrektheit eines Programms bedeutet die fehlerfrei Ausführung der Befehle. 
Die gute Benutzbarkeit ist das einfache und schnelle Begreifen der Funktionen des Pro-
gramms durch den Benutzer. Die Bedienung soll intuitiv sein und die Einlernphase so 
kurz und schnell wie möglich. 
33 
 
4 Implementierung 
In diesem Kapitel werden der Aufbau des Prototypen vorgestellt, sowie die einzelnen 
Komponenten. Die Aufgaben, die Funktionsweise und das Zusammenspiel der Kompo-
nenten werden näher erläutert und ihre Benutzerschnittstellen genauer erklärt. 
4.1 Aufbau/Architektur 
In der Abbildung 4.1 ist der allgemeine Aufbau/Architektur des Systems mit wichtigen 
Komponenten und dem Zusammenspiel dieser Komponenten zu sehen. Wenn die Appli-
kation gestartet ist, ist nur die Hauptkomponente zu sehen. Bei Bedarf kann die Lese- und 
Motion Sensing-Komponente gestartet werden. Jede Komponente wird im Weiteren aus-
führlicher erklärt und ihre Aufgaben detailliert beschrieben.. 
 
Abbildung 4.1 Aufbau/ Architektur des Systems 
4.2 Lese-Komponenten 
Die Lese-Komponente ist für das Anzeigen von Textdokumenten und Manipulation ihrer 
Darstellung verantwortlich. Der Benutzer ist in der Lage mehrere Tabs zu öffnen, wie es 
in herkömmlichen Web Browsern (Mozilla Firefox oder auch Internet Explorer). In jedem 
dieser Tabs kann der Benutzer nur ein Textdokument öffnen. 
4.2.1 EPUB-Format 
EPUB steht für electronic publication. Es ist ein offener Standard für digitale Publikatio-
nen und Dokumente von International Digital Publishing Forum und basiert auf Web 
34 
 
Standards, wie HTML5, CCS und SVG. Die Spezifikation von EPUB wird in folgende 
Bereiche unterteilt [17]: 
 EPUB Publication: enthält Formate, die den Inhalt beschreiben 
 EPUB Content Documents: beschreibt die Profile von HTML5, SVG und CSS 
 EPUB Open Container Format: beschreibt das Dateiformat 
 EPUB Media Overlays: beschreibt das Format und Verarbeitungsmodell für die 
Synchronisation zwischen Text und Ton 
 EPUB Canonical Fragment Identifier Specification: beschreibt die Standardme-
thode zur Behandlung von Referenzen innerhalb einer ePub-Datei. 
EPUB -Format unterstützt das Verändern der Textgrößen, der Schriftfarbe und des Hin-
tergrunds, sowie das Hervorheben von Textabschnitten. Diese Eigenschaften werden in 
der Anwendung zur Interaktion zwischen Benutzer und Display ausgenutzt[17]. 
4.2.2 EPUB -Reader 
EPUB -Reader ist eine Open-Source Bibliothek für das Öffnen und Lesen der Dateien im 
EPUB-Format. Sie ist einfach zu benutzen und ermöglicht zusätzliche Funktionen neben 
dem Öffnen und Lesen einer EPUB-Datei. Folgende Funktionen werden mit dem EPUB-
Reader unterstützt: eine EPUB-Datei öffnen und anzeigen lassen, den Titel des aktuellen 
Textes anzeigen lassen, den Autor des aktuellen Textes anzeigen lassen, Inhalt des Textes 
in Plaintext oder HTML umwandeln und die Zusammenfassung des Inhalts des aktuellen 
Textes (Table of Content)[18]. 
4.2.3 Aufbau/Funktionsweise 
Die Lesekomponente erfüllt die meisten Aufgabe im Vergleich zu den anderen Kompo-
nenten des Prototypen. Die folgende Funktionsbeschreibung bezieht sich auf die Abbil-
dung 4.2. Mit „Open“ kann der Benutzer einen neuen Tab öffnen und gleichzeitig ein 
Textdokument im EPUB-Format aussuchen und laden. Es können mehrere Tabs in einem 
Fenster geöffnet werden, die Funktionsweise ist ähnlich wie bei herkömmlichen Brow-
sern, wie Firefox oder Internet Explorer. Eine mögliche Alternative zu der Möglichkeit 
mit der Tabs-Methode ist die Verwendung einer Liste mit den offenen Textdokumenten. 
Jedes Mal wenn der Benutzer zum einem anderen Textdokument vor- oder zurückblättert, 
wird ein neues Textdokument in den einzigen System.Windows.Controls.WebBrowser 
geladen. Ein Nachteil dieser ursprünglichen Lösung ist der zusätzliche Programmierauf-
wand um die Anzahl der offenen Dokumente und ihre Titel zu bestimmen und für den 
Nutzer anzuzeigen. Außerdem wird jedes Mal beim Blättern zum nächsten Textdokument, 
dieser komplett neugeladen, was dazu führt, dass die ursprüngliche Stelle, an der der Be-
nutzer beim Lesen angekommen war, nicht gespeichert wurde. Somit muss die Stelle je-
des Mal nach dem Blättern manuell gesucht werden. Dieses Problem kann entweder mit 
einer Sprungmarke oder mit der Tabs-Methode behoben werden. Die Vorgehensweise mit 
der Tabs-Methode behebt diese Unannehmlichkeiten. An den offenen Tabs kann die An-
zahl der offenen Texte leicht bestimmt werden, außerdem wird der Titel mit angezeigt. 
Beim Blättern wird die Stelle, an der der Leser das Dokument verlassen hat, nicht verges-
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sen und der Leser kann ohne Aufwand das Lesen weiterfortsetzen. Wenn der Benutzer ei-
nen Tab schließen möchte, wird die „Close-Taste“ verwendet. Mit der „Close-Taste“ wird 
der aktuelle Tab samt Textdokument geschlossen.  
Mit den Tasten „<<“ und „>>“ kann der Benutzer zwischen den Textdokumenten blättern, 
alternativ kann er direkt mit dem Mausklick auf den gewünschten Tab direkt zum gesuch-
ten Text springen. Um die Schriftgröße des Textes zu verändern, können die Tasten „-“ 
(aktuelle Schriftgröße um 5 verkleinern) und „+“ (aktuelle Schriftgröße um 5 vergrößern) 
verwendet werden oder alternativ kann der Benutzer in das Feld recht neben der Taste 
„Fontsize“ direkt die gewünschte Schriftgröße angeben und mit dem Tastendruck auf 
„Fontsize“ wird die angegebene Schriftgröße übernommen. 
 
Abbildung 4.2 Aufbau der Lesekomponente 
Das Scrollen im Text kann entweder mit dem Mausrad bewerkstelligen oder mit den Tas-
ten „Up“ für Hochscrollen und „Down“ für Runterscrollen. Falls der Text nach bestimm-
ten Begriffen durchgesucht werden soll, hat der Benutzer dafür zwei vom Programm an-
gebotenen Möglichkeiten. Mit der Taste „Search“ [19] kann das nächste Vorkommnis des 
gesuchten Wortes angezeigt werden, falls vorhanden. Um alle Vorkommnisse des gesuch-
ten Begriffs im Text zu markieren, wird die Taste „Highlight“ [20] verwendet. Dabei alle 
gefundenen Einträge gelb markiert, siehe Abbildung 4.2 (hier werden alle Vorkommnisse 
des Wortes moby gelb markiert). Das gesuchte Wort muss der Benutzer in das Feld rechts 
gleich neben den Tasten „Search“ und „Highlight“ eingeben.  
Das Inhaltsverzeichnis des aktuellen Textes kann der Benutzer mit Hilfe der Taste „Table 
of Content“ anzeigen lassen. Dieses Inhaltsverzeichnis wird dann im separaten Fenster 
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anzeigt und soll dem Benutzer dabei helfen einen ersten Überblick über das Textdoku-
ment zu erhalten. 
4.3 Die Bewegungserkennungssystemkomponente 
Die Bewegungserkennungssystemkomponente ist für die Kommunikation mit dem Bewe-
gungserkennungssystem verantwortlich. Die Aufgabe dieser Komponente ist das Erfassen 
und Auswerten von Bewegungen eines oder mehrerer Marker (rigidbodies) mit Hilfe des 
Programms „Motive“. Anhand der Ergebnisse der Auswertung sollen dann entsprechende 
Signale an die Hauptkomponente gesendet werden. Die Hauptkomponente leitet  die Sig-
nale an die Lesekomponente weiter und ruft entsprechende Methoden auf. 
Bevor die Bewegungserkennungssystemkomponente gestartet wird, muss eine gewisse 
Vorarbeit geleistet werden. Der Benutzer stellt mit Hilfe des Programms „Motive“ das 
Setting ein. Dazu gehören das Starten der Kameras und das Definieren der Gegenstände 
oder Personen, dessen Positionen erfasst werden sollen. Im Programm „Motive heißen 
diese Gegenstände oder Personen „rigibodies“.  Danach werden die gesendeten Daten 
freigegeben, sodass auf sie zugegriffen werden kann. 
Die Bewegungserkennungssystemkomponente benutzt die HCiLab-Bibliothek, um auf 
den Datenstrom zuzugreifen und die Koordinaten der  einzelnen „rigidbodies“ auszulesen. 
Dabei werden für jeden „rigidbody“ XYZ-Koordinaten gesendet und mit der Formel der-
Abstand zwischen P1P2 = √(𝑋1 − 𝑋2)2 + (𝑌1 − 𝑌2)2 + (𝑍1 − 𝑍2)2
2
 berechnet. 
Beim Starten der Bewegungserkennungssystemkomponente gibt der Benutzer im Feld die 
IP-Adresse ein und startet die Datenübertragung mit dem Button „Start“. In dieser Diplo-
marbeit werden die XYZ-Koordinaten zweier „rigibodies“ (Benutzer und Bildschirm) er-
fasst und die relative Distanz anhand der obengenannten Formel ausgerechnet. Mit Hilfe 
der ausgerechneten Distanz soll der Benutzer die Textdarstellung manipulieren. 
Die Abbildung 4.3 zeigt die Übersicht über die Motion Bewegungserkennungssystem-
komponente und ihrer Funktionen. 
 
Abbildung 4.3 Übersicht über die Bewegungserkennungssystemkomponente 
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4.4 Die Hauptkomponente 
Die Hauptkomponente startet die Lese- und Bewegungserkennungssystemkomponente. 
Außerdem ist die Hauptkomponente für die Kommunikation zwischen Lese -und Bewe-
gungserkennungssystemkomponente verantwortlich. In der Abbildung 4.4 sind die drei 
wichtigsten Features der Hauptkomponente farbig gekennzeichnet. 
Wie in der Abbildung 4.4 grün markiert, kann der Benutzer die Lesekomponente öffnen. 
Hier kann der Leser verschiedene Textdokumente, welche zum Lesen dargestellt werden, 
öffnen. Es können mehrere Lesekomponenten gleichzeitig geöffnet und dargestellt wer-
den. 
Der rot markierte Button „OptiTrack“ dient zur Öffnung der Bewegungserkennungssys-
temkomponente. Diese Komponente empfängt die Koordinaten der Marker, in dieser Dip-
lomarbeit sind es zwei Marker. Ein Marker stellt den Benutzer und seine flexible Position 
dar, der andere soll die feste Position des großen Bildschirms markieren. 
Mit dem letzten Feature „Zusammenfassung“ wird im Fenster (blau in der Abbildung 4.4) 
die hierarchische Übersicht über alle offenen Lesekomponenten und ihrer Textdokumente 
abgebildet. Durch den Mausklick ist der Benutzer in der Lage sofort zum angeklickten 
Textdokument zu wechseln. 
  
Abbildung 4.4 Übersicht über die Hauptkomponente 
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5 Nutzerstudie 
Dieses Kapitel behandelt die Evaluation des in den vorherigen Kapiteln beschriebenen 
Systems. Des Weiteren, sollen durch die Benutzerstudie wichtige Parameter für die weite-
re Entwicklung der Anwendung gewonnen werden. Am Anfang wird eine Hypothese auf-
gestellt, die wir auf ihre Richtigkeit in der Studie untersuchen. Außerdem wird der Auf-
bau, der Ablauf und die Datenerfassung näher erläutert. Danach werden die Ergebnisse 
vorgestellt und statistisch dargestellt. Anschließend werden die Folgen der Untersuchung 
diskutiert und die Richtigkeit der Hypothese bewiesen. 
5.1 Hypothese 
Die Diplomarbeit „Leseaktivitäten auf großen, hochauflösenden Displays“ befasst sich 
mit der Entwicklung der Applikation für das Lesen auf großen, hochauflösenden Displays. 
Dabei soll sich der Text an die Distanz zwischen dem Benutzer und dem Bildschirm grö-
ßentechnisch anpassen. Ziel des ersten Teils dieser Studie ist das Verhältnis zwischen 
Schriftgröße und Distanz des Lesers zu dem Bildschirm zu untersuchen und die Erkennt-
nisse in die Applikation zu integrieren. Mit diesen Erkenntnissen soll es möglich sein die 
Schriftgröße optimal an die Distanz des Lesers zu dem Bildschirm in Echtzeit anzupassen. 
Der zweite Teil der Studie befasst sich mit dem Testen der Applikation und allen dazuge-
hörigen Features. Hier gilt es die Applikation als Ganzes zu testen, mögliche Schwachstel-
len beseitigen und potenzielle Erweiterungsmöglichkeiten  zu bestimmen und falls mög-
lich später in die Applikation zu integrieren. 
Die Hypothese ist, dass es eine Formel gibt, die die Abhängigkeit zwischen der Schrift-
größe und der Distanz beschreibt. Die Formel 𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧) wird dazu 
verwendet, um den Zusammenhang zwischen Schriftgröße und Distanz zu beschreiben. 
Die Distanz ist die Entfernung vom Benutzer zum Bildschirm im 3D-Raum und soll als 
einzige Parameter direkten Einfluss auf die Schriftgröße des zu lesenden Text haben. 
5.2 Aufbau 
Der Aufbau der Studie besteht aus verschiedenen Komponenten, auf die in diesem Unter-
kapitel eingegangen wird. 
Die Bildschirmwand besteht aus fünf einzelnen Bildschirmen (Modell TX-50AXW804-
50), die mit einem Rechner(mit dem Betriebssystem Windows 10) verbunden sind und ein 
gemeinsames, einheitliches Bild wiedergeben. Auf einem dieser Bildschirme läuft die 
Applikation mit der der Benutzer interagieren wird, auf einem anderen Bildschirm läuft 
die Hilfskomponente mit der der Studienleiter die Ergebnisse der Studie aufzeichnet. 
Auf dem Boden befinden sich neun Entfernungsmarkierungen, die in einem besonderen 
Muster angelegt sind. Es befinden sich jeweils drei Markierungen auf der linken Seite, ge-
genüber dem linken Bildschirm am Rand, drei Markierungen in der Mitte gegenüber dem 
mittleren Bildschirm und die letzten drei Markierungen auf der rechten Seite gegenüber 
dem rechten Bildschirm am Rand. Die Markierungen am Boden befinden sich jeweils 1 
m, 2 m und 3 m von der Leinwand entfernt. 
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In dem Raum, in dem diese Studie durchgeführt wird, sind 15 Kameras (Modell Op-
tiTrack Flex3) an der Wand und dem Gerüst an der Decke angebracht und bilden ein Mo-
tion Capture System. Die Kameras erfassen den Marker, den der Benutzer trägt. Die Da-
ten, die durch die Kameras erfasst werden, werden an das Programm „Motive“ weiterge-
leitet. Hier erkennt das Programm, wo sich der Marker folglich auch der Benutzer befin-
det. Anhand der  Position des beweglichen Benutzers und fester Position der Bildschirm-
wand kann die Entfernung vom Benutzer zur Bildschirmwand in Echtzeit ausgerechnet 
werden. Außerdem wird ein Presenter (Model Logitech R400)zum Interagieren mit dem 
Prototypen benutzt. In der Abbildung 5.1 wird der Aufbau schematisch dargestellt. 
 
Abbildung 5.1 Aufbau der Studie 
5.3 Ablauf 
Die Studie besteht aus drei Teilen. Bei jedem Teil der Studie werden Daten aufgezeichnet 
und später für die Analyse ausgewertet. 
Beim ersten Teil der Studie werden dem Teilnehmer Standpositionen von dem Studienlei-
ter vorgegeben. Diese Positionen entsprechen den neun Markierungen, die im Kapitel 5.2 
„Aufbau“ bereits beschrieben wurden. Die Reihenfolge der Positionen variiert von Teil-
nehmer zum Teilnehmer, doch die Anzahl der Wiederholungen und die Postionen sind 
immer konstant. In diesem Fall sollen neun Positionen mit zwei Wiederholungen ausrei-
chen, um eine qualitativ hohe Auswertung zu gewährleisten. Der Teilnehmer soll bei vor-
gegebener Position die Schriftgröße so anpassen, dass das Lesen für ihn oder sie am ange-
nehmsten ist. Dazu wird dem Benutzer ein Presenter zur Verfügung gestellt. Durch das 
Klicken entsprechender Tasten kann der Benutzer die Schriftgröße des Textes nach eige-
nem Bedarf anpassen. Der Presenter ist klein und leicht und kann im Stehen und Laufen 
eingesetzt werden, ohne die Mobilität des Teilnehmers zu beschränken. 
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Im zweiten Teil werden dem Teilnehmer neun verschiedene Schriftgrößen mit zwei Wie-
derholungen vorgeben. Der Teilnehmer soll sich abhängig von der Schriftgröße im Raum 
so positionieren, dass das Lesen für ihn oder sie am angenehmsten ist. 
Im letzten Teil der Studie wird dem Teilnehmer die gesamte Applikation gezeigt und mit 
ihren restlichen Eigenschaften und Funktionen vertraut gemacht. Daraufhin kann der Teil-
nehmer die Applikation testen, um ihre potenziellen Schwächen und Stärken zu ermitteln. 
Im Anschluss soll ein Fragebogen ausgefüllt werden, in dem der Lesekomfort und die Be-
nutzerfreundlichkeit auf einer Skala von 1 (sehr schlecht) bis 5 (sehr gut) bewertet wer-
den. Außerdem können positive und negative Besonderheiten, Stärken und Schwächen der 
Applikation aufgelistet werden. Der Fragebogen befindet sich im Anhang.  
Die Teilnehmer wurden mit Hilfe von Mailingliste oder persönlicher Ansprache für die 
Studie angeworben. Vor dem Beginn der Studie wurde jedem Teilnehmer die Aufgaben 
und der Ablauf erklärt und eventuelle Fragen beantwortet. Aus Gründen des Datenschut-
zes muss der Teilnehmer vor Beginn der Studie eine Einverständniserklärung (im Anhang 
unter Consent Form) lesen, zutreffende Option ankreuzen und unterschreiben. Als Auf-
wandsentschädigung darf der Teilnehmer nach der Studie sich an dem Süßigkeitenvorrat 
bedienen. Die Dauer der Studie beträgt ungefähr 30 Minuten. In den Abbildungen 5.2 und 
5.3 sind zwei der insgesamt neun Teilnehmern zu sehen. 
 
Abbildung 5.2 Weibliche Teilnehmerin während der Studie 
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Abbildung 5.3 Männlicher Teilnehmer während der Studie 
5.4 Datenerfassung 
Die Datenerfassung  während der Studie erfolgt mittels in das Hauptprogramm integriertes 
Formular. Wie auf der Abbildung 5.4 zusehen ist, werden bei der Durchführung der Stu-
die zum Einen die persönlichen Daten (Geschlecht, Alter und Beruf) des Teilnehmers er-
fasst, wie in der Abbildung 5.4 im blauen Rahmen gut erkennbar ist. Zum anderen werden 
die Daten bezüglich der Distanz und Schriftgröße, die der Teilnehmer während der Studie 
wählt, gespeichert. Diese zwei Arten von Daten werden separat in 2 CSV-Dateien gespei-
chert und später zur Analyse der Studie verwendet. 
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Abbildung 5.4 Formular für die Datenerfassung während der Studie 
5.5 Analyse/Ergebnisse 
Von den insgesamt neun Teilnehmern waren vier weiblich und fünf männlich. Die Teil-
nehmer waren zwischen 21 und 32 Jahre alt. Das Durchschnittsalter betrug 25,9 Jahre und 
die Standardabweichung war 3,65 Jahre. Vier der Teilnehmer hatten Brillen, zwei Kon-
taktlinsen und die restlichen drei waren ohne Seheinschränkungen, also weder Brille noch 
Kontaktlinsen. In der Abbildung 5.5 ist ein Überblick über die Teilnehmer zu sehen. 
 
Abbildung 5.5 Teilnehmerstatistik 
Für die Auswertung der Hypothese wird in diesem Unterkapitel jede einzelne Schriftgrö-
ße, die während der Studie vorkommt, einzeln untersucht. Dabei wird hauptsächlich auf 
das Verhältnis der jeweiligen Schriftgrößen zu den gewählten Distanzen eingegangen. In 
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der Abbildung 5.7 sind die Verteilungen der Distanzen bei jeweiliger Schriftgröße zu se-
hen. Um den Boxplot besser zu verstehen, werden die vorkommenden Begriffe und Sym-
bole anhand der Abbildung 5.6 erklärt [21]. 
 
Abbildung 5.6 Die Boxplotsymbole und ihre Bedeutung [21] 
 
Bei Schriftgröße 10 lässt sich nicht genau sagen, wie groß das genau auf unseren großen, 
hochauflösenden Displays aussieht, deswegen rechnen wir das, mit der folgenden Um-
rechnung, in Pixel um[22]: 
12 Punkte = 12/72 logische Zoll =1/6 logische Zölle =96/6=16 Pixel => Schriftgröße 12 
entspricht 16 Pixel. So lässt sich das für andere Schriftgrößen ausrechnen: 
Schriftgröße 10 15 20 25 30 35 40 45 50 
Pixel 14 20 27 34 40 47 54 60 67 
 
In Abbildung 5.7 ist die gesamte Schriftgröße/Distanz-Verteilung zusehen, mit allen Da-
ten. Die Abbildung 5.8 zeigt die Verteilung bei fester Schriftgröße und variabler Distanz. 
Weitere Statistiken finden Sie im Anhang. 
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Abbildung 5.7 Boxplot zur Schriftgröße/Distanz-Verteilung 
 
Abbildung 5.8 Boxplot zur Statistik „Fest Schrittgröße/Variable Distanz“ 
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5.6 Auswertung 
Die Erkenntnisse der Studie lassen sich in zwei Teile gliedern. Der erste Teile der Er-
kenntnisse lassen sich aus den Datensätzen, die im ersten und zweiten Teil der Studie 
(siehe Kapitel 5.3 Ablauf) erfasst wurden, ableiten. Der zweite Teil der Erkenntnisse be-
zieht sich auf den Fragebogentest der Studie und  beschreibt die Ergebnisse der Befra-
gung, die bezüglich der Applikation und ihrer Schwächen und Stärken durchgeführt wur-
de. Der dazugehörige Fragebogen ist im Anhang zu finden. 
5.6.1 Auswertung der Datensätze 
Bei der Auswertung der Daten kommt Boxplot-Analyse und der Durchschnitt [23] zum 
Einsatz. Um die Analyse des Boxplot besser zu verstehen, werden die Begriffe in der Ab-
bildung 5.6 näher erklärt. In der nachfolgenden Abbildung 5.9 können die Werte, die 
Schriftgröße/Distanz-Verteilung (Abbildung 5.7) näher beschreiben, entnommen werden. 
 
Abbildung 5.9 Auswertung der Datensätze 
Aufgrund dieser Erkenntnisse kann jetzt für jede Schriftgröße die optimale Distanz be-
stimmt werden. Entweder wird eine Tabelle erstellt, in der für jede relevante Schriftgröße 
die dazugehörige Distanz angegeben ist oder es wird mit den verfügbaren Werten eine 
Funktion interpoliert, mit deren Hilfe für jede Distanz die „optimale“ Schriftgröße ausge-
rechnet werden kann. In der Abbildung 5.10 ist der Verlauf der Durchschnittswerte aus 
der Abbildung 5.9 zu sehen. Die blauen Punkte zeigen diesen Verlauf der Werte. Als Wer-
te für die X-Achse wird die Distanz in Meter genommen und für die Y-Achse die Schrift-
größen. Jetzt wird die Funktion 𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧) mit Hilfe von Excel inter-
poliert. Zuerst wird der Verlauf der Werte ausgewählt und Funktion polynomische Funk-
tion interpolieren ausgeführt. Obwohl es neun Wertepaare sind, kann Excel maximal eine 
polynomische Funktion 6-Grades interpolieren. Dabei benutz Excel die Methode der 
kleinsten Quadrate und diese Gleichung [24]:  
𝑦 = 𝑏 + 𝑐1 ∗ 𝑥 + 𝑐2 ∗ 𝑥2 + 𝑐3 ∗ 𝑥3 + 𝑐4 ∗ 4 + 𝑐5 ∗ 𝑥5 + 𝑐6 ∗ 𝑥6 
Nach dem Interpolieren erhalten wir folgende Formel, die unsere Hypothese beweist: 
𝑦 = −4,9342𝑥6 + 76,544𝑥5 − 474,11𝑥4 + 1492,8𝑥3 − 2501,4𝑥2 + 2106,9𝑥
− 680,66 
Y steht für Schriftgröße und x für Distanz in Meter. In der Abbildung 5.10 ist zu sehen, 
dass die interpolierte Funktion (schwarz) bis auf einen unnötigen Schlenker sehr nah an 
den tatsächlichen Werteverlauf (blau) herankommt. 
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Abbildung 5.10 Beweis der Hypothese 
Meiner Meinung nach ist die Variante mit der Tabelle besser geeignet, da für jeden Be-
nutzer eine separate Tabelle erstellt und je nach Situation und Benutzer ausgetauscht wer-
den kann. So ist es später möglich die Korrekturen leichter in die Applikation zu integrie-
ren. Diese Tabellen sollen letztendlich in separaten CSV-Dateien gespeichert werden. 
Beim Start des Programms wird eine vorgefertigte Tabelle geladen, damit der Benutzer 
ohne Verzögerung zu arbeiten anfangen kann. Das Aussuchen einer anderen Tabelle ist 
optional und soll dem Benutzer helfen, eigene Einstellungen vorzunehmen. Bei einer zu-
vor bestimmten Funktion, die Schriftgröße anhand von Distanz ausrechnet, sind keine 
weiteren Änderungen möglich, nachdem das Programm gestartet wurde. 
5.6.2 Auswertung der Fragebögen 
Im zweiten Teil der Analyse werden die Erfahrungen der Teilnehmer mit der Applikation 
näher betrachtet. Während diesem Teil der Studie wird dem Teilnehmer die Applikation 
gezeigt und ihre Funktionen und die Benutzerschnittstelle erklärt. Der Teilnehmer kann 
sich mit der Applikation seinerseits ausprobieren und im Anschluss die Erfahrungen, 
mögliche Schwächen und Stärken in dem Fragebogen (siehe Anhang „Fragenbogen zur 
Studie“) festhalten. Außerdem wird die Lese- und Benutzerfreundlichkeit auf einer Skala 
von 1 (sehr schlecht) bis 5 (sehr gut) bewertet. 
In der Abbildung 5.11 werden die durchschnittlichen Bewertungen für Lese- und Benut-
zerfreundlichkeit dargestellt. 
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Abbildung 5.11 Bewertung der Applikation 
In der Abbildung 5.12 werden Vorschläge zur Verbesserung der Applikation aufgelistet. 
Alle Vorschläge, die mehrmals genannt wurden, sind aufgezählt. Bei 9 Teilnehmer der 
Studie bedeutet die Anzahl auf der Y-Achse, viele von den 9 Teilnehmer den einen oder 
anderen Vorschlag gemacht haben. Der Vorschlag „Shortcuts“ wurde beispielsweise fünf 
Mal von insgesamt neun Teilnehmern gemacht. Also haben mehr als die Hälfte der Teil-
nehmer „Shortcuts “ vorgeschlagen. 
Die am häufigsten genannten Vorschläge sind die Verbesserung der Benutzerschnittstelle 
(GUI) und die Einführung der Shortcuts. Die Verbesserung der Benutzerschnittstelle um-
fasst die eindeutige, leichtverständliche  und intuitive Beschriftung des Menüs, sodass es 
für den Benutzer leicht nachvollziehbar ist, welche Funktionen er zur Verfügung hat und 
welche Auswirkung sie auf die Applikationen oder den zu lesenden Text haben. Die 
Shortcuts sollen die Benutzung der Applikation schneller und einfacher gestalten und sich 
an den aus der Browsernutzung bekannten Shortcuts orientieren (z.B. STRG + T für einen 
neuen Tab). 
Ein mobiles Eingabegerät, wie zum Beispiel ein Tablet, soll dem Benutzer helfen besser 
mit der Applikation zu arbeiten ohne auf die Mobilität zu verzichten. Dadurch kann der 
Benutzer nicht nur auf die starren Eingabegeräte, wie zum Beispiel die Tastatur oder die 
Maus verzichten, sondern auch auf die Fixierung auf einen starren Arbeitsplatz. 
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Abbildung 5.12 Verbesserungsvorschläge 
In der Abbildung 5.13 ist die Lesekomponente vor den Verbesserungen zu sehen. Nach-
dem die Vorschläge aufgesammelt und ausgewertet wurden, wurde die Lesekomponente 
optisch verbessert. Zum Vergleichen kann die aktuelle Version der Lesekomponente in 
der Abbildung 4.2 genommen werden. 
 
Abbildung 5.13 Alte Version der Lesekomponente 
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5.7 Diskussion 
Die Auswertung der Daten aus der Nutzerstudie hat gezeigt, dass die aufgestellte Hypo-
these 𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧) sich als richtig erwiesen hat. Mit den gewonnenen 
Daten konnte die Funktion annähernd interpoliert werden und sieht so aus:  
𝑦 = −4,9342𝑥6 + 76,544𝑥5 − 474,11𝑥4 + 1492,8𝑥3 − 2501,4𝑥2 + 2106,9𝑥
− 680,66 
Der Fragebogenteil der Nutzerstudie hat ein paar interessante Vorschläge ergeben. Man-
che dieser Vorschlägen wurden direkt übernommen und ein paar andere Vorschläge wer-
den als Möglichkeiten für die zukünftige Weiterentwicklung in Betracht gezogen. 
Die Vollständigkeit der Ergebnisse wurde die Varianz der Parameter (Schriftgröße und 
Distanz) beschränkt, weil die Studienumgebung in ihrer Größe beschränkt war. So war es 
nicht möglich die Distanz zwischen Bildschirm und Teilnehmer der Studie auf mehr als 
vier Meter einzustellen, die Größenverhältnisse des Labors haben das nicht möglich ge-
macht. Auch die Anzahl der Teilnehmer ist zu klein gewesen um die Ergebnisse als reprä-
sentativ zu bezeichnen. Bei neun Teilnehmern ist die Gefahr groß, dass Ausreißer bei den 
aufgenommenen Daten zu starken Einfluss haben. 
Für die weiteren Untersuchungen in diesem Bereich wäre die stärkere Berücksichtigung 
des Blickwinkels interessant. So könnte folgende Hypothese untersucht werden: 
𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧, 𝐵𝑙𝑖𝑐𝑘𝑤𝑖𝑛𝑘𝑒𝑙).  
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6 Zukünftige Arbeiten 
Die Applikation beinhaltet bereits mehrere Funktionen, die für das Lesen und Interagieren 
mit einem Text hilfreich sind. Es existieren weitere Möglichkeiten zur zukünftigen Ver-
besserung der Applikation, die in dieser Diplomarbeit  aus zeitlichen Gründen leider nicht 
verwirklicht werden könnten. Im diesem Abschnitt werden ein paar dieser Möglichkeiten 
genannt und näher erläutert. 
Eine nützliche Verbesserung ist die Unterstützung eines mobilen Eingabegerätes zur In-
teraktion mit der Applikation. Mit diesem mobilen Eingabegerät (z.B. einem Tablet) ist 
der Benutzer in der Lage Befehle an die Applikation zu senden. Dabei ist er nicht an einen 
Ort gebunden, wie an einen Arbeitsplatz mit einer Maus und Tastatur. Außerdem können 
mehrere mobile Eingabegeräte von mehreren Personen gleichzeitig verwendet werden. 
Dadurch wird die Applikation auch multiuserfähig, was aktuell nicht der Fall ist. Die 
Kombination von Multiuserfähigkeit und mobilen Eingabegeräten kann in einem Groß-
raumbüro zum Einsatz kommen.  
Eine weitere mögliche Erweiterung für die Applikation ist die Möglichkeit zu jedem be-
liebigen Text, der gelesen wurde, Notizen zu erstellen und zu verwalten. Es existieren be-
reits mehrere Anwendungen, die sich mit gleichen Thematik beschäftigen, wie 
Evernote[25] oder Microsoft OneNote[26]. Diese Anwendungen aber stehen und funktio-
nieren für sich alleine, unabhängig von der Applikation, die während dieser Diplomarbeit 
entwickelt wurde. Das Ziel sollte also sein, eine integrierte Notizverwaltungskomponente 
zu implementieren, um bei Bedarf zu jedem Text relevante Informationen zu notieren. 
Diese Informationen sollen dann automatisch aufgerufen werden, sobald das betroffene 
Textdokument von dem Benutzer aufgerufen wird. Es sollen möglichst folgende Eigen-
schaften enthalten sein: 
 Notizen erstellen, bearbeiten, löschen 
 Notizen speichern und laden 
 Notizenverwaltung (klare Zuordnung von Notizen zum zugehörigem Text) 
 Notizen einblenden und ausblenden je nach Bedarf 
Der aktuelle Stand der Applikation erlaubt das Einlesen der Textdokumente in EPUB –
Format. Die erweiterte Applikation soll neben dem EPUB-Format zusätzlich noch andere 
Formate erkennen und fehlerfrei wiedergeben können. Mögliche Formate, die aus einem 
oder anderen Grund hinzugefügt werden können sind: 
 PDF: bei der Recherche im Internet nach verwandten Themen, werden viele Pub-
likationen in PDF-Format angeboten. Außerdem kann dieses PDF-Format mit kos-
tenlosen Tool gelesen werden und ist plattformunabhängig[27]. 
 XML: XML ist plattformunabhängig und spielt im Web eine große Rolle[28] 
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Es kann sein das im Laufe der Zeit die Anforderungen bezüglich der Verarbeitung von 
verschiedenen Formaten beim Texteinlesen sich verändern und es nötig sein wird, dass die 
Applikation in der Lage sein muss, zusätzliche Formate verarbeiten zu können. 
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7 Zusammenfassung 
In dieser Diplomarbeit wurde ein Prototyp für das Lesen an großen, hochauflösenden Dis-
plays mit zusätzlichen Interaktionsmöglichkeiten (Distanz zum Bildschirm beeinflusst die 
Schriftgröße) entwickelt. Dabei stütz sich die Diplomarbeit auf die Beobachtungen und 
Erfahrungen wissenschaftlicher Arbeiten in Bereichen große Displays, Texterfassung und 
Bewegungserkennungssystem. Diese verwandten Arbeiten können im Kapitel 2 nachgele-
sen werden. Der Prototyp kann anhand der Position des Lesers und der großen Displays 
die Entfernung zwischen diesen beiden bestimmen und die Schriftgröße des Textes anpas-
sen. Es wurde die Hypothese aufgestellt, dass die Distanz die Schriftgröße direkt beein-
flusst. Um die Hypothese 𝑆𝑐ℎ𝑟𝑖𝑓𝑡𝑔𝑟öß𝑒 = 𝑓(𝐷𝑖𝑠𝑡𝑎𝑛𝑧) zu beweisen, wurde eine Nutzer-
studie durchgeführt. Das Ziel der Nutzerstudie war neben dem Beweis für die Hypothese, 
die Entdeckung möglicher Schwachstellen und Optimierungsmöglichkeiten des Prototyps. 
Die Ergebnisse dieser Studie, der Beweis der Hypothese und die resultierenden Verbesse-
rungen des Prototyps können im Kapitel 5 nachgelesen werden. Im Kapitel 6 wird ein 
Ausblick auf mögliche Entwicklungen und Verbesserungen, die in dieser Diplomarbeit 
aus unterschiedlichen Gründen nicht mehr realisiert wurden, gegeben. 
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Anhang 
Fragebogen zur Studie 
Bewerten Sie die Lesebequemlichkeit auf einer Skala von 1 (sehr schlecht) bis 5 (sehr gut) 
=> ich würde das System zum Lesen bevorzugen 
sehr schlecht schlecht neutral gut sehr gut 
     
 
Bewerten Sie die Benutzerfreundlichkeit auf einer Skala von 1 (sehr schlecht) bis 5 (sehr 
gut) => die Nutzung ist klar und intuitiv 
 
sehr schlecht schlecht neutral gut sehr gut 
     
 
 
Wo sehen Sie die Optimierungsmöglichkeiten => Auflistung oder Text schreiben 
 
 
Wo sehen Sie die Schwächen des System 
 
 
 
Wo sehen Sie die Stärken des Systems 
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Einverständniserklärung 
DESCRIPTION:  You are invited to participate in a research study on Reading activities 
on large and high-resolution Displays 
 
TIME INVOLVEMENT:  Your participation will take approximately 30 minutes. 
  
DATA COLLECTION: For this study we will discuss the prototype and test its application, 
you will need to fill in a short questionnaire. Personal data (age, gender and profession) will 
be recorded while you are participating the study.  
 
RISKS AND BENEFITS: No risk associated with this study. The collected data is securely 
stored. We do guarantee no data misuse and privacy is completely preserved. Your decision 
whether or not to participate in this study will not affect your grade in school. You can decide 
whether the recorded personal data can be published or not. 
  
PARTICIPANT’S RIGHTS:  If you have read this form and have decided to participate in 
this project, please understand your participation is voluntary and you have the right to 
withdraw your consent or discontinue participation at any time without penalty or 
loss of benefits to which you are otherwise entitled.  The alternative is not to partici-
pate.  You have the right to refuse to answer particular questions.  The results of this re-
search study may be presented at scientific or professional meetings or published in scien-
tific journals. Your identity is not disclosed unless we directly inform and ask for your per-
mission. 
 
CONTACT INFORMATION: If you have any questions, concerns or complaints about this 
research, its procedures, risks and benefits, contact following persons: 
Eugen Mannweiler (eugman@gmx.de) 
Lars Lischke (lars.lischke@vis.uni-stuttgart.de) 
 
IMAGE DATA: (select one) 
 Please do not publish the image data recorded during my participation of study. 
 I allow you to publish the image data recorded during my participation of study. 
 I allow you to publish the anonymous image data recorded during my participation 
of study. 
 
By signing this document I confirm that I agree to the terms and conditions. 
 
Name: _________________________     Signature, Date: _________________________ 
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Restlichen Statistiken zur Nutzerstudie  
Hier können die restlichen Statistiken (Abbildung A.1 bis Abbildung A.12), die  nicht in 
den Kapitel 5 aufgenommen wurden, angeschaut werden.  
 
Abbildung A.1 Distanzverteilung bei Schriftgröße 10 
 
 
Abbildung A.2 Distanzverteilung bei Schriftgröße 15 
 
 
Abbildung A.3 Distanzverteilung bei Schriftgröße 20 
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Abbildung A.4 Distanzverteilung bei Schriftgröße 25 
 
 
Abbildung A.5 Distanzverteilung bei Schriftgröße 30 
 
 
Abbildung A.6 Distanzverteilung bei Schriftgröße 35 
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Abbildung A.7 Distanzverteilung bei Schriftgröße 40 
 
 
Abbildung A.8 Distanzverteilung bei Schriftgröße 45 
 
 
Abbildung A.9 Distanzverteilung bei Schriftgröße 50 
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Abbildung A.10 Feste Distanz(Links) und variabler Schriftgröße 
 
Abbildung A.11 Feste Distanz(Mitte) und variabler Schriftgröße 
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Abbildung A.12 Feste Distanz(Rechts) und variabler Schriftgröße 
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Bedienungseinleitung 
In der Bedienungseinleitung wird erklärt wie das Programm, welches während dieser Dip-
lomarbeit entwickelt wurde, gestartet wird und auf was der Benutzer achten soll. 
In der Abbildung A.13 ist das Startfenster zusehen. Mit der Taste „Reader“ wird ein Fens-
ter, in dem der Benutzer die Textdokumente lesen kann, geöffnet. Es können mehrere 
Fenster für das Lesen der Dokumente gleichzeitig geöffnet werden. Mit der Taste „Op-
tiTrack“ wird die Bewegungserkennungssystemkomponente geöffnet. Falls der Benutzer 
bereits mehrere Textdokumente offen hat, werden diese in dem blauen Rahmen angezeigt. 
 
Abbildung A.13 Startfenster 
In der Abbildung A.14 ist das OptiTrack-Fenster zusehen. Der Benutzer kann in das Feld 
die IP-Adresse, mit der auf gesendete Daten zugegriffen wird, eingeben. Außerdem kann 
der Benutzer mit „Load settings“ eigene Einstellungen bezüglich Schriftgröße/Distanz –
Verhältnisses laden. Es werden beim Start automatisch vordefinierten Einstellungen gela-
den. Mit dem „Start-Button“ startet die Datenerfassung. Der Status ist offline , falls der 
„Start-Button“ nicht gedrückt worden ist. Nach dem Start wird der Status auf „started“ 
umgeändert. Um diese Komponente zu schließen und die Datenerfassung zu beenden, 
reicht das Schließen des Fensters. 
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Abbildung A.14 OptiTrack-Fenster 
Wenn im Startfenster die „Reader-Taste“ gedrückt wurde erschein die Lesekomponente, 
siehe Abbildung A.15. Für genaue Funktionserklärungen kann im Kapitel 4 nachgelesen 
werden. 
 
Abbildung A.15 Lesekomponente 
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