In this paper, stability theorems for stochastic differential equations and backward stochastic differential equations driven by G-Brownian motion are obtained. We show the existence and uniqueness of solutions to forward-backward stochastic differential equations driven by G-Brownian motion. Stability theorem for forward-backward stochastic differential equations driven by G-Brownian motion is also presented.
Introduction
Consider a family of ordinary stochastic differential equations (SDEs for short) parameterized by ε ≥ 0, 
Preliminaries
In this section, we introduce some notations and preliminaries about sublinear expectations and G-Brownian motion, which will be needed in what follows. More details concerning this section may be found in [13] , [14] and [15] .
Let Ω be a given set and let H be a linear space of real valued bounded functions defined on Ω. We suppose that H satisfies C ∈ H for each constant C and |X| ∈ H, if X ∈ H. From now on, we consider the following sublinear expectation space (Ω, H, E): if X 1 , · · · , X n ∈ H, then ϕ(X 1 , · · · , X n ) ∈ H for each ϕ ∈ C l,Lip (R n ), where C l,Lip (R n ) denotes the linear space of functions ϕ satisfying |ϕ(x) − ϕ(y)| ≤ C(1 + |x| m + |y| m )|x − y| for x, y ∈ R n , some C > 0, m ∈ N depending on ϕ. Definition 2.2 . Let X and Y be two n-dimensional random vectors defined on nonlinear expectation spaces (Ω 1 , H 1 , E 1 ) and (Ω 2 , H 2 , E 2 ), respectively. They are called identically distributed,
Definition 2.3. In a nonlinear expectation space (Ω, H, E), a random vector Y ∈ H n is said to be independent from another random vector
X is called an independent copy of X ifX d = X andX is independent from X. Definition 2.4 (G-normal distribution). In a sublinear expectation space (Ω, H, E), a random variable X ∈ H with
is said to be N (0; [σ 2 ,σ 2 ])-distributed, if for eachX ∈ H which is an independent copy of X we have
Definition 2.5 (G-Brownian motion).
A process {B t (ω)} t≥0 in a sublinear expectation space (Ω, H, E), is called a G-Brownian motion if for each n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n < ∞, B t 1 , · · · , B tn ∈ H and the following properties are satisfied:
. Considering the canonical process B t (ω) = (ω t ) t≥0 . For each fixed T > 0, set Ω T := {ω .∧T : ω ∈ Ω} and
Let ξ be a G-normal distributed, or N (0; [σ 2 , 1])-distributed random variable in a sublinear expectation space ( Ω, H, E). We now introduce a sublinear expectationÊ defined on L ip (Ω) via the following procedure: for each X ∈ L ip (Ω) with
for some ϕ ∈ C l,Lip (R d×m ) and 0 = t 0 < t 1 < · · · < t m < ∞, we set
where (ξ 1 , · · · , ξ m ) is an m-dimensional G-normal distributed random vector in a sublinear expecta-
The related conditional expectation of X = ϕ(
Next, we introduce the Itô's integral with G-Brownian motion. For
We consider the following type of simple processes: for a given partition
are given. The collection of these processes is denoted by M p,0
Definition 2.9. For the 1-dimensional G-Brownian motion B t , we denote B t is the quadratic variation process of B t , where B t := lim
Stability theorem of G-stochastic differential equations
In this section, we consider the stability theorem of G-stochastic differential equations. Consider the following stochastic differential equations driven by d-dimensional G-Brownian motion:
the initial condition X 0 ∈ R n , and b, h ij , σ j are given functions satisfying
Consider the following G-SDEs depending on a parameter ε(ε ≥ 0):
We make the following assumptions:
where 
where φ = b, h ij and σ j , respectively, i, j = 1, · · · , d.
(
2)(see [2] ), while the Assumption 3.3 will allow us to deduce the following stability theorem for G-SDEs. Theorem 3.1. Under the Assumptions 3.1, 3.2 and 3.3, we have the following convergence: as
In order to prove Theorem 3.1, we need the following lemmas: 
where v(t) := t t 0 1 ρ(s) ds, t 0 ∈ (0, +∞). Lemma 3.2 (see Peng [15] ). Let ρ : R → R be a continuous increasing, concave function defined on R, then for each X ∈ L 1 G (Ω), ∀ t ≥ 0, the following Jensen inequality holds:
Proof of Theorem 3.1.
and
5) taking the G-expectation on both sides of the above relation and from Proposition 2.3, we get
by Assumption 3.2, we havê
where
Because ρ is concave and increasing, from Lemma 3.2, we havê
Since as ε → 0, C ε (T ) → 0, hence, from Lemma 3.1, we get
A special case of Assumption 3.2 is Assumption 3.4 (Lipschitz condition). For any x 1 , x 2 ∈ R n , there exist constant C 0 > 0 such that |φ ε (t,
where φ = b, h ij and σ j , respectively, i, j = 1, · · · , d. 
Stability theorem of G-backward stochastic differential equations
In this section, we give a stability theorem of backward stochastic differential equations driven by d-dimensional G-Brownian motion (G-BSDEs for short). Consider the following type of G-backward stochastic differential equations depending on a parameter (δ ≥ 0):
, and ρ : (0, +∞) → (0, +∞) is continuous, increasing, concave function satisfying ρ(0+) = 0, 
Taking the G-expectation on both sides of (4.3), we havê
From the Assumption 4.1, Propositions 2.1 and 2.3 as well as Lemma 3.2, we havê
Since as δ → 0, C δ (0) → 0, hence, from Lemma 3.1, we havê
The proof is complete. A special case of Assumption 4.1 is Assumption 4.3. For any δ ≥ 0, y 1 , y 2 ∈ R n , there exist constant C 0 > 0 such that 
Forward-backward stochastic differential equations
The goal of this section is to show the existence and uniqueness of forward-backward stochastic differential equations driven by G-Brownian motion. For notational simplification, we only consider the case of 1-dimensional G-Brownian motion. However, our method can be easily extend to the case of multi-dimensional G-Brownian motion. We consider the following system:
where the initial condition x ∈ R, the terminal data ξ ∈ L 2 G (Ω T ; R), and b, h, σ, f, g are given functions satisfying b(·, x, y), h(·, x, y), σ(·, x, y), f (·, x, y), g(·, x, y) ∈ M 2 G ([0, T ]; R) for any (x, y) ∈ R 2 and the Lipschitz condition, i.e., |φ(t,
. This model is called forward-backward because the two components in the system (5.1) are solutions, respectively, of a G-forward and a G-backward stochastic differential equation.
We first introduce the following mappings on a fixed interval [0, T ] :
, we have the following estimates: And since
(5.5)
From the assumption (2 √ 6 + 2 √ 2)K √ T < 1, we can obtain that Λ t (X, Y ) is a contraction mapping. Hence a unique fixed point for Λ exists and this is the solution of our system (5.1). The proof is complete.
In the last section, we present stability theorem for forward-backward stochastic differential equations driven by G-Brownian motion.
