ABSTRACT This paper is concerned with the distributed consensus problems for second-order multiaircraft systems in the presence of sensor data loss and time-varying communication topology. A novel model-based game strategy is proposed to handle the distributed problem regardless of the time-varying topology. An anti-disturbance sliding-mode controller is designed to realize the ability of disturbance rejection and state estimation. The extended state observer combines two methods together and finally produces an independent decision-making architecture for each individual such that better convergence is achievable. Theoretical analyses are given to guarantee both individual stability and distributed stability. The simulation and experimental results are presented to show the effectiveness of the proposed control scheme.
I. INTRODUCTION
Multi-agent systems(MASs) have received attractive attention due to their wide applications, e.g., the consensus, formation, flocking and rendezvous of robots [1] , UAVs [2] and mechanical components [3] . The main objective of distributed consensus control for multi-agent systems is to turn large and complex systems into small distributed systems which can communicate and coordinate with each other. These small distributed systems through internal cooperation can complete complex tasks without the global information. There are many studies about the design of local control method satisfying the global consensus or formation. The overview of the current status and future trends are provided in [4] for cooperative control consensus in multi-agent systems, including dynamically changing, time-invariant communication topologies, convergence rate and heterogeneous group. In [5] , a fundamental continuous consensus algorithm was introduced for different dynamics based on the interaction graph topology. But the sensor uncertainties and external disturbances, which are inevitable in most practical applicaThe associate editor coordinating the review of this manuscript and approving it for publication was Lifeng Ma.
tions, are not considered in this strategy [6] , [7] . What's more, this strategy is inappropriate in the case of switching topology, complex mathematical analysis and strict conditions are required [8] , [9] .
Game theory is taking more and more important part in the design and control of multi-agent systems [10] , [11] . Because of the independence to the communication topology, the strategy still has a good performance when the topology changes. In [12] , utilizing game theory for the consensus purpose is divided into two steps. The first step is to design a local objective function for each agent and treat them as self-interested decision makers in a game theoretic environment. The second step is to design distributed learning algorithms which decide the actions of each agent to converge to a desired operating point, e.g., a Nash equilibrium of the designed game. Ye and Hu [13] address a Nash equilibrium seeking problem for non-cooperative games. In contrast to previous works on Nash equilibrium seeking, the Nash equilibrium under consideration can be time-varying. Zhang et al. [14] presented a stochastic weakly acyclic game based method to control multi-agent systems under directed and time-varying interaction topology. Li and Marden [15] established a methodology for the design of local agent objective functions to satisfy the global consensus. To analyze the switching topology further, Li and Marden [16] proposed a new game theoretical approach to address distributed optimization problems that permits relaxations in the structure of the communication graph and the proof that the game strategy is independent of the switching communication topology is provided as well. However, to the best knowledge of the authors, most of the proposed game strategies can only deal with the path planning problems. The individual control of each agent and the convergence of the distributed system are designed separately, which means that the convergence analysis of the system is based on the calculated states rather than the real states. Lacking the real-time state feedback from the agents, it is unable to consider the model dynamics and sensor uncertainties in the game strategy, and it is unable to realize the ability of distributed anti-disturbance, either.
The information flow and cooperative control of vehicle formations are studied to develop a separation principle that decomposes formation stability into two components: stability of the global consensus and stability of an individual agent [17] . Inspired by the literature, this paper solves the distributed control problem based on game theory and uses sliding mode control(SMC) as the individual control method. These two methods are combined by interchanging the information of the model states. The design simplicity and strong robustness of SMC make it an excellent choice to build a linkage with game theory without aggravating the system complexity.
SMC is the main control strategy of variable structure control (VSC) and has been widely studied, vigorously developed and gradually applied in practical engineering field such as power system, robotics or aircraft and satellite systems since it was proposed [18] - [23] . To solve the problems of external disturbances and sensor uncertainties, observation of the disturbances and estimation of the states are very important. A state feedback and consensus algorithm is proposed in [24] to ensure UUV formation achieve consensus under model uncertainties, current disturbances and unstable communication. Ren et al. [25] build a distributed ''reduced order observer'' to solve consensus problem of second-order nonlinear stochastic multi-agent systems. Wang et al. [26] investigate the reduced-order observer-based consensus problem of multi-agent systems with time delay and event trigger strategy. Zhao and Du [27] study the finite-time consensus problem of leader-follower higher-order multi-agent systems with mismatched disturbances by combining the non-singular terminal sliding-mode control and disturbance observer based control methods together. The introduction of state observer into the MASs is proven effective. In this paper, we introduce active disturbance rejection control (ADRC), a method which is proposed by Han [28] , into the SMC. The typical structure of ADRC is consisted of three parts: tracking differentiator (TD), extended state observer (ESO) and nonlinear state error feedback control law (NLSEF). Comparisons between ADRC and SMC method on tracking performance, disturbing resistance and the robustness are presented in [29] and [30] .
In [31] , a model-based robust control integrating the ESO with the second-order sliding mode algorithm is proposed for the polymer electrolyte membrane fuel cell air-feed system. Liu et al. [32] propose a second-order sliding-mode control for three-phase two-level grid-connected power converters. To improve the disturbance rejection ability, the supertwisting algorithm and disturbance compensation via ESO are introduced for the voltage regulation loop. Wu et al. [33] proposed a new structure of SMC based on lines cluster approaching theory and connect it with ESO to realize the ability of disturbance compensation and state estimation. The anti-disturbance ability of the system is improved with ESO added into the SMC method.
Based on the aforementioned analyses, this paper proposes a new control structure combining the novelty of both the game theory and SMC method and gives a new strategy on distributed anti-disturbance control. In this method, game theory and SMC method are not connected in a straightforward way, they are coupled and the state estimations getting from ESO become the link of their interaction. To the best of our knowledge, none of previous works has addressed the similar issue before. The major contributions of the present study are as follows:
1) We propose a novel game strategy which includes the state feedback though state observer, thus introducing the dynamic information of model into the distributed algorithm. The model-based game strategy uses potential function and distributed learning algorithm to guarantee the consensus of the distributed system. By introducing the model information into the game strategy, the path planning and the individual control are designed integratedly, which means better convergence is achievable. The decision making architecture is independent of the switching communication topology, so the strategy still has a good performance when the topology changes.
2) The abilities of anti-disturbance and state-estimation are realized by an optimized SMC method. This method uses ESO as an effective observer to estimate the states and compensate for the disturbances. The introduction of ESO improves the practicability of the method, especially when there exists invalid data at some moment or some states are unmeasured. What's more, TD is used to get the generalized differential (a kind of differential which has high quality) of the command, making the converge performance smooth without oscillation and overshoots.
3) The method is introduced and implemented on the 3-DOF multi-aircraft systems and the simulation and experimental results show its effectiveness and superiority. The remainder of this paper is organized as follows. Section 2 gives the preliminaries and problem statement of this paper. Section 3 establishes the model of the 3-DOF multi-aircraft systems and gives the individual control method: an optimized SMC method with ESO and TD. The stability proof of individual agent is also given in this section. Section 4 gives the details of the proposed algorithm of model-based game strategy and analyzes the stability of distributed system. Simulation and experimental results are reported in Section 5. Finally, Section 6 concludes the paper.
II. PRELIMINARIES AND PROBLEM STATEMENT A. ABBREVIATIONS
The abbreviations used in this manuscript are defined in Table 1: B. GRAPH THEORY Some basic definitions are introduced in graph theory.
We consider a MASs consisting of n agents denoted by the set N = {1, . . . , n}. An undirected graph G consists of a vertex set V (G) and an edge set E(G), where
is presented by the vertex v n and the information sharing relationship is presented by the E(G), which means the neighbors of agent i is defined as N i = {j ∈ N : (i, j) ∈ E}. In this paper, we define (i, i) ∈ E.
C. POTENTIAL GAMES
We define a joint value by the global cost function of the form as below:
Here v i ∈ V (G), f i () is linear function. Obviously, to minimize the global cost function is an optimization problem. We assume throughout that is differentiable convex and thus a solution of this optimization problem is guaranteed to exist [12] .
But in the distributed control field, the major difficulty is that each agent cannot get full information of the whole system. So each agent i ∈ N chooses its value independently in response to its local information which means there exists local cost function Decide a game strategy characterized by a set of agents marked N = {1, . . . , n} and each agent has an action set A i and a local cost function J i . The action set is the action (command) that decides the next step (state) agent should take. For an action profileã = (ã 1 , . . . ,ã n ), letã −1 present the action profile of agents other than agent i, i.e.,ã
One class of games that plays a prominent role in engineering MASs is potential games [34] .
Definition 1 (Potential Games): A game {N , {A i }, {J i }} is called an (exact) potential game if there exists a global function : A → R such that for every agent i ∈ N ,ã −1 ∈ A −1 andã i ,ã i ∈ A i , it is guaranteed that:
The potential games have several properties which make them so attractive for solving the distributed control problem. Firstly, in a potential game a pure Nash equilibrium, i.e., an action profile a * ∈ A such that
is guaranteed to exist. This property means if the distributed control problem is defined as a potential game, we can get the minimization of the global cost function by approaching to the minimization of the local cost function. Secondly, there are several mature distributed learning algorithms that can be applied for the distributed control design [34] - [36] . Last but not the least, the convergence to the pure Nash equilibria in potential games is inherently robust. If we choose a reasonable learning algorithm and each agent is guaranteed to optimize its local cost function, the global game will surely reach its pure Nash equilibria. That means, issues like heterogeneous clock rates and switching topology are not problematic to learning pure Nash equilibria in such games [15] .
D. PROBLEM STATEMENT
The problem under consideration is to propose a local control framework which solves the distributed consensus or formation problems for 3-DOF multi-aircraft systems with time-varying communication topology, external disturbances and unreliable sensors. More specifically, they can be described as follows: Problem 1: Given an undirected graph G to describe the communication topology of multi-aircraft systems. The graph G is time-varying and switching randomly. The converge of multi-aircraft systems should still be guaranteed and the requirement for graph G at each time should be analyzed.
Problem 2: There exist unknown external disturbances
The disturbances should be observed and compensated in a distributed way to improve the robustness of the systems.
Problem 3: In the multi-aircraft systems, only the information of position state p i can be obtained and the sensors of p i are not always reliable. The phenomenon of sensor data loss should be considered in the control algorithm.
III. THE STABILITY OF INDIVIDUAL AGENT A. THE MODEL OF 3-DOF AIRCRAFT SYSTEM
The coordinate system used in this article is defined as: When the track deflects to the right, χ is positive.
The interception geometry is shown in Figure 1 .
In the flight path coordinate system, the dynamic equations of the aircraft's centroid can be expressed as follows:
Here V is aircraft speed, m is aircraft mass, g is acceleration of gravity, T x k , T y k , T z k are projection of thrust on flight path coordinate system. A y k and A z k are projection of aerodynamic force on axis O g y k and O g z k of flight path coordinate system. D is aerodynamic drag. Let a x represents the tangential acceleration, a y and a z represent the vertical and horizontal components of normal acceleration, then we can get:
Without considering the effect of the earth's curvature, we assume that the aircraft is flying sideslip-free and the position coordinates in geographic coordinate system is defined as (x g , y g , h g ). Then we get the kinematics model of 3-DOF aircraft system [40] :
Define the state vector of the system:
From the model (6) we can get:
Notice that matrix is invertible. Let a = −1 (u − G), then from (8) we can get the state equation of aircraft i as:
Here 0 3 and I 3 are 3 order zero matrix and unit matrix, i remarks different agent denoted by the set N = {1, . . . , n}. Only the information of position state p i can be obtained.
For conventional SMC, we usually choose a sliding mode plants, i.e., s = C 1×n x n . Then we design control law to satisfy that:
(1) System trajectory approaches each sliding mode plane, i.e., s → 0; (2) All the sliding mode motions are convergent, i.e., x n → 0, on sliding mode planes. In this paper, a exponential reaching law which is widely used in the industry field is chosen:
Here sgn() is the sign function, δ 1 , k is a constant.
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In order to reduce the chattering caused by the sign function, a common method is to replace it with the saturation function as follows:
where ϕ > 0 is the thickness of the boundary layer. The scheme designed in this section makes the control law smooth but the tracking accuracy of system deteriorates. A proper value of ϕ is very important and it should make a balance between the smoothness and convergence performance. Assume that p d i is the position command for agent i getting from the game strategy to guarantee the distributed convergence of the multi-aircraft systems, v d i is the command velocity for agent i, a d i is the command acceleration for agent i.
represent the position tracking error and the velocity tracking error of agent i.
Let s i = c 1pi + c 2vi , the control input u i for agent i based on normal SMC is defined as below:
The tracking error of model (10) will converge to zero by the control law (13) .
Proof:
Choose a Lyapunov function:
Differentiating (14) and substituteṡ i by the exponential reaching law (11) gets:
HereV = 0 holds if and only if s i = 0, which means c 1pi + c 2vi = 0. In this case:
So finally we can get:
i . Then we deduce the control law:
Replace p i and v i with (10) can be transformed into:
wherē
Because s i = c 1pi + c 2vi , so in the exponential reaching law (11) : (19) Substitute the model (18) into (19) and substitute the sign function with the saturation function (12) then we can get the control input (13) . This completes the proof.
C. THE OPTIMIZATION OF THE CONTROL METHOD 1) FILTERING OF THE COMMAND
In control input (13) , there exists a potential problem. There is command acceleration a d i in it, which may cause huge overshoots of the control input especially when the command signal varies very fast. Some typical methods are discussed on making the control input smooth and non-overshoot in [37] and [38] . Here we introduce tracking differentiator (TD), a component usually combined with ESO in ADRC method to deal with this problem. TD is a tracker which can get the generalized differential (a kind of differential which has high quality) of the signal, making the convergence smooth without oscillation and overshoots. The function of TD is defined as follows:
.
The tracking error E i will converge to zero by function (20) [39] , which meansv
to replace the command acceleration a d i .
2) ESTIMATION OF THE STATES AND THE DISTURBANCE
In some cases it is difficult to measure all the states of the agents, such as system (10), only the information of position state p i is available. Normally we use the differential of p i to represent v i . But in the industrial field, the states detected by the sensors always contain lots of noise or sometimes there exists intermittent data loss on the sensors. Simply differentiating p i will seriously affect the performance of the controller, even to the extent would damage the stability of the system. Besides, the control input u i from (13) is the nominal control input of the aircraft system. Using correspondence a i = −1 (u i − G) and function (5), we can get the actual control input of the system:
In the actual control process, there always exists disturbance on T i and absolutely, the observation and the compensation of the disturbance will greatly enhance the accuracy of the control performance. We define the input disturbance as
T and in the same way, we can get the nominal input disturbance on the control input u i as:
The compensation of d i on control input T i is the same as the compensation ofd i on u i . Then we introduce the extended state observer (ESO) into the controller. The ESO equation is defined as follows [33] :
The nonlinear function fal is defined as follows:
Using this kind of ESO, the tracking error e i will converge to zero [39] . z 1 i and z 2 i are used to estimate the state variables p i and v i of agent i and z 3 i estimates the summation of both the model uncertainty and external disturbance of agent i. In this paper, z 3 i is the estimation ofd i . β 1 , β 2 and β 3 are all adjustable parameters.
i represent the position tracking error and the velocity tracking error of agent i. Then the final control input is shown as follows:
The tracking error of model (10) will converge to zero by the control law (24) .
Proof: Consider the input disturbanced i in the system (10) as:
Based on the ESO filter equation (22), then choose the control input as:
Then the system (25) is compensated as: 
Differentiating (28) and substituteṡ i by the exponential reaching law (11) gets: So finally we can get:
Based on the stability proof of ESO in [39] , we can get:
Then we deduce the control law: (27) can be transformed into: Substitute the model (31) into (32) and substitute the sign function with the saturation function (12) then we can get:
Useâ d i to replace the command acceleration a d i then we can get the final control input (24) . This completes the proof.
Though all these optimization method, SMC control method with TD and ESO can not only guarantee the tracking error converge to zero, but also have a relatively high-quality control input. The system is more practical and adaptive to sensor noise or intermittent data loss with the estimation of system states. The compensation of the disturbance realizes the anti-disturbance ability of the system. The structure of the proposed SMC method with TD and ESO is shown in Figure 2 .
IV. THE STABILITY OF DISTRIBUTED SYSTEM
A. MODEL-BASED GAME STRATEGY DESIGN A state-based potential game strategy is proposed in [12] . Based on this strategy and the learning algorithm gradient play, the convergence to the stationary state Nash equilibria has been guaranteed. In the state-based potential game strategy, the trajectories of agents are designed based on their initial conditions and expected terminal conditions. Each agent tracks the path as their position command so finally the MASs VOLUME 7, 2019 reach consensus. In this case, game strategy only solves the path planning problem based on the initial and terminal information. The whole action profile of individual agent is designed on the calculated states rather than the real states. This strategy has two defects. Firstly, the action profiles are determined without considering the dynamic characteristics of the agents. This disadvantage seriously restricts the application of the strategy because actual states are always delay or overshoot compared with the commands. In many cases where the collision avoidance must be taken into consideration (such as formation control), the strategy is no longer effective. Secondly, because of the design separability, it is unable to realize the distributed anti-disturbance and the converge rate and converge stability can only be balanced in the game strategy. To solve the problems above, a model-based game strategy with gradient play is proposed. Now we introduce the specifics of our strategy. The class of model-based games considered in this paper consists of the following elements:
1) an agent set N , 2) a model M , 3) a state space X , 4) a model-based action set A i (x) for each agent i ∈ N and state x ∈ X , 5) a state transition function f (x,ã) ∈ x for x ∈ X and a ∈ A(x) 6) a state dependent cost function in the form of
The state space X is defined as a tuple x = (p d , z 1 , e) where
is the profile of command values, . . . , e n ) by using the state transition function f (x,ã). With the action in a potential game, two things should be guaranteed: the estimation e i of all agents converge to their actual value (e k i → z 1 k ) and the distributed system converge to its consensus state (pure Nash equilibria).
Before establishing the structure, we make the following assumptions for the model-based potential game:
A-1: (x, 0) is continuously differentiable and bounded below on x and (x,ã) is convex and differentiable on variableã.
A-2: ∇ã (x,ã) is a Lipschitz function on variableã, i.e., there exists a constant L such that for any x ∈ X and for anyã,
The state transition rule is linear, namely thatx = f (x,ã) = x + Bã. Thus (x,ã) = (x + Bã, 0) for allã ∈ A(x).
A-4 : There exit constants M , m > 0 such that for any
According to the learning algorithm gradient play, each agent i ∈ N selects an actionã i (t) ∈ A i (x(t)) according to:
here τ i is the step size which is a positive constant. Note that the agents' step sizes can be heterogeneous.
Theorem 1: Define a model-based potential game that satisfies Assumptions (A − 1, 3, 4) and a learning algorithm gradient play as (34) . If the step size τ i is smaller than Proof: From the definition of the model-based potential game, we have (x(t + 1), 0) = (x(t),ã) where x(t + 1) = f (x(t),ã). The gradient play process in (34) can be expressed using the model-based potential function as:
Therefore, we have
We know that:
which is equivalent tõ
If τ i is smaller than L 2 for all i ∈ N , we have that:
The equality holds in the second inequality if and only if a i (t) = 0. Therefore, (x(t), 0) is monotonically decreasing along the trajectory x(t). Since (x(t), 0) is bounded below, (x(t), 0) keeps decreasing until it reaches a fixed point, which meansã(t) = 0. Such a fixed point is a stationary state Nash equlibrium. Hence [x(t),ã(t)] converges to a stationary state Nash equilibrium in the form of [x * , 0]. This completes the proof.
The asymptotic guarantees given in Theorem 1 hold for heterogeneous step sizes. This implies that the agents can take actions synchronously or asynchronously without altering the asymptotic guarantees. What's more, the rate of convergence of gradient play depends on the structure of the potential function , the state transition function f (x,ã) and the stepsize τ i . Larger step sizes τ i generally lead to faster convergence but can also lead to instability. Moreover, the stepsizes can vary with time as long as some additional mild conditions are satisfied. Note that if (x,ã) is a strict convex function on variableã, one choice for the bound M on the stepsize τ i is:
Here ∇ 2 a (x,ã) denotes the Hessian matrix of on variableã, and σ denotes the singular values of this matrix.
Theorem 2: Define a model-based potential game that satisfies Assumptions (A − 1, 3, 4) and a learning algorithm gradient play as (34) . The distributed algorithms will reach stationary Nash equilibria even if the communication graph G changes.
Proof: Notice that (x, 0) is independent of the communication graph G. Therefore, even though the communication graph G is time-varying, Theorem 1 establishes that our model-based game strategy possesses an underlying structure that facilitates the design of distributed algorithms to reach stationary Nash equilibria.
After the mathematical proof of the convergence of Nash equilibria, now we begin to design the potential game.
Local Cost Functions: The local cost function contains two parts and takes on the form as below:
Here J φ i (·) represents the component centered on the objective function φ, J e i (·) represents the component centered on the disagreement of estimation based terms e. α 3 is a positive constant representing the tradeoff between the two components [12] . Each of the components is defined as below:
Global Cost Functions: Then we define the global cost function on the form as below:
And similarly, each of the components is defined as below:
represents the ensuring state, and the formation is specified by a vector r = [r 1 , r 2 , . . . , r n ] T . If r 1 = r 2 = · · · = r n = [0, 0, 0], the formation problems become the consensus problems.
Obviously, the local cost function form and the global cost function form satisfy the equation (2) in the Definition 1 and Assumptions (A − 1, 3, 4) . So now we have constructed a potential game. Then we design the action sets by the gradient play algorithm.
B. GRADIENT PLAY ALGORITHM DESIGN
The action set A i (x) for agent i is defined as a tupleã i = (p d i ,ê i ) wherep d i ∈ R means the change for the command value p d i andê i = (ê 1 i , . . . ,ê n i ) means the change for the agent's estimation terms e i . Because there exists a communication topology in the distributed control problem, definê e k i→j ∈ R as the estimation value action that agent i passes to agent j regarding to the value of agent k.
For a state
represent the total estimation passed to (from) agent i from (to) its neighbors regarding the state value of the agent k. The action selected by each agent is determined by the gradient play algorithm. Suppose that V i is a closed convex set for all i ∈ N , at each time t ≥ 0 and given the state
Here τ the distributed multi-agent system will finally reach consensus. That is to say, all the following conditions are satisfied:
C-1: The estimation profile e satisfies that for all e i , e k i = z 1 k , k ∈ N ; C-2: The state value profile z is an optimal solution for the distributed consensus problem; C-3: The change in command value profile p d satisfieŝ p d = 0; C-4: The change in estimation profile e satisfies that for all
is shown in (47) and (48).
Forp d i (t) :
Herez 1 i is the ensuing state feedback getting from the ESO of agent i, φ k | e i (t)−r i represents the derivative of φ relative tõ e k i − r i for the profileẽ i . In the proposed method,z 1 i →p i based on the ESO function in (22) . Whenã = 0 we can get
So finally we get:
Forê k i→j (t) :
which is equivalent to
) (52) Consider any two connected agents i, j ∈ N , the equality in (52) translates to:
Adding these two equalities, we can get:
Since our communication graph is connected, the equality condition in (53) 
If the total number of agents is odd or there exists a cycle in the communication graph with an odd number of nodes we have that for all i, k ∈ N , l∈N i (e k i (t) − e k l (t)) = 0. Since the communication graph is connected and undirected, it is guaranteed that for all agents, i, j ∈ N , e k i (t) = e k j (t), ∀k ∈ N , which completes the proof.
Up to now, a distributed model-based game strategy has been established. This systematic methodology uses potential function and distributed learning algorithm to guarantee the agreement of the distributed system. It solves the problem of design separability and realizes the distributed anti-disturbance by introducing the state estimation of the individual model into the strategy. What's more, the game strategy is independent of the time-varying communication topology so the distributed system can still reach consensus or a special formation when the topology varies.
The complete control structure of agent i is shown in Figure 3 .
V. SIMULATION AND EXPERIMENT
This section describes several MATLAB simulations and experiment we have completed in order to demonstrate the novelty and effectiveness of the proposed systematic strategy. The section includes five parts. Part A we simulate the normal consensus problem in the MASs, this part shows the basic consensus performance based on the proposed method without considering the disturbance, data loss or topology variance. In part B, a input disturbance d i is added into the MASs and the simulation shows the distributed anti-disturbance ability of the proposed method. Part C, data loss on sensors of aircraft is considered. This part shows the superiority of state estimation and verify that the system can still be stable and reach consensus in this case. In part D, we consider the randomly switching topology in the MASs. The simulation results proof that our method is exactly independent of the switching communication topology. Part E is the experiment based on our lab's MASs simulation platform. The simulation platform consists of three simulation computers, each one represents respectively one aircraft in the MASs. In this experiment, the proposed method and a state-based game strategy with normal SMC are compared to show the advantage of the proposed control strategy. Two algorithms are applied fairly in real situations, input disturbance, data loss and switching topology are all considered and embodied in the simulation platform. In this case, the formation problem is successfully solved based on the proposed method. Comparisons on converge performance, control input value and tracking error show the advantage of the designed control strategy over the existed strategy.
Consider we have 3 agents N = {1, 2, 3} and the communication graph topology is defined in Figure 4 . Each aircraft has the model as (6) . Each aircraft i has a local state variable in the form of
The action profile is calculated by the gradient play algorithm shown in (47) and (48). The state transition rule is shown in (45) and (46).
The differentiable convex function φ(·) is chosen as: The parameters are set as Table 2 :(The parameters τ Figure 5(b)(c)(d) show the position curve of three aircrafts respectively on the axis x, y, h. They are presented to display the consensus process delicately. From the simulation results we can see that the position of all aircrafts reach consensus with no overshoots and oscillations. Figure 6 shows the detailed information on each agent. information of all agents, which is the key to the convergence of the whole MASs. Figure 6(d) shows the velocity V of each agent, Figure 6 (e) shows the flight path angle γ of each agent and Figure 6 (f) shows the track deflection angle χ of each agent. These information are useful to study and analysis the flight condition in the consensus process. From these figures we can also see that all aircrafts reach consensus smoothly.
B. CONSENSUS PROBLEM WITH INPUT DISTURBANCE
In this case, we show the consensus performance based on the proposed method with input disturbance. The introduction of ESO realize the estimation and the compensation to the disturbance. Considering the transformation relation in (19), we set input disturbance on each aircraft asd 1 = 5 sin(2t), Figure 5 , the disturbance has little influence on the consensus performance even if the input disturbance actually is not small compared with the range of motion. This is the contribution of ESO. Figure 8 shows the disturbance estimation performance of agent i. As we can see, the disturbanced i is correctly estimated by ESO and compensated in control law (25) .
C. CONSENSUS PROBLEM WITH SENSOR DATA LOSS
In this case, we show the consensus performance based on the proposed method with sensor data loss. In practical application, the information detected by the sensors are not completely reliable. Sometimes they contain lots of noise, sometimes there may exist intermittent data loss phenomenon. In system (10) , only the information of position state p i is available, if we use the differential of p i to represent v i , the intermittent data loss in p i will turn into huge pulses in v i , which will seriously affect the performance of the controller, even to the extent would damage the stability of the system. The state estimation in ESO solves this problem.
We set random intermittent data loss on the sensor of p i by 0.5%, which means the sensor has 0.5% probability to Figure 5 , the consensus performance basically is not affected. Figure 10 shows how the state estimation works. We choose height h 1 of aircraft 1 as an illustration. From Figure 10 we can see that differential of h 1 is so large that it even reach magnitude 10 4 . Bringing such large number into the control law will greatly affect the stability of the system and the frequent pulses will damage the motors. But from the enlarged coordinates in Figure 10 we can see that the estimation of h 1 and its differential is much more smooth. That explains the smooth consensus performance in Figure 9 . From Theorem 2, we get the fact that the distributed algorithms will reach stationary Nash equilibria even if the communication graph G changes. In the switching process, if graph G satisfies one of conditions B1-B4 at each time, the distributed multi-agent system will finally reach consensus regardless of the time-varying topology. Figure 11 shows the trajectories of aircraft 1,2 and 3 in 3-D space. From the figure we can see that the position of all aircrafts still reach consensus well. Figure 12 shows the topology switching process, the topology jumps between three structures randomly. This simulation verifies that the proposed method is exactly independent of the switching communication topology. 
E. FORMATION PROBLEM IN EXPERIMENT
We set the following simulation scenario to validate the application of our control framework in real situations. Figure 13 shows the MASs simulation platform. The experiment works on three (or more) flight simulation computers and each computer represents respectively one aircraft in the MASs. Figure 14 shows the graphic interface of aircraft subsystem. From the subsystem we can study and analysis the flight condition in the process visually. The disturbance and data loss can be added on this subsystem, too. The MASs simulation system can be expanded to a larger scale to study the distributed problems in more complex networks. The information is transmitted through VMIC5565 reflective memory card with interrupts ( Figure 15 ). VMIC5565 is often used in the semi-physical simulation experiments to realize the information transmission between different simulation computers by the composition of reflective memory networks, where the topology logic is realized.
The proposed method and a state-based game strategy with normal SMC are compared to show the advantage of the proposed control strategy. Two methods are both applied in a formation problem and input disturbance, data loss and switching topology are all considered and embodied in the simulation platform.
The state-based game strategy is also a distributed optimization method which is proposed in [16] . The normal SMC method has the same sliding mode plants as the proposed method in this paper so the control input is defined in (13). As is mentioned before, game strategy is used to design the action profiles of the distributed systems, then each individual uses normal SMC method to track the trajectory. The structure of state-based game strategy with normal SMC is shown in Figure 16 .
To make it a fair competition, parameters of the same structure should set to be consistent. The parameters of state-based game strategy with normal SMC are set as Table 3 :
For the initial condition of the system, we still set p 1 (0) = We set input disturbance on each aircraft asd 1 = 10 sin(t), d 2 = 3 sin(3t),d 3 = 1 sin(10t) and random intermittent data loss on each aircraft's sensor by 0.5%. The communication graph topology switches every 0.1 second based on a random function. Then we run the MASs simulation platform and record the data. Figure 17 shows the trajectories of aircraft 1,2 and 3 in 3-D space using the proposed method. As we can see, the MASs reach the special formation quickly and smoothly. Despite there exist all kinds of disturbances during the process, MASs still have a good converge performance. Figure 18 shows the trajectories of aircraft 1,2 and 3 in 3-D space using the compared method. Figure 19 compares two algorithms on control inputs and tracking errors. For brevity, only the tracking error of height h 1 of aircraft 1 is given. Tracking errors on other axis of other agents lead to similar results. It is easy to see that the converge performance of the compared method is much worse than the proposed method. The control input has many pulses which will do great harm to the control mechanism. For the dynamic process, the trajectories have huge oscillations. For the static accuracy, the tracking error of the compared method is an order of magnitude larger than the proposed method. Pulses in the control input come from the sensor data loss, which is reduced by the state estimation in ESO. With the disturbance observer in ESO and the real-time state feedback into the game strategy, ability of distributed anti-disturbance greatly reduces the tracking error. There are several reasons for the oscillations in Figure 18 . Firstly, because of the design separability, the converge rate and converge stability can only be balanced in the game strategy. Actually, smaller ξ v and ξ k,e in the state-based game strategy will reduce the oscillations, but they also reduce the converge rate of the system. Secondly, sensor data loss indirectly aggravates the situation. Differential of the state has much bigger pulses when the state value is bigger (See Figure 10) . It results in bigger control pulses, which make the trajectory has bigger oscillations at the beginning. Lastly, without the TD in the proposed method, command acceleration a d i in the normal SMC control method also aggravates the oscillations. The experiment results show the effectiveness and superiority of the proposed method.
Remark 1: As it is shown in Figure 19 , the control input has chattering in both methods. The chattering comes from two aspects. The first one is the nonlinear function in SMC method, a problem that has existed for a long time. A proper value of ϕ should make a balance between the smoothness of the control input and control accuracy of the MASs. The other reason is the pulses caused by sensor data loss. These pulses aggravate the chattering. With the ESO estimating the state feedback, the proposed method has much less chattering than the compared method.
VI. CONCLUSION AND FUTURE WORK
This paper constructed a new distributed control system: model-based game strategy with an optimized SMC method. This systematic methodology has several novelties.
Firstly, the decision making architecture based on game theory is independent of the switching communication topology, so the MASs still have a good performance when the topology changes. Secondly, the model-based game strategy integrates the path planning problem with the individual control problem, which means better convergence is achievable. Lastly, the optimized SMC method uses ESO as an effective observer to estimate and compensate for the disturbance. The state feedback into game strategy makes the anti-disturbance ability distributed. TD is used to get the generalized differential of the command, making the control input smooth and non-overshoot.
What's more, the dynamic formation control problem where the collision among the agents should be considered is ongoing now. The analysis of time delay and transmission error between the agents is another exciting topic. The SMC method still can be optimized in the system. There are several future works to do. 
