Abstract This paper studies the joint effect of V-matrix, a recently proposed framework for statistical inferences, and extreme learning machine (ELM) on regression problems. First of all, a novel algorithm is proposed to efficiently evaluate the V-matrix. Secondly, a novel weighted ELM algorithm called V-ELM is proposed based on the explicit kernel mapping of ELM and the V-matrix method. Though V-matrix method could capture the geometrical structure of training data, it tends to assign a higher weight to instance with smaller input value. In order to avoid this bias, a novel method called VI-ELM is proposed by minimizing both the regression error and the V-matrix weighted error simultaneously. Finally, experiment results on 12 real world benchmark datasets show the effectiveness of our proposed methods.
Introduction
Aiming at capturing the the functional dependence of responsible variables on input variables (Casella and Berger 2002) , regression is one of the most popular methods in machine learning and statistics. Recently, the V-matrix method was proposed (Vapnik and Izmailov 2015) to form a constructive framework for solving statistical inference problems. As a special case, V-matrix method is also available for regression problems. However the following drawbacks may hinder it from being practical. On one hand, in (Vapnik and Izmailov 2015) , computing the V-matrix is time-consuming. On the other hand, though V-matrix is capable of capturing geometrical structure of training data, as will be discussed in this paper, it tends to give instances with smaller input value a higher weight, which means that the regression error coming from instances with large input value is prone to be ignored. Consequently, it is necessary to push the relevant studies a step further.
Recently, the modeling of cognitive processes has been widely discussed and many researchers has been attracted to study the related cognitive computing and machine learning algorithms (Kozma et al. 2007 ; Lee et al. 2012; Raghu et al. 2016; Wennekers and Palm 2009) . Among all those algorithms, a novel training algorithm for single layer feedforward network (SLFN) called extreme learning machine (ELM) (Huang et al. 2006b ) is well-known for its efficiency and theoretic justifications. ELM was first proposed to overcome the problems faced by traditional feedforward neural networks training algorithms such as BP. It is believed that the hidden layer parameters need not be tuned provided that the number of hidden layer nodes are sufficiently large. Due to the tuning-free nature of the hidden layer parameters, the original BP training algorithm could be simplified as a least square estimation combined with a random projection and a nonlinear transformation. Such an idea leads to significant improvements of the corresponding training efficiency. Besides the practical improvements of ELM, the universal approximation capability of ELM was also proved in (Huang et al. 2006a) , which lends theoretical support for the applications of ELM. The aforementioned achievements of ELM have attracted a lot of researchers, as a result, the ELM algorithm has been successfully extended to machine learning algorithms concerning on-line sequential learning (Liang et al. 2006; Shao and Er 2016) , learning with incremental neurons (Feng et al. 2009; Xu et al. 2016; Zhang et al. 2016a) , learning with evolutionary algorithms (Yang et al. 2016b; Zhu et al. 2005) , multi-instance learning (Liu et al. 2016) , multi-label learning (Zhang et al. 2016b ), large margin distribution learning (Yang et al. 2016a ) manifold learning (Wang et al. 2016) , learning with missing data (Sovilj et al. 2016) , deep learning (Tissera and McDonnell 2016) , and learning to rank (Chen et al. 2014; Zong and Huang 2014) . For industrial data forecasting, ELM for both traditional prediction (Sulistiawati et al. 2016) , and time series prediction (Aghbashlo et al. 2016; Lu et al. 2016; Ertugrul 2016 ) has been widely reported. These achievements are sufficient to show the capability of ELM to solve regression problems. In order to further improve the performance of ELM on regression problems, it is worthwhile to combine ELM with V-matrix weighting method.
In this paper a series of works are done to efficiently combining ELM with V-matrix method . First of all, a novel algorithm for efficiently computing V-matrix is proposed by simplifying the redundant computations. Secondly, a novel ELM algorithm is proposed based on the explicit kernel mapping of ELM and the simplified V-matrix framework. Furthermore, in order to correct the bias toward small input value, a novel method named VI-ELM is proposed. In VI-ELM, both the V-matrix weighted and the mean square error are minimized and balanced. Finally, the empirical studies on 12 real world datasets show the effectiveness of our proposed methods.
The rest of this paper is organized as follows:To provide the readers with necessary preliminaries, ''Basic extreme learning machine'' section briefly introduces the paradigm of ELM while ''V-matrix method for regression'' section briefly introduces the V-matrix regression method; ''Proposed algorithms'' section presents our proposed algorithms; the empirical studies are presented in ''Experiments'' section; Finally, ''Conclusion'' section gives the conclusion of this paper. In order to better understand this paper, the readers are referred to Table 1 for interpretations for frequently used notations in this paper.
Basic extreme learning machine
The basic ELM algorithm could be obtained directly from traditional routines of artificial neural networks with the hidden layer parameters chosen randomly. The original ELM algorithm could be summarized as follows.
: training data • gðÁÞ: piecewise continuous activation function • n h : the numbers of hidden layer neurons • C: learning coefficient 2. Randomly generate input layer weight matrix W 2 R dÂn h and the hidden layer bias b 2 R n h , where n h is the number of hidden layer neurons. 3. Calculate the hidden layer features
is the ith column of W. 4. Estimate the output layer weight b by following equation
where Y is the target vector ðY 1 ; Á Á Á ; Y m Þ > .
From Eq. (1), b could be also regraded as the solution of the following least square problem:
where trðAÞ is the trace of a matrix A.
V-matrix method for regression
Seeing that this paper mainly concerns regression problems, only the necessary conclusions for V-matrix regression method is reviewed in this section, the readers are referred to the original paper (Vapnik and Izmailov 2015) for more details as to V-matrix method.
A brief introduction to V-matrix regression method
By definition, regression is the expectation of the output y conditioned on the input x:
Eq. (2) directly follows this formation.
By multiplying I x # x 0 ½ to both sides of the equation above and subsequently taking integration over the cumulative distribution function (CDF):
Then, the regression problem is to find the solution of the above equation when the CDF is unknown but an observed iid. dataset D is given as Eq. (4). Here we assume that the responsible variables are nonnegative. The true CDF could be approximated by the corresponding empirical CDF (ECDF) on D. As a result, the left and right hand side term of Eq. (3) could be estimated by Eq. (5), Eq. (6) respectively.
With the approximations above, we could regard the regression estimation as a solution of an stochastic illposed problem (Tikhonov and Arsenin 1977; Vapnik 1998; Vapnik and Izmailov 2015) . Such a problem could be solved by minimizing the following functional:
There're four predefined elements in Eq. (7):
• d 2 E ðF 1 ðÁÞ; F 2 ðÁÞÞ: the distance between F 1 ðÁÞ and F 2 ðÁÞ on a given metric space E.
• The expression of rðÁÞ • XðrÞ:a regularizer to punish high model complexity.
• k: regularization coefficient to balance the two terms.
The distance between F 1 ðxÞ and F 2 ðxÞ could be defined by a L 2 metric on a Hilbert space(for distribution function) E (8), (9) and (10) into Eq. (7), after certain mathematical simplifications, an objective function TðAÞ could be derived as Eq. (11). Furthermore, V.Vapnik et al. adds extra constraints expressed as Eq. (12) so as to make the function smoother towards training data.
where V is a non-negative symmetric weighting matrix having the form
where RðXÞ ¼ rðX 1 Þ; . . .; rðX m Þ ð Þ > ; a; b is the maximum and minimum of the responsible variable Y on data set D;ŷ av is the observed mean of Y on D. Then the optimal A could be obtained by minimizing the aforementioned optimization problem with traditional iterative optimization algorithms. In this paper, we only consider the effect of V-matrix weighting. According to Section 9.1 of (Vapnik and Izmailov 2015) , if we only consider the V-matrix weighting effect and ignore the constraints in Eq. (12), the solution of V-matrix based linear regression could then be expressed as follows:
Obviously, Eq. (14) is exactly the solution of the following weighted least square problem:
Choosing the V-matrix
According to (Vapnik and Izmailov 2015) , there's three choices for V-matrix with Case A and Case B being two special cases of Case C:
and let rðxÞ ¼ 1, then:
ðB À maxfX i;c ; X j;c gÞ ð15Þ
2. Case B: Let rðxÞ ¼ 1 and lðX k Þ be the ECDF of X c , then:
where mðEÞ is the frequency of event E on the dataset D 3. Case C: As described in Eq. (4), we assume that Y i ! 0.
Let
is a nonnegative weighting function where l c ðx c Þ is defined as the ECDF of X c . Furthermore, we have:
The V-matrix in Case A, Case B, and Case C are denoted V A ; V B ; V C in the rest of this paper. As for a practical guidance, Case A is preferable when the input data has a clear upper bound and weight function rðxÞ is not necessary ; Case B is preferable when the weight function rðxÞ is not necessary and there's not an upper bound for the input data; Case C is a general case when a weight function rðxÞ could be defined. Note that, for Case C, it is not necessary to use r c ðÁÞ defined above as the weighting function, any other nonnegative function could be considered as an alternative.
Proposed algorithms
VÃ: an efficient algorithm for calculating V-matrix According to ''Choosing the V-matrix'' section, calculating both V B and V C need Oðm 3 dÞ time, which is pretty timeconsuming. However, after exploring the mathematical properties of the V-matrix, it is easy to find that there will be a lot of redundant computations when the naive method is used. In this subsection, an efficient algorithm for calculating V-matrix is proposed by utilizing those properties.
Note that if we define the matrix V ðcÞ as Eq. (18), then we have:
For each V ðcÞ ; c ¼ 1; 2; . . .; d, and each i 2 f1; 2; . . .; mg define a set named P ðcÞ i :
Then it is easy to show the following property. Furthermore, according to Eqs. (16) and (17), for both V b and V c ; V ðcÞ i;i could be efficiently calculated via dynamic programming. Together with all the conclusions mentioned above, we propose an efficient algorithm named V Ã for this task with the details summarized in Algorithm 1. Since the V-matrix weighting for regression is scale invariant (Vapnik and Izmailov 2015) , the last line of Algorithm 1 would scale all the elements of V to the interval [0,1].
For V B , we have:
While for V C , we have:
where /ðxÞ ¼ 1 xð1 À xÞ þ . Since X c could be sorted alone with calculation of p, following dynamic programming method, both Line 5-7 and Line 9-11 in Algorithm 1 could be finished within OðmÞ time. It is easy to show that Algorithm 1 is still correct when repeated elements exists in X c . In Algorithm 1, Line 3 could be finished within OðmlogmÞ time; Line 4-13 could be performed in OðmÞ time; Finally, Line 14-17 could be performed in Oðm 2 Þ. As a result, the computational complexity of Algorithm1 is Oðm 2 dÞ, which is much more efficient than Oðm 3 dÞ.
V-ELM: a weighted ELM algorithm induced by Vmatrix method
As discussed in the last section, we only consider the effect of V-matrix weighting in this paper. According to Eq. (11), the solution of the unconstrained V-matrix method could be represented as:
where C ¼ 1 k . To fit the model to ELM framework, the following assumptions are considered. 
Now we propose a novel ELM algorithm named V-ELM by combing V-matrix method with basic ELM. Given the assumptions above, to simplify the solution, only the following two cases are considered in this paper:
For case (1) via replacing K with X ELM in Eq. (19), we have:
Then the RðXÞ could be expressed as:
From this equation, though not always holds mathematically, one could set b :¼ H > A without affecting the prediction result.
For case (2), through multiplying H y to both sides of (20), we have:
Different with case (1), since H y H ¼ I holds for case (2), Eq. (23) is mathematically correct, which means that the regularization term in Eq. (11) could be further simplified as follows:
Furthermore, via substituting Eqs. (23) and (24) into Eq. (11), TðAÞ, the objective function, could be simplified as:
Then we have the following solution:
From all above, the solution of V-ELM could then be expressed as:
1. when m [ n h , then we have:
2. when m\n h , then:
For multi-output cases, different output variables could be predicted separately by the above mentioned V-ELM algorithm. It is interesting to note that, if V A or V B is employed, then all output variables will share one same V matrix. As a result, V-ELM could be solved by Eq. (26) or Eq. (27) directly.
VI-ELM: a novel weighted ELM algorithm with regularized V-matrix
Besides efficiency, another limitation of V-matrix weighting may come from its preference toward instances with a small input value. This phenomenon could be justified mathematically by the following property.
Property 3
The following facts hold: According to this property, smaller X i;c may leads to larger weights. As a result, the error coming from instances with larger X i;c are prone to be ignored. For example, considering a univariate dataset as shown in Table 2 , with V A ; V B and V C of which exhibited in Figs. 1, 2 and 3 respectively. For Fig. 1 , B in Eq. (15) is set to 1.5; For  Fig. 3 , in Eq. (17) is set to 0.01.
According to Fig. 1, 2 and 3 , we see that V ij s for instances with a large x value are always much smaller than that with a small x value. Furthermore, this phenomenon may become even more significant for multi-dimensional datasets. As a result, employing V matrix alone may ignore the regression error coming from large input values. In order to eliminate this bias, we minimize the weighted sum of ðKA À YÞ > VðKA À YÞ and regression error ðKA À YÞ > ðKA À YÞ , where K is the explicit kernel mapping of ELM. Now we propose a novel algorithm named VI-ELM which solves the following optimization problem:
Define V 0 as V þ cI. Replacing V with V 0 , it is easy to show that the solution of VI-ELM directly follows Eq. (26) and Eq. (27) .
Besides the discussion above, we see that V 0 is essentially a regularization of V. As a result V 0 could also enhance the stability of V and reduce the conditional number.
From all above, VI-ELM is summarized as Algorithm 2. Finally, the multi-output extension of VI-ELM directly follows that of V-ELM.
Algorithm 2: VI-ELM

Experiments
Empirical studies on V Ã In order to validate the efficiency of V Ã , we test the running time of V Ã and the naive method on randomly generated data. For different size m, an input matrix X 2 R mÂ10 and an output matrix Y 2 R m are randomly generated. For each (X, Y), both the V Ã method and the naive method are evaluated 10 times. For V C ; is set to 0.01. For V A , B is set to 1.5. All the relevant results are summarized in Table 3 , where m records the different data size we choose; V Ã represents the average running time(s) for V Ã algorithm; V represents the average running time of the naive method; rmse shows the average root mean square error (rmse) between these two algorithms. On one hand, for both V B and V C , the running time needed for V Ã is much smaller than that needed for the naive method. One the other hand, all the rmse are nearly zero. Above all, it is sufficient to show the effectiveness of V Ã algorithm.
Parameter settings
For each dataset, all the input variables are normalized to be located in a interval of [-1,1] . The hidden layer nodes n h is set to 300. C is selected from range 2 fÀ15:15g . For VI-ELM, the best c is chosen from range 2 fÀ15:15g . For V A , B is selected from {1.2, 1.5 ,1.8,2.0,2.5}; For V C ; is selected from {0.00001,0.0001, 0.0005,0.001}. For each dataset, a hold out cross validation is repeated 10 times where 70% of the samples are selected randomly as the training set and 15% of them are selected as the valid set, while the rest of them are selected as test set. For each dataset, the optimal parameters are chosen according to the performance on valid set, while the corresponding performance on test set is employed to compare all the involved methods. All of the experiments were carried out with Matlab 2015a on a Intel(R) Core(TM) i7-4790 CPU with 20GB memory.
Experiments for real world benchmark data sets
The following methods are compared in our experiment 1. ELM: The original ELM algorithm with l 2 regularization 2. VA-ELM: V-ELM algorithm with V A 3. VB-ELM: V-ELM algorithm with V B 4. VC-ELM: V-ELM algorithm with V C 5. VIA-ELM: VI-ELM algorithm with V A 6. VIB-ELM: VI-ELM algorithm with V B 7. VIC-ELM: VI-ELM algorithm with V C To verify the generalized performance of VI-ELM , the root mean square error (rmses) of the above algorithms on 12 real world data sets listed in Table 4 are tested. Among these datasets, wizmir and wankara could be found in KEEL dataset repository 1 ; bodyfat and mpg could be found in libsvm dataset repository 2 ; while the rest of the datasets could be found at (Lichman 2013) . Some basic information about the employed benchmark data sets are described as follows.
Bike sharing data set (Fanaee-T and Gama 2013; Lichman 2013 ) comprises monitoring data of rental bike users in a city with input variables recording the seasonal and environmental information such as date, weather, temperature, humidity, and wind-speed. The responsible variable is the number of rental bikes in the city. On the UCI website, two csv files named ''day.csv'' and ''hour.csv'' are provided for data analyses based on different monitoring period. For the case of simplicity, only the ''day.csv'' is analyzed in this paper. Furthermore, all the input variables provides date information are represented in a categorical manner. Before carrying out our experiments, two variables named ''season'' and ''yr'' are transformed into dummy variables, while ''dteday'', ''mnth'', ''hr'', ''weekday'' are removed to keep the input dimension small. Note that this dataset is denoted as day in Tables 5 and 6 .
Concrete compressive strength data set (Lichman 2013; Yeh 1998 ) contains 8 quantitative input variables, and 1 quantitative output variable. The main task of this data set is to obtain a highly nonlinear function to predict Concrete compressive strength based on water, ingredient and age. Note that in Tables 5 and 6 , this dataset is denoted as concrete.
Concrete slump test data set (Lichman 2013; Yeh 2007 ) comprises 7 input variables, and 3 output variables, the main task of this data set is to predict slump flow and compressive strength of the concrete material based on water content and other concrete ingredients.
Machine CPU data set (Kibler et al. 1989; Lichman 2013 ) is generated to obtain the relationship between the performance of computer hardware and the relative performance. It contains 7 input variables concerning hardware performance and a output variable concerning the relative performance and an extra variable recording the relative performance estimated by linear regression. Cogn Neurodyn (2017) 11:453-465 461 Wankara data set contains the weather information of Ankara from 01/01/1994 to 28/05/1998. From 8 given features, the goal is to predict the mean temperature.
Wizmir data set contains the weather information of Izmir from 01/01/1994 to 31/12/1997. From 8 given features, the goal is to predict the mean temperature.
Yacht data set is generated for evaluating residuary resistance of sailing yachts at the initial design stage. It contains 6 variables concerning hull geometry coefficients, the Froude number, and the response variable: residuary resistance per unit weight of displacement
The result of performance comparison could be found in Table 5 . Note that, for datasets containing dummy variables, V B is always zero since at least one dimension of any training instance must reach the maximum value, leading to meaningless V B matrices. As a result ,both VIB-ELM Win/tie/loss 0/12/0 5/7/0 4/6/0 3/9/0 0/6/6 0/2/10 1/2/9
Bold items means the underlying algorithm reaches the smallest test rmse comparing with other algorithms and VB-ELM are invalidate for day dataset. The corresponding results are labeled as NAN in Tables 5 and 6 . Meanwhile, for energy efficiency dataset, we observe that either V In table, ÃÃÃ ; Ã Ã , and Ã means that the underlying algorithm significantly outperforms ELM according to pairwise wilcoxson rank sum test with p\0:01; p\0:05; p\0:1 correspondingly. While -, -, -means the algorithm performs significantly worse than ELM with p\0:01; p\0:05, and p\0:10 respectively. Finally, win/tie/loss counts the number of times the underlying algorithm is significantly better than, not significant different with, or significantly worse than ELM according to pairwise wilcoxson rank sum test with p\0:1.
On one hand, we see that at least one of the VI-ELM methods could outperform ELM on all the datasets except concrete dataset. For 7 out of the 12 employed datasets, at least one VIELM algorithm could significantly outperform original ELM, with yacht, wizmir, machineCPU as typical instances. Even for some of the datasets that VIELMs outperform ELM without a sign of significance, the relative improvement are not small. For concrete slump test dataset, VIC-ELM shows a 3.16% improvement with respect to ELM. For boston housing dataset VIB-ELM shows a 3.64% improvement . On the other hand, for most of the datasets , VI-ELM could outperforms the corresponding V-ELM. Meanwhile, V-ELM couldn't always outperform the original ELM. A possible reason for that is already discussed in '' VI-ELM: a novel weighted ELM algorithm with regularized V-matrix'' section.
From Table 6 , it is concluded that, for most datasets, the optimal c for VIA-ELM, VIB-ELM and VIC-ELM are located in a medium level. Such a result indicates that both the effect of V-matrix weighting error and the mean square regression error couldn't be ignored to obtain a optimal solution. This phenomenon again validate the motivation of VI-ELM.
Conclusion
First of all, an efficient algorithm named V Ã for calculating V-matrix is proposed. V Ã could finish all its operations within Oðm 2 dÞ time, which would cost Oðm 3 dÞ time if the naive method is used. Empirical studies in ''Empirical studies on V*'' section show that V Ã algorithm is much more efficient than the naive method. Secondly, using the explicit kernel mapping provided by ELM, a novel ELM algorithm is proposed based on V-matrix weighting. Moreover, we show that the V-matrix weighting method tends to give higher weights for instances with smaller VIA-ELM (log 2 C; log 2 c; B)
VIB-ELM (log 2 C; log 2 c) VIC-ELM (log 2 C; log 2 c; log 10 ) VA-ELM (log 2 C; B)
VB-ELM(log 2 C)
VC-ELM (log 2 C; log 10 ) input values. In order to correct this bias, a novel algorithm called VI-ELM is proposed in this paper in which both V-matrix weighting error and the regression error are considered. Finally, numerical experiments are carried out on 12 real world benchmark datasets. The corresponding results shows effectiveness of our algorithm.
