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Abstract
The lensless endoscope is a promising device designed to image tissues in vivo at the cellular scale. The traditional
acquisition setup consists in raster scanning during which the focused light beam from the optical fiber illuminates
sequentially each pixel of the field of view (FOV). The calibration step to focus the beam and the sampling scheme
both take time. In this preliminary work, we propose a scanning method based on compressive sampling theory.
The method does not rely on a focused beam but rather on the random illumination patterns generated by the
single-mode fibers. Experiments are performed on synthetic data for different compression rates (from 10 to 100%
of the FOV).
Index Terms— biological imaging, lensless endoscope, compressive sampling, inverse problem
1. Introduction
Nowadays, in vivo imaging of tissues is performed everyday in hospitals (e.g., magnetic resonance imaging or
computed tomography). The spatial resolution of such devices is far from the cell resolution whose diameter
typically ranges from 10 to 100 µm [1]. Cell imaging is almost exclusively done ex vivo. However, due to
recent developments in microscopy and optics fields, in vivo imaging of cells in their natural environment raises
growing interest [2]. But in their review, Andresen et al. [2] point out that the current devices suffer from physical
limitations restricting the imaging depth to 1 mm. To overcome this issue, researchers aim to design miniaturized
imaging systems with no opto-mechanical components at the fiber distal end, called lensless endoscopes. At Institut
Fresnel, researchers develop lensless endoscopes based on multicore optical fibers [3, 4]. Their ultrathinness (300
µm) makes the probes not much invasive and well suited to explore and image cells, e.g., neurons, at depths beyond
reach of other imaging systems.
The principle of point-scanning or raster scan (RS) with a lensless endoscope is illustrated in Fig. 1. The entire
device consists of a wavefront shaper, here a deformable mirror, an optics part to focus light into fibers, and a
multicore fiber. The optical fiber inner part - dedicated to excitation - is made of single-core fibers displayed in
a golden spiral shape [4]. The outer part of the fiber is made of air and consitutes a “double-clad” dedicated to
signal collection. During the calibration step, specific sequences of proximal wavefronts are designed such that
the light from all cores will focus on specific positions of the sample. During the acquisition, the light beam
focuses sequentially on each (discretized) position of the field of view (FOV), generating a fluorescence signal.
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Fig. 1. Lensless endoscope principle in raster scanning mode (i.e., the light beam is shaped to focus on one point).
Source: Institut Fresnel2.
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This signal travels back in the outer part of the optical fiber and is measured by an external sensor. The image is
then reconstructed pixel by pixel.
The design of single-core fibers spatial arrangement as well as the calibration step are essential to get a focused
light beam, i.e., a focused point spread function (PSF). In practice, (i) the focus of the light at the distal end of
the fiber is imperfect (with secondary modes in the illumination pattern) and (ii) noise corrupts the observations.
Post-processing step is necessary.
But what happens if we relax the constraint of focusing the light beam? In this case, the biological sample will
be illuminated by random light patterns (speckles). This acquisition process is then related to the principle of the
single-pixel camera [5] and thus to the theory of compressive sampling (CS) [6, 7]. In compressive single-pixel
imaging, the image is observed through its correlations with a grid of randomly oriented micro-mirrors. If the
image structure can be represented in a sparse way, only a limited number of measurements, or correlations, are
necessary to achieve good reconstruction quality.
In this preliminary work, we investigate the compressive sampling approach for image acquisition with a lens-
less endoscope using random illumination patterns. For different compression rates (i.e., the number of measure-
ments versus the number of pixels), we will compare its performance to the conventional raster scanning method.
2. Acquisition model
Good knowledge of the forward model relating observations y to original image x is necessary to reconstruct x
from y.
2.1. Acquisition ofN observations
Let x ∈ RN be the original vectorizedN -pixels image resulting from the discretization of the sample located in the
FOV. Let us assume that the PSF of the optical device (with or without the calibration step) is spatially invariant,
i.e., the pattern illuminating the sample remains identical when it is shifted to different locations of the FOV. In
this case, observations y ∈ RN result from the linear convolution of x with h ∈ RN , the discrete version of the
PSF,
y = h⊗ x+ n, ni ∼i.i.d. N (0, σ2n) (1)
where n ∈ RN is an additive noise. When there is no calibration, instead of illuminating all spatial positions of
the sample with the same light pattern, we could introduce diversity in the observations by randomly alternating
between P speckles,
y =
P∑
i=1
SΩi(hi ⊗ x) + n, (2)
where SΩi ∈ RN×N is a masking operator, i.e., (SΩiu)j = uj if j ∈ Ωi and 0 otherwise. The scanning of the
whole FOV requires {Ω1, . . . ,ΩP } to be a partition of the set {1, . . . , N}.
2.2. CS acquisition ofM < N observations
As mentionned in the introduction, the CS acquisition model consists in acquiring fewer measurements (from
random illumination patterns) compared to the actual size of the FOV. In this study, we acquire observations at the
center of the FOV (see Fig. 4) but random sampling is another possible choice. Eq. (2) becomes
yCS = R
(
P∑
i=1
SΩi(hi ⊗ x) + n
)
, yCS ∈ RM , (3)
where R ∈ RM×N is a restriction operator such that ∀u ∈ RN , supp(Ru) is a square of M pixels located at the
center of the FOV. For P = 1 and M = N , the CS model reduces to (1).
3. Image estimation
In this work, we aim at finding the best estimate x˜ for x from either full FOV acquisition or CS acquisition. In
both cases, we can formulate this inverse problem mathematically as a minimization problem based on the linear
forward model given in (3), and solving it using tools of convex optimization. But minimizing the mean square
error of x˜ is an ill-posed problem, particularly due to the presence of noise. To overcome this issue, a common
way is to regularize the problem by adding some prior information about the signal of interest.
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Fig. 2. Original tissue image (left), simulated focused PSF (center), and one of the simulated random patterns
(speckles) obtained without fibers calibration (right). Center and right images were brightened for visualisation
purpose.
Estimate x˜ is found by solving the following minimization,
x˜ = arg min
x¯∈RN
‖R
P∑
i=1
SΩi(hi ⊗ x¯)− y‖22 + ρΦ(x¯), (4)
where Φ(x¯) is the regularization term and parameter ρ > 0 controls the trade-off between the two terms. The
optimal value of ρ depends on the noise statistics and is not known a priori. In this work, Φ is the total variation
(TV) norm, defined as the `1-norm of the image gradient magnitude [8], and minimal for piecewise constant
images. This regularization is widely used but can lead to staircasing effects on natural images [9]. Priors like
sparsity in the wavelet domain [10, 11, 12], sparsity of the image edges [13] or including higher derivatives of the
images [14] are more adapted and will be investigated in future work.
The algorithm used to solve (4) is the alternating direction method of multipliers [15]. It belongs to the family of
proximal algorithms. Such algorithms are able to solve convex problems with non-smooth and non-differentiable
objective function, like the `1-norm. The optimal value of ρ is estimated iteratively according to the rule described
in [12] and based on whiteness of the residual (R
∑P
i=1 SΩi(hi ⊗ x¯)− y) [16].
4. Results and discussion
4.1. Method
To perform our experiment, we used a 128 × 128 tissue image from Matlab [17] (see Fig. 2a). The focused
PSF and the speckles are simulated with Matlab (see Fig. 2b and 2c) and then corrected for vignetting artifacts.
Observations y are generated according to (3) with a noise variance σ2n such that the blurred signal-to-noise ratio
(BSNR) is equal to 40 dB. The BSNR is defined as the SNR of the observations without noise corruption. The
SNR between original image u ∈ RN and image u˜ ∈ RN is SNR(u˜,u) := 20 log10 (‖u˜‖2/‖u− u˜‖2).
4.2. Experiment
The experiment consists in reconstructing x from y with conventional RS and CS approaches for different M/N
ratios corresponding to {0.1, 0.2, . . . , 1}. In the CS framework, the number of speckles P ∈ {1, 2, 4}. The
measurements are acquired at the center of the FOV. We run 20 trials for each parameters setting.
4.3. Results
Fig. 3 shows the SNR of reconstructed image x˜ as a function of M/N for focused PSF and three numbers of
random patterns. When there is no compression, RS gives better results. However, when fewer measurements
are available, using one random pattern already leads to better performance compared to RS. When we acquire
more than M = N/2 observations (with M < N ), using more patterns increases the SNR. Results for M = N/2
measurements are depicted in Fig. 4.
4.4. Conclusion
This preliminary work shows promising results for using CS approach in real acquisition setup. This technique
does not require calibration and could either acquire the same FOV in less time or a bigger FOV in the same time.
In future work, we will make deeper comparison with RS and we will investigate the statistics of the noise on real
data and the choice of the image prior as well as the properties of the random patterns.
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Fig. 3. Mean SNR (over 20 trials) of restored 128 × 128 tissue image versus M/N , i.e., the ratio between the
number of observations and the number of pixels in the FOV. The BSNR of observations is 40 dB.
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Fig. 4. Observations y (BSNR = 40 dB, M/N = 0.5) (above) and estimate x˜ (below). Observations obtained from
raster scanning (left) and from illumination with random patterns (center and right).
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