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Al~traet--The role of symmetry in geometry is universally recognized. The principal purpose of this 
article, on the other hand, is to show how it plays many significant, hut varied, roles throughout the 
whole of mathematics. We illustrate this fact through characteristic examples; in most of these xamples 
the mathematics is well known, but the symmetry aspects of the arguments have not been rendered 
explicit as a guiding principle. In one example, however, we do look at an unfamiliar geometrical 
construction of regular star polygons, which we relate to number-theoretical properties. In this example 
we draw attention to the presence of symmetry of an unexpected and untraditional nature, not obviously 
related to the regularity of the polygons. 
We have attempted to identify specific principles illustrated by our examples of symmetry in 
mathematics. We draw attention to the Halfway Principle (Sec. 3) and the principle of the symmetric 
definition of symmetric oncepts (Sec. 4). 
INTRODUCTION 
It is a commonplace--though a vitally important commonplace--that symmetry plays a crucial 
role in our apprehension of pattern, and that it is, in its geometrical spect, central to our 
comprehension f the real world. It would be presumptuous for us to attempt to improve on 
the available texts which deal with the philosophical[ 15] and technical[ 1 ] aspects of geometric 
symmetry, and this is not our purpose in this article. Rather, we wish to explore the extent o 
which symmetry considerations permeate he whole of mathematics. We make no global analysis 
of this universal penetration of mathematics, but use a number of examples to probe the nature 
and depth of that penetration. 
Our first example, described in Sec. 1, is indeed drawn from geometry, but from a very 
unconventional, unclassical part of geometry. We refer to the procedure, described in [5-8], 
for folding a straight strip of paper to construct, in a systematic way, an arbitrarily good 
approximation to a regular star {b/a}-gon, in the nomenclature of Coxeter[1]. The principal 
interest, both practically and mathematically, centers on the case where a, b are both odd, and, 
of course, a is prime to b with a < b/2. 
The construction leads to number-theoretical questions and results of independent interest; 
but here we emphasize how one exploits, throughout the investigation, many different facets 
of the symmetry notion. These facets rise to the surface in response, it seems, to the natural 
dynamic of the mathematical rgument; hey appear spontaneously and inevitably, and are not 
simply derived from a post hoc summation of that argument. 
This 'geometrical' example is really a very general type of mathematical example. The 
argument illustrates the unity of mathematics and we view symmetry as a fundamental unifying 
concept. We entirely agree with Griinbaum[2]--perhaps taking his argument further than he 
would wish--that symmetry is not to be subsumed under group theory. 
However, in Sec. 2, we discuss an important symmetry concept in algebra which is certainly 
related to the notion of the symmetric group; that is, we present he elementary symmetric 
polynomials as a free generating set for the set of all symmetric polynomials. This notion is, 
of course, classical, but we depart from the classical line in presenting an application to modern 
algebraic topology. 
Section 3 is concerned with the exploitation of symmetry in mathematical proof and 
describes a particular proof-strategy which is appropriate to such exploitation. We instance 4
examples, drawn from the geometry of vectors, from linear algebra, from homological algebra, 
and from differential topology. We claim that these very diverse xamples are really only united 
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by the symmetry thread running through the proofs of the assertions, a thread which, of course, 
inheres in the assertions themselves. 
Finally, in Sec. 4, we take up a very different aspect of symmetry in mathematics. It is 
our contention that where the significance of a concept depends on its symmetry, it is perverse 
and obscurantist to offer an unsymmetrical definition of that concept. This might seem to be 
so obvious as not to require stating, especially if one stays with geometrical examples like the 
circle or the square. However, we contend that the rule we propose is systematically flouted 
in our textbooks. Consider the example of a one-one correspondence f from the set A to the 
set B. This is traditionally defined as a function f which is one-one and maps A onto B. However 
the significance of one-one correspondences is that they set up an equivalence between A and 
B, that is, that A and B appear in symmetric roles; were this not so, one-one correspondences, 
so defined, would be extremely uninteresting. Thus we contend that we should define f: A 
B to be an equivalence if there exists g: B ~ A such that gf  andfg are both identity maps; it 
is then an interesting and important fact that equivalences between sets are characterized as 
one-one functions mapping onto their range. We develop arguments along these lines in Sec. 
4, showing how the symmetric notion of an equivalence recurs in every category of mathematical 
discourse, while the nature of a set of unsymmetric characteristics of such an equivalence varies 
with the mathematical objects under discussion. 
Our examples, in all sections of this paper with the arguable xception of Sec. 1, are drawn 
exclusively from 'pure' mathematics. This again is because the wonderful symmetries in nature 
are discussed in other contributions to this volume. Of course, any mathematical model reflecting 
a symmetry in nature must itself feature the model of that symmetry; and the mathematical 
model is then indistinguishable from a domain of pure mathematics and therefore, we make 
bold to hope, possessed of features to which our remarks below may apply. 
We go into considerable detail in Sec. 1 because no part of the material described there 
is to be found in any text.t We allow ourselves to be considerably more succinct in the later 
sections since the concepts we discuss (though not the discussion itself!) are standard within 
the mathematical disciplines to which they belong. 
1. SYMMETRY IN GEOMETRY 
There is no need to stress the importance of symmetry in geometry. The literature is full 
of sources in which discussions of the various aspects of symmetry related to specific geometric 
configurations are treated at length and in depth. 
In this section we discuss a less conventional example of symmetry in geometry involving 
a straight strip of paper, for which we describe a precise folding procedure that may be used 
to make the top edge of the strip approximate (to any desired degree of accuracy) a regular star 
{b/a}-gon$, where a and b are mutually prime integers and a < b/2. The procedure is systematic, 
easy to execute, and leads not only to the construction of beautifully symmetric star polygons, 
but also, as we will show, to surprising symmetrical relationships in the number theory that 
naturally arises from the construction. These number-theoretical symmetries are, however, quite 
unrelated to the symmetries of the regular polygons we construct. 
For the moment assume that we have a straight strip of paper that has creases or folds 
along straight lines emanating from marked vertices Ai, i = 0, 1 . . . . .  at the top and bottom 
edges, and that, for a fixed k, those at the vertices A,,~, n = 0, 1, 2 . . . . .  b, which are on 
the top edge, form identical angles a/b ~r (as shown in Fig. i(a)). Suppose further that these 
vertices are equally spaced (we describe below how you might obtain such a strip). If we fold 
this strip on AnkAnk+2 (as shown in Fig. l(b)) and then on AneAnk+~ (as shown in Fig. l(c)), the 
direction of the top edge of the tape will be rotated through an angle of 2(a/b)~r and the tape 
will be oriented the same way, with respect o the center of the polygon being delineated by 
tThe definitions and details may be found in [8], but we regard it as unfair and unrealistic to expect the reader 
to consult atechnical research publication i order to understand what we're talking about--especially when the article 
in question has not even been published at the time of writing! 
:[:A closed sequence ofb edges that visit, in order, every a 'h vertex (mod b) of a bounding regular convex b-gon. 
We include, among the regular star polygons, the special case of the regular convex b-gon obtained when a = 1. 
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its top edge. We call these two folds through Ank, in that order, a 2(a/b)~r-twist a A~k, and 
observe that, if a 2(a/b)~r-twist is performed at A,k for n = 0, 1, 2 . . . . .  b-l, the top edge 
of the tape will have turned through an angle of 2art and the point Aa will then be coincident 
with A0. Thus the top edge of the tape will have visited every a '* vertex of a bounding regular 
convex b-gon, and hence determines a regular star {b/a}-gon. 
We now describe how we can obtain the desired crease lines on the strip of tape in the 
first place. We assume only that a, b are odd with a < b/2 and that we wish to have a strip 
of paper on which the angle (a/b)xr appears at regular intervals along the top edge. We designate 
the direction from left to right as the forward direction on the tape. We begin by marking a 
point A0 on the top of the tape and making an initial crease line going in the downward forward 
direction from Ao to Aj at the bottom of the tape, and assume that the angle it makes with the 
top edge is (a/b)~r; we call this the putative angle. Then we continue to form new crease lines 
according to the following four rules: 
(1) The first new crease line emanates from the vertex At. 
(2) Each new crease line goes in the forward direction along the strip of paper. 
(3) Each new crease line always bisects the angle between the last crease line and the 
edge of the tape from which it emanates. 
(4) The bisection of angles at any vertex continues until a crease line produces a putative 
angle of the form (a'/b)'tr where a'  is an odd number; then the folding stops at that 
vertex and commences at the intersection point of that last crease line with the other 
side of the tape. 
Let us consider an example, say, b = l 1, a = 3. It is clear that if we begin with an angle 
of (3/1 l)'rr at P0 and adhere to the above rules we will obtain a strip of tape with the angles 
and creases (indicated by dotted lines) shown in Fig. 2. We could denote this folding process 
as 
{1,3,1,1 ,3 ,1}.  
In this symbol the f irst" 1" refers to the one bisection (producing a line in a downward irection) 
at P6n (for n = 0, 1, 2 . . . .  ) on the top of the tape; the "3"  refers to the 3 bisections (producing 
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creases in an upward direction) made at the bottom of the tape through P~+I; etc.t However, 
since the folding process is duplicated halfway through, we can abbreviate the notation and 
write simply 
{1, 3, 1), 
with the understanding that we alternate folding from the top and bottom of the tape as described, 
with the number of bisections at each vertex running, in order, through the values 1, 3, 1 . . . .  
We call this procedure a primary folding procedure of period 3. 
It is a surprising, but easily verifiable, fact that starting with any putative angle (a/b)~r 
(a, b odd, mutually prime, a < b/2), we will always obtain by our rules a primary folding 
procedure {ki, k2 . . . . .  k,} which 'produces' (that is, converges to) the desired angle (see [8] 
for the detailed proof). We further note that the tape described above and in Fig. 2, whose 
crease lines were chosen to produce a regular star {11/3}-gon, could also be used to fold a 
regular convex 11-gon and a regular star {1 1/5}-gon. More still is true; for, as we see, if there 
are crease lines enabling us to fold a star {1 l/a}-gon, there will be crease lines enabling us to 
fold star {11/2ka}-gons, where k --- 0 takes all values such that 2~+la < 11. These features, as 
described for b = 11, a = 3, apply for any odd number b and any a relatively prime to b with 
a < b/2. However, this tape has a special symmetry as a consequence of its oddperiod; namely, 
if it is "flipped" about the horizontal line half way between its parallel edges, the result is a 
translate of the original tape. As a practical matter this special symmetry of the tape means 
that we can use either the top edge or the bottom edge of the tape to construct our star polygons. 
On tapes with an even period the top edge and the bottom edge of the tape are not translates 
of each other (after the horizontal flip), which simply means care must be taken in choosing 
the edge of the tape used to construct a specific polygon. 
It is natural to ask. "What is the relation of the putative angle to the true angle?" It turns 
out--the asy proof was given in [6]--that if we repeat the folding rules, starting at the successive 
iterates of P0 (thus at P0, P3, Pr, • • • in Fig. 2), then the actual angle rapidly converges to 
the putative angle. Thus we obtain arbitrarily good approximations to the regular star-polygons 
produced by this tape by starting sufficiently far along the tape. Figure 3 shows the completed 
star {I 1/3}-gon formed by making a 2 (3/ll)~r-twist at P6n (n = 0, 1 . . . . .  10). Similarly, 
Fig. 4 illustrates a completed {11/4}-gon formed by making a 2(4/1 l)'rr-twist at Pr~+ i (n = O, 
1 . . . . .  10). In this case there is excess tape that would 'stick out' at each vertex--and this 
has been folded under at each vertex to make the finished model more symmetrical. 
• 3 ~ --~ "IT 
"1 
(o) 
Po P2 P4 P6 
, 41 .  , -t - " - "  1-'f-~tl ,~ .~, , ,~ , , . .~- , , .  
I ~] r  % 11"/ ,~" " ' - .  - - -  ;" ". ,' " 
I , - - -  ll 11 ' ' ' - ' L ' i t "  
P1 3 Ps P7 
(b) 
Fig. 2. The fold lines on a tape which can produce various regular star 1 l-gons. 
tWe can, if we like, imagine an arbitrary fold line terminating in Po which initiates the process (see Fig. 2). We 
have renamed the vertices, compared with Figure 1, to simplify our description. 
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Fig. 3. (Top) The two steps in making the 2(3~r/1 l)-twist. (Bottom) The completed {ll/3}-gon. 
Now let us look at the patterns in the arithmetic of the computations when a = 3 and 
b = 11. Referring to Fig. 2 we observe that 
the angle to the right of is of the form (a./11)~r and the number of bi- 
P. where n = where a. = sections at P.+ j = 
0 3 3 
1 1 1 
2 5 1 
3 3 3 
4 1 1 
5 5 1 
We could write this in shorthand form as follows: 
(a=)3 1 5 .  
(b=) l l  
3 1 1 
(l.l) 
Observe that had we started with the putative angle of (1 / 11)#r then the symbol (1.1) would 
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Fig. 4. An {ll/4}-gon obtained from the tape of Fig. 2(b). 
have taken the form 
(b=) l l  I (a=) l  5 3 [ 1   (1.2) 
In fact, it should be clear, that we can start anywhere (with a = 1, 3 or 5) and the resulting 
symbol, analogous to (1.1), will be the cyclic permutation of the interior of the symbol that 
places our choice of a in the first position along the top row. 
Of course the process generalizes o that, by the symbol 
bla a2 ar I kj k2 • • • kr (1.3) 
we understand that b is an odd positive integer, that a~ is an odd positive integer < b/2, i = 
1, 2 . . . . .  r, and that k~, k2 . . . . .  kr are positive integers such that 
b = ai + 2k~ai+l, i = 1,2 . . . . .  r, ar+l = a). (1.4) 
Then the symbol (1.3) is cyclically (or rotationally) symmetric in the sense that we may 
rotate the symbol to produce a valid symbol encoding exactly the same information. Notice 
that this symmetry is not in any way related to the symmetry of the star-polygons which may 
be obtained from paper folded according to the instructions coded in (1.3). 
Let us agree, where convenient, to define a~ for all integers i by making a~ periodic in i, 
with period r, and similarly for k~. We note that, given odd positive integers a, b with a < 
b/2, there is always a symbol (1.3) with a~ = a, and that the symbol is unique up to iteration; 
here we say that (1.3) arises by iteration if there exists sir, such that a,+, = a,, k,+, = k,, for 
all i. A proper iteration, that is, one in which s ~ r, is called a repetition. If there is no 
repetition, we say that the symbol (1.3) is reduced. 
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Now the equations (1.4) have the unique solutions, in the 'unknowns' ai, given by 
and A i = 2 k-k'r' 
Bat = bAt, i = 1,2 . . . . .  r, (1.5) 
whereB = 2 k - ( -1 )  r, k = ~ ki, (1.6) 
i=1 
- 2 k-k'-~-k'--" + . . .  + ( - l ) r2  k, - ( - l )  r, i = 1, 2 . . . . .  r. (1.7) 
Observe that this formula is true for any i and that At is independent of k~_ t. We also 
remark that the solutions (1.5) of the equations (1.4) always exist, but that (for a given odd 
positive integer b) the numbers at given by (1.5) may fail to be integers. Indeed, we have 
PROPOSITION 1.1 
(i) The solutions of (1.4) are rational numbers ai satisfying 0 < ai < b/2; 
(ii) /f any at is an integer, then all at are odd integers. 
Once again, Proposition 1.1 (especially part (ii)) dispays a crucial symmetry in our symbol 
(1.3). 
Further details of the number-theoretical properties are developed in [8]. Since we are here 
concerned with the aspects of that development that are related to symmetry, we will list just 
two features of our symbols (1.3). The first is easily stated--and easily proved. 
PROPOSITION 1.2 
In the symbol (1.3), gcd(b, ai) is independent of i. 
For the second, we revert to the notion of a symbol (1.3) obtained by repetition. Such a 
repetition may be viewed-- indeed, should be v iewed--as  an instance of translational symmetry 
of the given symbol; that is, translating by a step of length s preserves the symbol. Let us call 
this translational symmetry of length s. We then have 
PROPOSmON 1.3 
The following statements are equivalent: 
(i) The symbol (1.3) has translational symmetry of length s; 
(ii) The sequence (at, a2 . . . . .  at) has translational symmetry of length s. 
(iii) The sequence (kt, k2 . . . . .  kr) has translational symmetry of length s. 
The equivalence of (i) and (iii) above is crucial to the arguments adduced in [8]. Those arguments 
lead to the following striking result which may be regarded as having an algorithmic nature. 
QUASI-ORDER THEOREM 
Let b be an odd positive integer, and let ai be an odd positive integer with ai < b/2 and 
a~ prime to b. Then, given the reduced symbol 
! 
]a! a 2 . . .  
b ]kl k2 . . .  
with ~,r= l ki = k, we have 
(i) k is the minimal I such that b12 t _ 1, 
(ii) b[2 k - 1 /f r is even, bl2 k + 1 / f  r is odd. 
Let us take as an example the case b = 641, ai = 1. In that case we obtain, by our 
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algorithm, the reduced symbol 
II 5 159 241 25 77 141 125 1299 
641 7 2 1 4 3 2 2 2 ' 
Thus we can infer, since k = 32, r = 9, thatt 
641 12 32 + 1. 
Moreover, we know from (1.5,6,7) that 
where 
Ai 
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2 32 + 1 = 641At, 
= 223 - 221 + 219 - 217 + 2 I~ - 2 I° + 29 - 27 + 1 
= 6700417. 
By this method we produce (effortlessly!) Euler's famous factorization showing that 22' 
+ 1 is not a (Fermat) prime (see [13]). 
2. SYMMETRY IN ALGEBRA 
Of course, symmetry appears in algebra in numerous ad hoc and informal ways. We discuss 
in this section a way in which it enters more formally. The reader is referred to, say. [3] and 
[12] for further details. 
Naturally, we can say that it enters formally through the symmetric groups S,. Since every 
finite group may be embedded in some symmetric group--for example, the regular represen- 
tation embeds G in S,, where n = IG{, the number of elements in G- - i t  is reasonable to say 
that finite group theory is the study of subgroups of the symmetric groups• However, we wish 
here to emphasize a different, though related, aspect of symmetry in algebra. 
Let us consider polynomials over the field C of complex numbers. Ifx~, x2 . . . . .  x, are 
n indeterminates, we may form the polynomial ring C[Xl, x2 . . . . .  x,]. In this ring we 
distinguish the elementary symmetric polynomials ~r0, cry, ~2 . . . . .  ~,,  defined by 
~0 = 1, 
f f l  = Xl  + X2 + " " " + Xn,  
~2 = X lX2  + X lX3 + " ' "  + Xn- lXn ,  
~n = X lX2""  " Xn" 
Alternatively we may define the elementary symmetric polynomials by forming the polynomial 
ring C[t, Xl, x2 . . . . .  x,] and then expanding the polynomial 1-17=1 (t - xl) in powers of t as 
~"%0 ( -  1)iori t ' - i .  
Of course, there are many other symmetric polynomials in the ring C[Xl, x2 . . . . .  x,]; 
for example, the polynomial x2 + x 2 + • • • + x 2. However, one easily sees that 
x~+x]+. . .+x~=(x ,  +x2+. . .  +x , )  2 
- 2(x~x2 + XlX3 + " • " + XlX,) = cr 2 - 2cr2. (2.1) 
The relation (2.1) suggests a general result which we may enunciate as follows. We first give 
a precise definition of a symmetric polynomial. 
tThe Quasi-Order Theorem tells us more, namely, that if [I < 32, then 641121 _+ I. 
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DEFINITION 2.1 
Let the symmetric group S, act on the polynomial ring C[xj,  x2 . . . . .  x,] by the rule 
"r(x~) = x,(~), 1 -< i< n, " rES , .  
Then a polynomial f in C[x], x2 . . . . .  x,] is symmetr i c  if "r(f) = f for all -r ~ S,.  
THEOREM 2.2 
The  symmetr i c  po lynomia ls  in C [x t, x2 . . . . .  x,,] fo rm a suba lgebra  f ree ly  generated  by  
the e lementary  symmetr i c  po lynomia ls .  
We will not give a complete proof, but we indicate a line of proof. Let xr~'x~ "- . . . X~'" be 
a monomial appearing in the symmetric polynomial f .  Then every monomial obtained from 
this one by permuting the x~, or ,  equ iva lent ly ,  the m~, must occur in f with the same coefficient. 
Two consequences now follow: 
(i) we need only consider monomials xm'x m2 . . . X m" with m~ > mz > • • • > m,; 
(ii) if we write s (mi ,  mz . . . . .  m, )  for the symmetric polynomial 
r (x~,x72 . . . xm") ,  
"r~Sn 
where "r acts on such monomials in the agreed way, then every symmetric 
polynomial is a linear combination of such polynomials? s(m~ , m2 . . . . .  m, ) ,  m ~ >--- m2 >- 
Thus, to show that every symmetric polynomial f is in the algebra generated by the 
elementary symmetric polynomials, it suffices to show this for the polynomials (mt ,  m2,  
. . . .  m,). This enables us to set up a proof by induction, adopting the lexicographical ordering 
of the n-tuples (m~, m2 . . . . .  m, ) ,  m~ > m2 >- • • • :> m, ,  namely, 
(m, ,  m2 . . . . .  m, )  > (m; ,  m~ . . . . .  m ' )  
if there exists a k such that mi = m:,  1 <- i <- k,  but mk+] > m~+~. 
Now if ml = m2 = . . • = m,, = m,  thens(mt,  m2 . . . . .  m,) = tr, ~. Thus assume 
m~ = m2 = • • • = m~ > mj+~ for somej  < n, and write k = m - mj+t ,  where m = 
m~ = . . . = mj .  Then 
s (ml ,  m2 . . . . .  mm) = tr~s] + s2, 
where it may be shown that s~ is earlier in the lexicographic ordering than s and s2 is a sum 
of symmetric polynomials of type (ii) above, earlier in the lexicographic ordering than s. 
Two important points emerge from the argument. Obviously the field C may be replaced 
by any other field; and, second, if our original symmetric polynomial only involved i n teger  
coefficients, then so does its expression in terms of the elementary symmetric polynomials. 
We may thus deduce 
THEOREM 2.3 
Let  e~l, o/.2 . . . . .  o/. n be the a lgebra ic  in tegers  wh ich  are  the zeros  o f  a po lynomia l  o f  
degree  n in Z[x]. Then any  symmetr i c  po lynomia l  in a l ,  121-2 . . . . .  o£ n w i th  ra t iona l  in teger  
coef f i c ients  is a ra t iona l  integer .  
This is a key result in algebraic number theory. A second application shows that if C(xl ,  
x2 . . . . .  x,) is the field of rational functions and if L is the subfield of symmetric rational 
tThere will, of course, be repetitions if, for some i, m~ = m,. ~. We would suppress such repetitions. Thus s(2, 
2, 1) = x~x2x3 + x~x2x 2 + x~x~x]. We can think of this as fixing the x,'s and attaching the exponents inall possible 
distinct ways. 
C.,~IW~I.2:I/2(B)-y 
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functions, then L = C((y~, (Y2 . . . . .  or.) and the Galois group of C(xl,  x2 . . . . .  x.) over L 
is precisely the symmetric group S,. Here again we could replace C by any field. 
Let us mention now a remarkable application to topology. Theorem 2.2 tells us that, for 
each k -> l ,  there is a unique expression for Y,"_ ~x~ in terms of the elementary symmetric 
functions (rj, cr 2 . . . . .  or.. Thus 
n 
x~ = Nk(o',, o" z . . . . .  0".), 
i=1 
and N k is called the k th Newton polynomial. Thus 
N2(~I, if2 . . . . .  ~n) = ~ - 2~2, 
N3(~I, if2 . . . . .  ~n) = ~ - 3&1~2 + 3~3. 
Now let B(x) be the set of equivalence classes of vector bundles over the space X. The 
exterior power operation Ae is thus defined on B(x). We now define an operation 0, called the 
k ~ Adams operation by the formula 
~k(z) = Nk(A'z . . . . .  Akz). 
It is a beautiful theorem that the operations 0, are not only additive but also multiplicative (with 
respect o tensor product) and are therefore universally defined operations in K-theory. As such 
they have proved crucial in applications of topological K-theory, for example, in showing that, 
among the spheres, only S ~, S 3, S 7 carry continuous multiplications'~ with 2-sided identity; and 
in computing the number of independent vector fields on S n (see [4, l l ]). 
3. SYMMETRY IN MATHEMATICAL DEDUCTION 
In this section we give four examples where the concept of symmetry may be used to 
simplify a piece of mathematical deduction. After describing the examples, we will endeavor 
to enunciate the symmetry principle invoked. 
Example 3.1 
If A, B are vectors and if a = IAI, b = IBI,  then we claim that the vector C = aB + 
bA bisects the angle between A and B. We use the fact that 
A" C = IAI ICl cos0, 
where 0 is the angle between A and C. Notice that the expression for C is symmetrical in A 
and B. By a straightforward computation we obtain 
cosO-  - -  
A .C  (A .B  + ab) 
[AllCl IcI 
Since the expression for cos0 is symmetrical in A and B we know that we must get the same 
value for cos~b, where ~b is the angle between B and C. Thus the proof is complete. 
Example 3.2 
LetAbean(m × n)-matrix and let B be an (n × m)-matrix. TheAB = C isan(m × m)- 
tActually, we get a stronger result--the homotopy group "n2,_~(S") has an element of Hopf-invariant 1 if and 
only if n = 2, 4 or 8. This deep result, and the solution of the vector fields problem, are due to ]. F. Adams. 
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matrix and BA = D is an (n x n)-matrix. We claim that trace C = trace D. For (in an obvious 
notation) 
trace C = c, = a~jbj~. 
i= l  i=1 j= l  
This completes the proof! For the expression Xi % , X~= ~ aijbj~ is obviously symmetrical with 
respect o A and B and is thus, equally well, trace D. 
Example 3.3 
Let A, B be abelian groups. There is a construction to yield an abelian group Tor(A, B) 
which proceeds as follows. Let 
O---> R-'-> F"-> A---> O (3.1) 
be a free presentation of A, that is, F is a free abelian group, R is a subgroup of F, and A = 
F/R. We consider the homomorphism K: R ® B ~ F ® B induced by the inclusion of R in F. 
Then 
Tor(A, B) = ker K. (3.2) 
Now there are two important theorems of homological algebra relating to this construction 5-: 
THEOREM 3.1 
Tor (A, B) is independent, up to isomorphism, of the choice of presentation (3.1). 
THEOREM 3.2 
Tor (A, B) is balanced; that is, if 
O"-> S"-> G"'> B-"> O (3.3) 
is a free presentation of B, and if-~: A ® S ~ A ® G is induced by the inclusion of S in G, 
then 
ker K = ker ~. (3.4) 
Of course, Theorem 3.1 is a consequence of Theorem 3.2, although it is not customary for 
texts on homological algebra to establish Theorem 3.1 in this way (see [10]). 
Now a very attractive proof of Theorem 3.2, essentially due to J. Lambek, proceeds by 
showing that 
ker K ~- (F ® S + R ® G)/(R ® S), (3.5) 
where all groups on the fight are regarded as subgroups of F ® G. Then (3.5) completes the 
proof! For the expression on the fight of (3.5) is obviously symmetrical with respect o A and 
B and is thus equally well isomorphic to ker "ft. 
Example 3.4 
A celebrated--and surpfising--theorem due to Smale asserts that the 2-spbere may be 
turned inside out smoothly through immersions in R 3 (this is in marked contrast o the circle 
which cannot be turned inside out smoothly in Rz). A French mathematician, Bernard Morin, 
tOf course, these theorems, and their proofs, generalize immediately to modules over unitary rings. Recall that 
R @ B is the tensor product of the abelian groups R, B; this generalizes tothe tensor product of a right-module and 
a left-module. 
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was the first to give an explicit description of a suitable isotopy; and it was a great triumph 
that Nelson Max was able to make a film[ 14] showing Morin's process. At the initial stage the 
inside and the outside of the sphere are colored, say, red and blue; and at a subsequent s age 
of the process, the red and blue parts are seen to be playing symmetrical roles. This completes 
the proof! For we simply have to interchange the roles of red and blue and reverse the steps in 
the Morin list of instructions up to that stage to complete the process of turning the sphere 
inside out. 
The principle adduced in these four examples may be described as follows. 
SYMMETRY PRINCIPLE 
Let ~ be a set and let E be an equivalence r lation on E. Suppose that P, Q are elements 
of E each depending on parameters A, B. We say that Q is E-symmetric if Q(A, B) L 
Q(B, A). Then if P L Q, p is also E-symmetric. 
Of course, the principle is useful only when Q is visibly E-symmetric while P is not. In 
practice--thus, in all our examples--we apply the principle to enable us to terminate a math- 
ematical argument at what appears to be the halfway stage. Thus we might describe this proof- 
strategy as the Halfway Principle! An application of the Halfway Principle to the study of 
patterns in Pascal's Triangle is to be found in [9]. 
4. SYMMETRY IN THE FORMULATION OF MATHEMATICAL CONCEPTS 
In this section we discuss the importance of symmetrical definitions of symmetrical concepts 
in mathematics. In fact, the concepts discussed here will also be reflexive and transitive, but 
this feature will not be pertinent to our main point (though it is referred to in our closing remark). 
First let X, Y be sets and let f: X ~ Y be a function. It is traditional to pick out a particularly 
important class of functions f ,  the one-one correspondences, and to define the class by the 
property that f is one-one and maps X onto Y. It is then proved that, if f is a one-one 
correspondence, it is invertible, that is, there exists a function g: Y ~ X such that gf = Ix, 
the identity on X andfg = I r, the identity on Y. We claim that this approach ishighly misleading. 
We would advocate proceeding as follows. 
DEFINITION 4.1 
Let f:  X ~ Y be a function from the set X to the set Y. Then f is invertible if there exists 
a function g: Y ~ X such that gf = Ix, fg = 1 v. 
Notice that (a) g is uniquely determined by f,  so we may write g = f -  1; (b) g is invertible 
and g-  ~ = f. Thus the concept that there exists an invertible function from X to Y is a symmetric 
relation in the category of sets. 
At this point we may remark that there is nothing special here about he category of sets. 
We may replace this category by any other category. For example, we may consider the category 
of groups (and homomorphisms) or the category of topological spaces (and continuous maps). 
Thus we generalize Definition 4.1 as follows. 
DEFINITION 4. IG 
Let f:  X ~ Y be a morphism from the object X to the object Y in the category C. Then 
f is invertible if there exists a morphism g: Y---* X in C such that gf = Ix, fg = 1 y. 
We now 'notice' exactly the same two things: (a) g is uniquely determined by f ,  so we 
may write g = f-1, and (b) g is invertible and g-1 = f. Again we have a symmetric relation 
between X and Y. 
Symmetric relations are obviously important, and we would like to be able to characterize 
this particular one. Thus the following theorems are significant. 
THEOREM 4.2 
In the category of sets, a function is invertible if and only if it is a one-one correspondence. 
Proof. Let f: X --~ Y be invertible with inverse g. Then, for any y ~ Y, y = fgy, so f 
maps X onto Y. Now letfx = fx'. Then x = gfx = gfx' = x', so f is one-one. 
Conversely, let f:  X ---* Y be a one-one correspondence. Then, for each y ~ Y, there exists 
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a unique x E X such thatfx = y. Define g: Y ~ X by gy = x. It is then evident hat g f  = Ix, 
fg= It. 
At this point, we may have the feeling that the first part of the proof is more general than 
the second, in the sense that it should apply, suitably understood, in any category. The converse 
argument depended on our defining a function g, and this could be more special. Let us pursue 
this line of thought. 
In any category C, we call a morphism g: A ~ B a monomorphism if get = g13 ~ a = 13; 
and an epimorphism if ~/g = ~g ::), ~/ = ~. It is then not difficult to prove that, in the categories 
of sets, groups or topological spaces, the monomorphisms are precisely the injective (one-one) 
maps and the epimorphisms are precisely the surjective maps (mapping the domain onto the 
range). It is now trivial to show 
THEOREM 4.3 
In any category an invertible morphism is both a monomorphism and an epimorphism. 
Thus the crux of Theorem 4.2 is the assertion that, in the category of sets, the converse 
of the assertion of Theorem 4.3 holds. Let us look at the categories of groups and topological 
spaces. 
THEOREM 4.4 
In the category of groups, every homomorphism which is both a monomorphism and an 
epimorphism is invertible. 
Proof. Let f :  X ~ Y be a homomorphism ofgroups. Construct g: Y ~ X just as in Theorem 
4.2. Then g is a homomorphism. For if yl, Y2 E Y andfx, = Yt ,fx2 = Y2, then f(x,x2) = YlY2, 
so g(YlY2) = xlx2 = g(y,)g(Y2). Thus f is invertible. 
However, the situation is very different in the category of topological spaces. 
THEOREM 4.5 
In the category of topological spaces, there are continuous functions f: X ---) Y which are 
both monomorphisms and epimorphisms without being invertible. 
Proof. Let X be a set and let T,, T2 be two topologies on X with T t ~ T 2 but T~ # T2. 
For example we may give the set of real numbers R its usual topology (T~) or the topology 
(T2) in which only R and the empty set are open. Let Xi, i = l, 2, be the set X furnished with 
the topology Ti, and let f :  X~ --> X2 be the identify function. Then f is continuous, so f is a 
morphism of our category which is both a monomorphism and an epimorphism. However, 
f is not invertible, since the identity function g: X2 --* X~ is not continuous. This, then, is the 
point. In general, if f :  X ~ Y is a continuous function which is also a one-one correspondence, 
then the inverse function g: Y --~ X, constructed as in Theorem 4.2, may fail to be continuous. 
Remark. A particularly vivid example is formed by the continuous function f which takes 
the half-open interval 0 -< t < 1 and wraps it round the unit circle of radius 1: 
0 1 --> L) f(O) 
Then the inverse function g fails to be continuous at f(O), so f is not a homeomorphism. A 
natural formula for f is f(t) = e 2~". 
The moral of this section, we repeat, is that symmetric notions should, whenever possible, 
be given symmetric definitions. We should simply define one-one correspondences (of sets), 
isomorphisms (of groups), and homeomorphisms (of spaces) as the invertible morphisms of 
their respective categories. It is then important that we may recognize the invertible set-functions 
and group-homomorphisms as being the injective and surjective mappings in those categories; 
while, in topology, there are injective-surjective mappings which are not homeomorphisms. 
For we contend that the importance of a one-one correspondence of sets or a bijective homo- 
morphism of groups lies precisely in the fact that they are invertible and thus set up a symmetric 
relation between their domain and range; and that they would not be significant ideas if this 
were not so. Likewise, the notion of a bijective continuous function from X to Y is not important 
precisely because it does not set up a symmetric relationship between X and Y. It is thus very 
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unfortunate o find many texts defining an isomorphism between the groups G and H to be a 
one-one homomorphism of G onto H. Further, it is ludicrous--as i done in many texts--to 
define a homeomorphism from the space X to the space Y as a one-one continuous function 
from X onto Y with continuous inverse. For any continuous function from X to Y with continuous 
inverse, that is, any invertible continuous function from X to Y must necessarily be one-one 
and onto Y. 
Of course the relation between objects X and Y of a given category that there exists an 
invertible morphism f: X ---> Y is not only a symmetric relation. It is also reflexive and transitive, 
so that it separates the objects of the category into equivalence classes. However, these other 
two properties of the relation are not the significant ones, since the existence of any  morphism 
from X to Y defines a relation which is reflexive and transitive. It is precisely the symmetry of 
the relation which is guaranteed by the invertibility of the morphism in question. 
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