Introduction
In this paper we present a new primal{dual a ne scaling method for linear programming (LP). The notion of a ne scaling has been introduced by Dikin 2] , in 1967, as a tool for solving the (primal) problem in standard format (P) minfc T x : A x = b; x 0g: The underlying idea is to replace the the nonnegativity constraints x 0 by the ellipsoidal constraint kX ?1 ( x ? x)k 1; where x denotes some given interior feasible point, and X the diagonal matrix corresponding to x. The problem of minimizing the objective function c T x over the intersection of this ellipsoid and the a ne space determined by the a ne constraints A x = b can easily be solved. The solution is given by x = x ? XP AX (Xc): Dikin showed, under the assumption of nondegeneracy, that the process x ! x converges to an optimal solution of (P). This so{called a ne scaling (AFS) method of Dikin remained unnoticed until 1985. The epoch making work of Karmarkar 13] , in 1984, initiated a tremendous amount of research in polynomial{time methods for LP, and gave rise to many new and e cient interior point methods (IPMs) for LP. The bibliography of Kranich 15] contains more than 1300 papers on the subject. For a survey we refer to Goldfarb and Todd 3], Gonzaga 7] , den Hertog 10] , den Hertog and Roos 11], Todd 27] . For reports on numerical e ciency of these methods we mention Lustig, Marsten and Shanno 16], McShane, Monma and Shanno 17], Mehrotra 19] . The importance of Dikin's approach is that in all polynomial{time IPMs for LP, proposed after the work of Karmarkar, the search direction turns out to be a linear combination of the AFS direction ?XP AX (Xc) and another direction, the socalled centering direction.
See, e.g. Yamashita 30 ], Gonzaga 5] , and den Hertog and Roos 11] . The centering direction is given by XP AX (e), where e denotes the all{one vector in IR n . It has the property that it drives the iterates to the so{called analytic center of the feasible region. This notion (of analytic center) was introduced by Sonnevend 26] . In the polynomial{time IPMs the a ne scaling component of the search direction gives the progress to optimality, whereas the centering component in the search direction keeps the iterates away from the boundary of the feasible region. By taking appropriate linear combinations of the two directions one is able to approximately follow the so{ called central path of the problem to an optimal solution pair. See, e.g. Gonzaga 6 ], Megiddo 18 ], Monteiro and Adler 21], Renegar 23 ], Roos and Vial 24] . Let us recall that every known method for solving (P) also solves the dual problem of (P), given by (D) maxfb T y : A T y + s = c; s 0g:
Apart from the e ciency aspect, the known polynomial{time IPMs for solving (P) are also attractive because the solutions they generate are (close approximations of) 1 the analytic centers of the primal and the dual optimal set. This has been shown by G uler and Ye 9] . This implies that the obtained optimal solution pair (x; (y; s)) is strictly complementary. The existence of such optimal solution pairs has been known for a long time, due to a theorem of Goldman Greenberg 8] for a discussion of the practical merits. So, from this point of view, it seems to be appropriate to say that a method for solving LP problems needs to generate a strictly complementary optimal solution pair. There is a strong indication that in IPMs the centering component in the search direction is essential for obtaining a strictly complementary optimal solution pair in polynomial time. Without using the centering component, i.e. in case of a pure (primal) AFS method, no polynomial{time convergence proof exists. Surprisingly enough, very recent results of Tsuchiya and Muramatsu 29] , 1992, make clear that there is some centering e ect in the (primal) AFS direction. Tsuchiya was the rst who showed the convergence of some (primal) AFS method without any nondegeneracy assumption 28]. The strongest result 29] is that the AFS method with step size 2/3 of the maximal step size (up to the boundary of the feasible region) converges to an optimal solution of (P). In fact, Tsuchiya's work has made clear that the dual solution generated by his AFS method is the analytic center of the dual optimal set. On the primal side however, the method generates an interior point of the primal optimal set, but in case of degeneracy, not necessarily the analytic center of this set. In this paper we present a primal{dual AFS method which has the properties that it not only yields a strictly complementary optimal solution pair, but also allows a polynomial{time convergence proof. It is not the rst AFS method having these properties. One of the aims of this paper however is to show that in the primal{dual case the idea of AFS can be interpreted di erently, and in fact more naturally. The main tool in deriving our direction will be the original idea of Dikin, namely minimize the objective, which is the duality gap in the primal{dual case, over some suitable ellipsoid. As we will see in the next section this works out very well, and gives rise to completely di erent primal{dual AFS directions. To avoid confusion we will call these directions the new AFS directions. They will be introduced in the next section. There we will also further discuss the relations with the 'old' AFS directions. It is quite surprising, that there is no obvious relation between the new search directions and the search directions proposed in the literature so far. As we will see the new directions, just as the old AFS directions, are completely de ned in terms of the current primal and dual iterates. They do not use an external parameter, like in the above system. Furthermore, like the old directions, they not only guarantee a signi cant decrease in the duality gap (see Section 4), but as will become clear in Section 6, at the same time they drive the iterates to the so{called central path. The latter property ensures that the optimal solution pair generated by our algorithm, which is described in Section 3, will be strictly complementary. In the analysis of our algorithm we will make use of a barrier function which is closely related to the potential function used by Karmarkar. In fact it is the natural primal{dual generalization of Karmarkar's potential function. One of its striking properties is that it is homogeneous in the iterates. Properties of this function are derived in Section 5, by using techniques which have become more or less standard. The analysis of our algorithm forces us to take quite small steps. However, our steps are essentially larger than the steps in the approach of Monteiro et al. This explains why our iteration bound (O(nL)) improves their bound (O(nL 2 )) with a factor L.
This improvement is due to the fact that the new AFS directions automatically center, contrary to the old AFS directions. Of course, our bound is still a factor p n worse than the best polynomial{time bounds. It will be the subject of further research to improve the iteration bound.
As far as notations are concerned, e denotes the vector of all ones of appropriate size, and I the identity matrix. For any vector x = (x 1 ; : : :; x n ), x T denotes the transpose; the same notation is used for matrices. The capital X denotes the diagonal matrix with the entries of x on the diagonal. If f is any function I R ! IR, then we denote by f(x) the vector (f(x 1 ); : : :; f(x n )). Furthermore, if s is another vector, xs will denote the coordinatewise product of x and s. So we have xs = Xs. Finally, k:k denotes the l 2 ?norm. Acknowledgement:
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2 A new a ne scaling direction
De nition
Let (x; s) be a pair of primal{dual interior feasible solutions, that is Ax = b; x > 0; A T y + s = c; s > 0:
As usual, it will be assumed throughout that such a pair exists. It is well known that this basic assumption can be made without loss of generality. We also assume that A is an m n matrix with rank m. As a consequence, any dual feasible y is uniquely determined by its slack vector s = c ? A T y. Here in which the domain is the unit sphere in the v?space. Note that as far as the v?space is concerned, the new direction is obtained by replacing this sphere by an ellipsoid which is contained in the nonnegative orthant of the v?space, and which is maximal with respect to this property. Observe that this is exactly the way in which Dikin de ned the a ne scaling direction for the primal problem, namely by minimizing c T x over the primal Dikin ellipsoid fx : kX ?1 xk 1g: The analogy just described justi es the name a ne scaling direction for the new direction more than for the old directions. In fact, from the above point of view we may say that the old AFS directions are obtained without scaling! We know that this system has a unique solution, (x; y; s) say. Clearly the pair (x; s) is mapped onto v by .
Recall that x lies on the central path of (P) if and only if for some dual feasible y the slack vector s := c?A T y is such that xs is a scalar multiple of the all one vector e. In that case y lies on the central path of (D). We call the pair (x; s) centered if this happens. Clearly, the pair (x; s) is centered if and only if v = (x; s) is a scalar multiple of the all one vector e. Thus we conclude that the straight half line e; > 0; in the v?space represents the centered pairs. 
The step size
We proceed by investigating which step size in the described direction can be made without becoming infeasible. So, we want to know for which the new iterates x+ x and s+ s are positive. For this purpose we need the following notations:
Note that this is equivalent to v max = kvk 1 and v min = kv ?1 k ?1 1 .
The next lemma gives a simple condition on the step size which guarantees that the new iterates are feasible. Proof:
Using that x = dv and x = dp x , the next iterate in the x-space is given by x + x = d(v + p x ) = dv(e + v ?1 p x ):
Since dv = x > 0, the positivity of the new iterate in the x{space is maintained if kv ?1 p x k < 1. This will certainly be true if kp x k < v min :
Similarly, the positivity of the new iterate in the s{space is maintained if kp s k < v min :
Now using that 
Reduction of the duality gap
In this section we consider the e ect of a Dikin step, with step size on the duality gap. We will use the superscript to refer to entities after a step. So we have In the proof of the next lemma, and also in the rest of the paper we will make use of the vector w de ned by w := nv 2 kvk 2 = nxs x T s : Note that e T w = n, and hence we have kwk 2 n: (2) In fact this inequality is a restatement of (1). Because of (2) we conclude that (rf(v)) T p v 0, with equality if and only if w, and hence v, is a scalar multiple of e. 2 
Bounds for the barrier function value
In this section we derive an upper and a lower bound for the value of f(v) in terms of the norm of the vector w. Recall that w belongs to the simplex n := f 2 IR n : e T = ng: The deviation of w from the all{one vector e will be measured by the quantity := r n ? 1 n (kwk 2 ? n):
Observe that this number is nonnegative, and zero if and only if w, and hence also v, is a scalar multiple of the all one vector. So the number can be considered as a measure for the proximity of the pair (x; s) to the central path. 
Reduction of the barrier function
In this section we consider the e ect of a Dikin step with step size on the barrier function. We will make use of the following simple lemma.
Lemma 5.5 Let h be a vector in IR n such that khk < 1. Then n X i=1 ln(1 + h i ) e T h + khk + ln(1 ? khk):
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We rst consider the case that 0:1: In that case one has f( ) 0 (whence f(v ) f(v) 1 12 ), as we will now show. 
