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Resumen — En este trabajo se presen-
ta la comparacio´n de dos me´todos ya uti-
lizados para la codificacio´n y compresio´n
de ima´genes fijas basados en te´cnicas de
transformacio´n. La aportacio´n principal es
la implementacio´n en programacio´n de al-
to nivel de una interface gra´fica que con-
tiene diversas rutinas para llevar a cabo la
codificacio´n de ima´genes fijas utilizando las
siguientes metodolog´ıas de transformacio´n:
1) codificador basado en la transformada
del coseno discreta o DCT, de sus siglas
en ingle´s, que se implementa en la norma
JPEG, 2) codificador basado en la trans-
formada wavelet discreta (DWT, de sus si-
glas en ingle´s), en donde por el momento se
utilizan bases de Haar. Los resultados son
consistentes con los encontrados en la lit-
eratura existente y han sido validados con
MATLAB c©.
Abstract— In this paper we present the
comparison of two transform methods for
codification and compression. The main
contribution of this work, is in fact, the
implementation in high level languages of a
graphic interface which contains several al-
gorithms for compression of still images ac-
cording with the following two methodolo-
gies: 1) codification based on the discrete
cosine transform (DCT), which is imple-
mented in the JPEG norm, and 2) codifi-
cation based in the discrete wavelet trans-
form (DWT), where we use for instance
the Haar bases. The obtained results with
the designed interface are congruent with
those reported in literature and also were
validated using MATLAB c©.
Descriptores — Codificacio´n, compresio´n,
me´todos de transformacio´n, wavelets.
I. INTRODUCCIO´N
LA norma ma´s reciente establecida por laISO/ITU-T en lo referente a la compre-
sio´n de ima´genes fijas es la JPEG 2000 (com-
presio´n con pe´rdidas y sin pe´rdidas), dicha
norma supera por mucho en calidad a la
norma esta´ndar durante los 90’s JPEG [7].
Otros esta´ndares recientemente actualizados
son JPEG-LS, MPEG-4 VTC (Visual Tex-
ture Coding) y MPEG-4/7/21. Estas u´lti-
mas utilizan el nu´cleo utilizado por la nor-
ma JPEG (pero para el caso de la trans-
misio´n/recepcio´n de video), es decir, la DCT.
En el trabajo de D. Santa-Cruz [7] se intro-
ducen de manera un poco ma´s detallada los
esquemas presentados en las Figuras 1 y 2, en
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donde adema´s se lleva a cabo una compara-
cio´n con respecto a otros esquemas impor-
tantes, sobre todo en el caso de compresio´n
sin pe´rdidas. Lo importante del esquema de
JPEG es que esta norma inicialmente prop-
uesta en los 80’s divide la imagen en bloques
de 8×8 pixeles y a cada bloque se le aplica la
DCT. Los bloques transformados son cuanti-
zados con un cuantizador escalar uniforme,
son barridos en zig-zag y son codificados con
un codificador entro´pico de Huffman (codifi-
cador de s´ımbolos). La cantidad de pasos de
cuantizacio´n se lleva a cabo para cada uno
de los 64 coeficientes DCT y se especifica en
tablas las cuales permanecen fijas para todos
los bloques. Los coeficientes DCT de todos los


























Figura 1. Diagrama para JPEG.
El nu´cleo de la norma JPEG 2000 [8], [9], es
la DWT [6], en donde tambie´n se utiliza la
cuantizacio´n escalar, un modelado contextu-
al, codificacio´n aritme´tica y post-compresio´n.
La DWT utiliza wavelets dia´dicas y cuando
se utilizan filtros reversibles se tendra´ com-
presio´n sin pe´rdidas, o en el caso de filtros no
reversibles se tendra´ compresio´n con pe´rdi-
das, pues se pueden alcanzar altas tasas de
compresio´n. La DWT hace una descomposi-
cio´n de la imagen en sub-bandas, y cada sub-
banda es dividida en bloques de 64×64, luego
se utiliza codificacio´n entro´pica utilizando si-
multa´neamente un codificador aritme´tico de
planos de bits. Los datos codificados se or-
ganizan por niveles (i.e. layers), los cuales
son niveles de calidad. Finalmente se uti-
liza una post-compresio´n de acuerdo a una
asignacio´n de longitud de palabra prevista,





















Figura 2. Diagrama para JPEG 2000.
El resto del art´ıculo esta´ organizado de la
siguiente forma: en la seccio´n II se presen-
ta brevemente la teor´ıa relacionada con los
dos me´todos de transformacio´n comparados
en este trabajo, en seguida se presentan al-
gunos resultados obtenidos a partir de la in-
terface gra´fica en la seccio´n III. Finalmente
se vierten algunas conclusiones y se comenta
sobre trabajo a futuro en la seccio´n IV.
II. BREVE DESCRIPCIO´N DE LOS DOS
ME´TODOS DE TRANSFORMACIO´N
La compresio´n de datos nace en la etapa tem-
prana de la computacio´n cuando era nece-
sario el uso de me´todos para la reduccio´n
del espacio necesario para almacenar la in-
formacio´n, ya fuera e´sta textos, programas,
ima´genes o cualquier tipo de informacio´n (en
la Figura 3 se muestra un diagrama general
de compresio´n), y la evolucio´n ha sido tal que
en este momento que los medios de almace-
namiento se han vuelto econo´micos a com-
paracio´n con los costos de almacenamiento
en las primeras etapas de la computacio´n.
En las dos u´ltimas de´cadas se han propuesto
diferentes metodologias, en este trabajo se
rescatan dos que forman parte importante de
las dos normas ma´s recientes a nivel mundial
para la compresio´n de ima´genes fijas.
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Figura 3. Diagrama general de compresio´n /
descompresio´n.
A. Transformada del coseno discreta
La DCT para una imagen f(x) de taman˜o
N ×N se define como (en [5] se describe un
poco ma´s a detalle)


















en donde x es bi-variable x = [x1, x2], C(u, v)
son los coeficientes en el dominio frecuencial,
























N , para u = 0,√
2
N , para u = 1, 2, . . . , N − 1.
B. Transformada wavelet discreta
La idea detra´s de la teor´ıa de wavelets u
ond´ıculas es poder representar una sen˜al co-
mo una serie de funciones desplazadas y es-
caladas por medio de factores llamados pesos.
Comenzaremos definiendo la funcio´n base
para la representacio´n de sen˜ales
φ(x) =
{
1, 0 ≤ x < 1
0, Cualquier otro caso. (3)
La funcio´n φ(x) la tomaremos como base
para la representacio´n de sen˜ales ma´s comple-
jas, para ello deberemos de poder desplazar y




2jφ(2j · x− k), (4)
donde j ≥ 0 y 0 ≤ k ≤ 2j − 1, tal que j es el
factor de escalado y k el de desplazamiento.
Con φj,k(x) podremos representar cualquier
sen˜al dada para lo cual multiplicaremos cada
una de nuestras funciones desplazadas por un
factor Ci, como se muestra a continuacio´n
f(x) = C0 · φj0,k0(x) + C1 · φj0,k1(x) + · · ·
+Cn−1 · φj0,kn−1(x),
(5)
para calcular cada uno de estos pesos usare-
mos la siguiente ecuacio´n:
Ck = 〈f, φj,k〉. (6)
Entre mayor sea el nu´mero de segmentos, se
tendra´ una aproximacio´n mejor, pero los co-
eficientes no mejoran la representacio´n de la
informacio´n ni reducen el nu´mero de datos
necesarios para su representacio´n.
B.1 Mejorando la DWT
Una mejora a el me´todo anterior es calcular
con cada nuevo nivel de ana´lisis una aproxi-
macio´n ma´s detallada a la sen˜al, con ello cada
nuevo grupo de coeficientes mejorara´ la rep-
resentacio´n de la sen˜al, con el acomodo ade-
cuado de los coeficientes tendremos al prin-
cipio los coeficientes con frecuencias bajas y
al final coeficientes de frecuencias altas, los
u´ltimos representan los detalles de la sen˜al.





V1 = V0 ⊕W0
V2 = V1 ⊕W1 = V0 ⊕W0 ⊕W1
V3 = V2 ⊕W2 = V1 ⊕W1 ⊕W2
V3 = V0 ⊕W0 ⊕W1 ⊕W2
...
(7)
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donde Vi es la aproximacio´n a la funcio´n f(x)
y Wi son los detalles de la funcio´n, para la
reconstruccio´n a la funcio´n original. Entre
mayor sea el nivel de reconstruccio´n nuestra
aproximacio´n a f(x) sera mejor, la forma de
calcular cada uno, tanto la aproximacio´n co-




1, 0 ≤ x < 1,
0, En otro caso, (8)
ψ(x) =

1, 0 ≤ x < 12 ,−1, 12 ≤ x < 1,
0, En otro caso.
(9)
Donde ϕ es la funcio´n de escalamiento de la
ond´ıcula y ψ es la funcio´n que describe a
la ond´ıcula madre, en este caso hemos de-
scrito la funcio´n de la ond´ıcula madre de
base Haar, teniendo la definicio´n ba´sica de
la ond´ıcula definiremos las funciones que us-
aremos para el ana´lisis, las cuales deben de




2jϕ(2j · x− k), (10)
ψj,k(x) =
√
2jψ(2j · x− k). (11)
Las cuales se utilizan para calcular tanto la
aproximacio´n, como los detalles para ello se
procedera´ de la siguiente forma
V0 = c00ϕ0,0(x)
W0 = d00ψ0,0(x)
W1 = d10ψ1,0(x) + d11ψ1,1(x)
W2 = d20ψ2,0(x) + d21ψ2,1(x)+
d22ψ2,2(x) + d23ψ2,3(x)
...
Para el ca´lculo de cada uno de los coeficientes
de ponderacio´n se procede de la siguiente for-
ma
c00 = 〈f, ϕ0,0〉
d00 = 〈f, ψ0,0〉
d10 = 〈f, ψ1,0〉
d11 = 〈f, ψ1,1〉
d20 = 〈f, ψ2,0〉
d21 = 〈f, ψ2,1〉
d22 = 〈f, ψ2,2〉
...
Calculando los factores y teniendo la funcio´n
de escalamiento y de ond´ıcula para la recon-
struccio´n (IDWT), so´lo tendremos que usar
la siguiente ecuacio´n (define el algoritmo a`
trous [6])
f(x) = c00ϕ0,0(x)︸ ︷︷ ︸
V0
+ d00ψ0,0(x)︸ ︷︷ ︸
W0︸ ︷︷ ︸
V1=V0⊕W0




+ · · ·
(12)
B.2 Transformada wavelet ra´pida (FWT)
La formula para el ca´lculo de los detalles de
la secuencia es la siguiente:
Aproximacio´n
Wϕ(j, k) = hϕ(−n) ∗Wϕ(j + 1, n) |n=2k,k≥0,
(13)
Detalles
Wψ(j, k) = hψ(−n) ∗Wϕ(j + 1, n) |n=2k,k≥0,
(14)
donde hψ es la funcio´n de la ond´ıcula madre
y hϕ es la funcio´n de escala de la ond´ıcula.
hψ(n) = (−1)nhϕ(1− n). (15)
III. ALGUNOS RESULTADOS DE LA
INTERFACE
Como ya se comento´, la aportacio´n princi-
pal de este trabajo se basa en la construc-
cio´n de una interface gra´fica en la cual se uti-
lizan dos lenguages de programacio´n de alto
nivel como lo son el C++ y el Visual Basic,
se genero´ co´digo en C++ para las diferentes
funciones de procesamiento de ima´genes en-
focadas a la codificacio´n y compresio´n (cod-
ificador Shannon-Fano, de Huffman, algorit-
mo zig-zag, DCT, DWT, etc.) y por otro la-
do, se elaboro´ co´digo en Basic para el disen˜o
gra´fico propiamente dicho (ventanas, colores
de ventanas, menu´s, etc.). En la Figura 4 se
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presenta una fotograf´ıa de la interface gra´fi-
ca nombrada ANAI (Ana´lisis de Ima´genes),
ma´s adelante se presentara´n algunos resul-
tados propiamente de los dos codificadores
comparados en este trabajo. Por el momen-
to, en la Figura 4 se visualizan algunos resul-
tados obtenidos con la DCT sobre la ima´gen
cla´sica de “Barbara”.
Figura 4. Interface gra´fica disen˜ada (ANAI).
La interface consta de dos menu´s principales
en modo texto y una barra de menu´ en donde
se especifican operaciones tales como la aper-
tura de ima´genes a ser tratadas, en un ini-
cio se lleva a cabo el ana´lisis por bloques y
para ello hay cuatro botones que permiten
seleccionar la ventana de ana´lisis, que va de
bloques de 4× 4 a bloques de 32× 32. Tam-
bie´n hay otros tres botones que permiten ver
las tablas de co´digos generadas por Shannon-
Fano, Huffman y aritme´tica. Es posible tam-
bie´n visualizar el histograma de la imagen
tratada al momento. Tambie´n se tienen var-
ios botones que permiten visualizar el bloque
de la ima´gen que se analiza, los valores de los
pixeles en te´rminos nume´ricos, as´ı como un
perfil tridimensional (3D) en escala de gris-
es y modo gra´fico. Se pude obtener tambie´n
la transformada ra´pida de Fourier en dos di-
mensiones, y se tienen dos sub-menu´s que
por su parte esta´n dedicados a varias op-
eraciones que se llevan a cabo para la DCT
y para la DWT. En la Figura 5 se mues-
tra una comparacio´n visual de los resulta-
dos obtenidos para la transformacio´n de la
ima´gen de “Lena,” en este caso la tasa de
compresio´n es casi 1:1 por lo que las ima´genes
recuperadas son de muy buena calidad visu-
al se parecen bastante a la ima´gen original,
se puede ver en la Figura 5 (d) y (e) que
corresponden a la IDCT e IDWT con bases
Haar que la diferencia con (c) que es la origi-
nal no hay cambios perceptibles (se utiliza un
bloque de ana´lisis de 32 × 32). Por su parte
(a) y (b) corresponden a los coeficientes de la
DCT y la DWT.
Figura 5. Comparacio´n visual entre la DCT y la
DWT de un ojo de Lena, con una tasa de
compresio´n de 1:1.
En la Figura 6 se observa por otro lado, una
segunda comparacio´n ahora utilizando otra
imagen de prueba conocida como “Goldhill,”
en este caso se utilizo´ la codificacio´n Shanno-
Fano, y se tiene una tasa de compresio´n de
1:20 aproximadamente, se puede ver como la
imagen reconstruida cuando se usa la IDCT
comienza a sufrir distorsio´n (a), mientras que
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la imagen recuperada a partir de la IDWT no
ha sufrido cambios substanciales al compara-
rla con el segmento de la ima´gen original (c).
Las subima´genes (d) y (e) muestran los co-
eficientes de la DCT y la DWT cuantizados
(unque no se notan mucho los valores nume´ri-
cos asignados a los pixleles).
Figura 6. Comparacio´n visual entre la DCT y la
DWT de hombre caminando en la imagen Goldhill,
con una tasa de compresio´n de 1:20 aprox.
Finalmente, se comenta que el bloque de
ana´lisis se puede desplazar a lo largo y ancho
de toda la ima´gen, llevando a cabo un ana´lisis
pra´cticamente en tiempo real, adema´s, tam-
bie´n se pueden realizar otras operaciones adi-
cionales que no describimos en este documen-
to, como la obtencio´n de tablas de co´digos,
histogramas donde se muestra la variacio´n de
la entrop´ıa dependiendo de la tasa de com-
presio´n deseada, entre otras.
IV. CONCLUSIONES Y TRABAJO
FUTURO
Se ha construido una interface gra´fica que
tiene como propo´sito quedar en co´digo abier-
to para seguir incluyendo otras te´cnicas de
codificacio´n, as´ı como te´cnicas de restau-
racio´n de ima´genes, los resultados obtenidos
por el momento muestran consistencia con
los reportados en la literatura. Dentro de las
te´cnicas adicionales que se pretenden inclu´ır
a corto te´rmino, se tiene como meta:
utilizar bases diferentes a las Haar, como
las de Daubechies [10],
bases de Meyer,
obien, la transformada ridgelet [1], [2],
transformada curvelet [3], [4].
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