Most prevention programs are based on theory of individual behavior. Consequently, the success of a prevention program is measured by its effect on individuals. Often, however, individuals are clustered within intact groups, and for practical reasons, the prevention intervention is randomized and administered at the group level. The groups involved in such a design may include classes or schools in educational contexts, hospitals or other treatment sites in clinical contexts, companies or offices in organizational contexts, and neighborhoods, counties, states, or countries in geographical contexts. When intact groups are assigned to conditions and observations are made on individuals within these groups, a multilevel data set is formed. The independent variable, assignment to intervention or control condition, is a group level variable, and the dependent variable is measured at the individual
level. Overcoming the difficulties introduced by the structure of multilevel data has been a focus of much research during the past 20 years. Generally accepted methods of dealing with such data have been developed (Bryk and Raudenbush 1992; Goldstein 1995) , and applications are now appearing in the applied research literature. However, several topics remain unresolved. The purpose of this article is to describe methods to assess mediated effects in multilevel data.
TRADITIONAL ANALYSES OF MULTILEVEL DATA
Traditional analytical techniques, such as ordinary least squares (OLS) regression, are typically limited to single level data. Applying traditional techniques to multilevel data requires restructuring the data set to eliminate one level of the hierarchy. The group level data can be disaggregated and analyzed as if all variables were measured at the individual level, or the individual level data can be aggregated and the analysis conducted at the group level (de Leeuw 1992; de Leeuw and Kreft 1986 ). Both of these approaches involve potential drawbacks.
In the disaggregation approach, all individuals within a group are assigned an identical score on the group level variable as if this were an observation unique to the individual. Any error associated with this group measure will be identical for all group members. Additionally, the individuals within a given group may be more similar to each other than they are to members of other groups on any number of unmeasured variables. Intraclass correlation (ICC) is a measure of the extent of this within-group homogeneity (Haggard 1958, 6) . Common error associated with the group level predictor and the unmeasured similarities among group members will result in correlated error terms among the individuals within a group and nonzero ICC. Because traditional analysis techniques typically assume independent and identically distributed error terms, employing such methods to analyze multilevel data violates assumptions, producing inefficient estimates and, more importantly, biased standard errors and overly liberal inferences (Hanushek and Jackson 1977, 145-146, 156-157; Moulton 1986; Scott and Holt 1982) . With even small ICCs, the actual probability of making a Type I error can be much higher than the nominal alpha level of the test (Barcikowski 1981; Scariano and Davenport 1987; Walsh 1947) , particularly when group sizes are large.
The alternative to the disaggregation approach, aggregating all individual level data to the group level, is also quite limiting. When individual level data are aggregated by computing group means, the number of observations in the analysis is reduced from the number of individuals to the number of groups, decreasing the power of tests to detect effects of one variable on another. Also, discarding individual observations eliminates the ability to predict individual level variation, which may comprise the majority of the total variation present in the data (de Leeuw 1992) . Moreover, in many intervention studies, the individual level effects are of primary interest, and the results of an aggregated group level analysis cannot necessarily be used to draw inferences at the individual level. Indeed, individual and group level analyses of the same data may indicate relationships that differ in both magnitude and direction (Robinson 1950) , and making individual level inferences based on group level relationships has come to be known as the "ecological fallacy" (Pedhazur 1982, 529) . Although clear evidence of the ecological fallacy has not yet been observed in the analysis of randomized interventions, researchers must be careful to confine all statements based on the results of an analysis to the particular level at which the analysis was conducted.
MULTILEVEL MODELING
Multilevel data can be analyzed without artificially restructuring the data by employing random coefficient multilevel models. These models can simultaneously examine effects of both individual and group level variables on an individual level outcome. Moreover, the correlated errors and nonzero ICC inherent in grouped data are appropriately incorporated in multilevel models, giving accurate standard error estimates and inferences.
A multilevel model may be conceptualized as a series of models at the different data levels. At the lowest level of the hierarchy, a linear model is constructed relating individual level predictors to the individual level outcome. Consider, for example, a situation with an individual level outcome Y ij and a single individual level predictor X ij . The double subscript for these variables indicates that the observations are unique for each individual i within each group j. The relationship between the two variables is modeled with a linear equation within each group.
A key feature of multilevel models is that the coefficients associated with the intercept and the X slope in this individual level equation can be allowed to vary across groups. The subscripts for the β coefficients in this lowest level equation indicate that they can differ for each group j. The observed coefficient values are viewed as realizations drawn from distributions of possible values of intercepts and slopes. These coefficient values, then, can be used as outcome variables in group level equations, which can be predicted by group level variables W j .
Forming prediction equations at each of the different levels of the hierarchy in this manner accommodates individual and family level predictors in a single multilevel analysis. The specification of error terms at both the individual (ε) and group (u) levels allows multilevel models to appropriately model the error in grouped data (i.e., nonzero ICC).
The series of level-specific models is combined algebraically into a single model for the estimation of parameters, allowing the estimation of fixed effects (γ parameters) without actually estimating the individual level model within each group. In addition to these estimates of fixed effects, multilevel analyses also produce estimates of the variances and covariances of the ε and u error terms, known as the variance components. More detailed discussion of multilevel procedures can be found in Bryk and Raudenbush (1992) , Goldstein (1995) , de Leeuw (1998), and Longford (1993) .
Many researchers have recognized the appropriateness of multilevel modeling for group-based interventions and have used this analysis technique to examine intervention effects. Seltzer (1994) illustrated how multilevel models can incorporate the dependency present in grouped data and simultaneously examine the effects of variables at the individual and the group level in the evaluation of a mathematics curriculum. Other researchers have used multilevel modeling to evaluate school-based interventions on substance use behaviors, knowledge, and attitudes, both in terms of overall program effects and in interaction with student and school level characteristics (DeVries et al. 1994; Hedeker, Gibbons, and Flay 1994; Kreft 1994 Kreft , 1997 Murray et al. 1992) .
MEDIATION IN SINGLE LEVEL MODELS
In addition to determining whether an intervention has its desired effect on the outcome, many researchers are also interested in identifying the processes that bring about these effects. Mediational analysis is a method for examining such processes. Components of an intervention program are designed to change specific mediational constructs, which are believed to cause changes in the outcome variable (MacKinnon and Dwyer 1993) .
Research examining the mechanisms by which prevention programs achieve their effects have begun to appear in the evaluation of drug use prevention (MacKinnon et al. 1991; Donaldson, Graham, and Hansen 1994) and reemployment (Vinokur and Schul 1997) programs. For example, the Adolescents Training and Learning to Avoid Steroids (ATLAS) program, which will be discussed in greater detail in a later section of this article, is an intervention designed to directly change a number of mediators (e.g., peer influences) that are believed to ultimately affect steroid use. Figure 1 illustrates such a mediational model in which an intervention (X) affects a mediator (M), which in turn affects the outcome (Y).
In models involving only a single level of data, point estimates of the mediated effect can be calculated in two ways (MacKinnon, Warsi, and Dwyer 1995) . Each of the two methods requires the estimation of two regression equations. The first of these methods involves estimating
and
Equation 1 estimates the effect of the intervention X on the outcome measure Y. The c coefficient in this equation represents the total effect of the intervention on the outcome, without taking the mediator into account. The second equation estimates the simultaneous effects of both the intervention X and the mediator M on the outcome. In this equation, the c′ coefficient represents the effect of the intervention on the outcome, with the effect of the mediator statistically removed. The difference between the c and c′ coefficients associated with the intervention variable X in the two equations is an estimate of the mediated effect (Judd and Kenny 1981) . This c -c′ difference measures the extent to which the mediator in Equation 2 accounts for the relationship between the intervention and outcome assessed in Equation 1. The second method for calculating point estimates of mediated effects requires estimating the two equations
In Equation 3, the a coefficient is an estimate of the effect of the intervention on the mediator. The second equation is identical to Equation 2 from the first method for calculating point estimates of the mediated effect. However, in this case, the focus is on the b coefficient, the effect of the mediator on the outcome variable, rather than on the c′ coefficient, as in the previous method. The product of the two estimated coefficients, ab, is an estimate of the mediated effect. This method makes explicit that the estimate of the mediated effect depends on the extent to which the intervention affects the mediator and the extent to which the mediator affects the outcome. The two methods of calculation, c -c′ and ab, produce algebraically equivalent estimates for single level models (MacKinnon, Warsi, and Dwyer 1995) .
The ab point estimate of the mediated effect calculated by the second method can be considered the product of two random variables (Sobel 1982) , and methods for determining the variance of a product of random variables can provide estimates for the standard error of the mediated effect, which can be used in forming interval estimates and in conducting significance tests. These methods are based on large sample theory and are thus approximate for small samples. As outlined in MacKinnon, Warsi, and Dwyer (1995) , estimates of the standard error of the mediated effect can be calculated in a number of different ways, including (a) first-order Taylor series expansion or the multivariate delta method (Sobel 1982; :
(b) second-order Taylor series expansion or exact variance under the condition of independence (Goodman 1960; Mood, Graybill, and Boes 1974) : In models involving only a single level of data, each of these standard error estimates is calculated using estimates of a and b and their associated standard errors s a and s b obtained from OLS estimation of Equations 2 and 3.
MULTILEVEL MEDIATION
In prevention intervention studies, the mediational effects that are of particular interest are those that explain the relationship between the intervention program and the outcome measure. When the program is randomized and administered at the group level and the outcome measure is assessed at the individual level, multilevel mediational analysis is most appropriate. Each of the three equations described above in the context of a single level analysis can be reformulated as a multilevel model. Table 1 shows the single level expressions for each of the three equations and the multilevel expression equivalent to each.
Equation 1 shows the OLS and multilevel equivalent specifications for determining the effect of the intervention X on the outcome measure Y, ignoring (for the moment) the mediator. Although the OLS equation assumes that X and Y are at the same level, the multilevel specification clearly shows that Y is an individual level outcome, and the intervention X is a group level predictor. Also, although the OLS specification contains only a single error term ε, the multilevel version contains error terms as both levels, ε and u, to appropriately model the error in the grouped data. Equations 2 and 3 are similar: The multilevel equations include the individual level Y and M variables in individual level equations, while the group level X predictor appears in group level equations. Multilevel Equations 2 and 3 also include error terms at both levels to accommodate the dependency in grouped data. To parallel the single level OLS analyses as closely as possible, only the intercept terms of the multilevel models are treated as random, and the b coefficient (the slope associated with the effect of the mediator on the outcome) in the multilevel Equation 2 is fixed.
Although Table 1 shows that each OLS equation necessary for mediational analysis can be reformulated as a multilevel model, some of the relationships found in single level mediational models do not hold for multilevel mediational models. Specifically, the two different point estimates of the mediated effect, c -c′ and ab, are algebraically equivalent in single level models, but the equivalence does not hold in the multilevel framework. Correspondingly, the basic decomposition of the total effect into a direct effect and an indirect (mediated) effect does not hold for multilevel models. Estimates of direct and indirect effects will not necessarily sum to the estimate of the total effect if estimates of the different effects are generated using different multilevel equations. The reason for these discrepancies lies in the nature of multilevel estimation.
Procedures for estimating multilevel models differ from standard OLS estimation in that multilevel estimation is iterative in nature. The fixed effects and variance component parameters of the model are estimated in separate steps, using current estimates of one parameter type in updating estimates of the other. The estimates of the fixed effects in a multilevel model, given estimates of the variance components, are generated via a generalized least squares expression, (X¢VX) -1 X¢VY. This differs from the expression used to generate OLS estimates, (X¢X) -1 X¢Y, only in the use of a weighting matrix V. The elements that make up this V matrix are functions of the variance component estimates. Estimating Equations 1, 2, and 3 to perform a mediational analysis requires estimating 3 different multilevel models, and the variance components and the V matrices produced by each estimation process will differ. Consider, for example, the ε ij terms in multilevel expressions of Equation 1 and Equation 3. In Equation 1, this term represents the residual error in the outcome measure after adjusting for program participation. In Equation 3, this term represents the residual error in the mediator after adjusting for program participation. Because the two ε ij terms are associated with different measures, these errors will, of course, be different, and the V matrices constructed using estimates of the corresponding variance components will differ as well. Unless the three V matrices are identical, the algebraic equivalencies of effect decomposition and mediational analysis will not hold. 
Group Level: β 0j = γ 00 + a¢X j + u 0j NOTE: OLS = ordinary least squares.
As with the three equations for estimating mediated effects, single level methods for estimating the standard error of the mediated effect also can be reformulated for multilevel models. This straightforward adaptation simply requires computing the first-order Taylor series estimator, the second-order Taylor series estimator, or the unbiased estimator using estimates of a and b and their standard errors that are generated by the iterative estimation of a multilevel model in place of those typically generated through OLS analysis of a single level model. However, because these are large sample approximations, the adequacy of their performance in small samples requires study.
The purpose of this article is to examine the performance of multilevel mediational analysis in a simulated data set and in an existing prevention intervention data set. The simulation study was designed to answer several specific questions. First, given that multilevel estimates of the mediated effect produced using the c -c′ and ab methods will not be algebraically equivalent, how discrepant are the values likely to be? Second, is there any reason to prefer one estimate over the other? And finally, how well do the various large-sample-based approximations of the standard error of the mediated effect in multilevel data perform in small samples? Following this, OLS and multilevel mediational analyses of an existing prevention intervention data set are used to illustrate the differences between the two types of analyses in a real-world application. These comparisons allow the researcher to determine whether the improvements made through the use of multilevel mediational analysis warrant the additional complexity in model specification and estimation inherent in the multilevel framework.
SIMULATION STUDY
The SAS programming language was used to generate simulated multilevel data sets reflecting the form of an intervention study with randomization at the group level. Data were created according to the single mediator model depicted in Figure 2 . The RANNOR function within SAS was used to create a dichotomous independent variable, X, representing assignment to intervention or control conditions. The other variables in the model, the mediator M and the outcome Y, were created as individual level variables according to the relationships specified in the single mediator model shown in Figure 2 .
Two aspects of sample size, the number of groups and group size, were systematically varied in simulating the data for this study. Simulated data sets were composed of 10, 20, 30, 50, 100, or 200 groups. These groups were of either small or moderate size. For the small group size conditions, half of the groups were composed of 5 individuals, the other half of 10 individuals. For the moderate group size conditions, half of the groups were made up of 20 individuals, the other half of 30 individuals.
In the simulated model, the parameters a (representing the effect of the intervention on the mediator) and b (representing the effect of the mediator on the outcome) could take on three different values: .1, .3, and .5. True a and b values were set equal in each model, and the c′ parameter (representing the direct effect of the intervention on the outcome) was set to a constant value of .1. These values of a and b are among those used in previous simulation studies of mediational models (e.g., MacKinnon, Warsi, and Dwyer 1995). Moreover, the true values of the mediated effect ab (.01, .09, and .25) reflect those observed in intervention studies. For example, these values correspond quite well to mediated effect values found in the analysis of a substance use intervention (MacKinnon, , in which single mediator analyses of 18 possible mediators for each of three different dependent variables revealed significant (p < .05) point estimates of mediated effects ranging in magnitude from .01 to .27, with an average magnitude of .07 (SD = .06).
The proportion of residual variance in the simulation outcome variable due to between-group variability was systematically adjusted by changing the variability of the group error terms, u 0j , relative to the constant variability of the individual error terms, ε ij , which was set equal to 1.0. Values were chosen .05, .10, .20, or .30 . These values were chosen to be representative of actual proportions that might be observed in intervention studies in a number of areas, including psychology, education, and family studies. The proportion of residual variance in the mediator due to between-group variability was held constant at .10.
All possible combinations of the 6 values for the number of groups in the analysis, the 2 group sizes, the 3 true values of ab, and the 5 values for the proportion of residual variability at the between-group level were examined. A total of 500 replications were conducted for each of the 180 conditions, producing 90,000 simulated data sets for analysis.
Each data set was analyzed using the three equations necessary for mediational analysis discussed previously, in both the OLS (single level) and multilevel frameworks. These analyses were carried out using the PROC REG and PROC MIXED routines of the SAS system for the single level and multilevel analyses, respectively. First-order Taylor series approximations were used to estimate standard errors of both single level and multilevel mediated effects.
The resultant data were examined to determine (a) the extent of the differences between the c -c′ and ab multilevel estimates of the mediated effect, (b) the relative bias and efficiency of the OLS and two multilevel estimators of the mediated effect, and (c) the relative bias of estimates of the standard error of the mediated effect. Relative bias (RB) was calculated using the equation
and efficiency was measured by calculating mean squared error (MSE) using the equation
where $ w is an estimate of the mediated effect or its standard error, and w is the true parameter value or an approximation of the true value when the precise value is not known. True values of the mediated effect were the ab = .01, .09, or .25 values used in creation of the simulated data set. Empirical standard errors, calculated as the standard deviation of mediated effect estimates across the 500 replications in a given condition, were used as true value approximations in calculating the relative bias of the standard error estimates.
Following the recommendation of Hauck and Anderson (1984) that simulation studies be analyzed using the same analytical tools as any other experimental study, factorial analyses of variance were conducted for each of the outcome measures, using number of groups, group size, true value of the mediated effect, and residual ICC of the Y variable as predictors. In those analyses involving comparisons among estimator types, estimation technique was treated as a repeated-measures factor, with single degree of freedom contrasts specified to focus on the comparisons of interest. Due to the large number of observations, standard probability values were not particularly useful cutoffs for distinguishing between meaningful and inconsequential effects. Therefore, an effect size value of .01 or greater, calculated via was used in most cases to identify important effects. This particular expression for η 2 is used to estimate the effect size associated with a given effect independent of other effects included in the model. Using this expression, the effect sizes are not directly interpretable as percentages of total variance, because effect sizes of the various effects in a given design may total more than 1.00 (Tabachnick and Fidell 1989, 55) . Table 2 shows the average discrepancy between c -c′ and ab estimates of the mediated effect produced using multilevel modeling techniques. For all conditions, the average discrepancy was essentially zero. An ANOVA predicting this discrepancy from group size, number of groups, true value of the mediated effect, and residual ICC of the outcome variable revealed no significant main effects or interactions.
SIMULATION RESULTS

DISCREPANCY BETWEEN C -C¢ AND AB MULTILEVEL ESTIMATES OF THE MEDIATED EFFECT
Also shown in Table 2 is the average absolute value of the discrepancy between the c -c′ and ab estimates of the mediated effect. ANOVA results showed that the size of this absolute discrepancy was a function of group size, F(1, 89820) = 8994.58, p < .0001, η 2 = .09; number of groups, F(5, 89820) = 3264.27, p < .0001, η 2 = .15; true value of the mediated effect, F(2, 89820) = 4140.30, p < .0001, η 2 = .08; and the two-way interactions among these variables-for group size and number of groups, F(5, 89820) = 850.45, p < .0001, η 2 = .05; for number of groups and true value of the mediated effect, F(10, 89820) = 310.42, p < .0001, η 2 = .03; for group size and true value of the mediated effect, F(2, 89820) = 965.22, p < .0001, η 2 = .02. The main effects indicated that the absolute size of the discrepancy between the mediated effect estimates was larger in conditions with smaller numbers of groups, smaller group sizes, and larger true values of the mediated effect. Moreover, these effects combined interactively so that the effects were stronger in combination. However, although larger mediated effect values were associated with larger absolute discrepancies, it should be pointed out that these larger discrepancies represent proportionally smaller effects. For example, with 10 groups of 5 to 10 individuals, the average absolute discrepancy was .0047 for a true mediated effect equal to .01, and this value was more than three times as large, .0157, for a true mediated effect equal to .25. However, this discrepancy is nearly half (47%) of the size of the true mediated effect value in the .01 case, while the discrepancy is less than 7% of the size of the true mediated effect value in the .25 case. Table 3 presents the relative bias in point estimates of the mediated effect produced by OLS and by the two multilevel estimators. There is essentially no bias in any of these estimators. There were no significant differences 430 EVALUATION REVIEW / AUGUST 1999 between the relative bias in the OLS estimator and the relative bias in the multilevel estimators, or between the c -c′ and ab multilevel estimators. Moreover, there were no significant differences in bias associated with the various combinations of group size, number of groups, true value of the mediated effect, and level of intraclass correlation examined in this study. Table 4 presents the MSE values associated with the OLS and multilevel point estimates of the mediated effect. The two multilevel estimators were very slightly more efficient (i.e., had lower MSE values) than the OLS estimator, but this effect accounted for only a very small portion of the variance in MSE, F(1, 89820) = 111.42, p < .0001, η 2 = .001. Similarly, the ab multilevel estimator of the mediated effect was very slightly more efficient than the c -c′ estimator, but this effect accounted for an even smaller portion of the variance, F(1, 89820) = 7.59, p < .01, η 2 = .00008. Greater efficiency (smaller MSE) was found in conditions with larger numbers of groups, F(5, 89820) = 1917.60, p < .0001, η 2 = .10; larger group sizes, F(1, 89820) = 929.58, p < .0001, η 2 = .01; and smaller true values of the mediated effect, F(2, 89820) = 3295.17, p < .0001, η 2 = .07. Significant two-way interactions between number of groups and group size, F(5, 89820) = 216.87, p < .0001, η 2 = .01, and between number of groups and the true value of the mediated effect, F(10, 89820) = 590.80, p < .0001, η 2 = .06, indicated that these effects were even more pronounced in combination. All these effects operated similarly for each of the three point estimators. Table 5 presents the empirical standard error (the standard deviation of parameter estimates over the replications in a given condition) of the mediated effect and the relative bias in standard error estimates calculated using first-order Taylor series, second-order Taylor series, and unbiased estimators based on both OLS and multilevel analyses.
RELATIVE BIAS AND MSE OF OLS AND MULTILEVEL ESTIMATES OF THE MEDIATED EFFECT
COMPARISONS BETWEEN OLS AND MULTILEVEL ESTIMATES OF STANDARD ERROR
This table shows that the empirical standard errors associated with the OLS analyses were slightly larger than those associated with the multilevel 432 EVALUATION REVIEW / AUGUST 1999 analyses for all combinations of mediated effect value, number of groups, and group size. This indicates that the OLS analyses were, as expected, less efficient than the multilevel analyses. The table also shows that the OLSbased estimates of the standard error of the mediated effect were substantially downwardly biased. This bias was most apparent for the larger group size (20-30 observations), in which estimates were typically 35% to 40% smaller than the empirical standard error value. Downward biases of 18% to 20% were common in the smaller group size (5-10 observations) condition. Overall, multilevel-based estimates of the standard error showed considerably less bias than the OLS-based estimates (although a notable exception occurred in the condition with small mediated-effect value, small number of groups, and small group size). The mean contrast between the OLS and multilevel estimates of the standard error was significant, F(1, 87125) > 99999.99, p < .0001, η 2 = .35. The effect of group size was also significant for this contrast, F(1, 87125) = 37898.56, p < .0001, η 2 = .30, indicating that the OLS underestimation of the standard error was more substantial when group size was large.
COMPARISONS AMONG MULTILEVEL ESTIMATES OF THE STANDARD ERROR OF THE MEDIATED EFFECT
Separate ANOVAs were performed on relative bias values for each of the three multilevel standard error estimators. No effects of group size, number of groups, true value of the mediated effect, or level of intraclass correlation were found for the first-order Taylor series estimator (all η 2 s < .01). A significant main effect of true value of the mediated effect, F(2, 89820) = 1485.00, p < .0001, η 2 = .03, and a significant interaction between number of groups and the true value of the mediated effect, F(10, 89820) = 142.14, p < .0001, η 2 = .02, revealed that the second-order Taylor series estimator tended to overestimate the empirical standard error when the true value of the mediated effect was small, especially when the number of groups in the analysis was also small. Finally, examination of a weak three-way interaction among number of groups, group size, and the true value of the mediated effect, F(10, 87667) = 42.97, p < .0001, η 2 = .005, suggested that the unbiased estimator tended to underestimate the empirical standard error when the number of groups was small, except when small numbers of groups (10-30), small group sizes (5-10), and small values of the true mediated effect (.01) combined, resulting in overestimation.
These patterns of overestimation and underestimation have clear implications in the selection of the optimal estimator for use with mediated effects of different magnitudes. For the smallest mediated effect in this study (ab = .01), the first-order Taylor series or the unbiased estimator would be preferred, because the second-order Taylor series estimator tended to overestimate the standard error, often substantially. With a slightly larger true mediated effect (ab = .09), the first-order Taylor series estimator would be recommended when the number of groups and group size were small, because the secondorder estimator still tended to overestimate, and the unbiased estimator tended to underestimate the standard error in these conditions. However, when both number of groups and group size were relatively large, the unbiased estimator had a slight advantage over the first-order Taylor series. For the largest mediated effect in this study (ab = .25), the second-order estimate of the standard error would be preferred when the number of groups in the analysis was small, because this estimate was somewhat less biased than the other two under these conditions. However, when the number of groups in the analysis was large (100 or more groups), the unbiased estimator was the least biased of the three. It should be noted, however, that the differences among the various estimators were quite small in these conditions. In most cases, however, researchers who wish to use multilevel mediational analyses will not know in advance the size of the mediated effect they wish to test. Although number of groups, and to some extent, group size, are controllable design features, the true size of the mediated effect is a feature of the data-generating process and is not directly under the researcher's control. Moreover, a particular intervention study may involve a number of mediated effects of different sizes. Therefore, it may not be possible to base decisions about the best standard error estimator on the effect size specific information in Table 5 . Therefore, Table 6 presents the relative bias in the multilevelbased first-order, second-order, and unbiased estimators of the standard error collapsed across the various values of the mediated effect. This table may be more useful in situations in which effect sizes are unknown or variable. Table 6 shows that the second-order estimator tended to overestimate the standard error, and this bias was quite substantial for conditions with small numbers of groups and small group sizes. For conditions with 50 or fewer groups, the first-order estimator had the least bias; for conditions with 100 groups or more, the unbiased estimator had the least bias.
ATLAS DATA
To illustrate the extent of the differences between single level and multilevel mediation analyses in an actual evaluation study, these methods were applied to data from the evaluation trial of the ATLAS program. The ATLAS program is a team-based educational intervention program designed to ultimately decrease steroid use among high school football players. Thirty-one teams from different high schools were randomly assigned to program or control conditions. Details of the prevention program can be found in Goldberg et al. (1996) . The program was designed to achieve its effects through changing a number of mediators believed to be related to the outcome measure. These targeted mediators included knowledge constructs, peer and non-peer influence measures, attitudes, and individual player characteristics. Subjects were measured prior to (pretest) and immediately following the 7-week intervention period (posttest).
Although the ultimate object of the ATLAS program was the reduction of steroid use, more immediate aims included lessening intentions to use steroids, lowering risk factors, increasing healthy behaviors and attitudes, and presenting alternatives to steroid use, including improved sports nutrition and strength training self-efficacy (Goldberg et al. 1996) . The analyses reported here concentrate on the strength training self-efficacy outcome variable. This measure was constructed as the sum of six items (e.g., I know how to train with weights to get as strong and as quick as possible), each scored from 1 to 5, with lower values representing lower levels of this construct. Cronbach's α for this measure was .86 at pretest (MacKinnon, .
The mediator variables included in these analyses were selected because preliminary analyses had shown them to be simultaneously significant (p < .05) or marginally significant (p < .10) mediators of the relationship between the intervention program and strength training self-efficacy in a single level mediational analysis of the ATLAS data (MacKinnon, . These nine mediators were, Details of these measures are reported in Goldberg et al. (1996) , MacKinnon, , and MacKinnon, . Analyses were conducted estimating each of the three mediation equations in both the single level (OLS) and multilevel frameworks. Pretest measures of the mediators and the outcome variable were used as covariates in each of these three equations. The use of a common set of covariates across the three equations is necessary to preserve the c -c′ = ab equivalence in single level models. Using different sets of covariates in the various equations would confound the nonequivalence due to multilevel estimation techniques with that due to differences in covariate sets. Therefore, a common set of covariates, pretest level of the outcome variable and pretest measures of all mediators included in a model, were used in estimating each of the three meditation equations.
Two kinds of mediator models are reported here. First, each mediated relationship was examined in a separate analysis. These single mediator models were estimated for each of the nine mediators individually, using both OLS and multilevel estimation methods. Second, all nine mediators were combined into a multiple mediator model, which examined the entire set of mediated effects simultaneously, again using both OLS and multilevel estimation methods. In all models, standard error approximations were calculated using the first-order Taylor series expression. Table 7 presents the point estimates and standard errors of the mediated effect for both OLS and multilevel analyses. The first four columns of the table pertain to the single mediator models. For each of these nine models, the standard errors associated with the multilevel estimates of the mediated effect were larger than those associated with the OLS estimates. The multilevel standard errors were, on average, 33% larger, and the largest increase was 79% for the mediated effect involving team as an information source. Given the magnitude of the effects in these single mediator models, however, the substantial increases in standard errors had only minor effects on the significance tests of the mediated effects. For four of the mediator variables, perceived coach tolerance of steroid use, perceived athletic competence, self-esteem, and reasons against using steroids, mediated effects that were significant at the p < .001 level in OLS analyses were significant only at the p < .01 level in multilevel analyses. In all four of these cases, this minor change in significance level could be attributed to both a larger standard error and a smaller estimate of the mediated effect. For only one of these four mediator variables, reasons against using steroids, would the mediated effect still have had a lower significance level if the magnitude of the multilevel estimate had been equal to that of the OLS estimate.
SINGLE MEDIATOR MODELS
MULTIPLE MEDIATOR MODEL
The last three columns of Table 7 pertain to the multiple mediator model, in which all nine mediated effects were examined simultaneously. No c -c′ estimates are provided in this section of the table. In a multiple mediator model, c -c′ estimates the total mediated effect for the model, rather than the individual contribution of any particular mediator. Therefore, only ab estimates from both OLS and multilevel analyses are reported. Each of the ab estimates represents the unique effect of a given mediator over and above those of the other eight mediators. Thus, these effects would be expected to be considerably smaller than those in the single mediator models. Indeed, the table shows that all nine effects were smaller in the multiple mediator model than in the single mediator models. However, with the exception of the reasons against using steroids mediator, all still significantly (p < .05) mediated the relationship between program and outcome according to the OLS analysis.
The standard errors associated with the mediated effects were again larger in the multilevel analyses than in the OLS analyses (except for the nonsignificant reasons against using steroids mediated effect, which was very slightly smaller), reflecting the downward bias in the OLS case shown in the simulation study. These differences were not quite as dramatic as those in the single mediator models: Multilevel standard errors were 0.63% to 53.04% larger than OLS standard errors, with an average increase of 15.52% across the nine mediators. However, the differences in significance levels and the inferences that could be made on the basis of these were more apparent in the multiple mediator model. The perceived coach tolerance of steroid use mediator was significant at the .01 level in the OLS analysis but achieved only a .05 level of significance in the multilevel analysis. More tellingly, both the self-esteem and the ability to turn down offers of drugs mediators, significant at the .05 level in the OLS analysis, were nonsignificant in the multilevel analysis. Again, this change can be attributed both to larger multilevel standard errors and smaller multilevel estimates of the mediated effects. However, the change in the significance level of the perceived coach tolerance of steroid use variable and the nonsignificance of the ability to turn down offers of drugs variable would still hold even if the multilevel and OLS estimates were of equal magnitude.
DISCUSSION
Now let us readdress the questions that the simulation study and ATLAS example were designed to answer. The first of these concerned the discrepancy between the c -c′ and ab estimates of the mediated effect in multilevel models. That two different estimates of the same quantity are not algebraically equivalent may initially be unsettling, but the results of the simulation study show that on average, the discrepancy between the two is equal to zero. Moreover, the absolute value of the discrepancy becomes vanishingly small as the number of groups and group size increase, implying that for very large samples, the two estimates would be equivalent. This small sample inequality, then, seems unlikely to be problematic.
The second question asks whether there is any reason to prefer one of these two estimators over the other. Both the c -c′ and ab multilevel estimators provide good estimates of the mediated effect. Both estimators are essentially unbiased, as is the OLS estimator. Both multilevel estimators are slightly more efficient than the OLS estimator, and the ab multilevel estimate is slightly more efficient than the c -c′ estimate. However, both of these effects account for only a small portion of the variance in MSE. Rather than base a choice between the multilevel ab and c -c′ estimators on the nearly identical relative bias and efficiency results, a stronger argument might be made based on the usefulness of the estimators in different types of mediational models. Although both c -c′ and ab may be calculated as estimates of the mediated effect in a single mediator model, the two quantities are interpreted quite differently in a multilevel mediator model. In such a model, c -c′ estimates the total mediated effect, whereas ab estimates a single unique mediated effect. So, although ab estimates can be summed to provide an estimate of the total mediated effect, there is no way in which to apportion the c -c′ estimate to determine the unique contributions of individual mediators. Therefore, the ab estimator provides a greater amount of information than the c -c′ estimator in models involving more than one mediator and generally may be preferred for that reason.
Comparisons between the standard error approximations calculated using OLS and multilevel estimates show a substantial downward bias for the OLS estimates and considerably less bias among the multilevel estimates. This bias in OLS estimates in grouped data is widely known and, in fact, is a primary rationale for multilevel modeling. Among the multilevel estimators, the second-order Taylor series approximation tends to overestimate the standard error, and the unbiased estimator tends to underestimate the standard error in many small sample conditions. Similar patterns are found in single level mediation studies as well (MacKinnon, Warsi, and Dwyer 1995) , which would suggest that the biases are characteristic of small sample mediational analyses in general, rather than the result of multilevel estimation. Given these patterns, and in the absence of detailed information about the true value of the mediated effect, it is recommended that the multilevel first-order Taylor series approximation be used to estimate the standard error of the mediated effect in analyses with 50 groups or less. The unbiased estimator may provide a slight advantage in analyses with 100 groups or more.
The ATLAS example shows how different conclusions about the importance of particular mediators targeted by interventions can be reached, based on OLS and multilevel mediational analyses. The standard errors generated in the multilevel solution can be substantially larger than those from the OLS solution, and statistical theory and simulation results show that this difference is due to downward bias in the OLS standard errors. When the mediated effects are relatively small, as the unique effects of particular mediators may be in a multiple mediator model, using unbiased multilevel standard errors may result in making different inferences and in drawing different conclusions than an OLS analysis. The increased accuracy that results from correcting for the OLS bias in grouped data seems sufficient to justify the increased complexity in model specification and estimation involved in multilevel modeling.
