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ABSTRACT
Deep neural networks (DNNs) show promise in breast cancer screening, but their
robustness to input perturbations must be better understood before they can be
clinically implemented. There exists extensive literature on this subject in the
context of natural images that can potentially be built upon. However, it cannot
be assumed that conclusions about robustness will transfer from natural images
to mammogram images, due to significant differences between the two image
modalities. In order to determine whether conclusions will transfer, we measure
the sensitivity of a radiologist-level screening mammogram image classifier to four
commonly studied input perturbations that natural image classifiers are sensitive to.
We find that mammogram image classifiers are also sensitive to these perturbations,
which suggests that we can build on the existing literature. We also perform a
detailed analysis on the effects of low-pass filtering, and find that it degrades the
visibility of clinically meaningful features called microcalcifications. Since low-
pass filtering removes semantically meaningful information that is predictive of
breast cancer, we argue that it is undesirable for mammogram image classifiers to
be invariant to it. This is in contrast to natural images, where we do not want DNNs
to be sensitive to low-pass filtering due to its tendency to remove information that
is human-incomprehensible.
1 INTRODUCTION
The clinical implementation of AI can improve healthcare accessibility both economically and
geographically by reducing the workload of clinicians. In economically disadvantaged areas where
clinicians are scarce, this means that patients can get care when they otherwise would not be able
to. Benefits can also be expected in areas where clinicians are available, since they are subject to
fatigue, which can make them more prone to error. Following their success in natural image object
recognition (Krizhevsky et al., 2012), deep neural networks (DNNs) show great promise in breast
cancer screening (Wu et al., 2019a; Shen et al., 2019; 2020; McKinney et al., 2020). However,
strong performance in specific evaluation settings is insufficient to consider DNNs ready for clinical
deployment. This is because DNNs are vulnerable to distribution shifts that are seemingly innocuous
from the perspective of human vision (Jo & Bengio, 2017; Geirhos et al., 2019; Hendrycks &
Dietterich, 2019; Yin et al., 2019). This is among the most significant weaknesses that hinder the
implementation of DNNs in safety-critical applications, and while being well-documented in the
context of natural images, it has not yet been studied in the context of mammogram images. In order
to understand the robustness of mammogram image classifiers, it would be greatly beneficial to be
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able to build on the existing literature. However, it is unclear whether conclusions about robustness
will transfer from natural images to mammogram images, because in contrast to natural images,
salient features in mammogram images can be tiny relative to the overall spatial resolution of the
image.
This motivates the main contribution of our paper, which is the first study of DNN robustness in the
context of screening mammography. More specifically, we analyze the robustness of two recently
released radiologist-level screening mammogram image classifiers (Wu et al., 2019a; Shen et al.,
2019; 2020) with respect to Fourier high- and low-pass filtering, additive Gaussian noise, and patch
shuffling; please see Figure 1 for examples. Our results show that mammogram image classifiers are
sensitive to the four perturbations under consideration, meaning that further work on DNN robustness
in screening mammography can build on an extensive existing body of work.
We also take a closer look at how mammogram image classifiers react to low-pass filtering, since
this is particularly well-studied in the context of natural images. Our objective is to understand,
in clinically interpretable terms, what information in mammogram images corresponds to high
frequencies. We identify that low-pass filtering degrades the visibility of microcalcifications, which
are important features that radiologists look for during breast cancer screening (Rominger et al.,
2015). The implication is that since low-pass filtering removes these clinically meaningful features,
as long as mammogram image classifiers also utilize this information, their sensitivity to low-pass
filtering is to be expected. In fact, since being invariant to low-pass filtering would hurt the ability
of mammogram image classifiers to detect microcalcifications, we argue that some sensitivity is
desirable in this context. This view is opposite to the consensus for natural images - since low-pass
filtering typically removes information from natural images that is human-incomprehensible (Jo
& Bengio, 2017; Ilyas et al., 2019), it is considered undesirable for natural image classifiers to be
sensitive to it.
2 RELATED WORK
While our work is the first empirical study of DNN robustness in the context of screening mammog-
raphy, the topic has been extensively studied for natural images from a wide range of perspectives.
These include human-imperceptible adversarial attacks (Szegedy et al., 2014), Fourier filtering (Jo
& Bengio, 2017), and naturally occurring corruptions such as noise and blurring (Hendrycks &
Dietterich, 2019). While such distribution shifts break DNNs, humans are remarkably robust to
them. A potential explanation for this is that DNNs discriminate using a different set of features
than humans. Several authors have reached this conclusion while coming from different directions.
For instance, Jo & Bengio (2017) apply Fourier filtering to show that DNNs trained on natural
images are sensitive to human imperceptible low-pass filtering. By demonstrating the existence of
frequency domain perturbations that are difficult for a human to perceive, yet substantially degrade
generalization for DNNs, the authors conclude that DNNs learn surface statistics rather than the
abstract concepts that humans rely on. Another example is Ilyas et al. (2019), who argue that the
existence of adversarial examples is a natural consequence of the differences between human and
machine perception. Finally, Geirhos et al. (2019) argue that a key difference between humans and
DNNs is that while humans primarily rely on shapes to recognize objects, DNNs are biased towards
learning textures.
3 EXPERIMENTS
Dataset. We conduct our experiments using the NYU Breast Cancer Screening Dataset (Wu et al.,
2019b) comprised of 229,426 screening mammography exams from 141,473 patients. Each exam
consists of four images corresponding to the four standard views of screening mammography, where
each breast is viewed from two different angles. Each set of images is paired with four labels
indicating whether there is a malignant or benign finding in each breast. Henceforth, we refer to these
labels as the cancer labels, and use them for training. These precise labels are only available through
biopsy, and less than 0.5% of patients in the screening population have cancer. Therefore, we pretrain
on exam-level BI-RADS labels which are a radiologist’s assessment of the risk of cancer based on
screening mammography. The key difference between the cancer labels and the BI-RADS labels are
that the latter are not based on biopsy, and thus are more subjective and noisy.
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Models. In order to draw robust conclusions, we consider two mammogram image classifiers.
The first is the Deep Multi-View classifier1 (Wu et al., 2019a), which we denoteMdmv. Mdmv
simultaneously takes as input all four images in an exam, and predicts whether there is a malignant
or benign finding in each image. This process mimics how radiologists simultaneously utilize all
views in an exam when making diagnoses. The second is the Globally-Aware Multiple Instance
Classifier2 (Shen et al., 2019; 2020), denoted asMgmic.Mgmic takes a single image as its input,
and applies a lower capacity network to extract salient patches, which are then processed by a higher
capacity network. The information obtained from the two subnetworks are aggregated to predict
whether there is a malignant or benign finding in the image. This procedure resembles the way
radiologists scan an image to obtain a holistic view, while zooming into particularly suspicious
regions. We train bothMdmv andMgmic using the same hyperparameters as the authors.
Perturbations. We evaluate the robustness of each model against four perturbations commonly
studied for natural images: high- and low-pass filtering, Gaussian noise, and patch shuffling (Zhang
& Zhu, 2019). Figure 1 illustrates these perturbations applied to a sample image from the dataset.
In this set of experiments, we apply these perturbations only during inference, and all models are
trained using unperturbed data.
The implementation details of the perturbations are as follows. For high-pass filtering, we apply an
ideal filter by applying the shifted 2D discrete Fourier transform and attenuating all frequencies lower
than R = 2.0mm, measured in cycles per millimeter on the breast. We perform a similar procedure
for low-pass filtering, but instead attenuate all frequencies higher than R = 2.0mm. Since the pixels
in the images are in the range [0, 4095] prior to normalization, we apply Gaussian noise with mean
zero and standard deviation 1600. For patch shuffling, we break the image into 64 square patches and
shuffle them. This has the effect of destroying global contextual information that may be useful for
breast cancer screening. We also compare each perturbation to a baseline specified as Gaussian noise
with standard deviation tuned to match the average L2 norm of the corresponding perturbation.
Figure 1: Perturbations applied to an image from the dataset. From left to right: unperturbed image,
high-pass filtering, low-pass filtering, Gaussian noise, and patch shuffling.
3.1 RESULTS
We begin by evaluating the robustness of the models to the four perturbations, and then take a closer
look at the effects of low-pass filtering.
Comparing robustness across perturbations and models. In Table 1, we compare the robustness
of the models against the four perturbations in terms of the area under the ROC curve (AUC). We
report the test set AUC using the weights of the model from the epoch in which it achieved the best
AUC on the validation set.
Our results show that similarly to DNNs trained on natural images, DNNs trained on mammogram
images are also vulnerable to high- and low-pass filtering, Gaussian noise, and patch shuffling.
1Mdmv is available online at https://github.com/nyukat/breast_cancer_classifier.
2Mgmic is available online at https://github.com/nyukat/GMIC.
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A natural hypothesis is that sensitivity to individual perturbations stems not from their idiosyncrasies,
but from the sensitivity of the model to perturbation in any random direction in the input space. To
account for this, we compare each perturbation to a corresponding baseline in the form of Gaussian
noise with standard deviation set to match the average norm of the perturbation. We report the
performance differences in parentheses in Table 1. These baselines are distinct from the Gaussian
noise results displayed in the table without parentheses, which represent robustness to noise with
fixed standard deviation. In terms of this metric, both models perform similarly for high-pass filtering
and patch shuffling, butMgmic is significantly more robust thanMdmv against low-pass filtering.
Models Unperturbed High-pass Low-pass G. noise Patch shuffling
Mdmv 0.83 0.54 (-0.15) 0.77 (-0.01) 0.69 0.60 (-0.10)
Mgmic 0.91 0.59 (-0.13) 0.87 (+0.10) 0.73 0.70 (-0.08)
Table 1: AUC of a given model (rows) on the perturbed test sets, as well as on the unperturbed test
set (columns). We report in parentheses the difference in AUC compared to a baseline perturbation
specified as Gaussian noise with varying standard deviation; please see the text for details. The
Gaussian noise results without parenthesis are for a fixed standard deviation of 1600.
A closer look at low-pass filtering. Several perturbations that are subject to intense study in
the context of natural images, such as human-imperceptible adversarial attacks (Szegedy et al.,
2014), blurring, and additive noise, are concentrated in high frequencies (Yin et al., 2019). These
perturbations are particularly interesting because humans are significantly more robust to them
compared to DNNs. We therefore concentrate our efforts to understand how mammogram image
classifiers are affected by low-pass filtering. Figure 2 illustrates how low-pass filtering affectsMdmv
andMgmic at various stages of training. The dynamics remain relatively unchanged from the early
stages of training, similar to how test error stabilizes early when classifying low-pass filtered natural
images (Jo & Bengio, 2017).
Figure 2: Low-pass filtering applied with various severities at different stages in training for both
Mdmv (left) andMgmic (right), where severity is decreasing with respect to R.
Do high frequencies in mammogram images contain features that generalize? Since low-pass
filtering can significantly degrade performance, this leads us to ask whether high frequencies contain
valuable information for breast cancer screening. First, we propose an explanation for why high
frequencies are important to DNNs. An important potential early symptom of breast cancer are
microcalcifications (Rominger et al., 2015), which are small deposits of calcium in the breast that
appear as small white specks on the image. Due to their noise-like appearance, their visibility can be
severely degraded by low-pass filtering. We visualize this effect in Figure 3 by applying low-pass
filtering with increasing severity to an image patch containing microcalcifications; please see the
appendix for more examples. This suggests that high frequencies in mammogram images contain
features that are well-established in radiology as being important for breast cancer screening.
An important consideration is that in the previous experiments, we only applied perturbations during
inference. This means that we cannot use the previous results to conclude whether the degradation is
4
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(a) Unperturbed (b) R = 3.0mm (c) R = 2.0mm (d) R = 1.5mm (e) R = 1.0mm
Figure 3: Mammogram image patch containing microcalcifications, under various severities of
low-pass filtering increasing from left to right. Filtering significantly degrades the visibility of this
feature.
attributable to the removal of features that generalize, or to data distribution shift. In order to remove
the confounding effect of data distribution shift, we repeat the low-pass filtering experiments for
Mgmic, this time applying the perturbations both during training and inference. The results, shown
in Figure 4, suggest that high frequencies contain features that generalize in breast cancer screening.
Figure 4: Low-pass filtering applied both during training and inference forMgmic. The horizontal
axis is increasing with respect to the severity of low-pass filtering. Low-pass filtering also degrades
performance without the presence of data distribution shift, which suggests that high frequencies
carry generalizing features for breast cancer screening.
4 CONCLUSION
We empirically evaluated the robustness of two radiologist-level screening mammogram image
classifiers to four perturbations commonly studied in the context of natural images. We do not
consider these perturbations because of their clinical realism. Instead, our goal is to investigate
whether conclusions about robustness drawn from natural images transfer to mammogram images.
We found that mammogram image classifiers are sensitive to all four perturbations, which suggests
that further work on robustness in screening mammography can build on extensive existing literature.
This motivates future research on robustness to more clinically realistic distribution shifts, such as
changes in patient demographics. We also took a closer look at low-pass filtering, and identified that
it reduces the visibility of clinically meaningful features called microcalcifications. Since these are
features that radiologists pay close attention to, it is understandable why corrupting them degrades
DNN performance. We additionally argued that invariance to low-pass filtering is undesirable for
mammogram image classifiers, while being viewed favorably for natural image classifiers.
A promising direction for future work is to directly compare the sensitivities of radiologists and
DNNs to high frequencies in mammogram images. Do DNNs detect human-imperceptible features
in the data, or do they detect similar features as radiologists, but are able to utilize them better?
Answering these questions will help us apply these promising models in clinical practice.
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A APPENDIX
(a) Unperturbed (b) R = 3.0mm (c) R = 2.0mm (d) R = 1.5mm (e) R = 1.0mm
Figure 5: A mammogram image patch containing strongly visible microcalcifications under various
severities of low-pass filtering increasing from left to right. Despite being strongly visible in the
unperturbed state, its visibility is significantly diminished under severe filtering.
(a) Unperturbed (b) R = 3.0mm (c) R = 2.0mm (d) R = 1.5mm (e) R = 1.0mm
Figure 6: A mammogram image patch containing weakly visible microcalcifications under various
severities of low-pass filtering increasing from left to right. Compared to the previous two examples,
the microcalcifications become imperceptible even under mild filtering.
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