Low vacuum scanning electron microscopy ͑SEM͒ is a high-resolution technique, with the ability to obtain secondary electron images of uncoated, nonconductive specimens. This feat is achieved by allowing a small pressure of gas in the specimen chamber. Gas molecules are ionized by primary electrons, as well as by those emitted from the specimen. These ions then assist in dissipating charge from the sample. However, the interactions between the ions, the specimen, and the secondary electrons give rise to contrast mechanisms that are unique to these instruments. This paper summarizes the central issues with charging and discusses how electrostatically stable, reproducible imaging conditions are achieved. Recent developments in understanding the physics of image formation are reviewed, with an emphasis on how local variations in electronic structure, dynamic charging processes, and interactions between ionized gas molecules and low-energy electrons at and near the sample surface give rise to useful contrast mechanisms. Many of the substances that can be examined in these instruments, including conductive polymers and liquids, possess charge carriers having intermediate mobilities, as compared to metals and most solid insulators. This can give rise to dynamic contrast mechanisms, and allow for characterization techniques for mapping electronic inhomogeneities in electronic materials and other dielectrics. Finally, a number of noteworthy application areas published in the literature are reviewed, concentrating on cases where interesting contrast has been reported, or where analysis in a conventional SEM would not be possible. In the former case, a critical analysis of the results will be given in light of the imaging theory put forth.
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I. INTRODUCTION
͑SEMs͒ was to enable secondary electron ͑SE͒ imaging of uncoated insulators. In actuality, these microscopes do not stop charging processes, but rather stabilize them and simultaneously eliminate many of the undesirable artifacts associated with charging. When imaging conditions are carefully controlled, dynamic charging processes can be exploited to reveal spatially resolved information on the electronic inhomogeneities in dielectric substances. As this technique matures, it is emerging that complex interactions between highand low-energy electrons, the weakly ionized environmental gas, and the specimen can give rise to contrast mechanisms which are potentially useful and unique to these instruments. This paper reviews and summarizes recent progress towards understanding the various phenomena involved in lowvacuum imaging and then uses this foundation to interpret several examples of "anomalous" contrast reported in the literature.
There is an unfortunate tendency in the literature to distinguish high-vacuum, low-vacuum, and environmental SEM solely as pressure regimes. This often leads to confusion with trademarked names and acronyms used by manufacturers ͑e.g., operating an ESEM® in low-vacuum mode͒. For clarity, the definition of terms used throughout this review is given here. The term "low vacuum" is applied when the gas performs an electronic role, such as charge stabilization or signal amplification. The term "environmental SEM" is used specifically in situations where the gas primarily performs a thermodynamic role, such as preventing the evaporation of liquids from the specimen or initiating chemical reactions. Naturally, the two functions are not mutually exclusive, nor are their pressure ranges. Alternatively, in the language of physical chemistry, low vacuum is appropriate when the absolute gas pressure matters, and "environmental" applies to conditions where the partial pressure of gas is relevant. Within this review, the term low vacuum is also used when generic issues are being discussed such as electron-gas interactions or practical/engineering considerations.
The simplified description of low-vacuum imaging put forward in most literature is as follows: If a small amount of gas is fed into a SEM specimen chamber, positive ions are created via collisions between electrons and gas molecules. When the ion current reaching the specimen exactly offsets the rate of negative charge accumulation, charge balance conditions are said to exist. Expressions describing each of these contributions can be summed together to provide an equation for charge balance. [1] [2] [3] [4] [5] [6] The parameter space is considerable, with dependencies on gas pressure, gas chemistry, primary beam energy and current, working distance, and the secondary and backscattered emission coefficients for the specimen among other things. However, real situations are even more complicated because of the complex charge distributions in and above the specimen, and because in fact, under typical operating conditions, the ion generation rate can exceed the rate of negative charge accumulation by up to three orders of magnitude.
A number of misconceptions surround the notion of charge neutralization. Usually, prescriptions for working under charge-neutral conditions actually achieve a state where the specimen surface potential is close to zero. This is true for both high-and low-vacuum conditions. It is more accurate to describe these operating conditions as a regime in which the effects of charging on electron imaging are minimized. In fact, significant amounts of charge of both signs may be present simultaneously, as will be discussed in detail.
The present review summarizes recent efforts to explain exactly how stable imaging conditions are achieved. It then goes on to provide a description of the SE contrast mechanisms and imaging considerations relevant to working in a low-vacuum environment. The discussion on contrast mechanisms is divided roughly into three parts: ͑i͒ SE generation and intrinsic SE emission from dielectrics ͑i.e., in the absence of charging͒, ͑ii͒ information present in SE images due to localized charging, and ͑iii͒ contrast mechanisms resulting from interactions between ionized gas molecules and low-energy electrons at/near the specimen surface. A few select applications are then reviewed, where contrast effects are particularly interesting. Finally, we note that for many of the materials that can be examined only in low-vacuum instruments ͑e.g., liquids͒ the charge carriers have intermediate mobilities, as compared to those of metals and common solid insulators. This property can give rise to electron-fluxdensity-dependent contrast, which may be useful for the characterization of electronic inhomogeneities. Although this technique has not yet been developed in earnest, a few striking examples are reviewed that highlight one of the unique capabilities of low-vacuum microscopy.
This review concentrates on peer-reviewed literature. However, much of the academic discussion has taken place in scientific meetings. In particular, the proceedings of the Microscopy Society of America's annual meeting, Microscopy and Microanalysis, contain reports on a wide variety of applications. For the most part, these proceedings are extended abstracts that report anomalous contrast effects or are progress updates on efforts to understand various phenomena. Both categories are encompassed by the refereed papers cited here. Most of the earlier work and references can be found in the numerous papers authored by Danilatos, cited throughout this review. A particularly good compilation of early applications can be found in a dedicated issue of Microscopy Research and Technique. 7 That same volume also contains a very extensive bibliography of early literature compiled by Danilatos. 8 Finally, two reviews of general applications with an emphasis on polymeric, hydrated, and liquid materials have been published recently. 
II. ELECTRON MICROSCOPY IN A LOW VACUUM

A. The instrument
In general, because this technique is still unfamiliar compared to conventional high-vacuum scanning electron microscopes, most applications papers are written with a brief description of the instrument and its operation. As such, the present discussion will not delve into great detail on the subject. For more detailed information, the reader should consult one of the original references. In particular, Danilatos and Postle 11 and Danilatos 12-15 discuss in great detail the fundamental aspects underlying the design of modern commercial instruments.
The two major considerations in designing a microscope to work under low-vacuum conditions ͑typically, pressure = 10-1300 Pa͒ are ͑i͒ isolating, insofar as possible, the lowvacuum region surrounding the specimen from the highvacuum region comprising the electron optical column and gun; and ͑ii͒ providing a means of detecting signals emitted from a specimen in a low-vacuum environment. Creating a large pressure gradient between the specimen chamber and the electron gun is readily achieved through the use of differential pumping zones, separated by pressure-limiting apertures as depicted in Fig. 1 . The Danilatos references in the preceding paragraph discuss this in detail. The second point is discussed in Sec. II B.
B. Electron-gas scattering in a low-vacuum SEM
Gas cascade amplification
Conventional Everhart-Thornley-type secondary electron detectors use an intense electric field that causes the gas to break down at the pressures employed in low-vacuum SEM. To overcome this problem, most low-vacuum detectors involve accelerating the emitted secondary electrons with a moderate electric field using a geometry similar to that shown in Fig. 2 . When the kinetic energy of an electron exceeds the ionization threshold of the gas, an ionizing collision can occur, creating a positive ion and an additional free electron. Both electrons are then accelerated by the field and the process repeats, giving rise to a gas ionization avalanche that amplifies the original emission signal. Over the gap distance d from the specimen to the anode, the original current will be amplified by a gain factor g = exp͑␣d͒. Townsend's first ionization coefficient ␣ gives the number of electron-ion pairs produced per unit length traveled by a low-energy electron moving through the gas under the influence of a moderate electric field. In the simplest case, this arrangement is analogous to a Townsend gas capacitor. Hence, ␣ is a function of gas pressure P and anode bias V a , and is given nominally by 16 
The coefficients C 1 and C 2 are coupled to the overlap integral of the energy distribution of the cascading electrons and the ionization and total inelastic scattering cross sections of the gas, respectively. Accordingly, tabulated values of the coefficients for different gases are reported for steady-state or "swarm" conditions, where the average energy gain per unit length of electrons moving through the field is exactly equilibrated by the stopping power of the gas. 16 The pressure-field combinations used in low-vacuum SEMs ͑10-1300 Pa; 50-500 V / mm͒ typically do not allow steady-state conditions to develop quickly. Thus, most of the cascade takes place in a regime where tabulated values of C 1 and C 2 are not valid. Monte Carlo simulations have been used to characterize the amplification behavior under these conditions and suggest corrections. 6 The flux of gaseous ions incident onto the specimen is at the heart of the imaging phenomena that will be discussed here. Accordingly, it is necessary to consider all the sources of ion production and how they depend on microscope operating conditions. In addition to the secondary electrons emitted from the sample surface, ionization cascades can be initiated by ionization events of the primary beam as it travels through the gas to the specimen, as well as by backscattered electrons. These contributions are described in detail in a number of papers. [1] [2] [3] [4] [5] [6] 12, 17, 18 The number of cascade events triggered by primary electrons ionizing gas molecules is given by the ratio of the distance that the beam travels through the gas l ͑i.e., the gas path length͒ to the ionization mean-free-path. For the geometry shown in Fig. 2 , l = d, although this will not be true for other configurations. Because the initiation points of these cascades will be distributed over the entire gas path length, the total amplified cascade current must be obtained by integrating over d. As such, for a primary beam current of I 0 the cascade current I P due to this source is given by
where S PE is the inverse mean-free-path of the primary electrons. A similar expression for the backscattered electrons is obtained by scaling Eq. ͑2͒ by the backscattered emission FIG. 1. Schematized vacuum system of an environmental SEM. Pressurelimiting apertures separate regions of the column that are differentially pumped ͑RP= roughing pump; DP= diffusion pump; IP= ion pump͒.
FIG. 2.
Idealized cross section of the region surrounding the specimen for one possible configuration. The cascade amplification field is determined by the potential difference between the anode and specimen surface, divided by the gap distance d. The anode can be a deliberately biased detector, such as the gaseous SE detector ͑GSED͒. In other configurations it is simply the grounded pole piece, in which case, the signal can be collected from the stub ͑V a = anode bias, typically in the range of +300-+ 600 V; wd = working distance͒.
coefficient of the sample, and substituting a suitable value for S PE that reflects the angular and energy distributions of the backscattered electrons. Finally, Auger and photoelectrons can be generated during neutralization and deexcitation of the ions. These lowenergy electrons will be multiplied by the cascade process, resulting in still more ions. Fortunately, this process can often be neglected. It is discussed in more detail in the section on Imaging in Low Vacuum: The Role of Ions.
Putting all of the above terms together, the total electron cascade current ͑and by symmetry, the ion flux͒ for the geometry of Fig. 2 is given approximately by
where ␦ and , respectively, represent the secondary-and backscattered emission coefficients of the specimen, and k is a factor taking into account the secondary ionization processes ͑Auger and photoelectron emission͒. For a given gas, the SE and the sum of the primary and backscattered components of Eq. ͑3͒ can be obtained experimentally, and their dependencies on P and the gas-amplification field strength can be plotted onto a single master curve. 18 Such curves can then be used to compare gas-amplification characteristics under different conditions and of different gases in a meaningful manner.
Scattering of the primary beam
An inevitable consequence of having gas in the pressure chamber is that some of the primary beam electrons will be scattered out of the focused probe by gas molecules. In the pressure regime of concern here, scattering results in the central probe being surrounded by a diffuse "skirt" of low current density that can extend over several hundred micrometers. The gas path length is only a few millimeters, whereas the mean-free-path for scattering of high-energy electrons by gas molecules ͓shown in Fig. 3͑a͔͒ can be several millimeters under typical operating conditions. 19 Accordingly, there are two distinct populations of primary electrons: those that have been scattered and those that have not. This is the "oligo-scattering" regime described by Danilatos and Postle. 11 The scattered fraction of the beam is distributed over an area that is usually quite large compared to the imaging area. Conversely, the spatial distribution of the unscattered electrons remains defined by the electron optics. The net result is a high-resolution signal originating from the unscattered portion of the beam riding on a nearly constant background signal arising from the skirt.
Contrary to widespread misconception, scattering in the gas results in only a minor deterioration of the resolution. Figure 4 shows a series of gold-on-carbon resolution test images taken at high vacuum, 665 Pa ͑5 torr͒ and 1330 Pa ͑10 torr͒. Resolution was measured using the cross correlation function method in the scanning microscope analysis and resolution testing ͑SMART͒ macro plug-in for the Scion Image analysis software. 20, 21 With these measurements, resolution decreased from 1.54 nm with high vacuum to 2.35 nm at 665 Pa and 2.85 nm at 1330 Pa ͑10 torr͒ of water vapor.
Assuming the contributions to resolution add in quadrature, the resolution limit imposed by the gas broadening is 1.77 nm at 665 Pa and 2.4 nm at 1330 Pa. Even so, much of the resolution degradation can be attributed to the fact that at high pressures, the image becomes dominated by signals de- FIG. 3 . ͑a͒ Inverse mean-free-path ͑i.e., scattering events per millimeter͒ as function of electron energy for various gases at 100 Pa. Helium-dashed line; water vapor-solid line; nitrogen-dotted line. The information is presented in this manner because the inelastic mean-free-path ͑IMFP͒ scales linearly with pressure. For example, doubling the pressure halves the mean-free-path. ͑b͒ Mean number of scattering events experienced by a primary electron enroute to the specimen as a function of the pressure-distance product in water vapor, computed for various electron energies. Assuming Poisson-scattering statistics, an average number of scattering events equivalent to unity correspond to 1 / e of the electrons reaching the specimen unscattered. As a rule of thumb, therefore, the shaded region represents the parameter space in which high-quality images can be obtained.
FIG. 4.
A gold-on-carbon resolution standard imaged at high vacuum and with 665 Pa ͑5 torr͒ and 1330 Pa ͑10 torr͒ of water vapor. A conventional Everhart-Thornley SE detector was used for the high-vacuum image, while a gaseous SE detector was used in low-vacuum mode. In all cases, the accelerating voltage= 20 kV, with wd= 7.5 mm. Resolutions measured using a cross correlation procedure were 1.54, 2.35, and 2.85 nm, respectively ͑Ref. 20͒. Signal-to-noise ratios were 7.57, 3.9, and 1.83, respectively. Mechanical vibrations are present in the images. However, these have a minimal effect on the measured changes in resolution with gas pressure. 665 Pa of water vapor is the minimum pressure necessary to stabilize hydrated specimens. Images courtesy of Daniel Phifer, FEI Company.
rived from backscattered electrons. 5, 6 ͑The authors would like to emphasize that resolution broadening due to gas is a function of the gas pressure, gas type, gas path length, and beam energy. The values reported here are to demonstrate quantitatively the effects of changing pressure, and should not be taken as absolute values for resolution at the specified pressures.͒ It is worth noting here that in fact, low-vacuum SEM is being considered as a tool for critical dimension metrology in the semiconductor industry, where image resolution ͑and reproducibility͒ is paramount. 22 In truth, the limiting factor in image quality is the decreasing signal-to-noise ratio under conditions of strong scattering. The SMART macro also returns a value for this metric. The signal-to-noise ratio measured from these images decreased from 7.57 at high vacuum to 3.9:1 at 665 Pa and 1.83:1 at 1330 Pa. ͑N.B. The signal-to-noise values for highand low-vacuum cases should not be compared directly, as different detectors are used.͒ A statistical analysis of scattering probabilities, such as that presented for water vapor in Fig. 3͑b͒ , can be used to guide the selection of imaging parameters such as pressure, gas path length, and beam energy.
Moncreiff et al. undertake a thorough analysis of skirt formation and provide detailed equations describing the beam loss and intensity distribution as a function of pressure, gas path length, primary beam energy, and gas type. 23 Subsequent papers have not improved significantly on this description, and have been concerned mostly with the experimental verification of the intensity profiles. Experimental efforts to measure the intensity profile have met with little success. Most of the approaches involve measuring some second-order effect, and eventually become mired in uncertainties of interpretation. Furthermore, all efforts are hindered because of the huge dynamic range of the electron flux. Even in conditions where a significant fraction of the beam is lost to the skirt, Monte Carlo simulations suggest that the current density in the central probe can be over 10 7 times greater than that found in the skirt at a radius of 100 m. To date the best experimental measurements reported are those by the group at NIST, who exposed selfassembled monolayer films to the beam, and then recorded the damage using scanning secondary-ion-mass spectrometry ͑SIMS͒.
24, 25 Wight, of the NIST group, gives a good overview of the skirt phenomenon and compares several experimental techniques. 26 In summary, the skirt effect represents a minor inconvenience for imaging. Conversely, it is a topic of considerable concern for the quantification of x-ray spectra. This will be addressed in a later section.
A note of caution regarding the use of Monte Carlo simulations is appropriate here. Frequently, Monte Carlo simulations are used to justify various claims about the performance characteristics of low-vacuum SEMs, particularly with regard to skirt formation, or for interpreting experimental results. However, many of these algorithms use the "continuous slowing down approximation." 27 In this model, electron trajectories are determined by elastic scattering only, and energy is lost continuously between scattering events at a rate determined by the stopping power. 28 Although these simulations are extremely powerful tools for providing insight into many problems, their treatment of a gas as a lowdensity solid is not appropriate, as the electrons clearly cannot lose energy between discrete collisions. Furthermore, discrete ionizing collisions between electrons and gas molecules also produce an angular distribution of trajectories, distinct from elastic-scattering events. 19 For electron energies in the keV range, the ionizing cross section is about twice as large as the elastic cross section for most simple gases. 19 Thus, the above-mentioned models will not yield correct predictions of the fraction of electrons scattered by gas molecules, nor their energy and spatial distributions. Any correction algorithms based on these models are also likely to produce unsatisfactory results.
III. SECONDARY ELECTRON EMISSION FROM DIELECTRICS
Secondary electron contrast mechanisms accessible in low-vacuum imaging of dielectrics fall into two categories: processes that are intrinsic to the nature of the dielectric, but are ordinarily obscured by charging effects, and extrinsic processes that result from the presence of gaseous positively charged ions. Some discussion of the former is necessary in order to consider how these processes are altered in a lowvacuum environment.
A. Intrinsic emission in the absence of charging
An intriguing aspect of low-vacuum microscopy is that in the absence of a metal coating, the SE emission from a dielectric must depend on the electronic structure of the sample. While this may seem like an obvious statement, a comprehensive, predictive theory for SE emission of dielectrics has not been developed. However, regardless of the details, there are three aspects to SE emission from any substance, and it is the local variations in these that give rise to contrast. The three processes are ͑i͒ generation of excited electrons through dissipation of the primary electron energy, ͑ii͒ transport of the excited electrons to the surface, and ͑iii͒ escape from the surface. Each of these is now discussed briefly and contrasted to the simpler case of metals.
In both metals and insulators, the energy deposition profile of an electron traveling through a material with atomic number Z, molecular weight W, and density can quite accurately be predicted with the Bethe model, 27 particularly with recent improvements. 29 Kanaya and Okayama considered the randomizing effect of elastic scattering in conjunction with the Bethe model to estimate the maximum range R max of an electron in condensed matter. Their expression yields the depth of the interaction volume as a function of material parameters and beam energy according to 30 R max = 0.0276WE 0
To a first approximation, energy deposition models can be used to calculate secondary electron generation profiles by incorporating them into Monte Carlo simulations of electron transport through solids. Figure 5 shows examples of energy deposition profiles in sapphire, calculated with the CASINO program, 31 for primary electron energies of 1, 5, 10, and 30 keV. 32 Also indicated in the figure is the typical range of depths from which SEs are emitted in the case of uncoated insulators. The data illustrate that at the beam energies employed in low-vacuum SEMs, the vast majority of excited electrons are generated well below any reasonable escape depth. Consequently, the physics of SE transport through the bulk plays an important role in SE emission and is discussed in detail below. A useful figure of merit for describing electron transport in a given material is the inelastic mean-free-path , an average quantity determined by the magnitudes of all the possible mechanisms through which an excited electron can lose energy. For metals, the continuum of empty states above the Fermi level allows this problem to be treated with simple models. However, the presence of discrete levels and a forbidden energy gap in a dielectric require a more rigorous approach.
From dielectric theory, can be obtained from the imaginary part of the complex dielectric-response function ͑q , ͒,
In the above, E is the electron energy, and q and ប are the momentum and energy transferred in an inelastic scattering event. The mean-free-path of electrons, and consequently the number of electrons reaching the surface, are therefore determined by the factors that contribute to ͑q , ͒. These factors include the size of the forbidden energy gap and the electronic excitation spectrum. 36 The final step is to convert Eq. ͑5͒ into an expression for the energy-loss rate, following the approach of Ashley, for example. 33 In theory, Eq. ͑5͒ could be very useful in interpreting contrast from multiphased dielectric systems if the relevant ͑q , ͒ functions were known. Unfortunately, this is seldom the case for most nonmetals. Data in the optical limit, as q → 0, are more readily available from such techniques as photoabsorption. Groups at the Oakridge and NIST laboratories have given detailed discussions of how Eq. ͑5͒ can be modified to give a reasonable approximation for the q Ͼ 0 regime from ͑0,͒ data obtained experimentally. [33] [34] [35] Subsequent work has expanded this to include low-and subexcitation energies. 37 An energetic electron can lose energy via a number of mechanisms such as the excitation of inner-and outer-shell electrons and plasmons. However, once the kinetic energy of the electron falls below the threshold E t for electron-hole ͑or exciton͒ excitation, Im͓−1 / ͑q , ͔͒ vanishes. Energy can then only be lost at a relatively low rate via scattering from phonons and defects.
Howie provides a convenient means for estimating the threshold energy E t for electron-hole pair production. 38 Considering energy and momentum conservation, he shows that E t = ͑1+␥͒E g , where E g is the band-gap energy. The coefficient ␥ reflects the effective masses of the electrons and holes and is defined as ␥ = m e / ͑m e + m h ͒ for parabolic bands. Thus, to a first approximation, E t = 1.5E g . This implies that , and hence the maximum SE escape depth, in materials with large forbidden energy gaps should be considerably greater than the few nanometers associated with metals. Indeed, it is well-known that the maximum SE emission coefficients from dielectrics are considerably larger than for metals. 39, 40 In short, the existence of E t gives rise to the possibility of electronic structure contrast based on the size of the forbidden energy gap in the material. All other considerations being equal, a substance with a large energy gap should have a higher emissivity than one where the gap is smaller. This mechanism has been used to explain the contrast from certain water-oil emulsions as discussed in the Applications section. 41 Another implication is that contrast may arise from dielectric inhomogeneities ͑e.g., defect or impurity clusters͒ within a single domain of a material.
A number of groups have developed sophisticated Monte Carlo simulations for SEM conditions which treat inelasticscattering events explicitly by calculating the individual mean-free-paths for all the known electron energy-loss mechanisms. [42] [43] [44] [45] Such models can be used to calculate more realistic SE generation profiles, as well as energy spectra and angular distributions, and simulate SE transport through the bulk. However, to the best of our knowledge, in the case of insulators, accurate calculations have only been performed for SiO 2 .
44,45 For a very comprehensive review of the behavior of low-energy electrons in dielectrics, the aptly titled book "Excess Electrons in Dielectric Media" edited by Ferrandini and Jay-Gerin should be consulted. 46 Finally, it is necessary for the electrons to overcome any potential barrier at the surface in order to be emitted. Again, the case of a metal is straightforward. The kinetic energy associated with the component of the electron velocity that is normal to the surface must exceed the work function of that surface. 39, 47 A larger work function, therefore, gives lower emissivity. Similar considerations apply to dielectric materials, but with the added complication of band bending at the surface. 38 Most dielectric materials have work functions smaller than those typical for metals, which is another contributing factor to their high emissivities. Adsorbed gases also affect the secondary electron emission characteristics by altering the escape barrier. Hence, measurements of electron emission profiles are performed under high vacuum. Some concerns have been voiced as to the extent to which adsorbed gases in a low-vacuum environment will affect the SE signals. However, investigations into this problem have not been reported to date.
Having relatively large SE mean-free-paths and small escape depths imply that the SE emission, and hence contrast in images of dielectrics, will be very sensitive to extrinsic effects that alter these. There is already evidence that under high-vacuum conditions, subtle variations in work function and band bending can give rise to contrast in dielectric systems. 38, 48 Particularly intriguing are the reports of dopant contrast in semiconductors. 49, 50 Even if dopant concentrations are on the order of 10 17 atoms cm −3 , appreciable contrast can be obtained.
B. Physical processes of charging and effects on electron emission
The mechanisms and consequences of charging in electron-irradiated dielectrics have been a topic of considerable interest since the development of electron-beam instruments. Although many papers have been written, some of the best descriptions of charging and its effects on electron emission are to be found in the series of papers written by Cazaux. [51] [52] [53] [54] He has compiled much of the known experimental data and put forward very elegant descriptions of the spatial-and time-dependent behaviors of charging for a set of idealized geometries and experimental conditions. In particular, equations derived for the electric fields resulting from various charge distributions, and how these affect electron emission and specimen surface potential. Other particularly relevant discussions of dynamic charging in electronirradiated insulators can be found in the papers by Glavatskikh et al., 55 Melchinger and Hofmann, 56 and Ganachaud and Mokrani. 57 The electric-field strength at any point above or below the specimen surface can be found by considering the distribution of charges in the system and solving the Poisson equation with appropriate boundary conditions. Cazaux describes the relevant calculations for a variety of electronbeam applications. 51 In the case of an uncoated insulator on a grounded support in high vacuum, there are two charge distributions to be considered. The negative charge implanted by the primary electrons has its center of gravity at a distance below the surface on the order of the primary electron range, R max , given by Eq. ͑4͒. Shown in Fig. 5 is R max calculated for Al 2 O 3 , irradiated using a number of beam energies. Although the penetration depth has a strong dependence on the primary beam energy and the stopping power of the material, this distance is usually in the micrometer range for E 0 Ͼ 5 keV. Secondary electron emission, conversely, originates quite close to the surface, with the SE escape depth being on the order of nanometers ͑shaded region in Fig. 5͒ . The surface layer is therefore depleted of electrons and the residual holes constitute a distribution of positive charge. As is shown in Fig. 6 , an internal dipole field is created between the centers of positive and negative charge, which causes the upward drift of any electrons in the conduction band and the downward drift of holes in the valence band.
The electrostatic field resulting from the implanted electrons retards the primary electrons. In the case of an uncoated insulator, this effect can be expressed most easily in terms of the surface potential V s that develops. Primary electrons with kinetic energy E 0 begin slowing down before they encounter the surface such that they impact with a landing energy of E 0 − eV s . It is clear from Eq. ͑4͒ and the curves shown in Fig. 5 that reducing the landing energy will foreshorten the interaction volume and reduce the penetration depth of the beam. Accordingly, more secondary electrons will be generated within the escape depth, resulting in the increased SE emission traditionally associated with "negative charging."
Coating the specimen with a grounded metal pins the surface potential to zero and eliminates the gross image distortions. However, electrons are still implanted in the specimen, meaning subsurface charging must still be occurring. There are two main considerations in which this situation deviates from the uncoated case described above. First, the field caused by the implanted charge terminates on the coating, and does not extend out into the vacuum. In fact, below the surface, the potential gradient is steeper, as the field terminates at the surface, rather than at the much more distant FIG. 6 . ͑a͒ Schematic of the charge distribution encountered in the case of an electron-beam-irradiated insulator in a high-vacuum environment. It consists of an electron-depleted near-surface region ͑ϳ10 nm͒ and an underlayer of implanted electrons ͑ϳ10 3 nm͒. A free electron ͑represented by the particle in the middle͒ drifts towards the surface under the influence of the field. ͑b͒ Simplified electronic structure diagram corresponding to the situation in Fig. 6͑a͒ . Negative charge implanted in the bulk ͑not shown͒ creates an electric field represented by the slope of the energy bands. Charge traps are indicated by dashed lines inside the forbidden energy gap. Trapped electrons can be excited into the conduction band ͑1͒ after which they are free to drift towards the surface, losing energy through phonon scattering ͑2͒. Electrons can either be retrapped ͑3͒ or eventually reach the surface ͑4͒, where they can recombine with excess holes within the SE escape region, or gaseous ions at the surface ͑in the case of low-vacuum SEM͒. Only electrons with energy greater than E b can be emitted as secondary electrons ͑E v = top of valence band; E c = bottom of conduction band; E vac = vacuum level; E g = forbidden energy gap͒. pole piece. Certainly, the steady-state concentration of implanted electrons must be reduced, as the greatly increased internal field will help detrap and sweep excess electrons to the grounded metal surface. Second, nearly all secondary electrons are emitted from the metal layer, eliminating any material-dependent SE contrast mechanisms.
C. The role of charge traps
When excess electrons are injected into a perfect dielectric material, they initially must reside in the conduction band as all lower energetic states are filled. As this band is essentially empty, these electrons are free to move under the influence of an external field, and hence, conduct. All real materials contain a variety of charge traps that can bind electrons and holes. Traps are states created inside the forbidden energy gap by structural defects such as vacancies, dislocations, or impurities. 46 Traps can either be preexisting defects or those created by the irradiation process itself. In terms of the electron-transport model of Eq. ͑5͒, traps act as additional scattering centers and add new oscillator states to the complex dielectric-response function. Thus, when electrons move through a material, they lose energy until their energy is low enough for them to be captured by traps. As the trapped electrons are no longer free to move, the substance will accumulate charge. Accordingly, traps decrease conductivity, and a higher density of traps will allow a region to store more charge at any given instant. ͑A very high density of low-energy traps can give rise to an impurity conduction band within the forbidden energy gap. 58 Such a region would exhibit enhanced conductivity and reduced charge storage. 59 ͒ An electron can be excited out of a trap by thermal fluctuations or some other event that imparts sufficient energy to the electron. Accordingly, the trap depth-the amount by which the potential energy of the trap falls below the bottom of the conduction band-is important as well. It follows that electrons can escape from energetically shallow traps more frequently than deeper traps, leading to the concept of trapping lifetimes. When an electron is detrapped, it will then drift under the influence of the field created by other trapped electrons until it meets one of three fates: recombination with a hole, capture by another trap, or diffusion to the surface where it can be removed via surface conduction or, in the case of low-vacuum SEM, by recombining with a gaseous ion. These processes are illustrated in Fig. 6 . Real specimens will contain both deep and shallow traps. In such cases, the electrons in deep traps will contribute to an electric field that assists in preferential detrapping of electrons from shallow traps. This concept is developed further in the section on Charge Balance.
D. Time dependent behavior
Finally, the dynamics of charging in a SEM must be considered. Based on the foregoing discussions, trapped charge increases SE emission, which translates to a decrease in the rate at which additional charge is trapped. When the beam moves away from an area, the trapped charge conducts away at some rate before the beam revisits. If the charge can decay at a sufficiently high rate, the imaging conditions are stable. Otherwise, charge will accumulate between scans until a different equilibrium state is achieved. Scan-rate dependence ͑or more accurately, flux dependence͒ has been understood for some time. Van Veld and Shaffner 60 and Shaffner 61 provide a phenomenological analysis of these dynamic processes that can be very helpful in interpreting experimental behavior. The charge implanted per unit area 0 during a single pass of the beam is given by
where F is the period time per frame and A is the area being imaged. Clearly, the amount of implanted charge can be affected equivalently by changing beam current, magnification, and scan rate. The implanted charge decays exponentially according to
where is a characteristic time constant for charge decay, and is equivalent to the ratio of conductivity ␥ over permittivity of the charged region. Any local variation in either of these material-specific parameters potentially can give rise to differential charging behavior and, subsequently, contrast.
On the length scales of interest in electron images, the value 0 for a bulk, marcoscopic material will be altered locally by the presence of defects and impurities, ͑i.e., traps͒ and will even change during irradiation via the phenomenon of radiation-induced conductivity ͑RIC͒. Any of these variations can be represented by a change in the electronic properties ␥ and . Consequently, at each point ͑x , y͒ on the sample surface, ͑x , y͒ must reflect all conduction processes, and sums as 1 ͑x,y͒
where a ͑x , y͒, b ͑x , y͒, etc., represent time constants associated with the local defect/trap population. To provide a feel for the time scales involved, for a good conductor such as copper, has a value Ͻ10 −20 s, whereas for an insulator such as quartz, 0 is on the order of 400 s. 60 In comparison, typical frame times in a scanning electron microscope are in the range 10 −1 -10 2 s. The papers by Van Veld and Shaffner and by Shaffner provide a formalism for describing the charge condition of a specimen as it evolves over successive scan frames.
IV. IMAGING IN LOW VACUUM: THE ROLE OF IONS
The physics of secondary electron imaging in low vacuum is dominated by the behavior of gaseous ions. This is true to such an extent that the SE-derived images obtained in these instruments need only bear a superficial resemblance to those obtained in high-vacuum conditions. Ions affect the detected signal through several mechanisms: perturbing the cascade amplification field and the landing energy of the primary beam by the accumulation of space charge at and above the sample surface; damping the SE signal by recombining with emitted electrons; enhancing SE emission by altering the surface energy band structure; influencing the charge bal-ance of the specimen; and limiting detector response time by their drift velocity. The seminal points of each of these processes will be discussed.
A. Space charge
The term space charge has multiple implications stemming from its use in several disciplines. In the present context, space charge describes the distribution of positive ions in the gap region at and above the specimen surface. This definition is an adaptation of the space-charge concept as given in standard texts treating gas-filled capacitors. 16, 62, 63 ͑Much of the relevant physics underlying the phenomena in low-vacuum SEM can be found in these sources.͒ Although the majority of ions are created near the anode, 6 they drift through the field towards the sample surface, where some fraction may be pinned by the electric field generated by implanted electrons, and mutual repulsion causes the remainder to drift sideways. The concentration maximum is just above the surface.
The ionic space charge, together with the spatial distribution of subsurface trapped electrons and holes, determines the electric-field structure between the grounded specimen stub and the anode. General features of the electrostatic potential for this arrangement are shown in Fig. 7 . A key feature is the dipole field that is created between the centers of mass of the negative charge ͑implanted electrons͒ and the ionic space charge. The specimen surface lies inside this dipole field, shifting the surface potential away from ground by an amount V s . Provided that there is sufficient ion current, dynamic charge balance conditions ͑discussed in the Charge Balance section͒ tend to limit V s to a few hundred volts ͑positive or negative͒, and shifts the landing energy of primary electrons accordingly. 64 In addition to affecting the landing energy, space charge has a strong influence on cascade amplification. In the absence of space charge, the amplification electric field between a flat sample surface and the anode is approximately linear and given by ͑V a − V s ͒ / d. A positive surface potential therefore reduces the gas amplification efficiency. This provides a feedback mechanism, whereby the surface potential is self-limiting: as the space charge increases, further ion production is suppressed by the reduced amplification according to Eq. ͑1͒. If the actual distribution of positive ions in the gap is considered, the electric field will clearly be nonuniform, and simple formulations for signal amplification, such as those in Eqs. ͑1͒-͑3͒, will not suffice.
The above descriptions are only valid as steady-state approximations. With a real sample the SE emission varies from point to point in the imaged area, and the ion production rate follows as the beam is rastered over the specimen. In the gas, electrons have a drift velocity that is approximately three orders of magnitude greater than gaseous ions under typical low-vacuum conditions. 65 Consequently, the amount of space charge present at any instant reflects the recent history of electron and ion production, which in turn affects the cascade amplification of subsequent emissions. These effects have been documented by Toth and Phillips, 66, 67 who have shown that abrupt changes in electron emission from an insulating specimen will give rise to bright and dark streaking in images. If the beam moves abruptly from a region of high emission to low, there will be a transient excess of ions above the specimen. Amplification will be suppressed until the excess dissipates ͑via recombination with electrons and lateral drift͒ and a new, lower steady-state concentration is achieved. This process can take several microseconds, so a dark streak appears, with its length being a function of scan rate. Conversely, if the beam moves abruptly from a region of low emission to high, there will be an immediate spike in amplification efficiency, which will diminish as the ion concentration slowly builds up. Under extreme conditions, they show it is actually possible to invert the contrast temporarily.
FIG. 7.
Axial potential function for an electron-irradiated dielectric in a low-vacuum environment sketched at three length scales: ͑a͒ anode-gassample-stub, ͑b͒ sample surface-maximum primary beam penetration range R max , and ͑c͒ sample surface-maximum SE escape range. The potential function is sketched for the case where electrons are implanted within the interaction volume, but the surface potential is positive due to the presence of the ionic space charge at and above the sample surface, and excess holes below the surface ͑z = 0 at the sample surface; d = distance between the sample and the anode; V s = surface potential; V a = anode bias͒.
B. Electron-ion recombination
In the classic literature on gaseous electronics, "electronion recombination" usually refers to the recapture of a newly liberated electron by its parent ion, immediately after an ionization event. 16, 62, 63 Except under conditions of extremely low electric field and high pressure, this process is considered negligible as, normally, the oppositely charged particles are separated quickly by the field. In the early low-vacuum SEM literature, recombination in this context was mentioned occasionally for completeness in describing electron-gas interactions. Here we are concerned exclusively with recombination processes involving gaseous positive ions at/near the sample surface, electrons at the surface ͑within the first monolayer͒, and secondary electrons emitted from the specimen. Excellent reviews of recombination processes of electrons at surfaces have been compiled by Hagstrum 68 and Varga and Winter. 69 Hahn provides an overview of the physics behind recombination involving ions and electrons in free space. 70 If a secondary electron is captured by a positive ion immediately after it crosses the sample surface, it cannot contribute to the amplification cascade and the final electron imaging signal. This SE signal scavenging effect, documented systematically by Craven et al., 71 and later quantified by Toth et al., 72 can only occur appreciably at and just above the sample surface, where the ion concentration exhibits a maximum and most emitted SEs possess relatively low kinetic energy on the order of a few eV. ͑As SEs move away from the surface, their energy spectrum shifts to higher energies due to the action of the electric field between the anode and the surface.͒ In terms of SE signal amplification, the gap between the surface and the anode ͑shown in Fig. 2͒ can therefore be divided roughly into the three regions shown in Fig. 8 . Just above the surface, most SEs do not possess enough energy to ionize gas molecules, but can recombine with ions. The electron flux therefore decreases with distance z above the surface. However, as z increases, SEs are accelerated by the electric field. At distance z 0 the gas ionization avalanche initiates and the electron flux starts to increase. The resulting electron population profile is shown in Fig. 8 . The net effect of this scavenging process on the detected SE signal intensity is described by
where ⌫ represents gas gain in the absence of scavenging, and ⌿ is a signal-damping coefficient. Toth et al. also show how ⌫ and ⌿ can be measured as a function of microscope operating parameters. This is illustrated in Fig. 9 , which shows such measurements obtained as a function of pressure P. The gas gain curve ⌫͑P͒ has a maximum at several hundred pascals, consistent with the Townsend model of gas amplification discussed earlier. At low pressures, damping increases rapidly with P because the ion generation rate is proportional to ⌫͑P͒. Hence, the ion flux incident into the SE-ion recombination volume increases with P. ͑N.B. In the example shown in Fig. 9 , "low pressure" means less than about 150 Pa, but in general this value depends on parameters such as the anode bias, gas type, working distance, and ␦.͒ At higher pressures, the damping coefficient becomes independent of P because the flux of ions into the recombination volume approaches some limiting value. This is because mutual repulsion prevents very high ion concentrations from ever being achieved. The fact that ⌿ depends on the concentration of ions around the beam impact point and on the SE energy spectrum has two important implications on SE image contrast. Firstly, lateral variations in ion concentration ͑within the recombination volume shown in Fig. 8͒ at length scales on the order of the imaged area can give rise to image contrast. The resulting features in SE images are said to be the consequence of "spatial filtering in the SE-ion recombination rate." Similarly, contrast caused by the effects of lateral variations in the SE energy spectrum on the recombination probability can give rise to an "energy filtering" effect. 72. ͓I 0 = beam current; ␦ = SE emission yield; ⍀ = mean SE-ion recombination probability ͑determined by the lateral SE and ion distributions within the SE-ion recombination volume͒; z ⍀ = maximum height at which SE-ion recombination can occur; z 0 = minimum height at which SE gas amplification can occur.͔ FIG. 9. Gas gain ⌫, and recombination-induced SE signal damping coefficient ⌿, measured as a function of gas pressure P. Data from Ref. 72 ͑sample= grounded conductor; gas= H 2 O; accelerating voltage= 10 kV; V a = 451 V; wd= 3.2 mm͒.
Spatial filtering
At high gas pressure ͑greater than about 200 Pa͒ the motion of ions is randomized in collisions with gas molecules. If the pressure is sufficiently low, and if the electric field is not constant above the specimen surface, ions will flow preferentially to regions of low potential. The resulting nonuniform ion flux results in a contrast mechanism based on the local degree of signal scavenging. Inhomogeneities in the electric field at the surface can result from subsurface trapped charge in insulators, and asperities on sample surfaces. Various papers by Toth et al. detail experiments designed to illustrate this effect. 32, 72, 73 In extreme cases, signal scavenging can take place to such an extent that the normally bright contrast from a negatively charged region of an insulator can be made to invert. Similarly, enhanced emission from sharp edges and corners on metal surfaces can be suppressed through deliberate manipulation of the ion flux. ͑We note that ion focusing as it is described here is quite distinct from the focusing due to the electrostatic pinch effect described by Danilatos.
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Energy filtering
If the SE emission spectra from adjacent regions on a specimen are different ͑for example, due to charging as described in the section on the Schottky effect͒, image contrast can be altered due to corresponding differences in scavenging efficiency. 32, 74, 75 The capture cross section for an electron by an ion decreases rapidly with increasing electron energy. Thus, the lower the average energy of the SE spectrum, the more susceptible the emissions are to scavenging.
In principle, if two neighboring regions had the same total SE yield, but different SE energy spectra, contrast would be observed in the presence of ions, despite its absence in the images obtained using conventional, highvacuum SE detectors. This effect has not been verified experimentally, but can uniquely account for some of the experimental observations described below. Contrast based on energy filtering could become a very useful technique for characterizing defects once it has been studied systematically and developed.
C. Schottky effect
A combined effect of the anode bias and the strong dipole field formed between the trapped negative charge and the space charge is that the work function of the surface will be lowered via the Schottky effect. 76 The work function affects secondary electron emission because it determines the critical angle for internal reflection of electrons moving towards the surface. 52, 77, 78 Equivalently, it is sometimes stated that reducing the work function increases the maximum SE escape depth, and increases the emission yield.
Lowering the work function also alters the energy distribution of emitted secondaries. 73 Figure 10 shows the influence of an ion and the applied electric field ͑generated by the anode bias, ionic space charge, and implanted electrons͒ on the surface electronic structure of an insulator. Also shown is the effect on the SE emission spectrum, NЈ͑EЈ͒. Prior to emission, the energy distribution of free electrons immediately below the sample surface N͑E͒ depends on the density of states in the dielectric and on the energy dependence of the SE stopping power ͑since SEs generated below the first monolayer must travel to the surface prior to emission͒. As shown in Fig. 10 , the applied electric field lowers the surface barrier and preferentially enhances the emission probability of relatively low-energy SEs, as is indicated by the shaded part of the NЈ͑EЈ͒ curve.
D. Charge balance
As it is trivial to obtain stable SE images in low-vacuum instruments, steady-state charging conditions must be established rapidly. In this case, "steady-state" implies that Kirchhoff's law is satisfied; that is, the probe current is exactly equal to the sum of the emissive current and the conductive flow of electrons out of the sample. To summarize the earlier discussion, as charge accumulates in traps, the resulting electric field has three consequences. First, if the surface potential is negative, it reduces the landing energy of the primary electrons, which diminishes the size of the interaction volume and brings it closer to the specimen surface. More secondary electrons are generated within the escape depth, thus increasing emission. 78 Second, the dipole field further increases the secondary yield via the Schottky effect, as shown in Fig. 10 . Finally, the Fowler-Nordheim effect ͑akin to the Schottky effect͒ assists in detrapping electrons via tunneling, 79 allowing them to be transported towards the surface ͑Fig. 6͒. As more charge is trapped, the internal field intensifies making the processes of electron detrapping, transport and, ultimately, removal from the sample more efficient. The charge state thus becomes self-regulating.
In the case of uncoated insulators imaged by highvacuum SEM, stable imaging conditions are typically FIG. 10 . Effect of ions and external fields on surface electronic structure and secondary electron emission from a dielectric. ͑a͒ A simplified energy diagram of a surface infinitely far from an ion, in the absence of applied electric fields. Only the electrons that have a sufficient component of their velocity normal to the surface can surmount the surface barrier. ͑b͒ An energy diagram for an ion near the surface, in the presence of the electric field generated by the biased anode, specimen charging, and the ionic space charge. The surface-potential barrier is lowered, and electrons in the conduction band that could not normally escape can be emitted or captured by the ion. The additional emitted electrons are indicated by the shaded part of NЈ͑EЈ͒. Adapted from Ref. 32 . ͓E v = top of valence band ; E c = bottom of conduction band; E vac = vacuum level; N͑E͒ SE energy distribution just below the specimen surface; NЈ͑EЈ͒ SE energy distribution just above the surface.͔ achieved by deliberately lowering the beam energy to increase SE yield and implant electrons close to the sample surface. In low vacuum, the flux of ions landing on the surface provides an additional pathway for the removal of excess electrons through recombination. As Fig. 10 shows, when an ion approaches the specimen surface, excess electrons that lack sufficient kinetic energy to escape the specimen via SE emission can be easily transferred to ions ͑i.e., recombination͒ and transported away. Unlike the scavenging effect described in the section on Electron-Ion Recombination, this process does not result in a loss of SE signal since the electrons involved would not ordinarily be emitted. Through the use of the electrostatic "mirror effect," Thiel et al. demonstrate that the rate at which charge dissipates in a strongly insulating specimen depends on the positive ion flux to the surface, supporting this model. 76 Circumstantial evidence also suggests that electrons comprising the skirt may actually assist in this process. Skirt electrons can be considered a low-intensity defocused flood that continuously irradiates the area surrounding the probe. Each of these electrons deposits most of its energy, while only adding a single additional negative charge ͑less secondary and backscattered emissions͒. Some of the energy deposited assists in the removal of trapped electrons ͑via radiationinduced conductivity͒. The skirt current density ͑and the corresponding electron implantation rate͒, typically, is not high enough to cause the charging effects seen directly under the probe.
Bringing these concepts together, we can construct a hypothetical situation for instructive purposes. Let region A of a dielectric specimen contain a population of energetically deep traps, and region B an equivalent density of shallow traps. If both regions are irradiated by a flux of electrons, charge accumulates in both regions. However, in region B, the excess electrons are detrapped, transported to the surface, and removed by ions more efficiently than in region A. Hence, if the irradiating flux is sufficiently small, Region A stores more charge than region B in the steady-state condition, causing the SE yield from A to increase. Thus region A exhibits greater SE emission and appears bright in an electron image. If the incident electron flux is increased such that electrons are entering the specimen at a rate greater than they can be removed from region B through conductivity and recombination at the surface, the amount of stored charge in region B will begin to approach that of region A. The SE emission from region B will subsequently be increased relative to A ͑since the maximum total yield from either region cannot exceed unity in steady-state͒, thus reducing the SE image contrast.
Toth et al. describe an experiment with similar implications using gallium nitride. 74 GaN is an n-type semiconductor as-grown, and so has a reasonable conductivity. Regions of high charge trap density were created by bombardment with high-energy helium ions. As expected, the damaged regions showed considerably higher SE emission than the surrounding matrix. If, however, the material is heated to 300°C, the traps can depopulate thermally and the damaged regions once again become conductive. Charge-induced contrast is then lost between the damaged and as-grown regions.
E. Other ion effects
A few other ion-related processes should be mentioned, although they have not been treated explicitly in the lowvacuum literature. The most important of these are secondary emission processes, whereby positive ions cause emission of additional electrons. It should be emphasized that under most low-vacuum conditions, these emission processes are due entirely to the potential energy state of the ion, and not to its kinetic energy. 16 Ballistic impact of ions on surfaces does not result in secondary electron emission until the kinetic energy of the ion approaches the keV range. 19 Similarly, the stopping power of any solid for ions is so great that ion implantation below the surface is not likely to occur for sub-keV energies. 80 Secondary electron emission from low-energy ion impact is due primarily to three processes, two of which involve relaxation of the metastable state that results from the capture of an electron by an ion. 16, 19, 68, 70 The relaxation processes involve the emission of a photon, which can eject a photoelectron from the specimen surface, or the emission of an Auger electron from the excited neutral gas molecule. When an ion is neutralized by capturing an electron from the specimen, an Auger electron can be emitted from the sample. In all three cases, the emitted electron is amplified in the gas cascade and contributes to the detected signal. In lowvacuum SEM, secondary emission is generally not considered a problem for polyatomic gases.
Under the conditions encountered in low-vacuum microscopy, the specimen surface can be covered by adsorbed gas molecules. The resulting changes in the surface electronic structure often alter the SE emission probability. Indeed, this is the basis for much of the interesting work applying photoelectron emission microscopy ͑PEEM͒ to the study of catalysis. 81 Consequent effects on SE images have not yet been investigated systematically in the context of low-vacuum SEM.
Finally, it should be kept in mind that the drift time of ions generated in the gas is generally appreciable with respect to the time scales associated with scanning the primary beam and the time constants of most detector systems. One issue is that the induced signals on electrostatic detectors will be influenced by the drift times of the ions. 4 A second issue is that through the processes described above, the ions will introduce scan-rate-dependent effects, as the ion flux at any point in the image will depend on the electron emission in the preceding few microseconds. 67 This is obviously a complex feedback process, and is very dependent on specimen and operating conditions.
V. APPLICATIONS
This section reviews some of the published work using low-vacuum and environmental scanning electron microscopy on materials applications, and interprets their results with respect to the fundamentals outlined in Sec. IV. Although a number of publications report the use of these instruments to examine the morphology of poorly conducting specimens, far fewer are concerned with either interpreting contrast or exploring applications and uses of the technique. It is the latter two categories of papers that will be considered here.
A. Ferroelectric domains
One of the most interesting applications papers published is the work of Zhu and Cao on the imaging of ferroelectric domains in LiTaO 3 using an environmental SEM. 82 They are able to obtain contrast between positive and negative domains on polished specimens ͑Fig. 11͒, but only under conditions of extremely high beam current and relatively low pressure ͑Ͻ250 Pa͒. Selective etching was used subsequently to identify the domains unambiguously. Significantly, they note that the contrast is reversed from that which is obtained under high-vacuum conditions; that is, positive domains are seen to be brighter than negative domains in the low-vacuum SEM. A conclusive explanation of the contrast is not given, but the authors speculate that it depends on the interaction between the electron beam and the surface layer of the crystal, and that certain combinations of electrons and ions may be able to screen intrinsic surface charges. Xiao et al. obtained similar contrast from domains in lead titanates, but did not offer an explanation. 83, 84 Under high-vacuum conditions, SE emission from the negative character faces is enhanced, but suppressed on positive faces, due to voltage contrast. 85 Inversion of the contrast under low-vacuum conditions is consistent with positive ions being focused on negative domains and scavenging the signal ͑via SE-ion recombination͒. As the SE spectrum from the negative regions should have increased intensity in the lowenergy range relative to the positive region, the SE signal from these regions will be especially susceptible to scavenging ͑see Fig. 10͒ . As pressure is increased, the focusing effect diminishes, but the ion flux increases ͑due to increased cascade amplification, as indicated by the ⌫͑P͒ profile shown in Fig. 9͒ . Hence, scavenging increases on average such that intrinsic emission differences in the low-energy end of the spectrum are suppressed. The need to use high beam currents to observe domain contrast is also consistent with this interpretation, as this is a means of increasing the ion flux without increasing pressure. Because large excesses of negative charge cannot accumulate in the specimen under lowvacuum conditions, this contrast is stable, as they report. It is likely that the same contrast effects would be observed in a wide range of ferroelectric systems, with the degree of contrast obtainable, being a function of the polarizability.
B. Electronic devices
Phillips et al. illustrate the potential for low-vacuum analysis of electronic devices by comparing contrast from a p-n junction in EBIC ͑electron-beam-induced current͒, specimen current, and induction images. 86 In the latter, the depletion layer is clearly visible when either the p or n side is grounded, but the other left floating. Contrast inverts between the two cases ͑Fig. 12͒. They attribute the distinctive contrast of the depletion region to the fact that the junction potential separates the electron-hole pairs created by the beam and the injected current biases the floating part of the device. The corresponding change in sample surface potential induces current flow in the detector, giving rise to image contrast. The instantaneous bias state of the device ͑and, therefore, induced signal intensity͒ depends on whether the beam is striking the open-circuit side, the closed-circuit side, or the junction itself.
C. "Charge contrast imaging"
One of the most intriguing topics in low-vacuum imaging is the group of dynamic contrast mechanisms collectively described as "charge contrast imaging" ͑CCI͒ or "charge induced contrast" ͑CIC͒. 75, [87] [88] [89] [90] [91] [92] ͑The term CCI will be used here for brevity.͒ This topic is discussed in considerable detail here, as it is a phenomenon unique to low-vacuum instruments, and the present authors' interpretation involves most of the processes described in Secs. III and IV, applied to a single system.
A simple definition of CCI is not forthcoming because the term has been applied to a wide variety of effects seen in several different systems. However, the essential aspect of CCI is that certain insulating materials exhibit dramatic, but stable, SE contrast variations that are extremely sensitive to exact imaging conditions such as gas pressure and scan rate. In most cases, the contrast is impossible to obtain in highvacuum instruments. The contrast cannot be explained by atomic number, density, or topographic variations, but does require that the specimen be in some steady-state charging condition. A rigorous explanation for these effects has not been established, but we will attempt to reinterpret the reported behavior in terms of the ion-related mechanisms described in Secs. III and IV. Numerous examples of CCI can be found in the proceedings of the meetings of Microscopy Society of America, the Microbeam Analysis Society, the Australian Society for Electron Microscopy, and others over the past ten years. Rather fewer examples exist in peerreviewed literature, but these will be the focus here.
The most widely discussed system exhibiting CCI is synthetically produced gibbsite, or Al͑OH͒ 3 . Polycrystals grown by seeding supersaturated liquor baths develop growth zones, resulting in grains with a nominally "onionlike" structure. 89 When polished cross sections of such particles are imaged under high-vacuum conditions, no contrast is apparent in either secondary or backscattered modes. However, under low-vacuum conditions ͑roughly between 20 and 200 Pa͒ and moderately high cascade field strength ͑Ͼ10 4 V/m͒, detailed contrast emerges from the growth zones, providing that the scan rate of the beam is sufficiently fast. 87, 88 Contrast of the growth zones changes dramatically with scan rate, beam current, and magnification ͑all variations on changing the electron flux density͒, working distance, anode bias, and gas pressure. The behavior is demonstrated in a set of images shown in Fig. 13 . As a rough guide, contrast is greatest at low electron flux densities, low pressure, and high anode bias. The most thorough documentation of the CCI effect in gibbsite and its dependency on pressure, working distance, detector bias, primary beam energy, and scan speed is contained in a Ph.D. thesis by Baroni. 91 Additional clues as to the nature of this contrast mechanism come from comparisons of cathodoluminescence ͑CL͒ images with CCI images. 87 These show a reasonable degree of correlation between light emission and SE contrast in gibbsite. As CL emissions frequently are due to defects such as impurities, vacancies, and lattice defects, 93 this suggests that the CCI contrast may be associated with certain types of defects.
The various experimental observations will now be collated, and the mechanisms described in Secs. III and IV invoked to propose one possible scenario for the behavior of gibbsite. In turn, explanations will be offered for the lack of contrast in high-vacuum mode, and the dependency of the contrast on electron flux density, pressure, and anode bias.
High-vacuum contrast
Successful imaging of an insulator in high-vacuum mode is predicated on choosing the primary beam energy such that the total emission coefficient is unity. That is, to work at the so-called E2 crossover point. 85, 94 As no contrast is evident in the backscattered images of gibbsite, the backscattered emission coefficient must be constant everywhere. In order for the total emission to be unity everywhere, the secondary emission coefficient must also be invariant. Any local variations in charging or intrinsic emissivity tend to self-regulate to achieve this condition. Thus, charge contrast is difficult to obtain in high vacuum. In low-vacuum conditions, positive ions provide an additional pathway for the dissipation of charge, removing the constraint that the total emission must be unity. Thus, contrast variations due to inhomogeneities in the electronic structure are allowed to emerge. Additionally, at the E2 crossover ͓typically less than 2 keV ͑Ref. 94͔͒ most of the interaction volume is contained within the SE escape depth and the influence of charge trapping in determining contrast is greatly reduced.
Electron flux density
One possible explanation for the origin of charge contrast can be found in Eqs. ͑6͒-͑8͒. The trapped charge increases the SE emission coefficient by lowering the escape barrier and compressing the interaction volume. The amount of charge trapped in a given region is determined by the difference between the rate at which it is deposited ͓Eq. ͑6͔͒ and dissipated ͓Eq. ͑7͔͒. As the trap population varies throughout the material, the local time constants for dissipation must also vary ͓Eq. ͑8͔͒. Thus, the steady-state amount of trapped charge varies locally, giving rise to SE contrast.
At very low electron flux density, the charging differential between adjacent regions with different trap populations is small, and the contrast is poor. As the flux density is increased, the charging differential increases, as does the contrast. This continues until the traps in a given region saturate, or the current of electrons leaving the sample ͑i.e., the sum of the emission and electron-ion recombination currents͒ matches the electron injection current. Further increases in flux result in diminishing contrast as the traps in adjacent regions fill. It is clear from Eq. ͑6͒ that the rate of charge input, or electron flux density, can be controlled equivalently by adjusting the beam current I 0 , the scan rate ͓related to F in Eq. ͑6͔͒, or the magnification ͑related to A͒.
Pressure and anode bias dependence
Gas pressure and anode bias are treated together, as they individually and jointly affect a number of processes. Their complex interdependence is one of the contributing factors to the confusion surrounding CCI. The primary effect of these FIG. 13 . A polished grain of gibbsite imaged with 50-Pa water vapor. The bottom image was taken at a fast scan rate ͑eight frames integrated to reduce noise͒. Increasing the electron flux by slowing the scan rate ͑top image͒ causes many of the SE contrast features to invert. two parameters is in determining the ion production rate. However, the gas pressure and the anode bias also influence the extent to which the ions are focused to different points on the specimen surface, thus affecting local concentration. An increase in local ion concentration, in turn, will have several effects: ͑i͒ It can decrease local charge storage by enhancing the recombination pathway for charge dissipation, that is, by decreasing in Eqs. ͑7͒ and ͑8͒, ͑ii͒ it can increase emission and alter the SE energy spectrum by lowering the surface barrier via the Schottky effect, and ͑iii͒ it can decrease the SE signal by scavenging the low-energy portion of the SE spectrum according to Eq. ͑9͒.
These concepts can be brought together to describe changes in contrast as a function of gas pressure, under conditions of high anode bias. ͑Exact values for the pressure ranges will not be given here, as they are dependent on detector geometry. It is the sequence in which various processes dominate the contrast that is of concern.͒ At very low pressures, there are insufficient ions present to achieve charge balance conditions, that is, the situation is akin to the high-vacuum case and any contrast is weak. As pressure is increased, steady-state charging conditions can be attained regardless of primary beam energy, and contrast differences due to defect distribution can appear. At the same time, ion focusing takes place and signal scavenging occurs. In this regime, contrast is the result of a competition between enhanced emission due to charging and signal loss due to scavenging. As pressure continues to increase, the focusing effect is diminished and the ion flux increases, as well as becoming more uniform. As "charge contrast" information is carried primarily by the lowest-energy SEs, contrast is lost due to energy filtering and the image once again becomes featureless. Supporting evidence for this is given by the fact that if an ion collection grid is inserted to control the ion population, charge contrast can continue to be observed up to the maximum pressure tolerated by the microscope. 71 Griffin notes that surface details such as scratches and contamination patches are particularly easy to image under CCI conditions. 87 This was attributed to the action of positive ions suppressing all but the near-surface SE emissions, and altering the ratio of SE1 to SE2 contributions to the image. It is difficult to imagine that the ions could preferentially suppress SE1 emissions, as these nominally are emitted from an area with the diameter of the probe, i.e., around 10 nm. It is not likely that ions could be focused to such precision, nor is there a substantial difference in the energy spectra of the two SE populations.
A more likely explanation for the enhanced surface sensitivity emerges from the following considerations: ͑i͒ Charging preferentially enhances the low-energy tail of the SE emission spectrum as shown in Fig. 10 , and ͑ii͒ the sensitivity of the SE emission probability to variations in the height of the surface barrier increases with decreasing SE energy; that is, the enhanced emission due to charging is very sensitive to subtle changes in the state of the surface, such as those caused by residue contaminants, scratches, etc. 32 An example of such contrast from scratches on the surface of Al 2 O 3 is shown in Fig. 14 . Unlike the majority of charge contrast examples in the literature, the image also demonstrates that high-resolution images can be attained under "charge-contrast imaging conditions."
Other systems are reported to exhibit charge contrast effects, including sphalerite, calcite, mica, alumina, quartz, biotite, and cordierite. 87, 88 At the time of this writing, it is not known exactly what attributes a specimen must possess in order to demonstrate charge-induced contrast. As of yet, systematic studies have not been performed. From the analysis presented, though, it is likely that the resistivity and polarizability of the substance both must fall within certain ranges, and that these characteristics could either be intrinsic or the result of charge trap distributions. Theoretically, CCI could reveal previously inaccessible information on subsurface inhomogeneities at high spatial resolution. However, until these questions are resolved, the technique will only provide qualitative information.
D. Electronic polymers
An application area that stands to benefit immensely from the use of low-vacuum SEM is the development of electronic polymers. As with conventional ͑silicon-based͒ electronics, the active region of a device will be at the interface between phases, and characterization of the microstructure at high spatial resolution is vital. Being carbon-based, there is little absolute density variation between the different polymers typically used, making them good candidates for identifying phases based on electronic structure contrast. One example of using low-vacuum SE imaging to study phase separation between the polymers F8BT ͓poly͑9,9-dioctylfluorene-cobenzothiadiazole͔͒ and PFB ͓poly͑9,9-dioctylfluorene-co-bis-N,N-͑4-butylphenyl͒-bis-N,N-phenyl-1,4-phenylenedi-amine͔͒ is given by Ramsdale et al., where they show a hierarchy of structures developed in films spin coated from solution. 95 They report that the F8BT phase is consistently brighter than the PFB, and attribute the difference to their electronic structures. However, this is unlikely to be the source of contrast, as F8BT has both the smaller energy gap ͑2.36 vs 2.8 eV͒ and the larger electron affinity ͑3.53 vs 2.29 eV͒, both of which would point to a smaller escape depth and lower relative emission. 96 As the F8BT phase contains sulfur, it is likely that in this example the contrast is due to differences in stopping power. Neverthe- less, the stable, high-resolution images obtained demonstrate the potential for low-vacuum imaging in this area.
E. Liquids
Molecular liquids are a particularly interesting class of specimens, as they present a situation in which the electronelectron interactions most closely resemble those of a dielectric, whereas the charge dissipation characteristics are those of a reasonable conductor. Many liquids are classed as being dielectric fluids, but that designation refers to electric current profiles that develop in response to an applied electric field. In the context of a SEM specimen, however, the issue is radiation-induced conductivity. Distilled water, for example, is known to be a very poor conductor, but charged particles, such as solvated electrons and the ionic products of radiolysis, have reasonably high mobilities. 97, 98 Previous work on the SE emission characteristics of liquids is limited, as it has seldom been an issue of much practical importance. However, as liquids and liquid-containing structures can now be characterized routinely in an environmental SEM, the issues bear renewed consideration. 99 We now consider the processes of SE generation and emission from liquids by analogy to the processes in the solid state. Typical primary electron energies in a SEM greatly exceed the binding energies in the specimen. The stopping power and the energy deposition profile are determined by valence ionizations and collective, plasmonlike oscillations of valence electrons. 100 Thus, for the generation profile of excited electrons, it makes no difference whether the substance is solid or liquid.
As with solids, the factors that determine the inelastic mean-free-path of low-energy electrons are the molecularorbital structure, charge traps, and collective oscillations. Most molecular liquids can be classified as insulators or wide-band-gap semiconductors on the basis that usually the molecular-orbital structure is such that there is a significant energy difference between the highest-occupied and lowestunoccupied molecular orbitals. Water in particular has been treated in this way. [101] [102] [103] An effective energy gap of 8.9 eV has been reported for water in the liquid state. 103 In polar liquids, such as water, molecules can reorient in order to screen electric fields generated by charged particles. These local perturbations in the otherwise random orientation distribution of molecules, ͑i.e., polarons͒ act in a similar fashion as charge traps in solid-state materials. These traplike states comprise the Urbach tail of the conduction band, and account for the reduction of the electronic excitation threshold of liquid water relative to that of the vapor state. 103 Coe et al. report a detailed study on the electronic properties of various arrangements of water molecule clusters. 104 They also discuss the role of ionic impurities as creating dopant levels within the energy gap.
The above phenomena make the determination of the stopping power and the mean-free-path of low-energy electrons in liquid water a challenging topic. The most comprehensive compendium on the subject can be found in the reference edited by Ferrandini and Jay-Gerin. 46 Extensive work has also been done in radiology, where workers are concerned with the track structure of ionizing radiation as it interacts with biological tissue. This is obviously an extremely broad topic in itself and so will not be covered in depth here, but a few papers that the present authors have found particularly useful are given. 97, [105] [106] [107] Ritchie discusses the relevant issues of energy-loss processes of low-energy electrons in water, with the intent of describing the inelastic mean-free-path. 37 Howie has discussed the problem in the specific context of SE emission, and also considers the role of elastic scattering in determining the escape depth from water. 38 Finally, many of the same considerations apply to polymers and molecular substances to a greater or lesser extent. A separate review on the use of environmental SEM for the study of polymers has been published elsewhere. 9 Stokes et al. have exploited the SE emission characteristics of liquids to obtain interesting and useful contrast effects in water-oil emulsions using the environmental SEM. 41 By virtue of its larger forbidden energy gap, the water phase was demonstrated to have a higher emissivity than the specific oil phase used. This interpretation is consistent with water having a higher threshold energy for electron-electron scattering ͑due to a larger forbidden energy gap͒, which leads to a larger escape depth for secondary electrons. However, the mobility of solvated electrons in the oil was such that the characteristic time constant for charge decay was comparable to the frame time. As with gibbsite, a flux-density-dependent contrast could be induced by appropriate changes in scan rate or magnification. The contrast could be manipulated to the extent that a type of contrast inversion was observed. A detailed study of the contrast effects was given in a second paper. 92 Another popular use for environmental SEMs involving liquids is the observation of contact angles in wetting studies. [108] [109] [110] This is a promising technique, as the liquid can be kept in thermodynamic equilibrium while the substrateliquid contact geometry is examined with very high spatial resolution. It is tempting to extract quantitative values for the contact angle, but Stelmashenko et al. provide a detailed analysis of the problem, and show that knowledge of the SE escape depth is essential.
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F. X-ray microanalysis
Much of the literature discussing x-ray microanalysis in a low-vacuum environment focuses on complications imposed by the skirt scattering and its effects on quantification. Two articles by Mansfield 112 and Newbury 113 have summarized the work in this area, so interested readers are directed to those references.
In the context of this review, it is more appropriate to focus on the effects of specimen charging on x-ray microanalysis. It is well-known that the surface potential of a specimen will alter the landing energy of the primary electrons. 78 As the atomic ionization cross sections are strongly energy dependent, quantification algorithms for characteristic x-ray emissions require that the landing energy be known quite accurately. As was discussed earlier, an insulator can develop either a positive or a negative surface potential under low-vacuum analysis conditions. Although the ion flux will prevent the surface from developing a large negative potential, a positive shift of a few hundred volts is possible. If the primary beam energy is only a few keV, this shift can be significant.
Toth et al. very clearly demonstrate the effect in low vacuum analysis, using the Duane-Hunt limit to measure the landing energy. 64 ͑The Duane-Hunt limit is the highest energy continuum x-ray that can be produced by electron irradiation, and is equal to the electron-beam landing energy.͒ However, as with imaging considerations, the surface potential can be controlled through the use of an ion collection grid. 64, 71 Carlton demonstrates that if such a grid is used, most quantification errors are minimized and elaborate procedures to correct skirt effects are less important.
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VI. SUMMARY AND OUTLOOK
Introducing a low pressure of gas, or more specifically a population of positive gaseous ions, into a SEM results in a rich variety of electron-specimen-gas interactions. These interactions can be exploited as contrast mechanisms to reveal information about dielectric specimens that cannot be obtained by conventional SEM methods. Furthermore, dynamic responses to changes in input/output currents can provide insight into processes, instead of merely producing static images of structure.
The work reviewed here has been largely concerned with simply identifying, isolating, and demonstrating the various phenomena that are unique to performing electron microscopy in a low-vacuum environment. A few of the investigations have tried to show the way in which phenomena such as charging, charge dissipation, recombination, and surface barrier modification depend on microscope operating parameters. The applications papers discussed, however, highlight the fact that the information acquired during investigations of real specimens ͑rather than idealized͒ is the result of a complex interplay between these mechanisms, with different processes dominating the signals under different conditions. Further advances in imaging theory will come in response to issues raised during investigations in increasingly sophisticated application areas.
A notable parameter that has not been explored in the context of the investigations included here is the effect of using different gas species and gas mixtures. It is possible that the exact molecular-orbital structure of the gas molecules will have an effect on recombination and scavenging efficiency; that is, on the rate at which excess charge can be removed from the specimen and how the emitted SE signal is modified before detection. Naturally, changing the gas composition will also affect the cascade amplification and therefore the rate at which the ions are produced.
Another low-vacuum analysis technique that is likely to see significant activity in the future is cathodoluminescence. Optical photon emissions can yield a wealth of information from dielectrics, but the technique has seen limited popularity in conventional SEMs. The conductive coatings typically used for high-vacuum electron-beam analysis block the light emissions. With the need for a coating eliminated, the potential for CL can be realized. When correctly interpreted, CL may be able to provide information on subsurface defects complementary to charge contrast imaging.
A final point worth mentioning is that it is generally observed that surface contamination of specimens during electron irradiation is reduced considerably, as compared to high-vacuum analysis. Complications resulting from the accumulation of a hydrocarbon layer during imaging and microanalysis are well-known, and are often a limiting factor in high-resolution analysis. The processes responsible for the lack of contamination have not been reported in detail, but warrant further investigation.
