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The objective of this dissertation is twofold. First, we study the reconstruction problem
of sparse signals using compressive sensing (CS) technique, where the signal may exhibit
unknown clustered pattern. CS provides new techniques, in a sub-Nyquist sampling sense,
for signal acquisition and reconstruction. It has been found in a variety of applications such
as single-pixel camera, missing pixels image recovery, medical imaging and ranging (MRI),
communications, and many more. The objective in CS is to efficiently capture the important
information of the underlying signal via a small number of measurements. Then, the goal
becomes sparse signal recovery from such measurements. The general assumption here is
that such signal is compressible or sparse but the number and location of dominating non-
zeros are unknown. The focus of this dissertation is on the reconstruction stage of CS. Here,
several new Bayesian modeling and algorithms for solving the inverse problem of CS are
proposed. These algorithms are implemented using techniques such as Markov chain Monte
Carlo (MCMC), message passing, and variational Bayesian (VB) inference. The results will
be shown to outperform other state-of-the-art algorithms for most cases.
iv
The second direction of this dissertation is on the exploration problem using multiple
mobile sensors. We examine the configuration of multiple mobile sensors to explore an un-
known region. The exploration problem here trades off between two desiderata: to continue
taking data in a region known to be interesting with the intent of refining the measure-
ments vs. taking data in unobserved areas to attempt to discover new interesting regions.
Making reasonable and practical decisions to simultaneously fulfill both goals is hard and
contradictory. For this problem, a new framework is proposed. The framework employs a
Gaussian process regression model to predict the phenomenon at unseen locations. Then,
the decision-making on the trajectories of sensors is performed via an optimization problem
with a tuning parameter that balances between the two described desires. Furthermore, the
decision-maker stage will be improved using an epistemic utility controller. In epistemic
utility theory, as a decision-making framework, decisions are made via emphasis on avoid-
ing wrong decisions and favoring informationally valuable decisions rather than the more
restrictive (and sometimes inachievable) task of finding the best solution. As an applica-
tion, we investigate a surrogate example for the exploration problem using a constellation of
satellites. Here, the goal is tuning or changing the orbital planes of the constellation to find
and track the most interesting features of the phenomenon. Although the proposed problem
is applied to the placement of sensor-bearing satellites in this dissertation, the method is
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The work in this dissertation is focused on two areas within the general discipline of
statistical signal processing. First, several new algorithms are developed and exhaustively
tested for solving the inverse problem of compressive sensing (CS). CS is a recently developed
sub-sampling technique for signal acquisition and reconstruction which is more efficient than
the traditional Nyquist sampling method. It provides the possibility of compressed data
acquisition approaches to directly acquire just the important information of the signal of
interest. Many natural signals are sparse or compressible in some domain such as pixel
domain of images, time, frequency and so forth. The notion of compressibility or sparsity
here means that many coefficients of the signal of interest are either zero or of low amplitude,
in some domain, whereas some are dominating coefficients. Therefore, we may not need to
take many direct or indirect samples from the signal or phenomenon to be able to capture the
important information of the signal. As a simple example, one can think of a system of linear
equations with N unknowns. Traditional methods suggest solving N linearly independent
equations to solve for the unknowns. However, if many of the variables are known to be zero
or of low amplitude, then intuitively speaking, there will be no need to have N equations.
Unfortunately, in many real-world problems, the number of non-zero (effective) variables are
unknown. In these cases, CS is capable of solving for the unknowns in an efficient way. In
other words, it enables us to collect the important information of the sparse signal with low
number of measurements. Then, considering the fact that the signal is sparse, extracting
the important information of the signal is the challenge that needs to be addressed. Since
most of the existing recovery algorithms in this area need some prior knowledge or parameter
vi
tuning, their application to real-world problems to achieve a good performance is difficult. In
this dissertation, several new CS algorithms are proposed for the recovery of sparse signals.
The proposed algorithms mostly do not require any prior knowledge on the signal or its
structure. In fact, these algorithms can learn the underlying structure of the signal based on
the collected measurements and successfully reconstruct the signal, with high probability.
The other merit of the proposed algorithms is that they are generally flexible in incorporating
any prior knowledge on the noise, sparisty level, and so on.
The second part of this study is devoted to deployment of mobile sensors in circum-
stances that the number of sensors to sample the entire region is inadequate. Therefore,
where to deploy the sensors, to both explore new regions while refining knowledge in aleady
visited areas is of high importance. Here, a new framework is proposed to decide on the tra-
jectories of sensors as they collect the measurements. The proposed framework has two main
stages. The first stage performs interpolation/extrapolation to estimate the phenomenon
of interest at unseen loactions, and the second stage decides on the informative trajectory
based on the collected and estimated data. This framework can be applied to various prob-
lems such as tuning the constellation of sensor-bearing satellites, robotics, or any type of
adaptive sensor placement/configuration problem. Depending on the problem, some modi-
fications on the constraints in the framework may be needed. As an application side of this
work, the proposed framework is applied to a surrogate problem related to the constellation








There are many people whom I want to mention their names here. Those who have
helped me in numerous ways not only on my path through the completion of my Ph. D.
but also in the other aspects of my life. First, and foremost, I want to thank my supervisor,
Dr. Todd K. Moon, for giving me valuable guidance throughout the course of my study. His
deep insights and positive manner have always been helpful and encouraging. He has been
very patient, great encourager and supporter, and sometimes though as it should be. Next,
special thanks go to my committee members, Dr. Gunther, Dr. Budge, Dr. Swenson, and
Dr. Fels for their support and help, particularly for their patience in reading my dissertation
draft. Using this space, I should specially thank Dr. Gunther for his consistent support and
encouragement, as well. Also, special thanks to Dr. Cripps. I really enjoyed being a teaching
assistant for two of his classes.
I also would like to express my gratitude to the Utah State University, as I enjoyed
studying over there and I learned a lot.
In addition, I want to thank Dr. Hadi Malek, Mehdi Maher, Dr. Leila Esfahani,
Dr. Leila Ahmadi, Dr. Soodeh Dadras, Mahyar Aboutalebi, Irene Garousi Nejad, Masoud
Oskoui, Manijeh Nourayi, Banafsheh Nourayi, Mr. Nourayi, Amir Hossein Farzaneh, Amir
Behbahanian, Sattar Dorafshan, Vahid Kouhdaragh, Afshin Abadi, Amir Manzourolajdad,
Mohsen Jamal, Aboulfazl Javan, Reza Safa, Amir Mirzayinia and his wife Soraya, David
Neal, Andrew Pound, Mehedi Hassan, Ali Al-Hashimi, Waled Al-Dulaimi, and many more
for their friendship and encouragement.
Also, I want to thank Tricia Brandenburg, Heidi Harper, Kathy Phippen, and Diane
Buist from the ECE department.
Last, but not least, I would like to take this space to express my gratitude to my mom,
dad, and siblings for their consistent help, support, and in particular, moral support in my





ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
PUBLIC ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 BAYESIAN COMPRESSIVE SENSING OF SPARSE SIGNALSWITH UNKNOWN
CLUSTERING PATTERNS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Background and Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Literature Review on SMV and MMVs . . . . . . . . . . . . . . . . . . 10
2.1.2 Idea Behind the Proposed Algorithm . . . . . . . . . . . . . . . . . . . 13
2.2 Initial Model: Sparse Bayesian Learning for MMVs . . . . . . . . . . . . . . . 16
2.3 Clustered-Sparse Bayesian Learning . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Simulations on Synthetic Data . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Experiments on Real Data . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Convergence Diagnostic of MCMC Implementation . . . . . . . . . . . . . . . 44
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.7.1 Details on the Update Rules of O-SBL . . . . . . . . . . . . . . . . . 50
3 ON THE BLOCK-SPARSE SOLUTION OF SINGLE MEASUREMENT VECTORS 56
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 AMP-B-SBL for Solving SMV . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.1 Simulations on the Synthetically Generated Data . . . . . . . . . . . . 66
3.3.2 Simulations on Real-Data . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5.1 Factor Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5.2 Message Passing from a Function Node to a Variable Node . . . . . . 78
3.5.3 Product of Messages Passed from Function Nodes to a Variable Node . 82
3.5.4 Message Passing from a Variable Node to a Function Node . . . . . . 83
3.5.5 Estimating the Posterior on the Variables of Interest . . . . . . . . . . 84
x
3.5.6 Update Rules for the Hyper-Parameters . . . . . . . . . . . . . . . . . 85
3.5.7 Update Rule for α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.5.8 Update Rule for σ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5.9 Update Rule for θ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4 SPARSE BAYESIAN LEARNING BOOSTED BY PARTIAL ERRONEOUS SUP-
PORT KNOWLEDGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2 CSA-SBL Algorithm for Solving SMVs . . . . . . . . . . . . . . . . . . . . . . 94
4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5 SPARSE RECOVERYVIA VARIATIONAL BAYESIAN INFERENCE: BERNOULLIS-
GAUSSIANS-INVERSE GAMMA VS. GAUSSIANS-INVERSE GAMMAS MODEL-
ING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Variational Bayesian Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Bernoullis-Gaussians-Inverse Gamma Modeling and SBL-VB(BGiG) Algorithm107
5.3.1 Update Rules of SBL-VB(BGiG) Using VB Inference . . . . . . . . . . 108
5.3.2 Issues with SBL-VB(BGiG) and Study Examples . . . . . . . . . . . . 111
5.4 Gaussians-Inverse Gammas Modeling and SBL-VB(GiG) Algorithm . . . . . . 116
5.4.1 Update Rules of SBL-VB(GiG) Using VB Inference . . . . . . . . . . . 117
5.4.2 Issues with SBL-VB(GiG) and a Study Example . . . . . . . . . . . . 118
5.5 PreProcessing versus Postprocessing . . . . . . . . . . . . . . . . . . . . . . . 120
5.5.1 Preprocessing for the OSBL-VB(BGiG) Algorithm . . . . . . . . . . . 120
5.5.2 Postprocessing for the OSBL-VB(GiG) Algorithm . . . . . . . . . . . 122
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.7.1 Bernoullis-Gaussians-Inverse GammaModeling and the SBL-VB(BGiG)
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.7.2 Gaussians-Inverse Gammas Modeling and the SBL-VB(GiG) Algorithm139
6 EXPLORATION VS. DATA REFINEMENT VIA MULTIPLE MOBILE SENSORS145
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2 Theoretical Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.2.1 Gaussian Process Regression . . . . . . . . . . . . . . . . . . . . . . . 150
6.2.2 Epistemic Utility Framework . . . . . . . . . . . . . . . . . . . . . . . 152
6.3 Trajectory Determination of Mobile Sensors . . . . . . . . . . . . . . . . . . . 154
6.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.6.1 Appendix (a): Prediction Using Non-Parametric GPR for Noise-Free
Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.6.2 Appendix (b): Prediction Using Semi-Parametric GPR for Noisy Ob-
servations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
xi
7 WORK IN PROGRESS AND FUTURE WORK . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.1 Work In Progress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.1.1 SBL-VB(GiG)-OMP: The Modified Version of SBL-VB(GiG) . . . . . 179
7.1.2 C-SBL(VB) Modeling and Algorithm . . . . . . . . . . . . . . . . . . . 187
7.1.3 Adaptive Constellation Design via the Actual Trajectories and Orbit
Assignment Based on ∆V -Budget . . . . . . . . . . . . . . . . . . . . . 193
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
7.2.1 Reducing the Computational Complexity of GPR . . . . . . . . . . . . 196
7.2.2 Adaptive Constellation Design via the Actual Trajectories with Con-
straint on the Available ∆V Budget . . . . . . . . . . . . . . . . . . . 197
7.2.3 Connection of CS Algorithms to the Constellation Configuration of
Sensor-Bearing Satellites Problem . . . . . . . . . . . . . . . . . . . . . 197
8 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202




2.1 SMV case: Comparing the reconstruction performance in terms of PD −PFA
for digits 0,1,4,5,6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2 SMV case: Comparing the performance in terms of learning the clustering
pattern via the measure of clumpinesss (Σ∆) for the reconstructed digits
0,1,4,5,6. The true (Σ∆) for these digits are 208,80,166,316, and 220,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3 MMV case: Comparing the reconstruction performance in terms of PD−PFA
for digits 0,1,4,5,6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4 MMV case: Comparing the performance in terms of learning the clustering
pattern via the measure of clumpinesss (Σ∆) for the reconstructed digits
0,1,4,5,6. The true (Σ∆) for these digits are 208,80,166,316, and 220,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Behavior of αn with respect to Sigma-Delta . . . . . . . . . . . . . . . . . . . 59
3.2 NMSE and PSNR comparison in image reconstruction. . . . . . . . . . . . . . 75
4.1 NMSE and PSNR comparison in image reconstruction. . . . . . . . . . . . . . 103
5.1 Performance results of SBL-VB(BGiG) for Example 1. . . . . . . . . . . . . . 114
5.2 Performance results of SBL-VB(BGiG) for Example 2. . . . . . . . . . . . . . 115




1.1 An example of a multi-narrowband signal [1]. . . . . . . . . . . . . . . . . . . 1
1.2 An example of the SMV problem. . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Example of the MMV structure. . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Graphical model of the Bayesian formulation (2.1). . . . . . . . . . . . . . . . 17
2.3 Examples of the vector s and the corresponding (Σ∆) value. . . . . . . . . . . 22
2.4 Example showing the effect of α on the pattern of support vector s. . . . . . . 24
2.5 Graphical model of the Bayesian formulation (2.13). . . . . . . . . . . . . . . 24
2.6 Aspects of performance of the C-SBL algorithm for the SMV problem . . . . 31
2.7 Comparisons of various algorithms in the SMV case . . . . . . . . . . . . . . . 33
2.8 Aspects of performance of C-SBL for MMV (with N = 2) . . . . . . . . . . . 35
2.9 Comparison of various algorithms in the MMV case with N = 2 . . . . . . . . 37
2.10 Comparison of various algorithms in the MMV case with N = 5 . . . . . . . . 39
2.11 Results of reconstructed images for the SMV case. The first column on the left
illustrates the non-zero locations of the true hand-written digits. The other
columns from left to right show the performance in terms of supports when
using C-SBL, BSBL (h=4), PCSBL, CLUSSMCMC, MTCS, MFOCUSS, and
BPDN algorithms, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.12 Results of reconstructed images for the MMV case. The first column on the
left illustrates the non-zero locations of the true hand-written digits. The
other columns from left to right show the performance in terms of support
locations when using C-SBL, TMSBL, MSBL, MTCS, and MFOCUSS algo-
rithms, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.13 Examples showing the evolution of PSRF for the precision on the solution τ
and the measurement noise precision ε, and MPSRF for the solution vector x,
the support vector s, and the mixing-coefficient vector γ for sampling ratios
of 0.2, 0.5, and 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
xiv
2.14 Examples showing samples of the support learning vector s. The vertical axis
shows the elements of s and the horizontal axis represents the iterations. . . . 50
3.1 Factor graph for B-SMV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Performance when varying the SNR. . . . . . . . . . . . . . . . . . . . . . . . 67
3.3 Updated α for SNR=10[dB] when using AMP-B-SBL. . . . . . . . . . . . . . 68
3.4 Updated α for SNR=25[dB] when using AMP-B-SBL. . . . . . . . . . . . . . 68
3.5 Comparison of x with x̂ for SNR=10[dB]. . . . . . . . . . . . . . . . . . . . . 69
3.6 Comparison of x with x̂ for SNR=25[dB]. . . . . . . . . . . . . . . . . . . . . 70
3.7 Support recovery using AMP-B-SBL for SNR=10[dB]. . . . . . . . . . . . . . 70
3.8 Support recovery using AMP-B-SBL for SNR=25[dB]. . . . . . . . . . . . . . 71
3.9 Comparison in terms of detection rate. . . . . . . . . . . . . . . . . . . . . . . 72
3.10 Comparison of false alarm rate in support recovery. . . . . . . . . . . . . . . . 72
3.11 Comparison based on the difference between the experimental detection and
false alarm rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.12 Comparison in terms of normalized mean-squared error between the true and
estimated solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.13 True image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.14 Results of reconstructed images for OMP, BPDN, MFOCUSS, CLUSSM-
CMC, AMP-SBL, and AMP-B-SBL. . . . . . . . . . . . . . . . . . . . . . . . 75
3.15 Factor graph for the B-SMV problem. . . . . . . . . . . . . . . . . . . . . . . 77
3.16 Message passing from a function node to a variable node when there also exist
other function nodes connected to the same variable node. . . . . . . . . . . . 78
3.17 Message passing from a variable node to a function node when there also exist
other variable nodes connected to the same function node. . . . . . . . . . . . 83
4.1 Detection rate comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 False alarm rate comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3 An overall measure of performance in terms of both detection rate and false
alarm rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
xv
4.4 Comparison in terms of pattern recovery. . . . . . . . . . . . . . . . . . . . . . 101
4.5 True image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6 Results of reconstructed images for SA-SBL for different sampling ratios (M/N).102
4.7 Results of reconstructed images for CSA-SBL for different sampling ratios
(M/N). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.1 Example 1: (α0, β0) = (1.4, 2). From top to bottom, the rows show the results
of SBL-VB(BGiG) for the sampling ratio λ = 0.85, 0.75, 0.65, respectively.
The term hatscoll is the estimated support vector in each iteration of the
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2 Example 2: (α0, β0) = (0.1, 0.9). From top to bottom, the rows show the
results of SBL-VB(BGiG) for the sampling ratio 0.85, 0.75, 0.65, respectively.
The term hatscoll is the estimated support vector in each iteration of the
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3 Example 3: (α0, β0) = (0.01, 0.99). From top to bottom, the rows show the
results of SBL-VB(BGiG) for the sampling ratio 0.85, 0.75, 0.65, respectively.
The term hatscoll is the estimated support vector in each iteration of the
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4 Example 1: Performance evaluation of SBL-VB(BGiG). . . . . . . . . . . . . 116
5.5 Example 2: Performance evaluation of SBL-VB(BGiG). . . . . . . . . . . . . 116
5.6 Example 3: Performance evaluation of SBL-VB(BGiG). . . . . . . . . . . . . 116
5.7 Example 3: From left to right, we show the results of SBL-VB(GiG) for
the sampling ratio 0.85, 0.75, 0.65, and 0.50, respectively. The first row
demonstrates the estimated measurements compared with the true ones. The
second row shows the solution estimates against the true solutions. . . . . . . 119
5.8 Example 3: From left to right, we show the behavior of negative marginal-
ized log-likelihood and the precision on the noise using SBL-VB(GiG) for the
sampling ratios of 0.85, 0.75, 0.65, and 0.50. . . . . . . . . . . . . . . . . . . . 120
5.9 Performance evaluation of SBL-VB(BGiG) using grid and random Sobol search.121
5.10 (a). Performance, (b) Top 10 (α0, β0) with lowest NMSE, (c) Top 10
(α0, β0) with highest PD− PFA. . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.11 (a). Top 10 (α0, β0) with lowest NMSE vs. sampling ratio. (b) Top 10
(α0, β0) with lowest NMSE vs. sampling ratio. . . . . . . . . . . . . . . . . . . 125
xvi
5.12 Performance of SBL-VB(BGiG) and SBL-VB(GiG) . . . . . . . . . . . . . . . 126
6.1 Example showing a satellite (or a mobile sensor) trajectories in the region
under study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2 Block diagram of exploration using mobile sensors based on epistemic utility
controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.3 The satellites orbits and the region under study. . . . . . . . . . . . . . . . . . 161
6.4 True behavior of the PoI. This is an image, representing the PoI in the region
of under study for some range of latitude and longitude. . . . . . . . . . . . . 162
6.5 From (a)–(c): Initial measurements, measure of variance, and reconstruction
of PoI based on the initial observation. . . . . . . . . . . . . . . . . . . . . . . 163
6.6 From left to right, the measurements, measure of uncertainty, and the re-
construction of phenomenon based on the initial and one, two, and eleven
successive trajectories are shown for b = 1 when using (6.12). . . . . . . . . . 164
6.7 Comparison of the performance for cases 1 and 2 with b = 0.2, 0.5, 1, 2, and
b = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.8 Comparison of the performance for cases 3 and 4. . . . . . . . . . . . . . . . . 167
6.9 The rows from top to bottom illustrate the measurements, measure of uncer-
tainty, and the reconstruction of phenomenon based on the initial and eleven
successive trajectories are shown for cases 3 and 4, respectively. . . . . . . . . 168
7.1 Performance comparison in terms of the averaged NMSE. . . . . . . . . . . . 185
7.2 Performance comparison in terms of averaged PD − PFA. . . . . . . . . . . . . 186
7.3 First row illustrates the orbit dictionary, the initial and final constellation.
Second row shows the measurements, measure of uncertainty, and the sig-
nal/image reconstruction of phenomenon based on the initial twelve successive
trajectories when only taking into account the exploration desire. . . . . . . . 194
7.4 Block diagram representing the proposed adaptive-semi-walker-delta constel-
lation design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
xvii
ACRONYMS
AMP Approximate message passing
BCS Bayesian compressive sensing
BG Bernoulli-Gaussian
BGiG Bernoulli Gaussian-inverse Gamma
BP Basis pursuit
BPDN Basis pursuit denoising
CS Compressive sensing
C-SBL Clustered-SBL
DCT Discrete cosine transform




GPR Gaussian process regression
HSI Hyper-spectral imaging
LS Least squares
MAP Maximum a posteriori
MCMC Markov chain Monte Carlo
MEG Magnetoencephalography
ML Maximim likelihood
MMV Multiple measurement vector
MP Matching pursuit
MPSRF Multiple PSRF
MRI Magnetic resonance imaging
NMSE Normalized mean-squared error
NP-HARD Non-deterministic polynomial-time hard
OMP Orthogonal matching pursuit
O-SBL Ordinary-SBL
PoI Phenomenon of interest
PSNR Peak-signal-to-noise ratio
PSRF Potential reduced scale factor
RIC Restricted isometry constant
RIP Restricted isometry property
ROC Receiver operating curve
SBL Sparse Bayesian learning
SMV Single measurement vector
TEC Total electron content
VB Variational Bayes
XAMPLING Compressive sensing sampling
CHAPTER 1
INTRODUCTION
This dissertation is categorized into two research topics. In the first research direction,
the reconstruction problem of sparse or compressible signals using compressive sensing (CS)
technique is investigated. Compressibility or sparsity here means that many coefficients of
the signal of interest are either zero or of low amplitude, in some domain, whereas some are
dominating coefficients. A vector xs ∈ RN is K-sparse, if at most KN elements of this
vector are non-zero. Examples of sparsifying domain for natural signals or images can be
discrete cosine transform (DCT), wavelet, Fourier, or time domain.
CS provides new sub-Nyquist sampling techniques for signal acquisition and recon-
struction. It has been used in a variety of applications such as single-pixel camera, super-
resolution imaging, missing pixels image recovery, medical imaging, face recognition, sparse
channel estimation, blind multi-narrowband signals, audio signals, spectrum sharing RADAR,
separating foreground and background in a video recording [1–16]. For example, in [1], the
reconstruction problem of blind multi-narrowband signals from its sub-Nyquist pointwise
samples was considered under the case where the band locations are unknown. The pro-
posed approach in [1] was named Xampling i.e., compressive sensing of analog signals. They
showed that when having N narrowband signals of maximum bandwidth of B, the sampling
rate of 4NB suffices for the signal recovery, which in most cases is far less than the Nyquist
rate. Figure Fig. 1.1 illustrates an example of multi-narrowband singals [1].
Fig. 1.1: An example of a multi-narrowband signal [1].
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The objective of using CS techniques is to efficiently capture the important information
of the underlying signal from a small number of linear measurements. The main feature of
using CS is as follows. Since it is assumed that the signal of interest is sparse, it may not
be required to take many direct or indirect samples from the signal to be able to capture
the important information of the signal. Mathematically speaking, the signal acquisition
in CS is performed by constructing a sensing matrix, corresponding to the sensing device,
which should be carefully designed. More specifically, this matrix should meet the restricted
isometry property (RIP). Details on the RIP property can be found in [17]. In CS, the signal
of interest x ∈ RN is assumed K-sparse in some basis Φ, i.e., x = Φxs. The relationship
between the measurements and the underlying sparse signal is then modeled as y= Ψx or
equivalently, y = ΨΦxs, where K <M N and M =O(K log NK ). Examples of Ψ can be
matrices with elements generated randomly from Gaussian or Bernoulli distributions. The
CS model can be also represented as y=Axs, where AM×N :=ΨΦ.
Once the measurements are collected, the goal becomes reconstructing the signal under
the assumption that such signal is compressible or sparse but the number and location of
dominating non-zeros are unknown. In other words, the objective is then to reconstruct xs




‖xs‖0 s.t. y = Axs. (1.1)
Unfortunately, the optimization problem (P0) in (1.1) is non-convex resulting in a combina-
torial search, which is an NP-hard problem. The common approach then becomes replacing
l1-norm instead of l0-norm in (1.1). It has been shown that if the signal is sparse enough,
then the l1-minimization problem is a good representation of l0-minimization problem in
(1.1). The CS problem using l1-minimization is defined as
(P1) : min
x̂s∈RN





Fig. 1.2: An example of the SMV problem.
which is a convex optimization problem. However, in most practical applications, the mea-
surements are usually contaminated with noise and the signal itself may contain many
components of low amplitude. In both cases, the CS model can be redefined as y= Axs+e,
where e accounts for the noise. This problem has been referred to the single measurement
vector (SMV) problem. In Fig. 1.2, an example of an SMV problem is illustrated.
The focus of this dessertation is on the reconstruction stage of CS. Although there exist
many recovery algorithms for solving the inverse problem of CS, most of these algorithms
need some prior knowledge about the number of non-zeros in the signal, the noise level, have
tuning parameters, or need some knowledge on the structure of the non-zeros in the signal.
Usually, such knowledge is not available to us in real-world applications, which makes these
algorithms difficult to work with in order to get a reasonable reconstruction performance.
In this dissertation, several new CS algorithms based on Bayesian modeling are pro-
posed. The implementation of these algorithms have been carried out using different tech-
niques such as Markov chain Monte Carlo (MCMC), variational Bayes (VB) inference, and
message passing. Each of these techniques have their own cons and pros mainly by balancing
between the execution time against the reconstruction perfomance. The reason for the inter-
est in using Bayesian modelings is their flexibility for incorporating prior knowledge about
the structure of the solution compared to the other existing algorithms such as greedy-based
algorithms [18–20]. The proposed algorithms mostly do not require any prior knowledge on
the signal or its structure. In fact, these algorithms can learn the underlying structure of
the signal based on the collected measurements and yet successfully reconstruct the signal,
4
with high probability. Also, if some prior knowledge was available, it can be fed into these
algorithms.
In Chapter 2, a new algorithm is proposed for the recovery of jointly-sparse signals
with unknown clustered patterns for the multiple measurement vector (MMV) problem.
For the MMVs, the solution matrix, which is a collection of sparse vectors, is expected to
exhibit some sort of clustered sparsity pattern along the rows of each column as well as
joint sparsity across the columns. The notion of joint sparsity means that the columns of
the solution matrix share a common support. The proposed algorithm employs a sparse
Bayesian learning (SBL) model to encourage the joint sparsity structure across the columns
of the solution. A parameter in the model is also incorporated to account for the amount of
clumpiness in the supports of the solution in order to improve the recovery performance of
sparse signals with an unknown cluster pattern. This parameter does not exist in the other
existing algorithms and is learned via the proposed hierarchical SBL algorithm. While the
algorithm is constructed for the MMV problems, it can also be applied to the SMV problems.
The simulation results will show that the proposed algorithm is effective compared to other
algorithms for both the SMV and MMV problems.
Chapter 3 considers finding the solution of the SMV problem with an unknown block-
sparsity structure. For this purpose, a new sparse Bayesian learning (SBL) algorithm sim-
plified via the approximate message passing (AMP) framework is proposed. The AMP
framework reduces the computational load of the proposed SBL algorithm and as a result
makes it faster. Furthermore, in terms of the mean-squared error between the true and the
reconstructed solution, the algorithm demonstrates an encouraging improvement compared
to the other algorithms.
Chapter 4 considers the recovery of sparse signals with unknown clustering pattern in
the case of having partial erroneous prior knowledge on the supports of the signal is con-
sidered. In this case, a modified sparse Bayesian learning model is proposed to incorporate
prior knowledge and simultaneously learn the unknown clustering pattern. For this purpose,
we add one more layer to the support-aided sparse Bayesian learning algorithm (SA-SBL).
5
This layer adds a prior on the shape parameters of Gamma distributions, those modeled
to account for the precision of the solution elements. The shape parameters are made to
depend on the total variations on the estimated supports of the solution. The simulation
results show that the proposed algorithm is able to modify its erroneous prior knowledge on
the supports of the solution and learn the clustering pattern of the true signal by filtering
out the incorrect supports from the estimated support set.
In Chapter 5, the performance of sparse signal recovery from a set of compressively
sensed noisy measurements using variational Bayesian (VB) inference is investigated. The
framework considered here is an ordinary sparse Bayesian learning where no specific structure
other than sparsity is assumed on the underlying signal of interest. Two models on the signal
are considered, the issues of each model are studied, and the reconstruction performances
are compared. In the first model, the sparse signal is considered as the combination of
a solution vector, where each component is modeled as a Gaussian distribution with the
same precision, and the support vector, where each component is modeled by a Bernoulli
distribution. In the second model, the components of the solution are modeled by Gaussian
distributions but with different precisions. The issues of each modeling using variational
Bayes inference for only promoting the sparsity have not been investigated.
The second direction of this disseration is on the exploration problem using multiple
mobile sensors. More specifically, the configuration of multiple mobile sensors to explore
an unknown region is investigated. The exploration problem here trades off between two
desiderata: to continue taking data in a region known to be interesting with the intent of
refining the measurements vs. taking data in unobserved areas to attempt to discover new
interesting regions. Making reasonable and practical decisions to simultaneously fulfill both
goals is hard and contradictory. In this dissertation, a new framework is proposed for such
an exploration problem. The proposed framework consists of two main stages. In the first
stage, a Gaussian process regression model is employed to predict the phenomena at unseen
locations. A Gaussian process (GP) model is useful for modeling spatiotemporal data. GPs
are powerful supervised learning tools for regression problems known as Gaussian process
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regression (GPR) models [21, 22], and are also referred to as Kriging, in the geostatistics
literature [23–25]. GPR models are used here as a spatiotemporal interpolator/extrapolator
tool to predict the behavior of the phenomenon of interest (PoI) at unsampled data points.
GPs have already applied in sensor placement problems [26–31]. For example, a typical
sensor placement technique is to use the variances associated with the maximum a posteriori
(MAP) estimates of GP as a measure representing the amount of uncertainty in the region.
This results in placing the sensors at locations with the highest variance (entropy) [27,28], to
reduce the overall entropy. This characterization of the quality of sensor placements seems
to be naive due to the following reasons. The sensor placement via the measure of variance
usually forces the sensors to be placed at the borders of the region under study because
there is no measurement outside of the region and as a result the borders tend to have
very few measurements in their neighborhood. However, if we continue to perform sensor
placement successively using the entropy of the region, there is a high chance ending up
with some sort of uniform sampling (equally spaced sensor placements) in the region. This
is because the placements tend to occur at the locations far away from the visited locations
of the sensors. These criteria only fulfill the exploration goals without taking into account
refining measurements of the interesting features about the underlying phenomenon. Also,
the available budget on sensors may not allow us to have widely scattered sensor placements
in real world applications. The proposed framework is able to tackle with this issue in its
second stage referred to as a decision-maker stage.
After collecting the initial measurements over the region, the GPR model predicts the
behavior of the PoI at the unseen locations. Then, the decision-maker stage comes into place
to decide on the next set of trajectories based on the information obtained from the GPR
stage. There is a tradeoff between repeating measurements in the same (or nearby) locations
in order to refine information about that region where it is known that interesting things are
happening vs. making measurements in new locations (exploration) with the possibility of
discovering additional interesting information. There is not sufficient information to obtain
an optimal solution a priori, since the available information is local (the result of previous
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measurements) and may change over time. In order to deal with the above issues, this
work sets up the decision making based on epistemic utility theory [32–35], which forms the
second stage of the proposed framework. In epistemic utility theory, as a decision-making
framework, decisions are made via emphasis on avoiding wrong decisions and favoring infor-
mationally valuable decisions rather than the more restrictive (and sometimes inachievable)
task of finding the best solution. As an application, a surrogate example for the exploration
problem using a constellation of satellites is investigated, where the goal is tuning or chang-
ing the orbital planes of the constellation to find and track the most interesting features of
the phenomenon.
The organization of this dissertation is as follows. In Chapter 2, a basic hierarchical SBL
model is first constructed to solve the MMVs when the solution shares joint sparsity. Then
an algorithm is described which extends this basic model to account for both joint sparsity
and the unknown clustering pattern that may exist in the solution. The performance of the
new method is then compared to the other algorithms. Also, the convergence diagnostic of
the MCMC technique for the proposed algorithm is discussed.
In chapter 3, another new SBL algorithm is proposed for the block-sparse SMV problem
based on the message passing and the approximate message passing algorithm proposed
in [36] . The new algorithm uses the measure of clumpiness over the supports of the solution
(Sigma-Delta) proposed in [37,38]. The performance of the proposed algorithm is compared
against some of other existing state-of-the-art algorithms in terms of the normalized mean-
squared error between the true and the reconstructed solution.
Chapter 4 deals with the recovery of sparse signals with unknown clustering pattern
in the case of having partial erroneous prior knowledge on the supports of the signal. In
this case, a new modified sparse Bayesian learning model is proposed to incorporate prior
knowledge and simultaneously learn the unknown clustering pattern. For this purpose,
one more layer is incorporated into the support-aided sparse Bayesian learning (SA-SBL)
algorithm. This layer adds a prior on the shape parameters of Gamma distributions, those
modeled to account for the precision of the solution elements. The shape parameters are
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made depend on the total variations on the estimated supports of the solution. Based on
the simulation results, it will be shown that the proposed algorithm is able to modify its
erroneous prior knowledge on the supports of the solution and learn the clustering pattern
of the true signal by filtering out the incorrect supports from the estimated support set.
Chapter 5 begins with presenting a brief background on VB inference. Then, Bernoullis-
Gausssians-inverse Gammas modeling and Gaussians-inverse Gammas modeling for CS using
VB are described, accompanied with some motivational examples illustrating the issues with
each mdeling and algorithm. Also, a discussion on how to improve the performance for each
algorithm is provided. Then, a new algorithm based on VB inference for GiG modeling
and a modified version of OMP algorithm is proposed. Finally, the simulation results and
comparison of the current work with some other state-of-the-art algorithms is presented.
In chapter 6, some background of the GPR model is first presented. Also, decision
making based on the epistemic utility controller is described. Then, these tools are applied
to the problem of trajectory determination of mobile sensors. Finally, an example illustrating
the effectiveness of the proposed approach is presented.
Chapter 7 represents the in-progess work which has not been accomplished yet. Also,
some intuition on the direction for the future work of the study in this dissertation is
provided. Finally, Chapter 8 summarizes this dissertation.
CHAPTER 2
BAYESIAN COMPRESSIVE SENSING OF SPARSE SIGNALS WITH UNKNOWN
CLUSTERING PATTERNS
This chapter proposes a new algorithm for the recovery of jointly-sparse signals with
unknown clustered patterns for the multiple measurement vector (MMV) problem . For the
MMVs with this structure, the solution matrix, which is a collection of sparse vectors, is
expected to exhibit some sort of clustered sparsity pattern along the rows of each column as
well as joint sparsity across the columns. The notion of joint sparsity here means that the
columns of the solution matrix share a common support. The proposed algorithm employs
a sparse Bayesian learning (SBL) model to encourage the joint sparsity structure across the
columns of the solution. Also, a new parameter is incorporated in the model to account for
the amount of clumpiness in the supports of the solution in order to improve the recovery
performance of sparse signals with an unknown cluster pattern. The notion of clumpiness
here simply means that how the supports are scattered and clustered. This parameter does
not exist in the other existing algorithms and is learned via the proposed hierarchical SBL
algorithm. While the proposed algorithm is constructed for the MMV problems, it can also
be applied to the single measurement vector (SMV) problems. Simulation results show the
effectiveness of the proposed algorithm compared to other algorithms for both the SMV and
MMV problems. A discussion on the number of MCMC iterations is also provided.
2.1 Background and Introduction
Single- and multiple measurement vector (SMV and MMV) problems are computational
inverse problems in the compressive sensing (CS) area. The core idea behind compressive
sensing is the possibility of representing a sparse or compressible signal from a small set of
non-adaptive linear measurements [17, 39]. In linear CS, the P -dimensional signal x ∈ RP
is modeled by the linear equation y = Φx, where y ∈ RM is the measurement vector (with
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MP ) and Φ ∈ RM×P is a wide sensing matrix. In the CS context, it is further assumed
that x is sparse under some proper basis Ψ, i.e., x = Ψxs, where xs denotes a sparse vector.
A sparse vector contains few non-zero components. Combining the two above equations,
we obtain y=Axs, where A = ΦΨ [40]. Since the sensing matrix A is wide, the model is
underdetermined and CS instead looks for a sparse (if not the most sparse) solution x̂s such
that y=Ax̂s [41, 42]. The SMV is a CS problem when the sensing matrix A is known and
the measurements are contaminated with noise e, i.e., y=Axs + e. The case where Y and
Xs are matrices is called the MMV problem, i.e., Y= AXs+E. In the basic MMV model, it
is assumed that all the columns of the solution matrix Xs share joint sparsity, meaning that
they have the same unknown non-zero locations. Fig. 2.1 shows an example of the MMV
structure.
The problem that we address in this chapter is for the recovery of sparse signals with
an unknown cluster pattern via either SMV or MMVs. For this purpose, we provide a
new hierarchical sparse Bayesian learning model. Though the formulation and modeling
will be presented for the basic MMV, the proposed model is also applicable to SMV by
simply considering vector cases rather than matrices in the model. While the case of MMVs
where the supports change slowly over time (small changes in the location of supports in
successive columns of the solution matrix) is not the primary focus of this work, we provide
some examples to show that our algorithm still can be used for such MMV problems, as
well. Due to the applicability of our algorithm to either the SMV or MMV problems, below
we provide a literature review on both.
2.1.1 Literature Review on SMV and MMVs
Finding a sparse representation x̂s for the SMV problem is achieved practically us-
ing greedy algorithms such as matching pursuit (MP) and orthogonal matching pursuit
(OMP) [41,43], or relaxed-to-be-convex methods (such as basis pursuit de-noising (BPDN)
and In-Crowd algorithm) [44, 45], the class of Iterative Shrinkage-Thresholding Algorithms
(ISTA) and their variations such as FISTA, NESTA, ISTA-NET [46–48], or sparse Bayesian
learning (SBL) approaches [49–52]. Similarly, there exist three main approaches for solving
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Fig. 2.1: Example of the MMV structure.
MMVs. The first approach is the extended version of the greedy-based SMV solvers such
as MMV basic matching pursuit (M-BMP), MMV order recursive matching pursuit (M-
ORMP), and MMV orthogonal matching pursuit (M-OMP) [53–55]. The second approach
is relaxed-to-be-convex algorithms such as joint l2,0 approximation algorithm (JLZA) [56].
The third approach is sparse Bayesian learning (SBL) algorithms which are more flexible for
incorporating prior knowledge on the structure of the solution compared to the greedy-based
algorithms [18–20].
In some practical applications, the non-zero components of the sparse signal appear in
clusters. For the MMV case, this means that in addition to the joint sparsity structure, the
non-zeros also appear in clusters in each column of the solution matrix Xs in Y =AXs +E.
This feature has been referred to as clustered structure or block-sparsity pattern in the
literature [43,57,58]. Applications of clustered sparsity for the SMV cases arise in problems
such as gene expression analysis [59], image reconstruction of hand-written digits [60], and
audio signals using the discrete cosine transform (DCT) basis [15]. Applications of MMVs
can be found in neuromagnetic imaging [53], the reconstruction stage of Xampling (compres-
sed-sensing of analog signals) for multi-band signals [43, 57], and the direction of arrival
(DOA) estimation problem [61]. For example, in magnetoencephalography (MEG), the
goal is to investigate the locations where most brain activities are produced. The brain
activities exhibit contiguity, meaning that they occur in localized regions [58]. Therefore,
the measured signal at each snapshot can be modeled as a block-sparse SMV problem. When
taking successive and almost simultaneous snapshots from the phenomena, one expects the
block-sparsity structure to be preserved. Hence it is possible to model these activities
with a block-sparse MMV problem where the block partitions are unknown a priori. As
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another application, Mishali and Eldar [43] studied the infinite measurement vectors (IMVs)
problem. The IMV structure arises in the recovery problems involving analog signals, such
as multiband signals whose spectrum is sparse. In such problems, it is assumed that the
number of carrier frequencies and the corresponding maximum bandwidths are known while
the band location information is unavailable [1, 57]. In [43] it was proved that the IMV
problem can be reduced to an MMV, where the supports appear in pairs.
During the last decade, many greedy-based algorithms have been proposed to solve
clustered pattern SMVs such as ReMBo [43], block-OMP [62], StructOMP [63], and group
LASSO [64]. However, these algorithms are application-based and they need prior knowledge
on the block sizes or the cluster pattern.
Bayesian learning models incorporate prior knowledge on the characteristics of the un-
derlying signal. Starting with prior knowledge, these algorithms update their belief about
the underlying features of interest in an unsupervised manner based on the observations.
Regarding the sparse recovery of SMV and MMVs, existing SBL algorithms can be catego-
rized into the two following approaches. The first and most common approach to impose
sparsity on the solution is achieved by modeling each component of the solution with a zero-
mean Gaussian prior accompanied with a Gamma distribution on the precision (inverse of
variance) of the corresponding component [49, 65, 66]. In order to promote the clustered
pattern as well as sparsity in these models, different priors have been introduced on the
variance of each component of the signal [15, 51, 67]. For example in case of clustered SMV
using SBL with zero-mean Gaussian priors, Zhang and Rao incorporated intra-block corre-
lation structure (correlation structure in each block) [51]. In order to simplify the model,
reduce the complexity, and suppress the over-fitting of the parameters in the model, they
considered the same but uncorrelated underlying covariance matrix for each possible block
of the solution. The covariance matrix is updated via the expectation-maximization (EM)
algorithm. In another recent work, Fang et al. used a zero mean Gaussian prior where the
precision (inverse variance) on each component is statistically dependent on the precisions
of the corresponding component and its two immediate neighbors [15]. In [65], a Dirich-
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let process prior was imposed on the precisions of the solution components to promote the
clustering pattern.
The second SBL approach for the clustered sparse signal reconstruction is to use a spike-
and-slab prior [60,68–70]. These models have been applied to the SMV problem. Hernandez
et al., proposed the generalized spike-and-slab prior which is suitable for situations where
prior information on the groups of components in the solution (that are expected to be jointly
zero or jointly non-zero) is available [60]. Yu et al., made the spike and slab probabilities for
each solution component depend on three possible patterns of the neighbor supports [68].
The patterns depend on whether the immediate supports of each component are all active,
inactive, or only one of them is active. In [69] a Gaussian process prior was imposed on the
spike-and-slab probabilities.
2.1.2 Idea Behind the Proposed Algorithm
Here, we present a new hierarchical Bayesian learning algorithm to solve the MMV
problem for sparse signals with an unknown cluster pattern. For the clustered sparse signals
in the SMV, the joint sparsity structure does not exist. But, by replacing the measurement
and solution matrices with vectors, the proposed model turns into a model for clustered
pattern SMV problem. Our model falls within the second sparse Bayesian modeling category
mentioned earlier i.e., the spike-and-slab-like prior. We first establish a simple hierarchical
Bayesian model for solving the general form of the MMV problem. In this initial model,
we use Bernoulli-Gaussian prior, which approximates the spike-and-slab prior, but in a
sense that instead of employing spikes in the model, we have a binary vector that is to
be learned to determine the supports of the sparse solution. Related algorithms can be
found in [14,68,71]. In terms of Gaussian-Bernoulli modeling of the sparse signal, our initial
model is close to the simplified form of [68,71] and in terms implementation, it uses MCMC
implementation with Gibbs sampler techniques as in [14, 68]. A binary matrix was used as
a part of the Bayesian modeling in [14] for separating the foreground (sparse) component
and the background (low-rank) component from the collection of noisy frames of a video
recording. The difference between our initial model and [14] is that here we use a binary
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vector to learn the supports of the solution for the MMV problem with the joint sparsity
structure. However, this initial model only favors the sparse solutions without any feature
to promote the clustering pattern. The main reason for defining this model appears later in
this chapter when we modify the model to promote not only sparsity but also to account
for the clustered structure that may exist in the solution. The main contribution in this
work is related to the modified model, where a total variation-based prior on the support
vector of the solution is imposed to promote the clustering patter. This prior is essentially
the one-norm of the discrete gradient of the support vector s. This hyperprior incorporates
a parameter to account for the measure of contiguity, or “clumpiness,” in the supports of the
solution. This parameter acts like a knob that determines the overall amount of clumpiness
in the supports of the solution. Assigning a large value to the hyperparameter represented
by this knob encourages the overall supports of the solution to have fewer on/off transitions,
that is, more contiguity of clustering in the supports. Setting the parameter to a small value
allows for having many transitions along the components of the support learning vector.
Similar to the other parameters, this parameter is also to be learned via our hierarchical
SBL algorithm. Previously developed algorithms do not have this control parameter for
learning the pattern via the measure of overall clumpiness over the solution.
Our proposed algorithm differs from [15] in three aspects. First, our model can be
readily applied to either SMV or MMV problems while the original PC-SBL algorithm
proposed in [15] solves for the clustered pattern SMVs. Although it has been recently
extended via generalized approximate message passing (GAMP) to solve for the 2-d problems
[72], it needs some extra modifications to be used for the MMVs. Secondly, our model uses
Bernoulli-Gaussian prior and it promotes the clustering pattern by adding hyperpriors on the
supports of the solution, while in [15] this task is performed on the variances of the solution
components. Finally, our model makes decisions on each support based on both the status
of the nearest components and the effect of the overall number of transitions in the supports
rather than only the immediate nearest neighbors. Therefore, our algorithm has more control
on determining the supports. Yu et al. [68] used the spike-and-slab prior model and forced
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each mixing weight to depend on one of the three different possible active/inactive patterns of
its immediate neighboring supports. This idea comes from the k-nearest neighbor approach
in the clustering problems. Our approach differs from [68] due to the first and third reason we
provided earlier for [15]. Tibshirani et al. present an algorithm for SMVs referred to as fused-
lasso algorithm [59]. The fused-lasso algorithm promotes both sparsity and smoothness in
the solution. In this algorithm, the smoothness is promoted by incorporating the absolute
value of the difference between the estimated values of the successive components of the
solution. In contrast, our proposed algorithm promotes sparsity and is able to learn the
clustering pattern that may exist in the supports of the solution. The clustering pattern is
learned by using the summed absolute value of the differences in the supports (our sigma-
delta function), which distinguishes these algorithms. More specifically, we incorporate a
total variation-like prior on the support vector of the solution rather using such a prior on
the solution vector itself. Recently, Fang et al. [52], proposed the SA-SBL algorithm, which
is useful for the cases where a mixed erroneous set including a portion of the true and false
supports is available. Our proposed algorithm does not assume such prior information.
Finally, there are some SMV solvers that use the spike and slab prior model where the
slab is modeled by a Gaussian scaled mixture model instead of just one Gaussian distribution
[73]. It turns out that using this model can provide a better estimate of the underlying
distribution of the non-zero elements. However, using this model increases the number of
parameters to be learned even when we have only one mixing probability parameter to learn
the supports. In [73], for the purpose of reducing the complexity of the algorithm, the
expectation-maximization algorithm using approximate message passing is employed. Our
measure of clumpiness can also be incorporated in this model to promote the clustering
pattern as well as sparsity, simultaneously.
Part of the current work was presented in [37].
This chapter is organized as follows. In Section 2.2, we construct a basic hierarchical
SBL model for solving the MMVs when the solution shares joint sparsity. Section 2.3 de-
scribes our main proposed algorithm which extends this basic model to account for both
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joint sparsity and the unknown clustering pattern that may exist in the solution. In Section
2.4, we illustrate the performance of our proposed work compared to the other algorithms.
Finally, Section 2.5 discusses the convergence diagnostic of the MCMC technique for the
proposed algorithm. Section 2.6 presents conclusions.
2.2 Initial Model: Sparse Bayesian Learning for MMVs
As an initial model, here we construct a hierarchical sparse Bayesian learning (SBL)
algorithm for the sparse recovery of basic MMVs with the joint sparsity structure that is
expected to occur across the columns of the solution matrix. The model can also be applied
to the SMV problem by simply removing the joint sparsity structure and replacing the
measurement and solution matrices with vectors. As discussed earlier, this model serves as
the initial model which we will modify in Section 2.3 for the clustered pattern sparse signals.
We refer to this SBL algorithm as ordinary SBL (O-SBL).
The supports of the solution are modeled by the binary vector s. Therefore, the sparse
solution is described by s ◦ X, where s and X account for the support and the solution-
values, respectively, and ◦ denotes element-by-element multiplication (Hadamard product)
applied across the columns of X. Therefore, the model for the MMV problem is
Y = A(s ◦X) + E, (2.1)
where Y ∈ RM×N , A ∈ RM×P , s ∈ {0, 1}P×1, X ∈ RP×N , and E ∈ RM×N . The matrix Y
contains N columns of observed noisy data, A denotes the known sensing matrix, s is an
unknown binary support-learning vector, X is an unknown solution-values matrix, and E
represents the noise in the measurements. In the product s ◦X, when N > 1, the support
vector s deals across the columns of X. In other words, the term s ◦X is simply equivalent
to diag{s} ·X, where ‘·’ is the regular matrix product and diag{·} creates a diagonal matrix
from its argument vector.
A representation of a hierarchical Bayesian graphical model of the problem used in
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Fig. 2.2: Graphical model of the Bayesian formulation (2.1).
observations and the small solid nodes represent the hyperparameters. Each unshaded node
denotes a random variable (or a group of random variables) [74]. The support-learning
component s in (2.1) is a binary vector and we model the elements of s as Bernoulli random
variables, whose probabilities are governed by the prior γ = [γ1, γ2, . . . , γP ]T ; that is,
sp∼Bernoulli(γp), γp∼Beta(α0, β0), p=1, . . . , P. (2.2)
In order to favor the sparsity structure in s, on the basis of experimentation we set α0 = 10P
and β0 = 1−α0, as suggested in [14].
The columns of the solution-value matrix X = [x1, . . . ,xN ] in (2.1) are assumed to be
drawn i.i.d. according to the normal-gamma distribution
xn∼N (0, τ−1IP ), τ∼Gamma(a0, b0), n= 1, . . . , N, (2.3)
where a0 and b0 denote the shape and rate of the Gamma distribution, respectively. For the
purpose of reducing the model complexity, we use the same precision τ for all the components
of X. Moreover, due to the lack of prior knowledge on the entries of X, we experimentally
set the hyper-parameters in (2.3) to a0 = b0 =10−3, endowing X a priori with a fairly high
variance.
The entries of the noise component E are assumed to be drawn i.i.d. from a Gaussian
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distribution with the precision ε−1. In our model, the precision ε−1 is unknown and will be
learned via inference, so that
emn ∼ N (0, ε−1), m = 1, . . . ,M, n = 1, . . . , N,
ε ∼ Gamma(θ0, θ1).
(2.4)
The hyper-parameters in (2.4) are set to θ0 = θ1 = 10−3. This setting may vary under the
desired precision or prior knowledge on the noise variance.
Referring to the graphical model in Fig. 2.2, the joint probability distribution of model
can be written as





p(s|γ)p(γ;α0, β0)p(τ ; a0, b0)p(ε; θ0, θ1).
(2.5)
The marginalized posterior distributions for the variables of interest are represented
below. In these descriptions, conditioning on −, as in (sp|−), is used to denote the inference
on sp conditioning upon all relevant variables (including the observations).















n ) and q0 = 1− γp.
In the above equation, ỹ−pn = [ỹ−p1n , ..., ỹ
−p
mn]T and the term ỹ−pmn is defined as ỹ−pmn =
ymn −
∑P
l 6=p amlslxln. For more detail, please see the Appendix 2.7.1.
• (γp|−) ∝ p(sp|γp)p(γp;α0, β0)
∝ γspp (1− γp)1−spγα0−1p (1− γp)β0−1
Therefore, (γp|−)∼Beta(α0 + sp , β0 + 1− sp).
• (xpn|−)∼N (µxpn ,Σxpn), where µxpn =εspΣxpnaTp ỹ
−p
















F ), where ‖.‖F denotes the Frobenius
norm. Finally,












One can derive the inference on the other parameters by following the same approach as
described in the Appendix.
In the implementation, the above posterior densities are approximated via Markov
chain Monte Carlo (MCMC) using Gibbs sampling. The idea behind this approach is to
approximate each posterior density by a collection of samples drawn iteratively from the
conditional posterior distribution of the corresponding random variable given the most recent
estimated values of all the other parameters [14]. The pseudocode description the O-SBL
algorithm is represented below.
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O-SBL Algorithm:
{Θ(i)}Ncollecti=1 = O-SBL(Y,A,Θ0, Nburn-in, Ncollect)
For Iter = 1 to Nburn-in +Ncollect
% Support-learning vector component
For p = 1 to P
ỹ−pmn = ymn −
∑P
l 6=p amlslxln, ∀m = 1 to M,∀n = 1 to N















(sp|−) ∼ Bernoulli( q1q0+q1 )
% Solution-value matrix component
For l = 1 to P







ỹ−ln = yn −A(s ◦ xn) + slxl,nal, ∀n = 1 to N
(xl,n|−) ∼ N (µ̄T ỹ−ln ,Σx), ∀n = 1 to N
End For {l}
(γp|−) ∼ Beta(α0 + sp , β0 + 1− sp)
End For {p}










Θ(Iter−Nburn-in) ← Θ, ∀Iter > Nburn-in
End For {Iter}
In the above algorithm, the term Θ0 contains the set of initial values of the parameters
of interest. The initialization of the parameters is performed by drawing random samples
from the corresponding prior distributions defined in (2.2) to (2.4). We then run the O-SBL
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algorithm for the number of Nburn-in iterations. Nburn-in is set experimentally based on the
number of iterations required for reaching the stable Markov chain. We do not collect any
samples during the burn-in period. Once the algorithm iterates forNburn-in times, we perform
Ncollect more iterations to collect the set of samples. For example, the estimate of the solution




X̂ [n] denotes the collected samples for the solution matrix obtained from the corresponding
approximated posterior distribution at the nth iteration. As an alternative, one may use
the samples obtained at the last iteration of the collection period as the estimate of the
variable of interest. For example, X̃ = X̂ [Ncollect]. The convergence issue of the MCMC for
the algorithm will be discussed in Section 2.4.
2.3 Clustered-Sparse Bayesian Learning
In this section, we modify the initial SBL model described in Section 2.2 to improve the
support recovery performance of MMVs for the clustered sparse signals. We assume that the
columns of the solution matrix are jointly sparse and each of the vectors might have groups
of clumps i.e., groups of adjacent non-zero terms. Following [75], we measure the amount of
clumpiness in the support-learning vector s by the absolute sum of the differences between




|sp − sp−1|. (2.7)
There exist fewer transitions in s, corresponding to a smaller Σ∆, when the supports of
the solution have a clustered pattern compared to unstructured distribution of supports. In
Fig. 2.3, we illustrate some examples for the binary vector s followed by the corresponding
Σ∆ value. For example, a constant vector s (s = 0 or s = 1) has a Σ∆ equal to 0. In
Fig. 2.3, the indices with active supports are shown by shaded cells. The Σ∆ measure is
used to establish a prior probability which encourages sparsity. This task is accomplished
by setting the prior for the support-learning vector s proportional to e−α(Σ∆)(s) for some
α> 0. The parameter α specifies the significance of the clumpiness in the supports. Large
values of α encourage more contiguity in the supports of s, while small values of α result in
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Fig. 2.3: Examples of the vector s and the corresponding (Σ∆) value.
accepting many transitions along the elements of s. We model the prior on the elements of
the support-learning vector s as follows






−α(Σ∆)k,pBinomial(Σk,p, P, γp), k ∈ {0, 1}, (2.9)





that is, it is the sum over all the elements of s in the case when we force sp = k. In other
words, Σk,p is the number of active elements in s for the case where the pth component of
s is set to be 1 (active, via k=1) or 0 (inactive, via k=0). For example, Σ1,5 =1+
∑P
p 6=5 sp.
Also, in (2.9) the term (Σ∆)k,p is the measure of clumpiness evaluated via (2.7) for the case
of forcing the pth component of s equal to k. This measures how the status of sp affects the
contiguity over the supports of the solution. For example, (Σ∆)0,5 =
∑P
p=2 |sp− sp−1|, when
we force s5 =0. This measures how the inactive status of s5 affects the contiguity over the
supports of the solution. The term Ωp in the prior on the support learning vector s (2.8)
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can be further simplified into










,∀p = 1, . . . , P, (2.11)
and
(Σ̄∆)p=(Σ∆)0,p−(Σ∆)1,p, ∀p = 1, . . . , P. (2.12)
Roughly speaking, this distribution favors drawing sp = 1 if this draw reduces (Σ∆)1,p.
Let’s define c̄p :=(1−γp)/(γp) and ζp :=Σ1,p/(P−Σ0,p)e−α(Σ̄∆)p , and thus Ωp = 1/(1+ c̄pζp).
If we set ζp=1 in Ωp, then the prior on sp would be only governed by c̄p. In this case, Ωp in
(2.10) will be simplified into Ωp=γp, which is the same prior as we had earlier in (2.2). This
prior only tends to promote sparsity without favoring the clustered pattern supports. By
contrast, setting c̄p=1 in Ωp, for a sufficiently large value of α and (Σ̄∆)p>0, favors clustered
pattern supports, which may lead to non-sparse solutions. Therefore, by incorporating both
cp and the exponential term in the prior on sp, defined in (2.10), the supports exhibit a
trade off between sparsity and clustering.
In Fig. 2.4, we demonstrate the effect of α defined in (2.9) and its role in the prior
(2.10) on the support learning vector s. The figure shows draws of s according to (2.10)
using (2.11) and (2.12). Larger values of α result in lower Σ∆(s), meaning that the support
vector s will tend to have fewer transitions along its components. In other words, larger
values of α promote clustering pattern in s and vice versa when α is estimated.
We employ a Gamma prior α ∼ Gamma(a1, b1) on α, where a1 and b1 are hyperpa-
rameters denoting the shape and rate of the Gamma distribution, respectively. We set
a1 = 2 × 10−3 and b1 = 10−3 in our simulations. With these priors, the joint probability
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Fig. 2.5: Graphical model of the Bayesian formulation (2.13).
distribution for the complete model becomes











p(γ|s, α0, β0)p(α; a1, b1).
(2.13)
The modified graphical model for the clustered pattern MMVs is shown in Fig. 2.5. Below,
we describe the inference on the variables which are modified by (2.13) compared to (2.5).
The inference on the other variables and parameters in the model is the same as those we
described in Section 2.2.
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Posterior for sp
















where Ωp was defined in (2.8). Using the fact that sp is a binary random variable, the
posterior inference on sp can be simplified to























































p(ωk,p|Σk,p, γp, α, s).









Update Rule for α
Using the joint probability distribution of the complete model (2.13) and discarding the













Due to the complicated nature of (2.17), we estimate α based on the current value of all the




MAP |Y,X[t],s[t],Θ[t] = arg maxα Lα|Y,X[t],s[t],Θ[t] , (2.18)
where Lα is obtained by taking the logarithm of (2.17), and is defined as












and may be further simplified into



















1 + 1cp e
α(Σ̄∆)p
= 0.
The maximum a posteriori point estimate of α conditioned on the measurements and






















This update is computed at each iteration of the MCMC approach.
As an alternative approach, one can set α to a fixed predefined value. If under some
prior knowledge, no clustering pattern is expected in the solution, one can set α to a small
value close to zero. In case of expecting highly clustered solution, we recommend to set
α0.
Remark 2.1: In [37], we estimated the marginal posterior inference on γp by (γp|−) ∼
Beta(α0+sp, β0−sp), ∀p=1, . . . , P. The idea behind the above update rule was the assumption
of having a directed link from the node γp to the node sp in Fig. 2.5. However, in (2.16)
we have removed this assumption and directly found the inference based on the relationship
between the variables that we have in Fig. 2.6. Also, we have provided an analytical
approach for the update rule of α, rather than the empirical approach discussed in [37].
Below we provide a pseudocode description of our algorithm, referred to as C-SBL,
which will work for the clustered patterns of either SMV or MMV data.
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C-SBL Algorithm:
{Θ(i)}i=1 to Ncollect = C-SBL(Y,A,Θ0, Nburn-in, Ncollect)
For Iter = 1 to Nburn-in +Ncollect
% Support-learning vector component
For p = 1 to P
ỹ−pmn = ymn −
∑P






















(sp|−) ∼ Bernoulli( 11+cpkpe−α(Σ̄∆)p )
% Solution-value matrix component
For l = 1 to P







ỹ−ln = yn −A(s ◦ xn) + slxl,nal, ∀n = 1, . . . , N




α0 + 1 + 2
∑P















α : obtained from solving (2.21) for α[t+1]
Θ(Iter−Nburn-in) ← Θ, ∀Iter > Nburn-in
End For {Iter}
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Similar to the O-SBL algorithm, we perform MCMC inference in the implementation
of the C-SBL using Gibbs sampling for all the variables and parameters of the model. The
convergence diagnostic of the MCMC technique to decide on the number of burn-in iterations
for the variables of interest will be discussed in Section 2.4.
2.4 Simulation Results
We compare our algorithm with other algorithms on both synthetic/simulated and real-
world data for SMV and MMVs.
2.4.1 Simulations on Synthetic Data
We first compare the proposed algorithm with other algorithms for the SMV problem
i.e., N = 1. We then consider the MMV problem (2.1) for the case where the number of
columns in the solution matrix X is N = 2, 5. In this case, we compare the performance of
our algorithm with other existing algorithms that are devised for solving the MMV problem.
Performance for the SMV Problem
Each trial, generated independently, is constructed as follows. We consider the solution
vector x ∈ R100, i.e., P = 100 and N = 1. The supports of the true solution are drawn
randomly so that the support vector s exhibits a random clustered sparsity pattern. The
total number of non-zeros in the solution is set to 25 for all the trials. The nonzero elements
of the solution vector x at the active supports of s are drawn i.i.d. from a zero mean
Gaussian distribution with variance σ2x=1. For each trial, the entries of the sensing matrix
A∈RM×100 are drawn i.i.d. from a zero mean Gaussian distribution with variance 1, and
then we normalize A with respect to its columns. We vary the number of measurementsM to
show the performance as the ratio λ=M/P changes. The elements of the noise component
are drawn i.i.d. from a Gaussian distribution em ∼N (0, σ2). The SNR for all trials is 25
dB and is defined as SNR= 20 log10(σx/σ). Finally, the measurement y is computed from
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y=Ax+ e. The data described above were generated for 200 trials.
We demonstrate the recovery performance of the algorithms using both probabili-
ties of support recovery and also mean squared error. The probability of correct de-
tection of a support location (probability of detection) PD and the probability of (erro-
neously) detecting a support location where there is none (probability of false alarm) PFA,
respectively defined as PD = (#Correct detections)/(#Possible correct detections), PFA =
(#Falsedetections)/((#Possible detections)− (#Correct detections)). A successful reconstruc-
tion is reported when all the supports of the true solution are recovered. This essentially
evaluates the performance of the algorithm in terms of detection. We also evaluate the
performance using normalized mean-squared error defined as




where x̂ is the estimated solution.
Figures 2.6(a) – (d) demonstrate aspects of performance of the C-SBL algorithm. De-
tails on setting the Nburn-in period are in Section 2.5. In Fig. 2.6(a), we demonstrate the
performance of C-SBL using receiver operating characteristic (ROC) curves as the number
of measurements, and equivalently the ratio λ=M/P , varies. In Fig. 2.6(a), we observe
that for λ > 0.4 (M > 40, P = 100), C-SBL successfully finds all the supports of the true
solution with reasonably low false alarm rate. In other words, the algorithm produces very
high performance when the number of measurements becomes almost twice the number of
true non-zeros in the solution (the true number of non-zeros was set to 25). Fig. 2.6(a) does
not show how the decisions on the supports for a desired performance can be made using
the collected samples. Therefore, in Fig. 2.6(b) – (d) we also illustrate the performance of
C-SBL vs. the threshold, where the threshold is defined as follows. We average over all of
the Ncollect collected samples of the support learning vector, where each component belongs
to {0, 1}. Then, those indices in the resulting vector that contain values greater than the
threshold are chosen as the estimated supports of the solution. (Setting the threshold to
0.5 results in the sample mean of the collected samples.) In Fig. 2.6(b), we illustrate the
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(a) Empirical ROC. (b) Detection rate PD.
















































(c) Support recovery PD − PFA. (d) NMSE (dB).
Fig. 2.6: Aspects of performance of the C-SBL algorithm for the SMV problem
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detection rate vs. the threshold as the ratio M/P changes. Notice that if we decide on the
supports based on all the samples obtained in both burn-in and collected periods, then the
detection rate would become zero for the threshold of 1 for all λ. As another way of evalu-
ating the performance, we also show the difference between detection rate and false alarm
rate of C-SBL vs. the threshold in Fig. 2.6(c). This figure essentially combines information
about the ROC, threshold change, and the effect of varying the ratio λ on the performance
of C-SBL. The higher PD−PFA becomes, the higher performance the algorithm possesses.
This is due to the fact that a reasonable performance requires high detectin rate and low
false alarm rate in support recovery, simultaneously. In Fig. 2.6(c), we see that there is a
threshold of around 0.5, where PD − PFA has a peak for λ≤ 0.4. For the case of λ> 0.4,
C-SBL reaches its highest performance within a wide range of threshold of approximately
[0.1, 0.9]. This verifies that estimating the support learning vector based on the sample
mean (threshold of 0.5) provides a high performance for all λ. Finally, Fig. 2.6(d) shows
the C-SBL behavior in terms of normalized mean-squared error, defined in (2.22), vs. the
threshold. We see in Fig. 2.6(d) that the error term for each λ remains almost constant
regardless of the threshold. This means that one can take a threshold which leads to a very
high detection rate, even for a very low number of measurements, without any major change
in terms of the error. However, according to Fig. 2.6(a) and Fig. 2.6(c), different choices of
the threshold will result in a different false alarm rate. Also, we see in Fig. 2.6(d) that once
the number of measurements becomes around twice the sparsity level (λ≥ 0.5), the error
becomes almost negligible.
We now compare the performance of C-SBL and O-SBL with other algorithms, specifi-
cally: CLUSS-MCMC [68], OMP [41,76], MFOCUSS [53], BSBL [20,51], MSBL [19], BPDN-
group using SPGL1 solver [77], single-task version of MTCS [66, 78], and PC-SBL [15, 79].
For the simulation purposes, we generated the elements of the true solution, the sensing
matrix, and the measurement noise in the same way as described earlier in this section. The
performance is then evaluated via averaging over 200 trials. In all of the algorithms, we
discarded those estimated elements in the solution with the amplitude less than 0.01 from
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(a) Detection rate PD. (b) False alarm PFA.


















































(c) Support recovery PD − PFA. (d) NMSE (dB).
Fig. 2.7: Comparisons of various algorithms in the SMV case
the support set. In Fig. 2.7(a) — (d), the results for the O-SBL and C-SBL algorithms are
based on the sample mean of the collected samples i.e., threshold of 0.5, as was demonstrated
in Fig. 2.6(a) — (d).
In Fig. 2.7(a), we demonstrate the empirical results of detection rate vs. the ratioM/P .
We see in Fig. 2.7(a) that C-SBL provides the best performance in terms of detecting the
true supports of the solution. In Fig. 2.7(b) the empirical results in terms of false alarm
rate in support recovery is illustrated, where we see that for M/P < 0.35 our algorithm
has a higher false alarm rate in support recovery at the cost of providing higher detection
rate within the same range for M/P . However, one can set a larger value of threshold for
M/P <0.35 in order to get a much lower false alarm rate in support recovery at the cost of
getting lower detection rate (See Fig. 2.6(a)—(b)). In contrast, the rate for C-SBL, O-SBL,
CLUSS-MCMC, and MTCS become almost the same and with the lowest values.
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Fig. 2.7(c) shows the performance comparison of the algorithms in terms of the trade
off between the detection rate and false alarm rate in support recovery, in which PC-SBL
shows slightly better performance for M/P < 0.35. However, C-SBL outperforms all the
other algorithms for M/P >0.35. Moreover, we can definitely see the effect of incorporating
our measure of clumpiness in the supports by comparing the performance of C-SBL with O-
SBL. Finally, Fig. 2.7(d) illustrates the comparison of NMSE between the true and estimated
solution. We observe that C-SBL provides lower error among the other algorithms for a wide
range of M/P .
Remark 2.2: The codes for BSBL, MSBL, and MFOCUSS were obtained from [80]. For
BSBL, the noise flag was set to 2 (small noise) and the block-size of h= 2 was considered.
For MSBL, we activated the option for learning the tuning parameter and initialized it by
the true noise variance. For the MFOCUSS algorithm, the regularization parameter was
set to 10−3. Based on some initial experiments, we decided to use the default settings for
CLUSS-MCMC [81] and PCSBL [79]. The parameters of Gamma prior on the noise variance
for MTCS [78] were both set to 1.
Remark 2.3: It has been very common in the literature to demonstrate the performance
primarily on NMSE, so that the successful recovery is reported when the NMSE becomes
lower than some pre-defined value. In that sense and by referring to Fig. 2.7(d), we see that
our algorithm provides the highest success rate for a wide range of M/P . In addition, our
algorithm demonstrates good performance on an ROC plot, showing high detection against
the false alarm rate.
Performance for the MMV Problem with N=2
We first demonstrate the performance of C-SBL in terms of detection rate and false
alarm rate in support recovery as the ratio M/P varies. Also the performance in terms of
NMSE is considered. Similar to the SMV case, we generate 200 independent trials and then
average over all the obtained results. In Fig. 2.8, we depict the overall performance of the
C-SBL algorithm.
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(a) Empirical ROC. (b) Detection rate PD.

















































(c) Support recovery PD − PFA. (d) NMSE (dB).
Fig. 2.8: Aspects of performance of C-SBL for MMV (with N = 2)
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Fig. 2.8(a) displays ROC curves. Comparing the results demonstrated in Fig. 2.6(a)
with Fig. 2.8(a), we see that increasing the number of columns in the solution from N = 1
to N = 2 provides considerable improvement in the support recovery, as expected. Fig.
2.8(b) illustrates the detection rate of C-SBL for the MMVs (with N = 2) vs. different
threshold values. According to Fig. 2.8(b), we observe that that once M/P ≥ 0.4 (over
40% compression and the sparsity of 25), almost full success in support recovery is attained
regardless of the selected threshold value. The difference between detection rate and false
alarm rate of C-SBL vs. the threshold is shown in Fig. 2.8(c), in which we see that there is
a threshold of around 0.5, where PD−PFA has a peak for λ≤0.4. For λ>0.4 in the MMV
case, C-SBL reaches to its highest performance almost regardless of the chosen threshold
value. Therefore, we make a decision on the supports based on computing the sample mean
i.e., setting the threshold equal to 0.5. In Fig. 2.8(d), we illustrate the behavior of the
NMSE vs. the threshold for the clustered MMV problem using the C-SBL algorithm.
Finally, Figures 2.9(a) – (d) compare the performance of C-SBL against the other
algorithms. We compare the results of C-SBL with the following algorithms: MFOCUSS [53],
MSBL [19], T-MSBL [82,83], and MTCS [66]. Notice that T-MSBL is devised for correlated
signals while our model does not account for this feature. We should emphasize that MTCS
does not promote clustering pattern in the solution. However, it serves as a baseline for
our comparisons. For the purpose of providing fair comparisons, here we consider two set
of simulations. Our setup for the simulations is similar to the SMV case, as was described
earlier. The only difference is in generating the true solution matrices. In the first case, we
generate uncorrelated columns for the solution matrices. In the legend of Figures 2.9(a) –
(d), the uncorrelated cases are denoted by ρ = 0. In the second case, the columns of the
solution matrix for each trial are correlated with the correlation factor of ρ=0.85.
Fig. 2.9(a), illustrates the detection rate in support recovery for clustered pattern
MMVs (with N = 2), in which we observe that C-SBL has the highest performance among
the other algorithms for the uncorrelated case. Also, we observe that C-SBL competes with
T-MSBL for the correlated case. In Fig. 2.9(b), it is clear that C-SBL provides lower false
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(a) Detection rate PD. (b) False alarm rate PFA.













































(c) Support recovery PD − PFA. (d) NMSE (dB).
Fig. 2.9: Comparison of various algorithms in the MMV case with N = 2
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alarm rate in terms of support recovery compared to the MSBL and T-MSBL algorithms.
The best performance belongs to MTCS, but it provided the lowest performance in terms
of detection rate as was shown in Fig. 2.9(a). For overall comparison, Fig. 2.9(c) shows
the simulation results in terms of the difference between the detection rate and false alarm
rate in support recovery when varying the ratio M/P . According to Fig. 2.9(c), the overall
performance of C-SBL is higher than the other algorithms. The NMSE comparisons are
illustrated in Fig. 2.9(d), where we see that C-SBL provided the lowest error. According to
Fig. 2.9(a)—(d), C-SBL is more successful than the compared algorithms in terms of both
support recovery and estimating the non-zero values of the true solution.
Performance for the MMV Problem with N=5
Here we perform simulations on synthetically generated data in the same way explained
previously except setting N = 5. The burn-in and collection periods of C-SBL were set to
2000 and 1000, respectively. Fig. 2.10 illustrates the performance comparison results for
both the uncorrelated case (ρ = 0) and the correlated case (with ρ = 0.85).
Interpretation of the results for the uncorrelated case
According to Fig. 2.10(a), the best performance in terms of the difference between the
detection rate and false alarm rate among the other algorithms (with ρ=0) belongs to the
C-SBL algorithm. The lowest performance belongs to FOCUSS, where as the sampling ratio
becomes greater than 0.4, FOCUSS starts to activate more components in s. As a result, the
false alarm rate increases and this yield to the smaller PD−PFA. For instance, for sampling
ratio of 1, all the components of s are active, resulting in PD−PFA = 0. Notice that the
performance of FOCUSS would be still acceptable if the NMSE for high sampling ratios
would have became very low, meaning that the wrongly determined supports were having
very low amplitudes. But, according to the error curve of FOCUSS in Fig. 2.10(b), this
has not happened, meaning that MFOCUSS crashed for moderately high and high sampling
ratios. For sampling ratios λ > 0.5, the best performance in terms of PD − PFA belongs
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(a) Detection rate PD. (b) False alarm rate PFA.











































(a) Support recovery PD − PFA. (b) NMSE (dB).
Fig. 2.10: Comparison of various algorithms in the MMV case with N = 5
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to both C-SBL and MTCS. Notice that they were both able to provide almost full support
recovery. However, for low sampling ratios like λ≤ 0.4, the best support recovery belongs
to C-SBL. For example, for λ = 0.2, the C-SBL provided PD−PFA of around 0.7, while
the other algorithms provided values less than 0.4. This should justify the merit of the
C-SBL algorithm. As the conclusion, C-SBL demonstrates the best performance in support
recovery for the uncorrelated case.
The comparison of the error between the true and estimated solution is shown in Fig.
2.10(b). According to this figure, C-SBL provides the lowest error for most possible range
of λ (λ∈ [0.05, 0.25) ∪ [0.45, 1]) for the uncorrelated case.
Interpretation of the results for the correlated case
For the correlated case, Fig. 2.10(a) shows that C-SBL performed a little bit better than
the two other compared algorithms in terms of support recovery. It worth reemphasizing
that the proposed C-SBL model does not account for the correlation that may exist across
the columns of X. According to Fig. 2.10(b), MTCS, T-MSBL, and C-SBL have almost the
same overall performance in terms of error.
Remark 2.4: Our main interest driving the current work is to improve the performance in
learning the true underlying supports of the sparse signals. The merit of our algorithm is
that it provides two sets of information about the solution, one on the supports (s) and the
other on the non-zero values (X). Therefore, it allows making the decision based on either
the combination of X and s, or based on s and then solve for Xnp in the reduced dimension
determined by the active components in s.
2.4.2 Experiments on Real Data
We further evaluate the performance of the algorithms in reconstructing images of
hand-written digits. The data set that we use is obtained from the well-known MNIST
data set [84]. MNIST consists of 70,000 gray-scale images of 28× 28 of hand-written digits.
Experiments are conducted on a randomly chosen set of hand-written digits from ‘0’ to ‘9’
from this data set, where only some of the obtained results are shown here. The original
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images are scaled up to become images of size 100 × 100 pixels. The pixel values were
normalized to be within [0, 1]. Then, the pixel values were subtracted from 1, and those
with value of less than 0.3 were set to zero. This setting is more general than some other
works on MNIST where binary pixel values were considered [85, 86]. The corresponding
matrix representing the pixel values of each image is then treated as the true sparse signal
of interest, denoted by the true solution matrix X.
Performance for the SMV Case
For the SMV case, we solve each column of X for each digit one at a time. The
number of measurements for each column of X is set to 55 and xn ∈ R100,∀n = 1, . . . , 100,
i.e., we consider a compression of 55% measurements for each vector xn. We randomly
generate the sensing matrix A in the same way we described earlier. Then, each column
of the matrix A is normalized to have a unit norm. Notice that the hand-written images
of MNIST are already naturally sparse since most pixels in these images are inactive, i.e.,
they have a small number of non-zero pixels. The measurements for each column of the
digits are computed by yn = Axn + en with SNR=25 dB, where e is a Gaussian noise
accounting for the measurement noise. The above setting for the image reconstruction
problem using the compressed sensing and solving the inverse SMV problem via random
Gaussian projections and Gaussian noise in the measurements follows some of the other
recent work in this area [87–91]. We feed all the algorithms with the measurement vector
y and the same sensing matrix A. Also, the generated measurement noise matrix is the
same for the digits. Once x̂n,∀n = 1, . . . , 100 is solved, we collect the results and then stack
them all together and reconstruct the digits. For the purpose of demonstrating the support
recovery performance, in Fig. 2.11 we illustrate how successful the algorithms were in finding
the non-zero pixel locations. Since in the compared algorithms, except our proposed C-SBL,
the models do not have the support-leaning vector s, we performed the following. In the
reconstruction, we set the estimated pixel values less than 0.3 to zero. This means that
we zeroed out the brightest pixels with the normalized value of lower than the threshold
0.3, and set the non-zero survival pixel values to 1. However, since the proposed C-SBL
42
























































































































































































































































































































































































































































Fig. 2.11: Results of reconstructed images for the SMV case. The first column on the left
illustrates the non-zero locations of the true hand-written digits. The other columns from
left to right show the performance in terms of supports when using C-SBL, BSBL (h=4),
PCSBL, CLUSSMCMC, MTCS, MFOCUSS, and BPDN algorithms, respectively.
algorithm already can provide the estimates on the active locations via s, the thresholding
process is not required.
The first column of images in Fig. 2.11 shows the true hand-written digits, and the
other columns show the results of processing with different algorithms.
We study the performance of the C-SBL algorithm against the other algorithms in the
reconstruction of the images via both the support and pattern recovery. In Table 2.1 we
evaluate the reconstruction based on the difference between the detection rate and false alarm
rate (PD − PFA) in terms of support recovery. In Table 2.2, the performance is evaluated
based on the success in pattern recovery. For this purpose, we stack all the columns of the
true matrix X for each digit into a single column. We then construct the corresponding
support vector, where the index of pixels with non-zero value will be replaced by “1” in the
corresponding support vector. The true measure of clumpiness for each digit will then be
computed via (2.7). We do the same procedure for computing the estimated measure of
clumpiness in the reconstructed digits and provide the results in Table 2.2. According to the
results shown in Table 2.1, the best results in support recovery belongs to C-SBL algorithm.
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Table 2.1: SMV case: Comparing the reconstruction performance in terms of PD −PFA for
digits 0,1,4,5,6.
Algorithm Digit 0 Digit 1 Digit 4 Digit 5 Digit 6
C-SBL 0.9530 0.9954 0.9834 0.9690 0.9847
BSBL 0.9204 0.9819 0.9617 0.9479 0.9116
PCSBL 0.7622 0.9544 0.8961 0.8270 0.8468
CLUSS 0.4265 0.6689 0.6421 0.5878 0.7179
MTCS 0.3030 0.4828 0.4779 0.4074 0.5989
MFOCUSS 0.3652 0.6510 0.5197 0.4961 0.5734
BPDN 0.3701 0.6360 0.5212 0.4967 0.5859
Table 2.2: SMV case: Comparing the performance in terms of learning the clustering pattern
via the measure of clumpinesss (Σ∆) for the reconstructed digits 0,1,4,5,6. The true (Σ∆)
for these digits are 208,80,166,316, and 220, respectively.
Algorithm Digit 0 Digit 1 Digit 4 Digit 5 Digit 6
C-SBL 244 78 176 324 196
BSBL 320 84 200 344 262
PCSBL 634 126 346 632 344
CLUSS 1018 370 570 804 446
MTCS 1774 1022 1194 1496 760
MFOCUSS 1532 878 936 1220 684
BPDN 1478 818 908 1192 646
44
Also, Table 2.2 shows that C-SBL was more successful in learning the underlying clustering
pattern of the digits.
Performance for the MMV Case
In this set of simulations we consider the same reconstruction problem of hand-written
digits. The sensing matrix and noise are generated the same as before. We end up with an
MMV problem where X ∈R100×100 and the measurement matrix is Y ∈R55×100. Looking
at the non-zero locations (shown by black pixels) in the first column of Fig. 2.12, one can
think of this problem as an MMV problem where the support set changes slowly across the
columns of the true solution. In Fig. 2.12 from left to right, we illustrate the supports
of the true images, and the reconstructed images for C-SBL, TMSBL, MSBL, MTCS, and
MFOUCSS, respectively. Notice that both C-SBL and MSBL assume that the supports of
the true solution are the same for all the columns of each solution. Therefore, instead of
solving an MMV with X∈R100×100 for C-SBL and MSBL, we solve 50 MMVs where of size
Xn ∈R100×2, n = 1, . . . , 50. Since neither C-SBL nor MSBL for support change structure,
the false alarm rate for such algorithms may be increased. This means that we assume that
every two columns of the solution we seek have the same support set. Therefore in C-SBL
and MSBL, instead of solving one big MMV problem simultaneously, we treat the MMV
as a collection of small MMVs. For the other algorithms, we show the results for the case
where the full MMV (with N=100) was solved.
According to the reconstructed images obtained in Fig. 2.12, we observe that C-SBL
provided the best results. In Tables 2.3–2.4 we also show the results in terms of support
recovery and estimated measure of clumpiness for the true digits.
2.5 Convergence Diagnostic of MCMC Implementation
Convergence is an important issue in order to determine the burn-in period of MCMC al-
gorithms [68]. There is work on the convergence of iterative simulations and their inference
using multiple sequences via potential scale reduction factor (PSRF) and multiple-PSRF
(MPSRF) [92, 93]. The term PSRF measures whether the approximated distribution for a
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Table 2.3: MMV case: Comparing the reconstruction performance in terms of PD−PFA for
digits 0,1,4,5,6.
Algorithm Digit 0 Digit 1 Digit 4 Digit 5 Digit 6
C-SBL 0.9174 0.9822 0.9827 0.9762 0.9528
TMSBL 0.3439 0.5571 0.5218 0.4431 0.6147
MSBL 0.3688 0.6241 0.5515 0.4913 0.6497
MTCS 0.1776 0.2642 0.3192 0.3730 0.3795
MFOCUSS 0.3778 0.6517 0.5490 0.5282 0.6202
Table 2.4: MMV case: Comparing the performance in terms of learning the clustering
pattern via the measure of clumpinesss (Σ∆) for the reconstructed digits 0,1,4,5,6. The
true (Σ∆) for these digits are 208,80,166,316, and 220, respectively.
Algorithm Digit 0 Digit 1 Digit 4 Digit 5 Digit 6
C-SBL 274 80 176 324 200
TMSBL 1810 1054 1166 1568 752
MSBL 1630 796 1034 1360 650
MTCS 1228 688 834 1022 576
MFOCUSS 1522 806 936 1210 636
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Fig. 2.12: Results of reconstructed images for the MMV case. The first column on the left
illustrates the non-zero locations of the true hand-written digits. The other columns from
left to right show the performance in terms of support locations when using C-SBL, TMSBL,
MSBL, MTCS, and MFOCUSS algorithms, respectively.
variable of interest, represented by C chains, has converged to the target posterior distribu-
tion. The closer the two distributions are, the closer PSRF will become to 1. For example
in [68], the convergence issue of CLUSSMCMC algorithm was resolved via studying the
evolution of MPSRF in the collected samples for the sparse signal and its corresponding
variances, and the measure of PSRF for the noise variance. Following the same approach, in
Fig. 2.13, we provide some examples demonstrating the evolution of the PSRF for 20 inde-
pendent chains of our proposed C-SBL algorithm. In these examples, we generated random
clustered pattern sparse signals of length N=100, sparsity level of 25, and with the number
of measurements M= 20, 50, and 90.
In Fig. 2.13(a), we demonstrate the measure of PSRF and MPSRF for the variables
and parameters of interest in our model for an example with the low sampling ratio of
0.2. According to this plot, the Gibbs sampler converges very quickly for ε, γ, and x, i.e.,
the convergence measure of PSRF became close to 1 with few iterations. However, the
convergence of the distribution on s is slower. The convergence of the precision on X was
the slowest. According to Gelman’s discussion in [94], one may prefer to set the burn-in
47

















(a) Example with M= 20

















(b) Example with M= 50

















(c) Example with M= 90
Fig. 2.13: Examples showing the evolution of PSRF for the precision on the solution τ and
the measurement noise precision ε, and MPSRF for the solution vector x, the support vector
s, and the mixing-coefficient vector γ for sampling ratios of 0.2, 0.5, and 0.9.
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period based on the PSRF close to 1.2. Based on this criterion, we can set the burn-in
period to approximately 2000 iterations for the example made in Fig. 2.13(a). In Fig.
2.13(b), we provide another example for the case with the moderate sampling ratio of 0.5.
As can be seen in this plot, the distributions of all the variables and parameters of interest
converged faster than when the sampling ratio is 0.2. For this example, a burn-in period of
around 600 is satisfactory. Fig. 2.13(c) illustrates another example for the high sampling
ratio of 0.9. In this plot, we observe that a burn-in period of around 200 suffices. Since in
Figs. 2.7 – 2.10 we wanted to show the average of the overall performance of our algorithm,
we first performed the following and then set the burn-in period based on the obtained
experimental results. For each sampling ratio, we generated 100 random trials for solving
the SMV and MMV problems. In these trials, we assessed the average PSRF measure for
all the variables and parameters of interest based on Gelman’s criterion in [94]. Also, we
monitored the average number of elapsed iterations until the variations on the outcomes of
the estimated s became negligible for a fair number of iterations (this is easy to monitor
since the outcome of the posterior on sp is Bernoulli). This is equivalent to monitoring
the trace plots, as suggested by Neal [94]. More specifically, we monitored the posterior
distribution on the support learning vector s, using (2.6) for O-SBL and (2.14) for C-SBL,
based on the samples obtained from MCMC implementation. In Fig. 2.14, we illustrate
some examples of support learning vector s using the C-SBL algorithm with the number
of measurements M = 55. Each plot shows the learning process of s ∈ R100, represented
by the samples drawn from (2.14), as a function of the number of iterations. Using the
experimental results based on both the PSRF evaluation and monitoring the outcomes of
s, we then set fixed burn-in periods for the simulations illustrated in Section 2.4. In other
words, since we wanted show the average performance, we preferred not to assess the PSRF
of each simulated example but rather using a fixed experimental burn-in period. Below
we provide the details on the burn-in and the collection periods of both the C-SBL and
O-SBL algorithms for the simulation results illustrated in Section 2.4. In simulations on the
synthetic data and the MNIST for the MMVs we set the burn-in period to 500 followed by
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500 iterations for the collection period. The same settings were used for the SMV case on the
MNIST. In the experiments on synthetic data for the SMV, we set Nburn-in =2000 followed
by Ncollect = 1000 iterations for the collection period for the sampling ratios of M/P ≤ 0.4.
For M/P >0.4, we set Nburn-in =1000 and Ncollect =1000. Thus it might be the case where
the burn-in period is required to be more than what we set. The effect of the need for longer
burn-in period can be observed in the results of Fig. 2.7, Fig. 2.9, and Fig. 2.10 for low
sampling ratios. The convergence diagnostic and the effect of burn-in period can also be
detected in Fig. 2.6 and Fig. 2.8. It should be clear from Fig. 2.6(c) that for sampling
ratios over 0.4, the average detection performance is almost independent of the threshold.
The performance reveals that the approximated posterior distribution on s has already been
stabilized. However, we see a different behavior for lower sampling ratios in Fig. 2.6(c). The
posterior distribution on s is Bernoulli and the variations on the supports in the iterative
samples directly affects the performance in the support recovery. We see in Fig. 2.6(c) that
on average the sample mean of the collected samples occurred around the threshold of 0.5.
This can be interpreted as follows. The burn-in period may have been required to be larger
than our setting, but the posterior distributions have been almost stabilized. Therefore, even
for a lower burn-in period and sufficient iterations for the collection period, we could still
extract the information required for estimating the supports via the computing the sample
mean of the collected samples.
It worth noting that computing the MSPRF for s needed some modifications. The
estimated posterior variance of s is assessed based on the mixture of all the simulated
sequences divided by the average of the variances within each sequence [94]. The main issue
with the MPSRF for s occurred in our simulations when computing R̂. In fact, this matrix
became ill-conditioned and the issue was with the fact that sequences on s were either zero
or 1. We dealt with this issue by adding random draws from a zero-mean Gaussian with the
variance of 10−8 to the samples of s and then measured the MPSRF.
2.6 Summary
The sparse recovery of signals via SMV and MMV models was considered. The O-SBL
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Fig. 2.14: Examples showing samples of the support learning vector s. The vertical axis
shows the elements of s and the horizontal axis represents the iterations.
algorithm simultaneously learns both the supports and solution-value matrix for the MMVs
with the joint sparsity structure. The method was then extended to account for the case
where the solution also exhibits an unknown clustered sparsity pattern. For this purpose,
we introduced the C-SBL algorithm which incorporates a total variation-based prior on the
supports to learn the underlying clustered pattern. Based on simulations, we observed that
C-SBL provides competitive performance for both the SMV and MMVs compared to the
other algorithms.
Although C-SBL provides encouraging results, it is known that MCMC implementation
is computationally expensive. In future work we will consider the alternative approaches to
MCMC implementation such as variational Bayes inference method.
2.7 Appendix
In this section we provide the details on the update rules for O-SBL and C-SBL algo-
rithm.
2.7.1 Details on the Update Rules of O-SBL
In this section, we provide the inference on the full posterior distributions for the model
parameters to obtain approximations for the probability distributions of s and X for O-SBL
algorithm. According to the graphical model of the O-SBL algorithm illustrated in Fig. 2.2,
and the equations (2.1–2.6), the marginalized posterior distributions for the variables and
parameters of the model can be obtained from the below descriptions.
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• Posterior of the support-learning component:
Below we describe the derivation of the inference equation for sp provided in (2.6). According
to the joint probability distribution (2.5), we have, ∀p = 1, . . . , P ,
p(s|−) ∼ p(Y |s, X)p(s|γp), (2.23)
where
p(sp|γp) ∼ Bernoulli(γp), ∀p = 1, 2, ..., P. (2.24)
Therefore,
P (sp|γp) ∝ γ
sp
p (1− γp)1−sp , ∀p = 1, 2, ..., P
and




By expanding the above likelihood, we then have






















where (B)TA(B) is denoted by (B)TA(?). Equivalently,
log {p(Y |sp, X,µxs ,Σxs)} ∝
ε
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ajlslxli, ∀j = 1, 2, ...,M, ∀i = 1, 2, ..., N, ∀k = 1, 2, ..., P. (2.25)
Therefore,
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Substitution of equation (2.27) into equation (2.26) yields








































• Posterior of γp:
The posterior γp can be obtained from the relationship below.
p(γp|−) ∝ p(sp|γp)p(γp|α0, β0), ∀p = 1, 2, ..., P, (2.31)
where
p(γp|α0, β0) ∝ (γp)α0−1(1− γp)β0−1, (2.32)
which yields to
p(γp|−) ∝ (γp)(α0+sp)−1(1− γp)(β0+1−sp)−1. (2.33)
Thus
p(γp|−) ∼ Beta(α0 + sp , β0 + 1− sp), ∀p = 1, 2, ..., P. (2.34)
• Posterior of the solution-value matrix X:
Below the equation for finding the posterior xLK is represented.
p(xLK |−) ∝ p(Y |s, xLK , µxLK ,ΣxLK )p(xLK |X,µxLK , τ
−1), (2.35)
where




x2LK ∀L = 1, 2, ..., P, ∀K = 1, 2, ..., N (2.36)
and






























































p(τ |a0, b0), (2.40)
where T = τIP . Also,





















where ‖.‖F denotes Frobenius norm. By substituting equation (2.41) and equation (2.42)
into equation (2.40), we will then have















• Posterior of the noise precision ε:
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p(ε|−) ∝ p(Y |s, X)p(ε|θ0, θ0), (2.45)
where
p(ε|θ0, θ1) ∝ εθ0−1e−εθ1
and










ε‖yn−A(s◦xn)‖22 , ∀n = 1, 2, ..., N. (2.47)
Therefore,






Finally, we can substitute equation (2.47) and equation (2.46) into equation (2.45) and





















ON THE BLOCK-SPARSE SOLUTION OF SINGLE MEASUREMENT VECTORS
3.1 Introduction
Finding the solution of single measurement vector (SMV) problem with an unknown
block-sparsity structure is considered. Here, we propose a sparse Bayesian learning (SBL)
algorithm simplified via the approximate message passing (AMP) framework. In order to
encourage the block-sparsity structure, we incorporate a parameter called Sigma-Delta as a
measure of clumpiness in the supports of the solution. Using the AMP framework reduces the
computational load of the proposed SBL algorithm and as a result makes it faster in terms
of the execution time. Furthermore, in terms of the mean-squared error between the true
and the reconstructed solution, the algorithm demonstrates an encouraging improvement
compared to the other algorithms.
The SMV problem is a set of linear noisy measurements from a sparse signal x and is
modeled as y = Ax + e, where x ∈ RN is the signal of interest to be reconstructed and e
denotes the noise. In this model, A ∈ RM×N is a known sensing matrix with M  N . In
some practical applications the non-zero entries of the sparse signal x appear in clusters, so
they more or less clump together. This feature has been referred to as block-sparsity in the
literature [20, 37, 38, 43, 51, 58]. One example is magnetoencephalography, which seeks the
locations where most brain activities are produced. Such activities exhibit contiguity i.e.,
they occur in localized regions [58].
For the purpose of promoting the recovery performance of the SMV problem with an un-
known block-sparsity framework, Zhang and Rao proposed a sparse Bayesian learning (SBL)
algorithm that incorporates intra-block correlation (correlation structure in each block) [51].
In this model, they defined a Gaussian-distributed prior with zero-mean and the covariance
that depends on the multiplication of a nonnegative scaling parameter followed by a covari-
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ance matrix for each block. Such blocks are assumed to be uncorrelated with each other.
In order to simplify the model, reduce the complexity, and suppress the overfitting of the
parameters in the model, they further considered the same underlying covariance matrix
with different scaling parameters for the blocks as a prior. This matrix is updated via the
expectation-maximization (EM) algorithm. In [37], a hierarchical Bayesian approach was
proposed to deal with the block-sparse multiple measurement vectors (MMVs) problem. In
this case, a prior is incorporated which encourages both contiguity and sparsity in the so-
lution. This prior is based on the parameter referred to as Sigma-Delta (Σ∆), which is





|sn − sn−1|, (3.1)
where s is the support learning vector of the solution and has binary values with “1” de-
noting the active entry of x. The prior on s depends on the term e−α(Σ∆)s where α > 0.
The larger the weight α is, the more clumpy the solution becomes. Experimental receiver
operating curves (ROC) indicate that the performance of the algorithm was satisfactory
and encouraging. However, the runtime of the algorithm was not fast. In [38], we proposed
the SDsRandOMP algorithm which is essentially a sparse version of RandOMP [95] and
incorporates the Sigma-Delta parameter to encourage the block-sparsity. This algorithm is
almost greedy-based in which the behavior of Sigma-Delta is modeled by a Gamma distri-
bution with (Σ∆)s ∼ Γ(1, θ). Although this algorithm is faster than the SBLs, it requires
more information i.e., noise variance.
Recently, research in this area has turned to reducing the computational complexity of
their algorithms while preserving the success in the support recovery at a high rate. Such
work includes using approximate message passing (AMP) and the expectation-maximization
(EM) for the hyperparameters of the SBL algorithms [36, 96, 97]. The AMP is essentially a
simplified version of the message passing where the number of messages to be propagated
is reduced based on Taylor series approximation, averaging over the messages passed to
the same node, and the central limit theorem [36, 96]. In this case, Al-Shoukairi and Rao
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incorporated the AMP to their earlier SBL model for both the SMV and MMV problem to
reduce the runtime of their algorithms [36]. They avoided imposing a Bernoulli-Gaussian
prior on the solution vector and instead simply used a zero-mean Gaussian prior. This
simplification causes all the distributions on the factor graph to become Gaussian and results
in fewer computations when using message passing.
In this chapter, we propose a new SBL algorithm for the block-sparse SMV problem
based on the AMP-SBL algorithm proposed in [36] . For this purpose, we use our measure of
clumpiness over the supports of the solution (Sigma-Delta) proposed in [37,38] to the AMP-
SBL. We refer to our new algorithm as AMP-B-SBL where “-B-” denotes the block-sparsity.
To demonstrate the performance of our algorithm, we compare the proposed algorithm with
two other algorithms in terms of the normalized mean-squared error between the true and
the reconstructed solution. Furthermore, to show the behavior of the algorithm in the signal
reconstruction, a random block-sparse case scenario for the SMV has been made. Since it
benefits from the AMP, this algorithm turns out to be faster than our previously proposed
SBLs [37,38].
3.2 AMP-B-SBL for Solving SMV
In order to solve for the SMV problem with an unknown block-sparsity structure, we
combine our measure of clumpiness of the solution (Sigma-Delta) proposed in [37, 38] with
the AMP-SBL algorithm introduced in [36]. Here, we define the Sigma-Delta as
(Σ∆)(support of x) =
N∑
n=2
|b(xn, T )− b(xn−1, T )|, (3.2)
where T is a predetermined threshold. The function b(., .) in (3.2) returns a binary value
and is defined as follows
b(xn, T ) =

1 if |xn| > T
0 otherwise.
(3.3)
In our previous SBL model [37] we did not have such soft thresholding (3.3), and regardless
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of having a very small or large value on xn, the corresponding support sn became active
(sn = 1). In contrast, here we simply discard such small values by setting the corresponding
sn = 0 because such xp does not have considerable contribution in our measurements. In
order not to discard important portions of the signal of interest, we set the threshold T to
a small value.
Based on the assumption that the solution vector x is sparse, we consider an i.i.d. zero-
mean Gaussian prior on the components of x. The variance on xn is defined as αn which
accounts for learning the block-sparsity structure in the solution. These distributions are
defined below.











where (Σ∆)|b(xn,.)=1 is the Sigma-Delta evaluation of the supports of x in case where sn is
forced to be active, θ1 is the emphasizing parameter on our measure of clumpiness, and θ2
is the prior variance on the variance of the variable xn. The rationale behind assuming this
prior on αn is described in Table 3.1, in which cte denotes a constant value. As an example
of Table 3.1, consider the case where forcing either sn = 0 or sn = 1 does not make any
change in the evaluation of Sigma-Delta. In this case, though it promotes the clumpiness
in the solution, it discourages the solution to be sparse as we do this a couple of times.




















Fig. 3.1: Factor graph for B-SMV.
According to the defined prior distributions in (3.4), the joint probability distribution
of our model becomes














where the measurement noise is assumed to be e ∼ N (0, σ2IN ). Under this model, all the
distributions of the joint, conditional, and posterior densities become Gaussian. Therefore,
we only need to pass the mean and variance of the messages rather than computing and
propagating the full actual messages. The factor graph of our model for the block-sparse
SMV (B-SMV) problem is illustrated in Fig. 3.1. In the graphical model Fig. 3.1, the large
circle nodes represent the random variables of interest, the shaded squares show the function
nodes, the small shaded circles are the observations, and the small unshaded circles denote
the hyperparameters [74]. Since this main layer of our algorithm is the same as the one
introduced in [36,97], here we use the same notations as [36]. Function nodes shown in Fig.
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3.1 are defined as follows
gm := p(ym|x,α), m = 1, 2, . . . ,M
fn := p(xn; 0, αn), n = 1, 2, . . . , N.
(3.6)
Notice that our proposed algorithm adds an additional layer to [36] by incorporating
the prior (3.4) in order to encourage the block-sparsity. This change in the model does not
appear in the factor graph Fig. 3.1. We now describe our reasoning behind the proposed
model for the B-SMV problem. As a prior knowledge, we expect the solution vector xf to
be sparse. Therefore, in order to encourage the sparsity, we assume a zero-mean Gaussian
distribution for x with the variance αn, n = 1, 2, ..., N on its components. The supports
of the solution are then specified by the binary function b(., T ) where T is a predetermined
threshold. In other words, based on the threshold we discard the small-valued components
of x from being considered as the support of the solution. The smaller αn is, the higher
probability it provides to xn removed from the supports. Based on our previous results
in [37, 38], we observed that having more clumpy supports in the solution causes higher
value of α and vice versa. Therefore, here we made the mean of our Gaussian prior on αn
be proportional to the term exp
{
(Σ∆)|b(xn,T )=0 − (Σ∆)|b(xn,.)=1
}
.
Below, we represent the message that propagates from each function node to a variable
node and vice versa of Fig. 3.1. The derived messages in (3.7)-(3.9) are the same as those
derived in [36,98].
• Message from a function node to a variable node:
Mgm→xn∝N (amnxn; zmn, cmn), (3.7)
where
zmn = ym −
∑
q 6=n


























where cnl (under the large-system-limit) is approximated by [98]






Using the fact that we have already normalized the sensing matrix A with respect to its










































Below, we provide the update rules for the hyperparameters of our algorithm using the
expectation-maximization (EM) algorithm. As was mentioned earlier, since we add a layer
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to the AMP-SBL algorithm to account for the block-sparsity structure, the update rules
become different from [36]. We start with describing the update rule for the variance αn of
xn. Notice that as a prior we consider x is xn ∼ N (0, αn), ∀n = 1, . . . , N . Let us define
(Σ∆)n,k := (Σ∆)|b(xn,.)=k, ∀k = 0, 1. (3.10)
• Update rule for αn:
αn














































(µ2n + νn) = 0. (3.12)
A solution among all the three possible roots for (3.12) which minimizes (3.11) is the update
rule for αn at the next iteration.
• Update rule for σ2:




























where µx|− := [µ1, . . . , µN ]T and Σx|− := diag{ν1, . . . , νN}, and Σx|− is an N × N
diagonal matrix.
• Update rule for θ2:
θ2



















Finally, based on the AMP algorithm in [36], our AMP-B-SBL is described as follows.
The stopping condition of the algorithm can be based on a predetermined number of itera-
tions or convergence of the solution to a tight bound.
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AMP-B-SBL Algorithm for the block-sparse SMV problem:
• Definitions
















µn = Fn(kn, αn, c)
νn = Gn(αn, c)
End
c = σ2 + 1M
∑N
n=1 νn








n(αn, c),∀m = 1, . . . ,M
• Parameter updates
Updating α:













which is the minimizer of
































In the above algorithm, the hyperparameter θ1 is a tuning parameter. Since we use
Gaussian message passing modeling, it is faster than the conventional SBL modeling. In
other words, it provides a trade-off between the exactness of the SBLs and the fast runtime
of the greedy-based algorithms.
3.3 Simulation Results
This section contains the simulation results on both synthetic and real-data for the
proposed algorithm against some of the existing algorithms in this area.
3.3.1 Simulations on the Synthetically Generated Data
Here, we demonstrate the performance of our algorithm compared to two versions the
SBL algorithm borrowed from [99] and the approximate message passing SBL (AMP-SBL)
[36]. For the simulation purposes, the elements of vector xnp are drawn i.i.d. from Gaussian
distribution with zero-mean and variance σ2x = 1, where xnp denotes a non-sparse solution
vector. The supports of the solution are binary and randomly drawn from a Bernoulli
distribution in such a way to have a random block-sparsity structure. The true block-sparse
solution is then constructed from x = s ◦ xnp, where “◦” denotes the Hadamard product.
The sensing matrix A is 100 × 200 and is randomly drawn from N (0, 1) and then it is
normalized with respect to its columns. The elements of the noise component are drawn
from emn ∼ N (0, σ2n). We vary σ2n to illustrate the performance over different SNRs. The
measurement vector y is 100 × 1 and is computed from y = Ax + e. We evaluate the
performance of the proposed algorithm using the normalized mean-squared error defined as
NMSE := E‖x̂− x‖22/E‖x‖22,
where x̂ and x denote the estimated solution and the true block-sparse solution, respectively.
In Fig. 3.2, we generate 100 different SMV problems with the aforementioned features and
then average over the obtained results. All of the compared algorithms in this figure are
set to 1000 iterations. In this figure, we set σ2x = 1 and change the noise variance σ2n for
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SNR [dB]


















Fig. 3.2: Performance when varying the SNR.
evaluating the performance at different SNRs. In the legend of Fig. 3.2, “AMP-B-SBL” and
“AMP-SBL” denote our algorithm and the algorithm proposed in [36], respectively. Also,
“Trad.-SBL” and “Fast-SBL” are the traditional SBL and the EM-based fast version of the
traditional SBL, respectively [99]. The term λ is the emphasis parameter on the sparsity
over the error term, and rsp is defined as the sparsity level divided by the length of the
original signal i.e., rsp = Ksp/N . We chose Ksp in such a way that on the overage rsp ' 0.2.
It can be seen from Fig. 3.2 that the normalized mean-squared error for both Trad.-SBL
and Fast-SBL are the same for the same SNR values and almost remain constant as the SNR
varies. Our algorithm shows less NMSE compared to those algorithms and also compared
to the AMP-SBL. The reason that our algorithm works better than the AMP-SBL is due to
the fact that the AMP-B-SBL accounts for the unknown block-sparsity in the solution.
We now apply AMP-B-SBL to a specific example. In this case, we randomly generated
a block-sparse signal and the corresponding set of measurements as described earlier. In our
case, the true supports of the solution (non-zeros of s) are {28 : 30, 89 : 95, 106, 117, 118, 128 :
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SNR = 10 [dB]
Fig. 3.3: Updated α for SNR=10[dB] when using AMP-B-SBL.
n






SNR = 25 [dB]
Fig. 3.4: Updated α for SNR=25[dB] when using AMP-B-SBL.
131, 135, 146 : 151, 156 : 162, 172, 190,
191, 200} with {28 : 30} denoting the 28th through 30th entries of s. For the initialization
of the parameters, we set θ1 = 100, c[0] = 5, θ
[0]
2 = 0.002, and the threshold T = 0.001. Fig.
3.3 and Fig. 3.4 illustrate the obtained αn,∀n = 1, 2, . . . , N after 1000 iterations for the
SNR=10 [dB] and 25 [dB], respectively.
In Fig. 3.5 and Fig. 3.6 we demonstrate the comparison between the true and the
estimated solution of AMP-B-SBL algorithm for our case scenario. It can be seen from Fig.
3.5 that at the lower SNR, our algorithm could almost successfully find the active entries of
the solution. There are also some false supports found by the algorithm and those caused
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Comparison (SNR = 10 [dB])
Estimated solution
True solution
Fig. 3.5: Comparison of x with x̂ for SNR=10[dB].
the estimated amplitudes of the solution differ from the true ones. According to Fig. 3.6, the
performance of the algorithm for SNR=25[dB] is satisfactory in terms of both the support
detection and the non-zero amplitudes of the true solution. Based on Fig. 3.6, although the
AMP-B-SBL also found some other supports which are not in the true solution, those false
supports clumped together and have very small amplitudes. Such clumpiness is due to the
fact that the AMP-B-SBL encourages the Sigma-Delta measure of the solution to be small.
Also, in Fig. 3.7 and Fig. 3.8 we show the support recovery of our example as it is being
updated for the SNRs of 10 [dB] and 25 [dB], respectively.
We now demonstrate the performance of AMP-B-SBL algorithm compared to orthog-
onal matching pursuit (OMP) [76], basis pursuit denoising (BPDN) [44], MFOCUSS [53],
and AMP-SBL [36] algorithms for solving the SMV problem. In all the simulations, we used
the default settings for MFOCUSS algorithm. For the OMP, the stopping condition is set to
√
0.5Nσ2. In AMP-B-SBL, we set c[10] =10, αn=2× 10−4,∀n=1, . . . , N , T =0.001, θ1 =8,
θ
[0]
2 =0.6, and the number of iterations is set to 1000. For the AMP-SBL algorithm, we set
c[0] = 10, γn= 2 × 10−4, ∀n= 1, . . . , N , and the number of iterations is set to 1000. Finally,
for BPDN we stopped the algorithm once ‖y −Ax̂‖ becomes less than 0.75.
In the first set of experiments, we generate 200 independent trials and then average
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Comparison (SNR = 25 [dB])
Estimated solution
True solution
Fig. 3.6: Comparison of x with x̂ for SNR=25[dB].
SNR = 10 [dB]
Iteration























Fig. 3.7: Support recovery using AMP-B-SBL for SNR=10[dB].
SNR = 25 [dB]
Iteration























Fig. 3.8: Support recovery using AMP-B-SBL for SNR=25[dB].
over the obtained results. In this case, we evaluate the performance of the algorithms via
detection and false alarm rate in support estimation, and also the normalized mean-squared
error (NMSE) between the true and the estimation solutions.
The trials are obtained from the same way explained earlier in this section. In Fig.
3.9, the empirical results of detection rate vs. the ratio λ = M/N are illustrated. In the
simulations, we discarded those estimated supports which their corresponding amplitudes
become less than 0.01. In Fig. 3.9 we see that AMP-B-SBL shows the highest detection
rate for λ∈ [0.05, 0.2]. For 0.25≤λ≤0.55 AMP-B-SBL, AMP-SBL, BPDN, and MFOCUSS
demonstrate almost the same detection rate. Finally, for λ≥0.55 AMP-B-SBL, AMP-SBL,
OMP, and MFOCUSS show approximately the same performance.
In Fig. 3.10, the false alarm rate (the rate of deciding on wrong supports in the solution)
vs. λ is illustrated. In Fig. 3.10 we observe that our algorithm has a higher false alarm rate
compared to the other algorithms for λ = [0, 0.2]. Comparing the detection rate with the
false alarm rate of AMP-B-SBL for such range of λ shows the trade off that exists between
the detection rate and false alarm rate. For 0.2<λ≤0.3 all the algorithms show the same
performance. However, our algorithm illustrates the lowest false alarm rate for λ>0.3. Fig.
3.11 demonstrates the overall performance of the algorithms as a combination of support
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Fig. 3.9: Comparison in terms of detection rate.


















Fig. 3.10: Comparison of false alarm rate in support recovery.
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detection, false alarm rate, and the number of measurements.























Fig. 3.11: Comparison based on the difference between the experimental detection and false
alarm rate.
From Fig. 3.11, we observe that the best performance belongs to the AMP-B-SBL
algorithm. This shows that incorporating our measure of contiguity in the supports into
the SBL algorithm boosts the recovery performance for the clustered pattern sparse signals.
Finally, Fig. 3.12 shows the performance comparison in terms of normalized mean-squared
error between the true and estimated solutions. According to Fig. 3.12, AMP-B-SBL
outperforms the other algorithms in terms of estimating the true solution.
3.3.2 Simulations on Real-Data
Here, we further evaluate the performance of the algorithms via the following example.
In this case we use the image of 112 × 200 pixels, where we consider the black pixels as
the “interesting” locations. The image is shown in Fig. 3.13. The image is in fact a
representation of total electron content (TEC) of somewhere in the upper atmosphere, where
is demonstrated as a black and white image here for the simulation purposes.
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Fig. 3.12: Comparison in terms of normalized mean-squared error between the true and
estimated solution.
Fig. 3.13: True image.
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Reconstruction using OMP Reconstruction using BPDN Reconstruction using MFOCUSS
Reconstruction using CLUSSMCMC Estimated image using AMP-SBL Reconstruction using AMP-B-SBL
Fig. 3.14: Results of reconstructed images for OMP, BPDN, MFOCUSS, CLUSSMCMC,
AMP-SBL, and AMP-B-SBL.
Table 3.2: NMSE and PSNR comparison in image reconstruction.
Algorithm NMSE (dB) PSNR (dB) speed
OMP -1.7124 10.9425 Very Fast
BPDN -8.7905 17.0205 Very Fast
MFOCUSS -10.6522 18.8822 Slow
CLUSSMCMC -27.42 35.6504 Slow
AMP-SBL -13.4642 22.6943 Fast
AMP-B-SBL -24.5600 32.7901 Fast
In the simulations for this image, the value of 1 is assigned to the pixels with black
color and 0 to the white ones. Then, the matrix corresponding to the image is reshaped and
the vector x∈R11200×1 is constructed. The number of measurements are set to 5040, i.e.,
λ = 0.45. We construct the sensing matrix in the same way we described earlier. Then, the
measurements are obtained from y = Ax+ e with SNR=25 dB. We feed all the algorithms
with the measurement vector y and the sensing matrix A. The reconstructed images are
illustrated in Fig. 3.14. In all the algorithms, we applied the threshold of 0.01, meaning
that we discarded those estimated supports that corresponded to non-zero elements with
the absolute value of less than 0.01. Below, we also include the reconstruction based on
CLUSSMCMC algorithm [68]. In order to compare the reconstructed images illustrated in
Fig. 3.14, we compare the obtained results based on the NMSE and peak-SNR (PSNR) as
shown in Table 3.2. According to Table 3.2, we observe that CLUSSMCMC provides the
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best performance in terms of NMSE and PSNR. However, it is much slower compared to
other algorithms. In contrast, AMP-B-SBL algorithm provides high performance for NMSE,
PSNR, and the speed of the algorithm. By comparing the results of AMP-SBL with AMP-
B-SBL, we also see that using the measure of clumpiness into the SBL algorithm definitely
improves the reconstruction performance.
3.4 Summary
A new algorithm for solving the block-sparse SMV problem is proposed. By assuming
Gaussian distributions for all the variables, we were able to use the factor graph which only
needs to propagate the mean and variance of the full messages. We further reduced the
computational load of the problem using the approximate message passing. It was shown
that dependence of the solution variances on Sigma-Delta encourages the solution to have
a block-sparsity structure and also reduces the normalized mean-squared error between the
true and the estimated sparse signal.
3.5 Appendix
Here, more details on the update rule of the parameters and variables of the proposed
model are provided.
3.5.1 Factor Graph
The factor graph of our model for the B-SMV problem is illustrated in Fig. 3.15. In
such graphical probabilistic model, the large circle nodes represent the random variables
and the shaded boxes show the function nodes. The small circles on the right hand-side





















Fig. 3.15: Factor graph for the B-SMV problem.
In Fig. 3.15, the term gm denotes the likelihood function based on the observation ym
and is defined as
gm = p(y|x). (3.15)
Assume that we have M observations collected into y = [y1, . . . , yM ]T and the model







The prior distribution on the solution vector x is defined as xn ∼ N (0, αn),∀n =
1, . . . , N . In this factor graph, the function node fn is defined as follows
fn = p(xn; 0, αn), ∀n = 1, . . . , N.
78
3.5.2 Message Passing from a Function Node to a Variable Node
Fig. 3.16: Message passing from a function node to a variable node when there also exist
other function nodes connected to the same variable node.
According to Fig. 3.16, the message propagates from the function node gm to the













denotes the integration over all xi, i 6= n.
Suppose that the message (containing the mean and variance) of a variable node
xn, ∀n = 1, . . . , N to a function node gm, ∀m = 1, . . . ,M is as follows
Mgm→xn∝N (amnxn; zmn, cmn), (3.18)
where










For simplicity and without loss of generality, suppose that the vector x has only two
elements and is defined as x := [x1, x2]T . Suppose that we are interested in finding the
message passes from the function node gm to the variable node x1. Let’s have the following
definitions
X1 := am1x1, ȳm := ym −X1.






















































+ 1Σ2 (inside the integral) and complete the square
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Based on the matrix inversion lemma, we have
(A−BD−1C)−1 = A−1 +A−1B(D − CA−1B)−1CA−1, (3.21)








+ 1Σ2 ). By substituting (3.21)

























2 + a2m2Σ2. (3.22)
Finding the mean





































































































































µx1 = ym − am2µ2. (3.23)
Finally, it is straight forward to show that the generalized form of the message that
propagates from the function node gm to the variable node xn is as follows
Mgm→xn∝N (amnxn; zmn, cmn),
where










3.5.3 Product of Messages Passed from Function Nodes to a Variable Node


















































In the large system limit we can approximate cln by






Under the assumption that the sensing matrix A have already normalized with respect






a2mn = 1. (3.26)












3.5.4 Message Passing from a Variable Node to a Function Node
Fig. 3.17: Message passing from a variable node to a function node when there also exist
other variable nodes connected to the same function node.
According to Fig. 3.17, the message propagates from the variable node xn to the



































































































































































3.5.5 Estimating the Posterior on the Variables of Interest
Here, we estimate the posterior inference for the variable xn.
































































3.5.6 Update Rules for the Hyper-Parameters
Below, we describe the update equations for our model using the EM algorithm.
3.5.7 Update Rule for α
In this section, we describe the update rule for the variance αn of xn using the expectation-
maximization (EM) algorithm. Notice that our prior on the entries of the solution vector x
is xn ∼ N (0, αn), ∀n = 1, . . . , N . The reason for considering such prior on x is to encourage
the sparsity in the solution. We further consider the following prior distribution on each αn























































































































































We now perform the maximization step of the EM algorithm, which for our case it















(µ2xn|− + Σxn|−) = 0. (3.37)
Finally, a solution among all the three possible roots for (3.37) which minimizes (3.36)
is the update rule for αn[k+1].
3.5.8 Update Rule for σ2
Here, we describe the update rule to estimate the noise variance using the EM algorithm.






















Notice that in the above maximization problem, we have discarded all the terms that were
independent of σ2. Therefore,
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= ‖y −Aµx|−‖22 + Tr(Σx|−ATA). (3.39)
Substituting (3.39) into (3.38) yields









‖y −Aµx|−‖22 + Tr(Σx|−ATA)
)






















In the case where the sensing matrix A is normalized with respected to its columns,







3.5.9 Update Rule for θ2
In this section, we describe the update rule for the variance on αn, ∀n = 1, . . . , N using








, ∀n = 1, . . . , N. (3.43)
Based on the EM algorithm we have
θ2






























Notice that in the above joint probability inside the expectation, we have discarded all
the terms that were independent of θ2. Therefore,
θ2




























































SPARSE BAYESIAN LEARNING BOOSTED BY PARTIAL ERRONEOUS SUPPORT
KNOWLEDGE
4.1 Introduction
Recovery of sparse signals with unknown clustering pattern in the case of having par-
tial erroneous prior knowledge on the supports of the signal is considered. In this case,
we provide a modified sparse Bayesian learning model to incorporate prior knowledge and
simultaneously learn the unknown clustering pattern. For this purpose, we add one more
layer to support-aided sparse Bayesian learning algorithm (SA-SBL). This layer adds a prior
on the shape parameters of Gamma distributions, those modeled to account for the precision
of the solution elements. We make the shape parameters depend on the total variations on
the estimated supports of the solution. Based on the simulation results, we show that the
proposed algorithm is able to modify its erroneous prior knowledge on the supports of the
solution and learn the clustering pattern of the true signal by filtering out the incorrect
supports from the estimated support set.
Compressive sensing (CS) provides tools to represent a sparse or compressible signal
from a small set of non-adaptive linear measurements [39]. In linear CS, the high dimensional
signal x ∈ RN is modeled by the linear equation y = Ax + e, where A ∈ RM×N is a wide
sensing matrix with MN . The case where the sensing matrix is known has been referred
to as single measurement vector (SMV) problem [43]. In the CS context, it is assumed that x
is sparse (has few non-zero elements) under some proper basis. Besides the sparsity, in some
practical applications the nonzero entries of the sparse signal x may appear in clusters. This
feature has been referred to as clustered-pattern or block-sparsity in the literature [15, 51].
Moreover, there exist cases where a partial erroneous support set of the solution is available
as a prior knowledge. This type of information may be obtained from the followings. It
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can be the estimate of the supports inferred from the set of measurements taken from a
phenomenon of interest at the last time instant. For example, in magnetoencephalography
(MEG) for the brain activities and direction of arrival (DOA) estimation problems, it turns
out that when taking successive measurements, the supports of the underlying signal remain
almost constant or may experience very small variations [58, 100]. This problem has been
treated as a multiple measurement vector (MMV) problem with slowly time-varying supports
(sources) in the literature [101,102].
Here, we investigate the sparse recovery problem of signals with unknown clustering
pattern for the case where some prior information on the supports of the solution is available.
More specifically, we assume that we are provided with a partial erroneous support set of the
solution. One application of our proposed algorithm is that instead of solving an MMV with
slowly time-varying supports directly, one can break the problem into a collection of SMVs
and solve each SMV one at a time where they are now boosted by the support set estimated
from the solution of the SMV of the previous time instant. As the second case, prior
knowledge can be the output of some other CS recovery algorithm with the goal of performing
some post processing to improve the overall performance in both increasing the success
rate in support recovery and removing the number of indexes that have been incorrectly
considered as the active supports of the solution. In both of the above cases, the available
estimate of the support set usually contains a subset of the true supports accompanied
with some other indexes that are incorrectly assumed to be active or they belonged to the
estimated support set inferred from the last time instant set of measurements. This set of
supports has been referred to as partial erroneous support set in the literature [52].
In case of having prior knowledge on the supports of the solution, some algorithms such
as MBPDN and SA-SBL have been recently proposed [52, 103]. MBPDN algorithm is a
modified version of basis pursuit de-noising algorithm for the case where a subset of true
support set is available [103]. Recently, it has been shown [52] that MBPDN is sensitive
to the accuracy of the prior knowledge on the available support set. In [52], Fang et al.
proposed a modified version of the conventional sparse Bayesian learning model for the
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purpose of using prior information on the support set in order to obtain better estimate of
the true underlying sparse signal. The conventional SBL algorithm considers a Gaussian-
inverse-Gamma distribution on the elements of the solution vector x. In [52], one more layer
was added to the conventional SBL. This layer incorporates a prior on the rate parameter
of the Gamma distribution to take advantage of the available support knowledge of the
solution. Following the same notations as was used in [52], suppose that T is the set of all
the true supports in the solution and S ⊂ T is a subset of true supports that is available.
Furthermore, assume that E ⊂ T c contains the error subset that is incorrectly considered as
a part of available true supports. Notice that T ∪T c = {1, 2, . . . , N} and P = S ∪Ec, where
P is the erroneous support set that is available to us. As discussed earlier, one can think of
P as the support set of the previous column of the solution matrix in the MMV problem.
Below, we briefly describe the priors that were considered in [52]. Each element xn
of the solution was assumed to be drawn i.i.d. from zero mean Gaussian distribution with
corresponding precision αn, i.e.,
xn ∼ N (xn; 0, α−1n ), ∀n = 1, . . . , N, (4.1)
where the precisions are random variables defined as
αn ∼ Gamma(αn; a, bn), ∀n = 1, . . . , N, (4.2)
where the shape parameter is fixed to a = 10−10. In order to incorporate the available and
probably erroneous support knowledge, Fang et al. [52] defined the two following cases on
the rate parameters of the Gamma distributions





This means that only when the index n belongs to the set P the corresponding precision αn
will be governed by another Gamma distribution with hyper-parameters p and q. In this
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case, SA-SBL algorithm was proposed in [52].
The proposed algorithm is essentially a modified version of SA-SBL, in which we also
account for the unknown clustering pattern that may exist in the original signal. For this
purpose, we incorporate the measure of clumpiness over the supports of the solution (Σ∆)
proposed in [67] into SA-SBL algorithm. We refer to the proposed algorithm as CSA-
SBL where the letter “C” stands for the “clustered” pattern signals. The main difference
between our proposed algorithm and SA-SBL is that we further put a prior on the shape
parameter of the Gamma distribution defined in (4.2) while it was set to a constant in
SA-SBL [52]. Specifically, we impose that the shape parameter is to be controlled by the
estimated measure of contiguity in the supports of the solution i.e., total variation on the
supports of the solution. Based on the simulations, we show that this modification improves
the overall performance in estimating the supports of the solution.
4.2 CSA-SBL Algorithm for Solving SMVs
In this section we describe our modified version of the conventional SBL algorithm to
solve for x in the SMV problem defined by y = Ax + e. It is assumed that an erroneous
support set P = S ∪ E is available, where S is a subset of the true supports of the solution
and E is a set of incorrectly considered supports. The partition S and E in P is assumed
unknown [52]. In order to account for the clustering pattern that may exist in the solution,
we borrow the measure of clumpiness from [67], which is defined as
(Σ∆)(support of x) =
N∑
n=2
|b(xn, T )− b(xn−1, T )|, (4.4)
where T is a predetermined threshold. The function b(·, ·) in (4.4) returns a binary value
and is defined as follows
b(xn, T ) =

1 if |xn| > T
0 otherwise.
(4.5)
The more clustered the solution becomes, the lower value (Σ∆) in (4.4) will possess. Based
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on (4.5), the entries of x with the amplitude less than the threshold T are set to zero and
their corresponding index will not be considered as supports of the solution. This is due to
the fact that the elements do not have significant contribution in our measurements. We
experimentally set T = 10−6.
Below we describe the prior distributions that we consider in our hierarchical Bayesian
model. Similar to SBL and for the purpose of promoting sparsity in the solution, we assume
that the elements of the solution are drawn i.i.d. from a zero-mean Gaussian distribution
as follows
xn ∼ N (xn; 0, α−1n ), ∀n = 1, . . . , N, (Revisiting (4.1))
where the precision αn is modeled as
αn ∼ Gamma(αn; an, bn), ∀n = 1, . . . , N. (4.6)
Unlike (4.2), we do not assign the same shape parameter to the precisions αn, ∀n = 1, . . . , N
in our model.
In order to incorporate the available erroneous support knowledge, we use the same
model as defined [52] for the rate parameters defined in (4.6).





where p = q = 0.1 as suggested in [52].
The reason for having different shape parameters for the precisions αn in (4.6) is to
promote the clustered pattern in the support set of the solution, where the pattern is learned
the via measure of total variation on the supports defined in (4.4). In other words, we let
each shape parameter an be controlled via the estimated (Σ∆). For this purpose, we add
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another hyper-prior to our model as follows
an ∼ Gamma(an; gn, h), ∀n = 1, . . . , N, (4.7)
where





where (Σ∆) is the initial measure of the clumpiness based on the available erroneous support
set P and is computed from (4.4), and (Σ∆)n,0 is the measure of clumpiness when forcing
xn = 0. In (4.8), θ is an emphasizing parameter on the amount of clumpiness over the
supports of the solution and one can make it depend on the ratio M/N . This means that
when the number of measurements is very low, we may not wish to emphasize on the
clustered solutions. Otherwise, the algorithm may also remove some of the true supports in
the set P due to the small number of measurements and the lack of information on the full
true support set.
Remark 4.1: In the simulations, we set h = 1 but in general, “h” is selected based on the
belief on the maximum permissible amplitude of the elements of x.
Finally, the prior on the noise is defined as
σ2 ∼ N (0, γ−1), γ ∼ Gamma(c, d), (4.9)
where we set c = d = 10−4 as suggested in [52].
According to the above prior distributions, the joint probability distribution of our
model becomes
p(y,x,α,a, b, σ2, γ)∝p(y|x, σ2IM )p(x; 0,α−1)×





where the measurement noise is assumed to be e ∼ N (0, σ2IM ).
According to (4.10), the marginalized posterior distributions for the variables of interest
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can be represented as follows. In these descriptions, conditioning on −, as in (xn|−), denotes
the inference on xn conditioning upon all relevant variables and the observations.
• p(x|−) ∝ p(y|x, σ2IM )p(x|α−1IN ). Therefore,





where D is a diagonal matrix with α as its main diagonal i.e., [D]n,n = αn.





















• P (an|−) ∝ P (αn; an, bn)P (an|gn, h),∀n = 1, . . . , N . Hence
(an|−) ∼ Gamma(gn, h+ logαn), ∀n = 1, . . . , N, (4.13)
where gn = θ exp {(Σ̂∆)[k] − (Σ̂∆)[k]n,0} and k denotes the kth iteration and (Σ̂∆) is
the estimated measure of clumpiness.
• p(bn|−) ∝ p(αn; an, bn)p(bn; p, q),∀n ∈ P. As a result,
(bn|−) ∼ Gamma(p, q + αn), ∀n ∈ P. (4.14)















In this section, the performance of the proposed algorithm is compared against the SA-
SBL algorithm proposed in [52]. For simulation purposes, the supports of the solution are
randomly drawn from a Bernoulli distribution in such a way to exhibit a random clustered-
sparsity pattern. In all the simulations, the number of true supports is set to |T | = 25. The
non-zero elements of solution vector x, corresponding to true supports, are drawn i.i.d. from
Gaussian distribution with zero-mean and variance σ2x = 1. The sensing matrix A isM×100
and is randomly drawn from N (0, 1) and then it is normalized with respect to its columns.
We vary the number of measurements M from 5 up to N to evaluate the performance. The
elements of the noise component are drawn i.i.d. from en ∼ N (0, σ2n). In all the simulations,
we set SNR= 25 dB. Finally, the measurement vector y is computed from y = Ax+ e. For
each run we randomly select 80% of the true supports and collect them in the set S. Then,
10 more indexes that are not in the true supports are randomly chosen and collected into E .
We then feed both our algorithm and SA-SBL with an erroneous support set P={S ∪ E}.
Neither of the algorithms is aware of the number of true supports in set P. For each value
of M , we run 500 random cases and then average over all of the obtained results both for
our algorithm and SA-SBL.
In Fig. 4.1, we compare the detection rate (PD) in the support recovery between our
algorithm and SA-SBL.
It can be seen in Fig. 4.1 that when the ratio M/N = 0, the detection rate PD = 0.8
and it is due to the fact that we provided both algorithms with 80% of the true supports.
SA-SBL algorithm provides better performance compared to CSA-SBL algorithm and the
reason is it does not wish to remove its prior knowledge. It worth noting that statistically
speaking, CSA-SBL provides better performance in cases of having less prior knowledge on
the supports.
In Fig. 4.2, we compare the false alarm rate (PFA) in the support estimation between
our algorithm and SA-SBL. According to the results shown in Fig. 4.2, we see that our
algorithm has a very low false alarm rate, much lower than the one obtained from SA-SBL.
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Fig. 4.1: Detection rate comparison.



















Fig. 4.2: False alarm rate comparison.
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Fig. 4.3: An overall measure of performance in terms of both detection rate and false alarm
rate.
The performance is essentially an evidence of the role of incorporating the measure of (Σ∆)
to account for the unknown clustering pattern in the solution. In other words, our algorithm
is able to filter out those estimated supports, that cause less clustering solutions among other
possible solutions.
In Fig. 4.3 we illustrate another measure of performance which is based on the difference
between the detection and false alarm rate in the estimated support set. This figure essen-
tially illustrates the overall performance of the algorithms based on PD, PFA, and M/N ,
all together. Finally, in Fig. 4.4, we demonstrate the performance of our modified version
of SA-SBL compared to SA-SBL in terms of success rate in estimating the true clustering





where (Σ∆) and (Σ̂∆) are the total number of transitions in the true support set and the
estimated solution, respectively. It is clear from Fig. 4.4 that our propose modified version
of SA-SBL (CSA-SBL) outperforms SA-SBL and that is because of the role of incorporating
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Fig. 4.4: Comparison in terms of pattern recovery.
Fig. 4.5: True image.
the measure of clumpiness in our algorithm.
Finally, the performance of SA-SBL and CSA-SBL are also compared algorithms via
the following example. In this case we use the image of 112 × 200 pixels as illustrated in
Fig. 4.5. In this image, we treat the black pixels as the “interesting” locations.
For the simulation purposes, we assign the value of 1 to the pixels with black color
and 0 to the white ones. We then, assume that the matrix corresponding to the image is
the true solution matrix X ∈ R112×200 of an MMV problem, where the supports of the
solution (sources) slowly change across the columns of X. We construct the sensing matrix
in the same way we described earlier in this section. The measurements are obtained from
Y = AX + E with SNR=25 dB. We then break the problem into M = 112 SMVs, where
the available information to the “m”th SMV is matrix A, the mth column of Y , and the
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SA-SBL (M/N=0.3) SA-SBL (M/N=0.35) SA-SBL (M/N=0.4)
SA-SBL (M/N=0.45) SA-SBL (M/N=0.5)
Fig. 4.6: Results of reconstructed images for SA-SBL for different sampling ratios (M/N).
CSA-SBL (M/N=0.3) CSA-SBL (M/N=0.35) CSA-SBL (M/N=0.4)
CSA-SBL (M/N=0.45) CSA-SBL (M/N=0.5)
Fig. 4.7: Results of reconstructed images for CSA-SBL for different sampling ratios (M/N).
estimated supports obtained from solving the SMV corresponding to the (m− 1)st column
of X. As illustrated in Fig. 4.5, the support set changes slowly across the columns of X.
Therefore, even if we were provided with the true supports of the (m − 1)st column of X,
the information still would become the erroneous partial support set that was available for
solving the “m”th SMV. In order to solve the SMV corresponding to the first column ofX, we
feed both SA-SBL and CSA-SBL with a union of 80% of the true supports of the column and
10 randomly chosen incorrect supports. In the simulations, we set the threshold to T = 0.4
for both SA-SBL and CSA-SBL, meaning that we discarded the estimated supports with
corresponding absolute value of less than 0.4. The reconstructed images for the sampling
ratio of M/N = 0.3, 0.35, 0.4, 0.45, and 0.5 are illustrated in Fig. 4.6 and Fig. 4.7. In order
103
Table 4.1: NMSE and PSNR comparison in image reconstruction.
SA-SBL CSA-SBL
Sampling ratio (M/N) PSNR (dB) PSNR (dB)
M/N = 0.30 12.8467 13.5155
M/N = 0.35 15.1456 15.8384
M/N = 0.40 16.4610 18.1877
M/N = 0.45 18.6170 30.9498
M/N = 0.50 Inf Inf
to show the quality of the reconstructed images we compare the obtained results based on
peak-SNR (PSNR) as shown in Table 4.1. According to Table 4.1, we observe that CSA-SBL
provides better reconstruction in terms of PSNR compared to SA-SBL algorithm.
4.4 Summary
A new hierarchical Bayesian model is proposed to solve the clustered-pattern sparse sig-
nals via single measurement vector model in case where some erroneous information about
the support set of the solution is available. The proposed algorithm is essentially a modified
version of the conventional sparse Bayesian learning model and SA-SBL algorithm. The sim-
ulation results demonstrated that making the shape parameter of the Gamma distribution
in the SA-SBL algorithm for the problem improves the performance in the support recovery.
CHAPTER 5
SPARSE RECOVERY VIA VARIATIONAL BAYESIAN INFERENCE:
BERNOULLIS-GAUSSIANS-INVERSE GAMMA VS. GAUSSIANS-INVERSE GAMMAS
MODELING
5.1 Introduction
In this chapter, we investigate the performance of sparse signal recovery from a set of
compressively sensed noisy measurements using variational Bayesian (VB) inference. The
framework considered here is ordinary sparse Bayesian learning where no specific struc-
ture other than sparsity is assumed on the underlying signal of interest. Two models on
the signal are considered here, the issues of each model are studied, and the performances
in reconstruction are compared. In the first model, the sparse signal is considered as the
combination of a solution vector, where each component is modeled as a Gaussian distri-
bution with the same precision, and the support vector, where each component is modeled
by a Bernoulli distribution. This model is denoted by Bernoullis-Gaussians-inverse Gamma
modeling. In the second model, the components of the solution are modeled by Gaussian dis-
tributions but with different precisions, referred to as Gaussians-inverse Gammas modeling.
Although these two models have been already applied to the compressive sensing problems
using sparse-Bayesian learning via expectation-maximization (EM) algorithm, Markov chain
Carlo (MCMC), etc., for structured solutions, the issues when using variational Bayes infer-
ence for only promoting the sparsity have not been investigated. This work provides details
on such modelings using VB inference.
Compressive sensing (CS) provides techniques for signal acquisition and reconstruc-
tion in a sub-Nyquist sampling sense. The goal in the CS framework is to capture the
important information of the underlying signal via a small number of measurements while
retaining the ability to reconstruct the signal. CS operates under the assumption that the
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signal is compressible or sparse, where the number and location of dominating non-zeros
are unknown [17,39,40]. The notion of compressibility or sparsity simply means that under
some proper basis representation the signal has very few non-zero elements while the other
elements, the majority of components in the signal, are either zero or of very small am-
plitudes compared to the dominating amplitudes. Therefore, the small amplitudes, which
are of low interest in most practical applications, can be treated as noise. CS has been
used in a variety of applications such as in single-pixel camera, recovery of images with
missing pixels and inpainting removal, medical imaging using magnetic resonance imaging
(MRI), communications with examples of blind multiband sampling of narrow band signals,
sparse channel estimation, spectrum sharing of radar and communication signals, and many
more [1, 2, 8, 15,16,57,59,104–111].
In the linear CS framework the problem is posed as
y = Axs + e, (5.1)
where y∈RM represents measurements, xs∈RN is the sparse signal, e is noise accounting
for either the measurement noise or the insignificant coefficients of xs, and generallyMN
[17, 39]. The matrix A = ΦΨ is the measurement matrix, where Φ is the sensing design
matrix and Ψ is a proper sparsifying basis. There exist different approaches to solve for
xs in the inverse problem of linear CS including greedy-based, convex-based, and sparse
Bayesian learning (SBL) algorithms [37, 44, 49, 50, 69, 112–115]. Typically, the performance
of CS reconstruction is determined in terms of mean-squared reconstruction error. We are
also interested in the more strenuous requirements of probability of detection and probability
of false alarm of the nonsparse components.
The focus of this work is on sparse Bayesian learning (SBL) for the CS problem. The
advantage of Bayesian learning models is that one can incorporate prior knowledge on the
characteristics of the underlying signal into the model. A prior favoring the sparsity or
compressibility in x can be represented to the framework by using Gaussian-inverse Gamma
(denoted by GiG), Laplace, Bernoulli-Gaussian (denoted by BG), spike-and-slab priors, and
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so forth [60,66,68,69,116]. Inference on parameters and variable estimation on these models
can be made using Markov chain Monte Carlo (MCMC), approximate message passing
(AMP) and its generalized versions, variational Bayesian (VB) inference, etc. [37, 67, 68,
73, 117–121]. Here, we study two models for solving the inverse problem of compressive
sensing; Bernoullis-Gaussians-inverse Gamma (BGiG) prior and Gaussians-inverse Gammas
(GiG) prior to promote sparsity in the solution. We use variational Bayesian (VB) inference
to estimate the variables and parameters of the model. The reason for preferring VB to
the MCMC inference is that although MCMC usually provides good inference, it is not
computationally efficient and the convergence diagnostic may be difficult or at least require
extra work for measuring the convergence, such as potential scale reduction factor (PSRF)
[68, 92, 114, 122, 123]. In contrast, it has been shown that VB inference in many cases leads
to reasonable approximation of the exact posteriors more efficiently than MCMC, with less
effort to monitor the convergence [122–125]. For both BGiG and GiG models, we represent
the update rules of the parameters and variables using VB inference, provide discussions
on the issues associated with each model, and illustrate some motivational examples. We
then describe how to improve the reconstruction performance for BGiG model via training
the hyperparameters of the model. Also, we describe a learning approach to improve the
performance of the algorithm associated with the GiG model.
The rest of this work is organized as follows. Section 5.2 presents a brief background on
VB inference. In Section 5.3, we provide Bernoullis-Gausssians-inverse Gammas modeling
for CS using VB. Also, some motivational examples are provided to show the issue with this
approach. Section 5.4 represents Gaussians-inverse Gammas modeling, the associated up-
date rules using VB inference, and motivational examples on the issues with this algorithm.
Section 5.5 describes how to improve the performance for each algorithm. Finally, Section
5.6 concludes this work.
5.2 Variational Bayesian Inference
Variational Bayes is an effective approach to approximate intractable integrals that
occur in Bayesian inference. VB provides analytical approximation to the posterior distri-
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butions of the parameters and hidden variables of statistical models using a lower bound on
the marginal likelihood of the observations. VB is essentially an extension of the expectation-
maximization (EM) algorithm [124,125]. Suppose there is a probabilistic model with param-
eters Θ, hidden variables x, and a set of observations denoted by y. Then, the approximation
to the joint density p(x,Θ|y) can be represented by p(x,Θ|y)≈qx(x)qθ(Θ). In the ideal case,
we desire to select Qx,θ(x,Θ) = qx(x)qθ(Θ) to be as close as possible to p(x,Θ|y). Since
computing the normalization factor (probability of the observation p(y)) is intractable, we
write the logarithm of the evidence in terms of the integral of the joint probability p(x,Θ,y)
and then incorporate Qx,θ(x,Θ) into the integrand. Using Jensen’s inequality, we obtain a
lower bound on the logarithm of evidence. The problem turns into maximizing this lower
bound to make Qx,θ(x,Θ) close to p(x,Θ|y). The lower bound on the model log-marginal





Θ (Θ)∝p(Θ) exp {Eq[t]x [log p(x,y|Θ)]}. (5.3)
5.3 Bernoullis-Gaussians-Inverse Gamma Modeling and SBL-VB(BGiG) Algo-
rithm
The goal in the inverse problem of CS defined in (5.1) is to recover the sparse vector
xs. In the Bernoullis-Gaussian-inverse Gamma model, the sparse solution is defined as
xs = (s ◦ x), where s is a binary support vector indicating the non-zero locations in the
solution, x represents values of the solution, and ◦ is Hadamard product [37]. We refer
to the algorithm associated with this Bayesian modeling inferred via VB as ordinary SBL-
VB(BGiG). SBL using VB inference for clustered pattern of sparse signal has already been
investigated in the recent literature [114, 122, 123]. Here, we consider the ordinary SBL
using VB inference modeling without promoting any structure on the supports other than
sparsity itself. We show that when the number of measurements is small the reconstruction
performance is sensitive to the selection of the support-related hyperparameters.
108
For the inverse CS problem, we define a set of priors as follows [37]. We model the
elements of vector s as
sn∼Bernoulli(γn), γn∼Beta(α0, β0),∀n, α0β0 (5.4)
α0 and β0 are the support-related hyperparameters. Setting α0 and β0 to small values and
with α0β0 encourages s to be sparse on average. The prior on the solution value vector
is defined as
x∼N (0, τ−1IN ), τ∼Gamma(a0, b0). (5.5)
Here, τ is the value precision. Finally, the prior on the noise is
e ∼ N (0, ε−1IM ), ε ∼ Gamma(θ0, θ1). (5.6)
where θ0 and θ1 are set to small positive values.
5.3.1 Update Rules of SBL-VB(BGiG) Using VB Inference
According to the VB algorithm defined in (5.2) and (5.3), the update rule of the variables
and parameters of the BGiG model can be simplified as follows [120].
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and where ψ is the digamma function, which is the logarithmic derivative of the gamma




• Update rule for the solution value matrix x
q(x|−) ∼ N (x̃,Σx̃), where
Σx̃ =
(
τ̃ IN + ε̃Φ̃
)−1






s̃s̃T +diag(s̃ ◦ (1− s̃))
)]
. (5.9)
• Update rule for γn





, ∀n = 1, . . . , N, (5.10)
where α1,n := α0 + s̃n and β1,n := β0 + 1− s̃n.
• Update rule for the solution precision τ
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• Update rule for the noise precision ε






















, Φ̃ was defined earlier in (5.9).
The stopping criterion of the algorithm can be made based on the log-marginalized
likelihood. Learning s is probably the most important variable to us, since if we could
learn s accurately then it would not be hard to compute xs. We define the stopping con-
dition in terms of L := log {p(y|s, ε, τ)}. The marginalized likelihood can be written as
p(y|s, ε, τ)=
∫
p(y|x, s, ε)p(x|τIN )dx. After some simplification, the negative log-likelihood
is proportional to
− L∝ log |Σ−10 |+ y
TΣ0y, (5.13)
where Σ0 = (ε−1IM +τ−1AS̃2AT )−1, and S̃ := diag{s̃}. Therefore, the stopping condition
can be made as
|L[t+1] − L[t]|/|L[t]| ≤ T0,
for some small value of threshold T0 [114]. We refer to the algorithm corresponding to
the above modeling as SBL-VB(BGiG) denoting that this is an ordinary sparse Bayesian
learning algorithm inferred via VB using Bernoullis-Gaussians-inverse Gamma modeling.
By the term ordinary, we mean that the algorithm only promotes sparsity and it does
not incorporate any parameter to account for the clustered pattern supports or correlation












Compute s̃n from (5.7), ∀n = 1, . . . , N % (Support vector component )
Compute Σx̃ and x̃ from (5.8) % (Solution-value matrix component)
Compute α1 and β1 from (5.10) % (Parameters of the hyperprior γ)
Compute τ from (5.11) % (Precision on the solution)
Compute ε from (5.12) % (Precision on the noise)
Compute L[Iter] from (5.13) and then Iter=Iter+1
End While
5.3.2 Issues with SBL-VB(BGiG) and Study Examples
In this section, we show that the estimated solution using SBL-VB(BGiG) algorithm
is sensitive to support-related hyperparameters, i.e., α0 and β0 in (5.4). We provide three
examples to demonstrate the issues associated with SBL-VB(BGiG). We generated three
trials, where the true solution x∈R100 for each trial has the sparsity level of k := 25, that
is, the true x (or s) has k active elements. The active elements of s were drawn randomly
in our trials. The nonzeros of x, corresponding to the active locations of s, were drawn
from N (0, σ2x), with σ2x = 1. Each entry of the sensing matrix A was drawn i.i.d. from
a Gaussian distribution N (0, 1), and then normalized so each column has Euclidian norm
1. The elements of measurement noise were drawn from N (0, σ2) with SNR=25 dB, where
SNR:= 20 log10(σx/σ). The hyperparameters were set to a0 = b0 = 10−3 and θ0 = θ1 = 10−6.
In examples 1-3 we set the pair (α0, β0) to (1.4, 2), (0.1, 0.9), and (0.01, 0.99), respectively.
From the top to the bottom row of each of Figs. 5.1–5.3, we illustrate the performance for
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the cases where the number of measurements is set to 85, 75, and 65 (that is, the sample
ratio λ is 0.85, 0.75, and 0.65) respectively. In each row of Figs. 5.1–5.3 from left to right are,
respectively: the comparison between the measurements y and the computed measurements
based on ŷ=A(s̃◦x̃); the true signal xs=s ◦ x and the reconstructed signal x̃= ŝ ◦ x̂; the
true support vector s and the estimated support vector s̃; and the estimated supports vs.
the iterations.


























































































Fig. 5.1: Example 1: (α0, β0) = (1.4, 2). From top to bottom, the rows show the results of
SBL-VB(BGiG) for the sampling ratio λ = 0.85, 0.75, 0.65, respectively. The term hatscoll
is the estimated support vector in each iteration of the algorithm.
According to the results shown in Fig. 5.1, setting (α0, β0) to (1.4, 2) seems to be a
reasonable choice for high sampling ratios (over 70%), while it is not a good choice for the
lower sampling ratios. This issue can be seen in the plot of the supports in the 3rd row of Fig.
5.1. One may argue that the estimated support vector ŝ can be filtered via some threshold
value (such as 0.3), meaning that one may discard the estimated supports lower than 0.3.
However, thresholding will adversely affect detection rate. Also, we should account for the
effect of the filtered supports since their corresponding estimated components in x̂ have
contribution in fitting the model to the measurements, as well. In Table 5.1, we summarize
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Fig. 5.2: Example 2: (α0, β0) = (0.1, 0.9). From top to bottom, the rows show the results
of SBL-VB(BGiG) for the sampling ratio 0.85, 0.75, 0.65, respectively. The term hatscoll is
the estimated support vector in each iteration of the algorithm.


























































































Fig. 5.3: Example 3: (α0, β0) = (0.01, 0.99). From top to bottom, the rows show the results
of SBL-VB(BGiG) for the sampling ratio 0.85, 0.75, 0.65, respectively. The term hatscoll is
the estimated support vector in each iteration of the algorithm.
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Table 5.1: Performance results of SBL-VB(BGiG) for Example 1.
λ = M/N PD PFA PD − PFA NMSE (dB)
Example 1, λ=0.85 0.7200 0 0.7200 -17.0833
Example 1, λ=0.75 0.6800 0.0133 0.6667 -11.7855
Example 1, λ=0.65 1 1 0 -4.6194
the performance of example 1. This also shows that for sampling ratio of λ = 0.65, the
algorithm fails to provide reasonable results.
As stated earlier, in Example 2, (α0, β0) is set to (0.1, 0.9). When (α0, β0) = (0.1, 0.9) we
are essentially modeling the support of the solution to have sparsity level ofN×α0/(α0+β0)=
10 on the average, according to the prior defined in (5.4). In constrast, the average sparsity
level as a prior was set to N×α0/(α0+β0)≈41 in Example 1, which is not very sparse. Also,
according to the update rule (5.10), the pair (α0, β0) has lower weight in the update of α1,n
and β1,n than s̃n when comparing Example 2 with Example 1. This means that the prior in
Example 2 has lower impact on the estimation than the contribution of the measurements
(observations), which is reasonable when there is no information about the true signal other
than the measurements is available to us.
Fig. 5.2 and Table 5.2 present results related to Example 2. Unfortunately, Fig. 5.2
shows that the setting for (α0, β0) in Example 2 fails to provide very good results even for
high sampling ratios. Similarly, based on Fig. 5.3 and Table 5.3, the settings for (α0, β0) in
Example 3 do not provide very good results even for high sampling ratios. More specifically,
it turns out that Example 2 and Example 3 tend to provide very sparse solutions for the
sampling ratios withinM/N=[0, 1]. These initial experiments suggest that there is no fixed
setting for (α0, β0) performing reasonably well for all sampling ratios and the selection of
the hyperparameters (α0, β0) should be made with care.
Continuing this examination, in Figs. 5.4-5.6, we illustrate the negative log-likelihood,
the precision on the noise, and the precision on the generated true solution in Examples 1-3,
respectively. The horizontal axis shows the iterations until the stopping rule has met.
As expected as the sampling ratio increases, the algorithm requires fewer iterations to
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Table 5.2: Performance results of SBL-VB(BGiG) for Example 2.
λ = M/N PD PFA PD − PFA NMSE (dB)
Example 2, λ=0.85 0.2400 0 0.2400 -3.4818
Example 2, λ=0.75 0.2400 0 0.2400 -3.4116
Example 2, λ=0.65 0.1600 0 0.1600 -3.3134
Table 5.3: performance results of SBL-VB(BGiG) for Example 3.
λ = M/N PD PFA PD − PFA NMSE (dB)
Example 3, λ=0.85 0.2000 0 0.2000 -3.6776
Example 3, λ=0.75 0.1200 0 0.1200 -2.9097
Example 3, λ=0.65 0.1600 0 0.1600 -3.3135
meet its stopping condition because it is provided with more measurements. This can be
seen on the negative log-marginalized likelihood plots in Figs. 5.4–5.6. According to Fig.
5.4, for the sampling ratio of 0.85 and 0.75, the hyperparameter settings in Example 1 seem
satisfactory in terms of log-likelihood function and the precisions on both the noise and the
solution components. As a result, we observe good performance for Example 1 in Fig. 5.1
and Table 5.1. However, for lower sampling ratio, Example 1 could not learn the precision
on the measurement noise and the precision on the solution, resulting in poor performance.
This effect is illustrated in the 3rd row of Fig. 5.1, Table 5.1, and also in Fig. 5.4. Similarly,
poor performance occurred in Examples 2 and 3 as illustrated in Fig. 5.4 and Fig. 5.5,
respectively. The main issue of the failures can be found in the update rule of the support
learning vector s̃ defined in (5.7). It is important to balance between the terms cn and
κn, where cn imposes the effect of hyperprior on s accompanied by the current estimate of
sn, and κn imposes the contribution of the current estimates of noise precision, solution,
and other supports in fitting the model to the measurements. Therefore, if we impose a
strong weight on the sparsity via cn, then the solution tends to neglect the effect of κn and
vice versa. That is why we had very sparse (with poor performance) in Examples 2 and
3 for all the represented sampling ratios, and nonsparse (with poor performance) for lower
116
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Fig. 5.4: Example 1: Performance evaluation of SBL-VB(BGiG).
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Fig. 5.5: Example 2: Performance evaluation of SBL-VB(BGiG).
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Estimate of Solution Precision
Fig. 5.6: Example 3: Performance evaluation of SBL-VB(BGiG).
sampling ratio in Example 1. These results suggest that the algorithm and its update rules
are sensitive to the selection of hyperparameters on the Gamma prior on the support vector
s. In Section 5.5, we will discuss how one may be able to deal with this issue and obtain
better performance for the SBL-VB(BGiG) algorithm.
5.4 Gaussians-Inverse Gammas Modeling and SBL-VB(GiG) Algorithm
In this section, we consider the Gaussians-inverse Gammas model. In this model, the
components of the solution are modeled by zero-mean Gaussians with different precisions.
The main difference between this model and the model defined in Section 5.3 is that here
we do not have the support vector s and instead different precisions are considered on the
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components of the solution vector xs in (5.1). The set of priors in this model are defined as
follows.
xn∼N (0, τ−1n ), τn∼Gamma(a0, b0), ∀n, (5.14)
where a0 and b0 denote the shape and rate of the Gamma distribution, respectively. The
entries of the noise component e are defined the same as (5.6), i.e., e ∼ N (0, ε−1IM ), ε ∼
Gamma(θ0, θ1), where θ0 and θ1 are set to small positive values.
The estimation of the parameters in this model is carried out using VB inference as
discussed below.
5.4.1 Update Rules of SBL-VB(GiG) Using VB Inference
According to the VB algorithm described in (5.2) and (5.3), the update rule of the
variables and parameters of the GiG model can be simplified as follows.

























, ∀n= 1, 2, . . . , N. (5.15)


























• Update rule for the solution vector x using VB
qx(x) ∼ N(x̃,Σx̃), (5.17)
where Σx̃ := (T̃ + ε̃ATA)−1, x̃ := ε̃Σx̃ATy, and T̃ := diag{[τ̃1, . . . , τ̃N ]}.
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After simplification and for the comparison purposes of L[t+1] with L[t] in the updating
process, we have
L ∝ log |Σ0| − yTΣ0y,
where is defined as Σ0 :=(ε−1IM+T−1AAT )−1.









Compute Σx̃ and x̃ from (5.17) % (Solution-value matrix component)
Compute T from (5.15) % (Precisions on the solution)
Compute ε from (5.16) % (Precision on the noise)
Compute L[Iter] and then Iter=Iter+1
End While
5.4.2 Issues with SBL-VB(GiG) and a Study Example
An issue with the SBL-VB(GiG) algorithm is that the solution becomes nonsparse
due to the fact that it does not incorporate a binary vector s (hard-thresholding or soft-
thresholding if the expected value is used) as we had in SBL-VB(BGiG). This may have
no major effect on the signal reconstruction for high sampling ratios. However, the non-
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sparseness effect appears in low sampling ratios by misleading the algorithm to wrongly
activate some components in the estimated signal, yet providing a good fit of the model to
the measurements. In Figs. 5.7 and 5.8, we illustrate the results of Example 3 by applying
the SBL-VB(GiG) algorithm. More specifically, in the top row of Fig. 5.7 we show the
comparison of y with ŷ=Ax̂ for sampling ratios of 0.85, 0.75, 0.65, and 0.50 from left to
right. In the second row of this figure, the results for the true and the estimated solution are
demonstrated. The third row illustrates the estimated solution components. In Fig. 5.8, we
demonstrate the negative log-marginalized likelihood comparison and the also the estimated
noise precision against the true noise precision, as well.




































































































Fig. 5.7: Example 3: From left to right, we show the results of SBL-VB(GiG) for the
sampling ratio 0.85, 0.75, 0.65, and 0.50, respectively. The first row demonstrates the
estimated measurements compared with the true ones. The second row shows the solution
estimates against the true solutions.
From the results shown in Fig. 5.7 and Fig. 5.8, we observe that the solution does
not tend to be sparse. This effect is illustrated in the second row of Fig. 5.7. Also, as the
sampling ratio decreases, the solution estimate has poor performance, due not only to the
reduction in the number of measurements but also to the nonsparseness behavior. In other
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4 Estimate of Noise Precision
Fig. 5.8: Example 3: From left to right, we show the behavior of negative marginalized
log-likelihood and the precision on the noise using SBL-VB(GiG) for the sampling ratios of
0.85, 0.75, 0.65, and 0.50.
words, the sparse solution would have occurred if most of precisions on the solution compo-
nents had become fairly large. Can we do some extra work on the estimations produced via
SBL-VB(GiG) algorithm to make the solution sparse in order to improve the reconstruction
performance? This question will be addressed in the next section.
5.5 PreProcessing versus Postprocessing
In this section, we show that in order to improve the performance of Bernoullis-
Gaussian-inverse Gamma modeling using the OSBL-VB(BGiG) algorithm, we need to per-
form some sort of preprocessing. Also, the results in Section 5.4 suggest one can perform
some postprocessing for the OSBL-VB(GiG) algorithm to improve the reconstruction per-
formance. Below, we provide more details for each of these algorithms.
5.5.1 Preprocessing for the OSBL-VB(BGiG) Algorithm
Based on the observations made on the performance of SBL-VB(BGiG) in Section 5.3.2,
we showed that the pair of hyperparameters (α0,β0) should be selected with care. In other
words, getting a good performance with this algorithm needs some preprocessing to assess
reasonable setting for the parameters. According to the observations made in Examples 1-3,
we perform a grid search on the hyperparameters (α0, β0) to see whether we can find some
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Fig. 5.9: Performance evaluation of SBL-VB(BGiG) using grid and random Sobol search.
common pattern on selecting these parameters for all sampling ratios. The grid search runs
the algorithm for different values of α0 and β0 with the search range of [0.1 : 0.1 : 2]. For
each selection of (α0, β0) within this range, we ran 200 random trials and then averaged
the results. The results were examined to see what values of (α0, β0) provided the highest
performance in terms of the difference between the detection rate and false alarm rate,
PD−PFA. The simulation were executed for a range of sampling ratios in the range [0.05, 1]
with the step size of 0.05. The results are demonstrated in Fig. 5.9. In this figure, we also
provide the results of performing random Sobol search for (α0, β0). Sobol search is more or
less a deterministic scheme for getting point sets that are more representative of random
uniform draws than actual random uniform draws [127, 128]. The two left plots in Fig. 5.9
show the results for the best setting of (α0, β0).
It is clear in Fig. 5.9 that there is no fixed setting for these parameters in order
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for getting the best performance. The two plots on the right of Fig. 5.9 illustrate the
performance based on the best values of these hyperparameters, which provided the best
performance, i.e., tuned hyperparameters. We also examined the results of the grid search
for the top 10 highest performance for each sampling ratio, where performance is in terms of
PD−PFA and the normalized mean-squared error (NMSE). In Fig. 5.10(a) we demonstrate
the top 10 highest performance based on NMSE and PD−PFA for different sampling ratios.
In Fig. 5.10(b) and Fig. 5.10(c), we illustrate the values of (α0, β0) which led to the
performances shown in Fig. 5.10(a) for different sampling ratios. Fig. 5.11 details the top
10 values of (α0, β0) vs. sampling ratio.
In Fig. 5.10 (b,c) it can be observed that there is no specific pattern for these hyper-
parameters. Fig. 5.11 also shows that hyperparameters need to be carefully selected.
5.5.2 Postprocessing for the OSBL-VB(GiG) Algorithm
Since the OSBL-VB(GiG) algorithm does not include the binary support vector s, as
SBL-VB(BGiG) possesses, the resulting solution becomes nonsparse. This leads to high
detection rate for the location of active supports and high false alarm rate. Thus, as the
sampling ratio decreases, there is a high chance that this algorithm misunderstands the
locations of the true solution. Therefore, SBL-VB(GiG) requires some postprocessing to
discard the components with low amplitudes. This effect can be seen in Fig. 5.12(a).
The curves with solid lines in this plot show the detection and false alarm rate in support
recovery, and the difference between the rates. This issue can be resolved by performing
some postprocessing to find a data-driven threshold. The amplitudes in the reconstructed
signal with lower values than the threshold are discarded. For this purpose, we set up 200
random trials, the same as the one explained for SBL-VB(BGiG), and then evaluate the
performance in terms of NMSE by varying the threshold. Fig. 5.12(b) shows the averaged
results of 200 trials.
In Fig. 5.12(b) we observe that for low and moderate sampling ratios the postpro-
cessing does not benefit us so much in terms of reconstruction error. However, there is a
threshold of around 0.25 for which the postprocessing step gained us the reduction in re-
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construction error of approximately 3 dB. We set the threshold to 0.25 and run 200 random
trials by applying SBL-VB(GiG) and evaluating the performance based on the detection
and false alarm rate in support recovery. The results are illustrated by the dashed lines in
Fig. 5.12(a). According to this figure, it should be clear that the additional postprocessing
step provides reasonable results. Finally, in Fig. 5.12(c) we compare the performance of the
SBL-VB(BGiG) algorithm (with performing the preprocessing step) with the SBL-VB(GiG)
algorithm (after performing postprocessing). We see that for low and high sampling ra-
tios, Bernoullis-Gaussians-inverse Gamma implemented via SBL-VB(BGiG) provides better
performance. In contrast, for the moderate sampling ratios Gausssians-inverse Gammas
modeling implemented via SBL-VB(GiG) performs much better.
5.6 Summary
We investigated solving the inverse problem of compressive sensing using VB infer-
ence for two sparse Bayesian models of Bernoullis-Gaussians-inverse Gamma and Gaussians-
inverse Gammas. The issues of each approach was discussed and the performance between
the two models were compared. The simulation results demonstrated that the proposed
algorithm competes with the other state-of-the-art algorithms.
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Fig. 5.10: (a). Performance, (b) Top 10 (α0, β0) with lowest NMSE, (c) Top 10



























































































Fig. 5.11: (a). Top 10 (α0, β0) with lowest NMSE vs. sampling ratio. (b) Top 10
(α0, β0) with lowest NMSE vs. sampling ratio.
126










 (Threshold = 0)
P
FA





 (Threshold = 0)
P
D
 (Threshold = 0.25)
P
FA





 (Threshold = 0.25)
(a) Performance of SBL-VB(GiG) before and after postprocessing.




































(b) NMSE of SBL-VB(GiG) vs. threshold to remove some components of x̂.









































(c) Comparison of the two algorithms.
Fig. 5.12: Performance of SBL-VB(BGiG) and SBL-VB(GiG)
127
5.7 Appendix
In this section, we provide details on the update rules of the parameters and variables
for both the SBL-VB(BGiG) and SBL-VB(GiG) algorithms.
5.7.1 Bernoullis-Gaussians-Inverse Gamma Modeling and the SBL-VB(BGiG)
Algorithm
• Update rule for the precision τ of the solution value vector x using VB
q(τ) ∝ p(τ ; a0, b0) exp
{



















































T 〉qx) = tr(x̃x̃
T + Σx̃),
where x̃ := 〈x〉qx and Σx̃ = diag{σ
2
x̃1






















• Update rule for the noise precision ε using VB
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q(ε) ∝ (ε; θ0, θ1) exp
{






























〈‖y −A(s ◦ x)‖22〉qxqs
)
.











where 〈‖y −A(s ◦ x)‖22〉qxqs is obtained as follows. Define S = diag {s}.
‖y −A(s ◦ x)‖22〉qxqs = ‖y −ASx)‖
2
2〉qxqs
= yTy − 2〈xTSATy〉qxqs+ < x
TSATASx〉qxqs
= yTy − 2〈x〉Tqx〈S〉qsA
Ty + 〈xTSATASx〉qxqs
= yTy − 2(x̃ ◦ s̃)TATy + 〈xTMsx〉qxqs ,











TA) ◦ (ssT )〉qs = (A














(ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)})
))
.










Ψ̃ :=〈‖y −A(s ◦ x)‖22)〉qxqs =




(ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)})
))
.
Remark 5.1: Notice that tr (XTY ) =
∑








(x̃x̃T + Σx̃) ◦ (ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)}))
)
1,
where 1 = [1, . . . , 1]T .
Thus, Ψ̃ can be written as
Ψ̃ := yTy − 2(x̃ ◦ s̃)TATy + 1T
(
(x̃x̃T + Σx̃) ◦ (ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)}))
)
1.
• Update rule for γn using VB
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q(γn) ∝ p(γn;α0, β0) exp (〈 log {p(x, s,y|θ,M)}〉qxqs)
∝ γα0−1n (1− γn)β0−1 exp {〈 log {p(sn|γn)}〉qxqs}
∝ γα0−1n (1− γn)β0−1 exp {〈 log {γsnn (1− γn)1−sn}〉qsn}
∝ γα0−1n (1− γn)β0−1e
〈sn〉qsn log γne(1−〈sn〉qsn ) log {1−γn}




∝ γα0+s̃n−1n (1− γn)β0−s̃n .
Therefore,
qγn(γn) ∼ Beta(α1,n, β1,n), ∀n = 1, . . . , N,






• Update rule for the solution vector x using VB
qx(x) ∝ exp {〈 log {p(x, s,y|θ,M)}〉qxqs}
∝ exp {〈 log {p(x, s|θ,M)p(y|x, s, θ,M)}〉qθqs}
∝ exp {〈 log {p(x|θ)}〉qθ} exp {〈 log {p(y|x, s, θ,M)}〉qθqs}
∝ exp {〈 log {p(x|τ)}〉qτ } exp {〈 log {p(y|x, s, ε)}〉qεqs}
For the purpose of updating the elements of x, we have




ε‖y −A(s ◦ x)‖22}
∝ exp {−1
2
ε‖y −A(s ◦ x)‖22}.
Therefore,
〈 log {p(y|x, s, ε)}〉qεqs ∝ −
1
2
〈ε‖y −A(s ◦ x)‖22〉qεqs
∝ −1
2





ε̃〈|y −A(s ◦ x)‖22〉qs
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Also,
〈‖y −A(s ◦ x)‖22〉qs = < tr
(



















where S := diag{s}. This yields to









Now, we can write qx(x) as











(xT (τ̃ IN + ε̃〈SATAS〉qs)x− 2ε̃x
T S̃ATy)}.
Finally, qx(x) ∼ N (x̃,Σx̃), where






Notice that SATAS = (ATA) ◦ (ssT ). Since sn is the outcome of a Bernoulli distribution,
Eqs [s2n] = Eqs [sn] = s̃n, and
s̃s̃T =












TA) ◦ (s̃s̃T − diag {s̃ ◦ s̃}+ diag {s̃})
= (ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)}),
which yields to x ∼ N (x̃,Σx̃), where
Σx̃ =
(
τ̃ IN + ε̃
(





and therefore, the update rule for the solution value vector x is x̃.
• Update rule for the support vector s using VB
qsn(sn) ∼ exp {〈 log {p(x, s,y|θ,M)}〉qθqx}
∝ exp {〈 log {p(x, s|θ,M)p(y|x, s, θ,M)}〉qθqx}
∝ exp {〈 log {p(x, s|θ)}〉qθqM} exp {〈 log {p(y|x, s, θ,M)}〉qθqx}
∝ exp {〈 log {p(sn; γn)}〉qγn} exp {〈 log {p(y|x, s, ε)}〉qs−nqxqε}




〈 log {γsnn (1−γn)1−sn}〉qγn = esn〈 log γn〉qγn e(1−sn)〈 log {1−γn}〉qγn ,
for which we have
〈 log {γn}〉qγn ∼ Beta(α1,n, β1,n) = ψ(α1,n)− ψ(α1,n + β1,n)
and
〈 log {1− γn}〉qγn ∼ Beta(α1,n, β1,n) = ψ(β1,n)− ψ(α1,n + β1,n),
where ψ(·) is digamma function, which is the logarithmic derivative of the gamma function
i.e., ψ(x)= ddx log Γ(x). Therefore,
e













































where y−nm := ym −
∑N































































2 , . . . , y
−n
M ].
〈y−nm 〉qs−nqx = 〈ym −
N∑
l 6=n




ỹ−nm := 〈y−nm 〉qs−nqx and thus ỹ







































ψ(β1,n)− ψ(α1,n + β1,n)
}
and for the outcome of sn = 1, we have
qsn(sn) ∝ exp
{












( qsn(sn = 1)
































where ỹ−nm := ym −
∑N
l 6=n amls̃lx̃l and thus ỹ
−n = y −
∑N
l 6=n s̃lx̃lal. The update rule for the
















, ∀n = 1, . . . , N,
where











• Stopping rule of the algorithm
We set the stopping rule of the algorithm based on the marginalized likelihood (evidence).
This is due to the fact that we would rather follow the effect of s on the evidence. Since it
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is the most important variable for us, if we learn s, then it would be easy to compute xs.
Therefore, we marginalize the distribution on y and integrate x out.




































































































































































































log {τ} − 1
2
εyTy + . . .
1
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log {|(τIN )(τIN + εSATAS)−1|}
= −1
2







Remark 5.2: Based on Sylvester’s determinant theorem, we have

























IM − εAS(τIN + εSATAS)−1SAT
)
y.
















Remark 5.3: According to the matrix inverse lemma, we have
(A+BCD)−1 = A−1 −A−1B(C−1 +DA−1B)−1DA−1.
Therefore,


































log {|ε−1IM |−1|IM +
ε
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log {|ε−1IM (IM +
ε
τ






∝ log {|ε−1IM +
1
τ




Therefore, L ∝ log {|Σ0|}−yTΣ0y, where Σ0 := (ε−1IM + τ−1AS2AT )−1, which yields
to
−L ∝ log {|Σ−10 |}+ y
TΣ0y.
This means that











or equivalently, p(y|s, ε, τ) ∼ N (0,Σ−10 ).
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5.7.2 Gaussians-Inverse Gammas Modeling and the SBL-VB(GiG) Algorithm
• Update rule for the precision τn of the nth component of the solution vector x using
VB
q(τn) ∝ p(τn; a0, b0) exp {〈log p(x|T )〉qxn}
























































































, ∀n = 1, 2, . . . , N.
• Update rule for the noise precision ε using VB
q(ε) ∝ p(ε; θ0, θ1) exp {〈log p(y|x, ε)〉qx}



































where 〈‖y −Ax‖22〉qx is obtained as follows
〈‖y −Ax‖22〉qx = y
Ty − 2〈x〉TqxA
Ty + 〈xTATAx〉x
= yTy − 2x̃TATy + 〈xTATAx〉qx ,
Also,
〈xTATAx〉qx ∝ tr (〈x
TATAx〉qx)









〈‖y −Ax‖22〉qx = y





















• Update rule for the solution vector x using VB
qx(x) ∝ exp {〈 log {p(x,y|θ,M)}〉qθ}
∝ exp {〈 log {p(x|θ,M)p(y|x, θ,M)}〉qθ}
∝ exp {〈 log {p(x|θ)}〉qθ} exp {〈 log {p(y|x, θ,M)}〉qθ}
∝ exp {〈 log {p(x|T )}〉qτ } exp {〈 log {p(y|x, ε)}〉qε}
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For the purpose of updating the elements of x, we have





















Now, we can write qx(x) as
qx(x) ∝ e












xT (T̃ + ε̃ATAx− 2ε̃xTATy)
)
},
where T̃ :=diag {τ̃1, . . . , τ̃N}. Therefore, qx(x)∼N (x̃,Σx̃), where





• Stopping rule of the algorithm
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We set the stopping rule of the algorithm based on the marginalized log-likelihood (evidence).
p(y|ε, T ) =
∫
p(y,x|ε, T )dx∫






































































































































































































ε2yTA(T + εATA)−1ATy = −1
2




log {|T |}+ 1
2
log {|(T + εATA)−1|} = 1
2
(





log {|T (T + εATA)−1|}
= −1
2
log {|T−1(T + εATA)|}
= −1
2
log {|T + εT−1ATA|}.
Remark 5.4: Based on Sylvester’s determinant theorem, we have
det {(Im +Am×nBn×m)} = det (In +BA).
Therefore,
log {|IN + εATT−1A|} = log {|IM + εAT−1AT |}.
Thus,





log {ε} − 1
2





IM − εA(T + εATA)−1AT
)
y.










IM − εA(T + εATA)−1AT
)
y.
Remark 5.5: According to the matrix inversion lemma, we have
(A+BCD)−1 = A−1 −A−1B(C−1 +DA−1B)−1DA−1.
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Therefore,







log {|(IM + +εAT−1AT )−1|} −
1
2




(log {|εIM |}+ log {|(IM + εAT−1AT )−1|})−
1
2
















∝ log {|ε−1IM +AT−1AT |−1} − yT (ε−1IM +AT−1AT )−1y.
Therefore, L∝ log {|Σ0|−yTΣ0y}, where Σ0 :=(ε−1IM+AT−1AT )−1, which yields to
−L ∝ log {|Σ−10 |+ y
TΣ0y}.
This means that











or equivalently, p(y|ε, T )∼N (0,Σ−10 ).
CHAPTER 6
EXPLORATION VS. DATA REFINEMENT VIA MULTIPLE MOBILE SENSORS
6.1 Introduction
In this chapter, we examine the configuration of multiple mobile sensors to explore an
unknown region, where the exploration trades off between two desiderata: to continue tak-
ing data in a region known to be interesting with the intent of refining the measurements
vs. taking data in unobserved areas to attempt to discover new interesting regions. Making
reasonable and practical decisions to simultaneously fulfill both goals of exploration and
data refinement seem to be hard and contradictory. For this purpose, we propose a gen-
eral framework that makes value-laden decisions for the trajectory of mobile sensors. The
proposed framework employs a Gaussian process regression model to predict the interesting
phenomena at unseen locations. Then, the decision making on the trajectories of sensors
is performed using an epistemic utility controller. An example is provided to illustrate the
importance of the proposed framework.
We consider the general problem of exploration using multiple mobile sensors, or fixed
sensors whose field of view is reconfigurable. The problem is to locate regions where inter-
esting phenomena occur and then, having found such regions, to expend sensor capability
to refine data in there while continuing to search for new interesting regions. That is, after
an initial discovery there is a tradeoff between increasing knowledge by taking more mea-
surements in regions already known to be of interest, and increasing knowledge by exploring
in regions where interesting phenomena may exist but are not known to be present. Due
to the uncertainties of exploration, the problem is not posed as one of optimal path (or
resource) planning, but as a problem which balances the competing imperatives of refining
measurements while exploring new territory.
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The paradigm developed here is applicable to general exploration problems, but to il-
lustrate how the principles apply we consider a surrogate problem of space exploration in
the vicinity of a planet using a constellation of satellites. In general, the design of a satellite
constellation can be divided into three main categories, depending on the mission objectives.
In the first category there is a single launch event with a fixed and predetermined constel-
lation. Here, the orbit design process may turn into solving a global optimization problem.
The mission objectives in this category could be for global, zonal or regional coverage of
the Earth [129–136]. The second category involves multiple launch events, in which a small
constellation is initially deployed and then is gradually expanded based on the increase in
the future demand or market change [137, 138]. In this case, as additional satellites are
launched, it may be necessary to reconfigure the existing constellation. The third category
considers a single launch event but with an adaptive constellation, also referred to as opera-
tionally responsive constellation [139]. Besides the required energy for keeping the satellites
in the operating constellation, this category further assumes that the satellites are capable of
performing some other orbital changes. An application of this category can be found in the
surveillance satellites used to monitor ground targets [139]. This category can also be used
for exploration problems in which the satellites are deployed and then the goal is to either
change or tune their orbital planes in order to find, capture, and track the most interesting
features of the phenomenon of interest (PoI). The exploration problem with multiple mobile
sensors that we investigate here falls most closely within this third class.
There exist many approaches for sensor array configuration or placement [26–31, 140–
143]. For example, Zhang provide a necessary condition for optimal sensor placement in
two-dimensional space using the algebric structure of sensors [141]. The problem of array
configuration in a remote sensing formulation is addressed in [144], in which a statistical
optimality criterion is used to identify a solution. By contrast, here a more dynamic, ex-
ploratory stance is taken, to trade off typically repeated (or related) measurements against
measurements in new areas. Here, we focus on approaches that use Gaussian processes
(GPs) modeling to formulate the sensor placement problem [26–31]. A Gaussian process
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model is useful for modeling spatiotemporal data. GPs have been used for decades as a su-
pervised learning tool for regression problems known as Gaussian process regression (GPR)
models [21, 22], and are also referred to as kriging, named after the mining engineer D.G.
Krige in the geostatistics literature [23–25]. GPR models are used here as a spatiotemporal
interpolator/extrapolator tool to predict the behavior of the PoI at unsampled data points.
GPR models and kriging methods are applicable to a wide variety of problems such as the
prediction and estimation of temperature, precipitation, missing pixel and un-mixing of pix-
els in hyperspectral imaging (HSI), human head pose estimation, concentration of carbon
dioxide in the atmosphere, etc. [22, 145–150]. As an example in HSI, one main objective
is to un-mix the spectral information to make inference of the composing materials in the
scene. Imbiriba et al. in [145] consider a nonlinear model where the underlying function
is governed by a Gaussian process model to detect the nonlinearly mixed pixels. Xing et
al. in [148] introduce an algorithm for dictionary learning based on a GP prior to remove
the noise and infer the missing data in HSI. Another example is to predict the temperature
based on the available data collected from the meteorological stations. For instance, Wu
and Li [146] apply the residual kriging method to predict the average monthly temperature
at over 500 unknown locations in the United States.
GPs have also found been applied in sensor placement problems [26–31]. In [30], Gar-
nett et al. propose a Bayesian optimization algorithm for sensor placement based on GP
modeling. As an experiment, they applied their approach to place 50 sensors around the
UK to measure the air temperature. A typical sensor placement technique is to use the
variances associated with the maximum a posteriori (MAP) estimates of GP as a measure
representing the amount of uncertainty in the region. This leads to placing the sensors at
locations with the highest variance (entropy) [27, 28], to reduce the overall entropy. This
characterization of the quality of sensor placements seems to be naive due to the following
reasons. As observed by [28,29], sensor placement using only the measure of variance usually
forces the sensors to be placed at the borders of the region under study. This is due to the
fact that there is no measurement outside of the region and as a result the borders tend to
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have very few measurements in their neighborhood to be used in the training set of GPs.
To tackle this issue, in [26] a mutual information criterion is proposed in order to place the
sensors at the locations most informative about the unseen locations. However, the opti-
mization turns out to be an NP-hard problem because it involves solving for a combinatorial
optimization problem of maximizing the mutual information between the chosen locations
and the locations which are not selected [29]. In order to rackle this issue, an approximate
form of mutual information optimization approach is considered to select informative sensor
locations via exploiting the sub-modularity property of mutual information in [29]. How-
ever, if we continue to perform sensor placement successively using either the entropy of the
region or the mutual information criterion, there is a high chance ending up with some sort
of uniform sampling (equally spaced sensor placements) in the region. This is because the
placements tend to occur at the locations far away from the visited locations of the sensors.
These criteria only fulfill the exploration goals without taking into account refining mea-
surements of the interesting features about the underlying phenomenon. Also, the available
budget on sensors may not allow us to have widely scattered sensor placements (or place the
sensors far away from their previous positions) in applications such as the space missions
that exemplify our work.
In this chapter we devise a general framework to specify the trajectory of mobile sensors
(e.g., sensor-bearing satellites) in order to find and characterize the important features of
phenomena in a region of interest. Although the suggested framework is applicable to the
mobile sensor placement problems, it is different than the other studies on typical mobile
sensors due to following reasons. First, our set of mobile sensors are expected to follow
specific paths, once the trajectories are determined. This means that even if we are inclined
to favor only the exploration goal, we cannot arbitrarily place the sensors at particlar loca-
tions, but rather on particular trajectories. Thus, it is not possible to arbitrarily scatter the
sensors in the region under study. Secondly, we do not only seek the exploration goal, but
rather to fulfill both exploration and data refinement. Here, we assume that there are some
interesting phenomena occurring in the region under study, probably scattered sparsely over
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the region. Therefore, the measure of mutual information or entropy is not enough to reach
a single objective. The proposed framework adaptively makes value-laden decisions on the
trajectories. This framework consists of two main stages. The first stage is the prediction
stage, where we apply a Gaussian process regression model to predict the PoI at the unsam-
pled locations. The GPR not only provides interpolated/extrapolated values, but also the
variance of the estimated values. After collecting the initial measurements over the region,
the GPR model predicts the behavior of the PoI at the unseen locations. Then, the question
is how to decide on the next set of trajectories, based on the information obtained from the
previous (GPR) stage. There is a tradeoff between repeating measurements in the same (or
nearby) locations in order to refine information about that region where it is known that
interesting things are happening vs. making measurements in new locations (exploration)
with the possibility of discovering additional interesting information. There is not sufficient
information to obtain an optimal solution a priori, since the available information is local
(the result of previous measurements) and may change over time. The decision between
improving information in the neighborhood of known PoI and exploring new territory in
the hope of discovering additional interesting locations can be hard or contradictory. In
order to deal with the above issues, we set up the decision making based on epistemic util-
ity theory [32–35], which forms the second stage of our framework. Epistemic utility is
able to provide decisions, called satisficing decisions, based on the local rather than global
information in a way that specifically trades off between two different goals [151].
The remainder of this chapter is organized as follows. In Section 6.2, some background
of the GPR model is presented. Then, decision making based on the epistemic utility con-
troller is described. In Section 6.3, these tools are applied to the problem of trajectory
determination of mobile sensors. Section 6.4 contains an example illustrating the effective-
ness of the proposed approach.
6.2 Theoretical Preliminaries
This section is divided into two parts. The first part is devoted to a review on Gaussian
process regression models, and the second part describes epistemic utility theory. These two
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tools will serve as the backbone of our proposed framework.
6.2.1 Gaussian Process Regression
Gaussian processes (GPs) are widely used for modeling a feature or PoI based on ob-
served spatiotemporal data. A GP can be used as a tool for either classification or regression,
where the regression application of GP is called Gaussian process regression (GPR) [21,22].
It is assumed that the PoI can be evaluated via an unknown and probably nonlinear func-
tion, which we denote by f(·). The arguments of the function comprise a variable set u
referred to as the input data. For example, u can be defined as u= [ux, uy, uz, t]T , where
(ux, uy, uz) and t denote the spatial and temporal information about the measurements,
respectively. Unlike parametric models such as linear regression, GP is non-parametric. In
GP one defines a probability distribution function as a prior over the unknown function f(·),
directly. In other words, GP defines a distribution over functions in the function space and
the inference is performed directly in this space [22]. This is more general than a parametric
model such as Bayesian linear regression, where the prior distribution is defined over the
space of parameters. The GP model treats any observation as an outcome of a Gaussian ran-
dom variable, and all of these random variables are jointly Gaussian. With this setting, any
well-defined GP model only needs a mean accompanied with a positive definite covariance
function. Under this assumption, GP provides a posterior distribution over the unknown
function f once data are observed. Therefore, for any set of N observations with the in-
put data set {u1, . . . ,uN}, GP assumes that the distribution p(f(u1), . . . , f(uN )) is jointly
Gaussian with some mean µ(U) and a covariance matrix K(U), where U := [u1, ...,uN ].
The entry in row i and column j of K(U) is denoted by [K(U)]ij =κ(ui,uj), where κ(., .)
is a positive definite kernel function. The kernel function specifies the covariance between
pairs of random variables at the corresponding data points. The GP model is defined as
follows [152]:
f(U) ∼ GP(µ(U),K(U)), (6.1)
where f(U) := [f(u1), . . . , f(uN )]T and µ(U) := [µ(u1), . . . , µ(uN )]T . For the regression
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purposes, GPR predicts the behavior of the PoI at unseen data points using the available
training data set.
The GPR can also handle noisy observations. Suppose we have access to a set ofN noisy
observations y=f(U)+ε, where ε∼N (0, σ2nIN ) and yn=f(un)+εn, ∀n=1, . . . , N . The pair
(un, yn) is the nth training data. The goal is to predict the underlying function f evaluated
at some other input data set U? i.e., inferring f(U?), where U? :=[u?,1, . . . ,u?,M ]T . The set
U? serves as the input test data set. Based on GP modeling, the prior joint distribution










where f? denotes f(U?) and [K(U,U?)]nm = κ(un,u?,m). The predictive distribution over
the test data, using the existing rules for conditioning Gaussian distributions, is expressed
as follows
f?|U,y, U? ∼ N (µf? ,Σf?), (6.3)
where











Therefore, the point estimate for f(U?) is the mean µf? and the amount of uncertainty in
the estimation is represented by the variance Σf? in (6.4). Design of the covariance function
requires incorporating some prior knowledge about the behavior of the PoI as it determines
the amount of correlation between any pair of data points [21]. Some of the most widely




rational quadratic (κRQ(u, u′) = (1 +
(u−u′)2
2αl2
)−α), where l and α are hyperparameters [22].
These kernels fall in the category of stationary covariance functions. Once the structure
of the covariance function is selected, the corresponding hyperparameters in the model can
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be chosen either empirically or using some quantified statistical methods. In the empirical
approach, the selection of hyperparameters is usually achieved using the empirical features
obtained from the observed data such as the smoothness or periodic behavior of the samples.
Remark 6.1: Although GPs are powerful tools for regression and classification problems,
they suffer from high computational complexity as the sample size of the training data set
increases. This problem occurs because the estimation of the test data involves inverting the
covariance matrix of the training data which grows as more data are collected. The focus
of this work is not on the computational complexity of the GPs but rather on providing a
general framework for mobile sensor configuration. Regarding the complexity of GPs, there
exist some approaches such as the one for truncated covariance matrices in GPs [153], online
sparse matrix GPs (OSMGP) algorithm [147], sparse greedy GP (SGGP) approximation
method [154], and reduced rank GP (RRGP) [155]. One can use these approaches for the
GPR estimation in the first stage of the proposed framework. Furthermore, there exist
some studies on estimating the covariance matrix instead of an experimentally designed
kernel function. For instance, Xu and Choi provide an approach to estimate and improve
the quality of covariance function for anisotropic spatio-temporal GP using mobile sensor
networks [31]. The suggested sampling method for such problem is based on minimizing
the information-theoretic cost function of the Fisher information [31]. This can also be
incorporated in the proposed framework.
6.2.2 Epistemic Utility Framework
Epistemic utility theory provides a framework that makes satisficing decisions. A satis-
ficing decision-making strategy looks for a satisfactory and sufficient solution rather than an
optimal solution. This is useful when either the available information is local or insufficient,
or the problem is complex enough that the optimal solution is intractable [33,151]. In epis-
temic utility theory, satisficing decisions are made via putting more emphasis on avoiding
wrong decisions and favoring informationally valuable decisions rather than the more restric-
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tive (and sometimes unachievable) task of finding the best solution. This theory employs two
utility functions [33,35,156] and seeks a tradeoff between them. This is different than a more
conventional approach with a single utility for which a maximizing point is sought. The first
utility function in the epistemic utility characterizes the truth value of propositions being
evaluated, and the second utility function characterizes the informational value of rejecting
propositions. The two utilities are established independently. As an example [151], the truth
value for rival scientific theories can be assessed by compatibility with observations, while
the informational value can be assessed by parsimony or predictive power.
To apply epistemic utility theory, each of these utility functions is equipped with the
mathematical structure of a probability (through normalization if necessary), which allows
these two utilities to be compared. The truth value utility function, also known as the
credal probability function, is denoted by q(·). The informational value utility function, also
known as the rejectability probability function, is denoted by m(·). The rejectability defines
the amount of information the agent gains once some propositions are rejected from the
decision space [32]. A parameter denoted as boldness, b, is used as a weighting factor on
the informational value function. The boldness parameter represents the agent’s willingness
to reject propositions. Among the set of possible options, those propositions whose truth
value does not outweigh the weighted information value of rejection are rejected. That is,
a proposition p is not rejected if q(p) > bm(p). By this means, propositions are retained
that are “good enough,” ensuring adequate performance without the imposition of an overly
restrictive unique “optimal” solution.
For a decision space containing all the possible propositions P at some time, the set of
options which are informationally valuable and have a probability of being correct is
Pl = {p ∈ P : q(p) ≥ bm(p)}. (6.5)
Pl contains all the surviving, satisficing, proposition(s) and thus it may not be a singleton set.
If the cardinality of the set Pl is greater than 1, then the rejectability and credal probability
functions of the surviving propositions are renormalized and the test in (6.5) is repeated.
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This procedure is referred to as “deliberation”, and is repeated until the cardinality of Pl
cannot be reduced further [33]. We denote the surviving proposition(s) of the deliberation
stage as P ?l . When there is still more than one decision acceptable and a single decision





An example of making satisficing decisions for a difficult problem can be found in [33],
where a driver wishes to reach a destination through some road segments with the purpose
of finding a good route that simultaneously conserves both fuel cost and distance. Though
being provided with the road map, no global information is assumed to be available to the
driver on fuel costs (fuel cost may change over time).
6.3 Trajectory Determination of Mobile Sensors
In this section, we propose a general framework to determine the trajectory of mobile
sensors in order to explore the important features of the PoI over the region under study.
Assume that an initial trajectory of the sensors has already been determined. As may occur
in real situations, these initial trajectories may not be necessarily very informative. Once
some measurements are collected over the region, the goal becomes using the capability of
sensors in follow-on trajectories to both refine the data and explore for interesting regions.
Our proposed framework contains two main stages: the prediction stage and the decision
stage. A single pass of the sensors only samples a small fraction of the entire region under
study, so that decisions about whether to explore other unseen areas must be based on
some predictions of the behavior of the interesting phenomenon. Such predictions will be
conducive to decide on how to replace the mobile sensors or equivalently to determine the
next set of trajectories of the existing sensors.
The prediction stage employs GPR modeling to estimate the PoI in unseen locations.
In this setting, the collected data are treated as the training set, where the spatiotemporal
location of the measurements determines the input training data and the corresponding
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Fig. 6.1: Example showing a satellite (or a mobile sensor) trajectories in the region under
study.
measurements are the output training data. The input test data are the other unseen
locations over the region under study and the output test data are unknown and are predicted
using the GPR. Without loss of generality, we assume that input training data are collected
into the set Us ∈ RN1×d, where Us = {u1, . . . ,uN1} and d is the dimension of the input
data i.e., un ∈ Rd. For example, d = 4 for the spatiotemporal input data. The output
training data, for the scalar output case, are accumulated in y = [y1, . . . , yN1 ]T , where yn
is the output corresponding to the input un. The spatiotemporal information of the test
data are collected into the set U? ∈ RN2×d, where U? = {u?,1, . . . ,u?,N2}. The unknown
outputs evaluated at the input test data are defined as f? = [f(u?,1), . . . , f(u?,N2)]T . As
prior knowledge, we assume that the joint density function between the training and test
data is zero-mean Gaussian, meaning that on the average we expect interesting phenomena
occur rarely. The GPR model was defined in (6.2). The kernel function for constructing the
covariance matricesK(·, ·) in (6.2) will be defined later. The predictive posterior distribution
over f? for the noisy observation case was given in (6.3) and (6.4).
In Fig. 6.1 we show an example of sampling over the region under study. In Fig. 6.1,
the dashed lines represent the determined trajectory of a satellite, the red circles denote the
locations where the samples are taken, and the rectangular shape is the region under study.
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The behavior of the PoI is represented by f(·), and time frame Tm is the mth time the
satellite visits the region. Here, we assume that the measurements during the time frame
Tm are taken much faster than the changes in the PoI. Also, we assume that the PoI exhibits
some sort of smooth behavior in the region under study. Therefore, as the satellite is within
a specific time frame Tm, we may expect to see high correlation between the nearby samples.
We further assume (here, for simplicity) that the time it takes for the satellite to revisit the
region is less than the time for changes to occur in the PoI. Therefore, if it happens to have
the same trajectory for time frames Ti and Tj , then high correlation between the collected
data at such time frames is expected for the case where Ti is close to Tj .
Under the smoothness assumption for the PoI and in order to account for the corre-
lation that may exist between the nearby measurements, we define the following squared
exponential covariance function







where l1 and l2 are scaling factors, ui and uj are the coordinates of any two arbitrary
locations in the region that is under investigation, and Tm1 and Tm2 are the time frames
at which the measurements ui and uj are collected, respectively. As the available prior
knowledge changes, one may define a different kernel function from (6.7). Suppose that
S = {s(1), s(2), . . . , s(K)} is a set of all feasible trajectories of the sensors through the region
under study. We denote the locations along the trajectory s(k) at which measurements are
collected by the set Us(k) = {u1s(k) , . . . ,u
P
s(k)
}. For the case where the trajectory along s(k)
has not taken yet, the locations in the set Us(k) belong to the set of test data i.e., Us(k) ∈ U?.
Using the GPR model, we obtain a prediction of the PoI throughout the region and the
amount of uncertainty (variance) associated with the predictions. The amount of uncertainty





as the estimate of the PoI and the associated measure of variance for the pth location along
the trajectory s(k), respectively. Then, the goal is to decide on the next trajectory of the
sensors based on the available data, the estimated data, and also the amount of uncertainty
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over the region in order to explore the interesting phenomenon. Although the GPR provides
us with an estimate of the behavior of the phenomenon over the whole region, we get large
uncertainty at locations where there exist almost no measurements; the farther away the
sensors are from the measurements, the higher the variance becomes. Therefore, if we only
emphasize refining existing measurements, the sensors lose the inclination to explore. In
contrast, if we put more emphasis on the variance, then the sensors are more encouraged
to choose the trajectories which are far away from the previous trajectories to fulfill the
exploration objective of the mission. In this case, even if interesting phenomena are found
by the past trajectories, the sensors are reluctant to pass nearby again. One way of taking
into account both data refinement and exploration desires can be achieved by constructing
the following optimization problem to decide on the trajectories of the sensors:
k? = arg max
k
f̂ave(Us(k)) + λΣ̂ave(Us(k)), (6.8)
where k denotes the kth trajectory from the dictionary of feasible trajectories S. The
parameter λ is a tuning parameter that can be set based on the desire to emphasize either



















There can be a case to make λ depend on time. For example, one can initially set λ to a large
value to favor exploration. Then after some discovery, reducing λ increases the inclination to
refine the data on the interesting phenomena that may have been obtained. This approach
is applicable to situations where the capability of changing the trajectories of the sensors is
limited by the available energy resources. Therefore, we can relate λ to the available energy
(e.g., thrust) resources as time elapses. For the case of satellite constellation problem, λ can
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be related to the required ∆V -budget for the orbit transfer and the available thrust on the
satellites.
The difference between the boldness factor b in the epistemic utility defined in Section
6.2.2 and the tuning parameter λ in (6.8) is as follows. The parameter λ in (6.8) only
balances between f̂ave(Us(k)) and Σ̂ave(Us(k)) by searching the whole solution space. In
contrast, the boldness parameter takes care of such balance by reducing the solution space
such that the remaining solutions in the decision space are all informationally valuable.
There exist no optimal solution for the optimization problem (6.8) when the PoI changes
over the sampling period. Therefore, we need a tool to be able to make value-laden decisions
on the trajectory determination of the mobile sensors. For this purpose, we consider the
epistemic utility controller discussed in Section 6.2.2 using the outputs of the GPR model.
Specifically, we consider the two following cases with their corresponding credal and rejection
probability functions. In the first case, the rejectability probability is defined such that it
emphasizes rejecting the trajectories from S that contain lower uncertainty in order to favor
the exploration desire. Since the kernel function that we considered for our GPR, (6.7), has a
smoothing feature, the farthest the trajectory s(k) becomes from the previous trajectories the
higher value the measure of uncertainty s(k) will contain. Below, we define the probability
functions constructing the epistemic utility controller for the first case.




, ∀k = 1, 2, ...,K,
(6.10)








, ∀k = 1, 2, ...,K,
(6.11)
where f̂ave(Us(k)) and Σ̂ave(Us(k)) were defined in (6.9). The subscript n denotes that the
159
Fig. 6.2: Block diagram of exploration using mobile sensors based on epistemic utility con-
troller.
functions in (6.11) are normalized to act like probabilities. According to (6.10), for the
first case we assign credal probabilities to the estimates of each possible trajectory while
the measure of uncertainties determine the rejection probabilities. Also, without loss of
generality, we assume that the more interesting behavior the phenomenon at location up
s(k)
becomes, the higher value the underlying function f̂(up
s(k)
) will possess.
In the second case, we relate the less interesting phenomenon to the rejection probabil-
ity function. Particularly, the less interesting the predicted phenomenon behaves along the
possible trajectory Us(k) , the higher the rejection of the corresponding hypothesis becomes.
In this case, the credal probability is evaluated via the amount of uncertainty each possi-
ble trajectory may possess. Each of the possible trajectories of sensors is considered as a
hypothesis. Below, the credal and rejection probabilities for case 2 are represented.




, ∀k = 1, 2, ...,K,
(6.12)
where f̂n(Us(k)) and Σ̂n(Us(k)) were defined in (6.11). Once the probability functions are
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computed for either of the two above cases, we apply the Levi’s rule of epistemic utility. As
a result, only those trajectories that satisfy q(Us(k)) ≥ bm(Us(k)) are surviving hypotheses.
The surviving options are defined by the following set
Usrv = {u ∈ U? : q(u) ≥ bm(u)}. (6.13)
Remark 6.2: In (6.10) and (6.12), we used the normalized version of estimates and the
associated variance along each trajectory in order to make q(·) and m(·) follow the “sum to
one” property of probability. However, one can remove the normalization step and define
the boldness factor of b ≥ 0 instead of b ∈ [0, 1].
After applying rule (6.13), the number of surviving options may not be necessarily
unique i.e., the cardinality of Usrv could be greater than one. Each of the elements of
Usrv is a satisficing hypothesis meaning that is both likely to be correct and possesses
high informational value. In order to take an action we seek to accept only one trajectory
(one hypothesis). Reducing the number of elements in the set Usrv is accomplished in the
deliberation stage described in Section 6.2.2, results in reducing the number of surviving
hypotheses. Once the cardinality of the set Usrv reduces to a reasonable number, the tie
breaking stage comes into play to force the set Usrv to a unique element in order to take
an action. For this purpose, one can apply the approach (6.6) as described in [33], which
selects one hypothesis out of the survived hypotheses as a next trajectory. We refer to this
trajectory as Us(k?) . Finally, after measurement, the data obtained from Us(k?) is added to
the training set U , and the whole process starts again. Fig. 6.2 illustrates the block diagram
of the proposed framework.
In order to restrain the increase in the amount of training data fed to the GPR (to
reduce complexity), in the data collection block of Fig. 6.2, we only retain the measurements
obtained from the lastM visited trajectories of sensors. Once a new trajectory is determined
and the corresponding measurements are collected, the new information is added to the
training set and the oldest set of measurements are discarded. The reason is due to the





















Fig. 6.3: The satellites orbits and the region under study.
measurements and the PoI may have been changed. This avoids dealing with the inverse of
a big covariance matrix of the training data as we continue collecting new measurements.
6.4 Simulation Results
We demonstrate how the proposed framework is applied via a problem of a constella-
tion of two satellites at the low Earth orbit (LEO). In this problem, we are incapable of
performing random sampling over the region. Instead, we are restricted to follow specific
trajectories once the orbits of the satellites (or trajectories of the mobile sensors) are de-
termined. Initially, the satellites move in predetermined orbital planes over the region of
interest. Assume that the PoI remains essentially unchanged during the sampling period.
Fig. 6.3 illustrates an example including the orbital planes of satellites, where the rectangu-
lar slab indicates the region under study. In Fig. 6.3, the constellation is defined based on
Keplerian orbital elements with semi-major axis a= {7700, 8500} (km), eccentricity e= 0,
inclination of i = {π/2, π/2} (rad), and the right ascension of ascending node (R.A.A.N.)
Ω={π/6, π/3} (rad). Since the PoI is assumed to be unchanged during the sampling period,
the true (mean) anomaly θ and the argument of perigee are dismissed. The true behavior
of the region of under exploration is shown via the image in Fig. 6.4, which is from [144]
illustrating a sense of the total electron content (TEC) in the ionosphere.
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True phenomenon








Fig. 6.4: True behavior of the PoI. This is an image, representing the PoI in the region of
under study for some range of latitude and longitude.
In Fig. 6.4, the most and the least interesting phenomenon corresponding to the PoI
are shown with red and blue colors, respectively. We further assume that the PoI has the
same profile as shown in Fig. 6.4 along the z-axis of the rectangular region shown in Fig.
6.3. This image can be thought of as a discretized 2-D version of the region of interest
defined by the pixel values, where the y- and x-axis correspond to the longitude and latitude
of the region of interest. In the simulations, it is assumed that it is possible to get direct
measurements about the PoI along the current trajectories of satellites. Since the PoI is
assumed to be unchanged during the sampling period, the kernel function (6.7) simplifies
into




where we set l = 10 and ui is defined by the pixel location of the image shown in Fig. 6.4.
From the initial trajectories, shown in Fig. 6.3, the corresponding set of measurements
of the region under study is shown in Fig. 6.5(a). From the initial measurements, the GPR
model defined in (6.4) and (6.14) is applied to measure the uncertainty and the estimate of
the PoI throughout the region of interest. The results are illustrated in Fig. 6.5(b) and Fig.
6.5(c).
The second stage of the proposed framework is applied to decide on the next trajectories
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Reconstruction based on GPR









Fig. 6.5: From (a)–(c): Initial measurements, measure of variance, and reconstruction of
PoI based on the initial observation.
of the satellites. Although the initial orbital planes where constructed directly from the
Keplerian orbital planes, below we assume (for simplicity in this example) that each possible
trajectory can pass through the region under study such that it fully measures either a
column or a row of the image shown in Fig. 6.4. These trajectories can be generated from
orbital planes with high eccentricity.
The epistemic utility is set with the agent’s index of boldness b = 1 and the credal and
rejection probability functions of (6.12). In other words, the rejection probability function
is defined such that it tends to remove the trajectories corresponding to uninteresting phe-
nomenon. The credal probability function is set to encourage trajectories willing to visit
regions with higher uncertainty. Fig. 6.6 illustrates some of the results for the measure-
ments, selected trajectories, measure of uncertainty, and the reconstruction. According to
Fig. 6.6, the selected trajectories are not willing to revisit the vicinity of the areas where
interesting phenomenon seems not to exist. Simultaneously, the decision maker does not
allow accepting a trajectory at the very vicinity of the already chosen trajectories even if
some interesting phenomenon has been detected at their neighborhood. This is shown by
the measure of variance in the third row of Fig. 6.6. More specifically, very few trajectories
are selected at the uninteresting subregions, and such trajectories demonstrate some sort of
uniform sampling. In contrast, more trajectories are chosen at the interesting subregions
and yet these trajectories do not tend to be fully next to each other.
In Fig. 6.7, we compare the performance of the proposed framework for this example for
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Fig. 6.6: From left to right, the measurements, measure of uncertainty, and the reconstruc-
tion of phenomenon based on the initial and one, two, and eleven successive trajectories are
shown for b = 1 when using (6.12).
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cases 1 and 2 defined in (6.10) and (6.12), respectively. In Fig. 6.7(a) we show the percentage
of the measurements (training data) with respect to the total number of possible data if we
were able to cover all the region under study. Even after accumulating the measurements
obtained from the initial and the eleven successive trajectories, we still cover around 16%
of the complete data over the region. In Fig. 6.7(b), the total variance over the region
vs. the increase in the number of trajectories is illustrated. Here, the variance of visited
locations are set to zero and the variance of unvisited locations are measured via the kernel
function defined in (6.14). Then, we sum over all the variances associated with the pixels.
Finally, in Fig. 6.7(c) the peak-SNR evaluation between the true and the reconstructed
image is demonstrated. According to Fig. 6.7(b), the increase of boldness factor for case 1
results in the decrease of the overall uncertainty in the region under study. This is because
the rejection probability function is corresponded to the inverse of overall variance along
the possible trajectories. Therefore, the increase of the boldness factor promotes selecting
the trajectories which are estimated to have higher uncertainty. In contrast, case 2 shows
a different behavior and that is the increase of the boldness factor forces to discard the
trajectories that are believed to be uninteresting. The PSNR evaluation depends not only
on how to construct the probabilities in the epistemic utility but also on the true behavior
of the PoI. Since the PoI has a smooth behavior and we have already taken this fact into
account, the PSNR increases as we increase the boldness factor for case 1. For case 2,
the reduction of the boldness factor usually provides better performance in terms of PSNR
but it also depends on where we sample. For example, setting b = 0.2 does not show better
performance compared to b = 0.5 and b = 1. The reason is because the controller decided on
a trajectory that is in the interesting region but close to the edge of such phenomenon. Since
the kernel function in the GPR stage assumes the smooth behavior, it expands the interesting
phenomenon at the neighborhood of the selected trajectory and thus the estimated PoI
exceeds the edges of the true PoI. This yields to the decrease in the PSNR.
Finally, we consider two more cases to highlight the advantage of the proposed frame-
work. In cases 3 and 4, the trajectories are selected only based on either the variance or the
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Fig. 6.7: Comparison of the performance for cases 1 and 2 with b = 0.2, 0.5, 1, 2, and b = 3.
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Fig. 6.8: Comparison of the performance for cases 3 and 4.
interesting phenomenon, respectively. Fig. 6.8 and Fig. 6.9 illustrate the obtained results.
As expected, Fig. 6.8 shows that case 3 outperforms case 4 in terms of reducing the
overall uncertainty in the region. The reason is because case 3 only favors the trajectories
with highest variance. Also, due to the smoothness of the PoI, still case 3 shows higher
PSNR than case 4. Comparing the total variance and the PSNR of all cases 1–4, it is clear
that cases 1 and 2 result in better performance in reducing the overall variance and the
increase of PSNR, collectively. The trajectory selection of cases 3 and 4 is also shown in Fig.
6.9 for eleven successive set of measurements added to the initial measurements. Comparing
cases 3 and 4, it is obvious that they both tend to uniformly sample the region. However, the
difference is that case 3 uniformly samples the whole region, while case 4 uniformly samples
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Fig. 6.9: The rows from top to bottom illustrate the measurements, measure of uncertainty,
and the reconstruction of phenomenon based on the initial and eleven successive trajectories
are shown for cases 3 and 4, respectively.
the vicinity of the interesting phenomenon once some is observed. Therefore, if there was
any other interesting subregion, we would not have a chance to observe it via case 4 for
low number of trajectories. In contrast, cases 1 and 2 of our proposed framework apply an
adaptive sampling structure to balance between the reduction of the amount of uncertainty
in the region and refining data in the vicinity of interesting phenomenon.
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6.5 Summary
We provided a new framework for placing mobile sensors using Gaussian process re-
gression and epistemic utility controller. The proposed framework considers both desires
of exploration and data refinement once some interesting phenomenon is observed. This
approach is useful for real world problems where very little local information is available
and no optimal solution exists for the sensor placement. The proposed framework can also
handle the constraints that may exist on the budget for sensor placement.
6.6 Appendix
In this appendix, we provide some more detail on the GPR modeling and the associated
proofs for the predictions using GRP for both non-parametric GP and semi-parametric GP
modeling. Although the derived predictions can be found in references such as [22,152], the
derivation of the equations were not included in these references.
6.6.1 Appendix (a): Prediction Using Non-Parametric GPR for Noise-Free
Observations
Suppose we observe a training data set D =
{
(xi, fi), i = 1, ..., N
}
and fi = f(xi),
where xi and fi denote the ithe set of inputs and the corresponding output, respectively.
Given a test set X∗ of size N∗ ×D, the goal is to predict outputs f∗. By definition of the










where K = κ(X,X) is N ×N , K∗ = κ(X,X∗) is N ×N∗, and K∗∗ = κ(X∗, X∗) is
N∗ ×N∗.
Then, the posterior distribution over f∗ becomes [22,152]
p(f∗|X∗, X, f) = N (f∗|µf∗ ,Σf∗), (6.15)
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where 
µf∗ = µ∗ +K
T
∗ K
−1(f − µ(X)), µ∗ = µ(X∗)
Σf∗ = K∗∗ −KT∗ K−1K∗.
Below, the details on how to derive (6.15) are provided.











E = A−1 +A−1B(D − CA−1B)−1CA−1
F = −A−1B(D − CA−1B)−1
G = −(D − CA−1B)−1CA−1
H = (D − CA−1B)−1.
Using Remark 6.3, the posterior distribution over f∗ is proportional to
log {p(f∗|X∗, X,y)} ∝ −
([




 f − µ
f∗ − µ∗
),










log {p(f∗|X∗, X,y)} ∝
−
(
(f∗ − µ∗)TH(f∗ − µ∗) + (f∗ − µ∗)T
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(f∗ − µ∗)TH(f∗ − µ∗) + (f∗ − µ∗)T
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According to (6.16), the covariance Σf∗ becomes
Σf∗ = H
−1, H−1 = K∗∗ −KT∗ K−1K∗
and the mean µf∗ can be found from
µf∗ = µ∗ −
1
2













After some simplification, the mean µf∗ becomes




Therefore, in summary we have
p(f∗|X∗, X,y) = N (µf∗ ,Σf∗),




Σf∗ = K∗∗ −KT∗ K−1K∗.
(6.17)
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6.6.2 Appendix (b): Prediction Using Semi-Parametric GPR for Noisy Obser-
vations
Consider the following model
f(x) = βTΦ(x) + r(x),
where the linear model βTΦ(x) is used for the mean and GP modeling is considered over






In fact, semi-parametric modeling combines a parametric model of the mean and non-
parametric model for the residual of the process. In this case, one can define the following
prior for β
β ∼ N (b, B). (6.18)
Then, the posterior distribution over f∗ for GPR with semi-parametric model becomes











y (y − ΦT β̄)
β̄ = (ΦK−1y Φ
T +B−1)−1(ΦK−1y y +B
−1b)
Cov(f∗) = K∗∗ −KT∗ K−1y K∗ +RT (B−1 + ΦK−1y ΦT )−1R
R = Φ∗ − ΦK−1y K∗.
(6.19)
Below the details on how to derive (6.19) is represented. The set of priors considered here
are
β ∼ N (b, B), ε ∼ N (0, σ2NI),
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where the noise is denoted by ε as is modeled as a zero-mean Gaussian distribution. There-
fore, the posterior distribution over β is proportional to
p(β|X,y) ∝ p(y|X,β)p(β|b, B),
and by taking the logarithm from the above equation, we have
log {p(β|X,y)} ∝ −
(





T +B−1)β − 2βT (ΦK−1y y +B−1b)
)
.
Therefore, the posterior distribution over β becomes
p(β|X,y) = N (β̄, β̂),
where 
β̄ = (ΦK−1y Φ
T +B−1)−1(ΦK−1y y +B
−1b) = β̂(ΦK−1y y +B
−1b)




p(f∗|X∗, X,y) = N (f∗;µ∗,Σ∗),

















y (y − ΦTβ)
Σ∗ = K∗∗ −KT∗ K−1y K∗
(6.21)
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Since the above set of equations are dependent on the parameter β, we integrate out β








































+ (β − β̄)T β̂−1(?)
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}dβ
































R = Φ∗ − ΦK−1y K∗ (6.22)
Therefore,

































































By taking logarithm of the above equation, we then have
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∗ f∗ − 2fT∗ (Σ−1∗ KT∗ K−1y y)−
(




















y y − Σ−1∗ RT (RΣ−1∗ RT + β̂−1)−1(RΣ−1∗ KT∗ K−1y y − β̂−1β̄)
))













y y − Σ−1∗ RT (RΣ−1∗ RT + β̂−1)−1(RΣ−1∗ KT∗ K−1y y − β̂−1β̄)
))
.
Therefore, the covariance over the posterior distribution on f∗ becomes
Σf∗ = Σ
−1
∗ − Σ−1∗ RT (β̂−1 +RΣ−1∗ RT )−1RΣ−1∗
Σf∗ = Σ∗ +R
T β̂R, (6.23)
where 
β̂ = (ΦK−1y Φ
T +B−1)−1
R = Φ∗ − ΦK−1y K∗
Σ∗ = K∗∗ −KT∗ K−1y K∗
or equivalently,
Σf∗ = K∗∗ −KT∗ K−1y K∗ +RT (ΦK−1y ΦT +B−1)−1R.
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Σf∗ = (Σ∗ +R
T β̂R).
Therefore,







y y − Σ−1∗ RT (RΣ−1∗ RT + β̂−1)−1(RΣ−1∗ KT∗ K−1y y − β̂−1β̄)
)
or equivalently
µf∗ = (Σ∗ +R
T β̂R)
(













T β̂R)−1 = (Σ−1∗ − Σ−1∗ RT (RΣ−1∗ RT + β̂−1)−1RΣ−1∗ .
Hence




















y y + (Σ∗ +R
T β̂R)Σ−1∗ R










I − β̂R(I + Σ−1∗ RT β̂R)−1Σ−1∗ RT
)
β̄
By using matrix inversion lemma, we then have

















T − (Σ∗ +RT β̂R)Σ−1∗ RT (I + β̂RΣ−1∗ RT )−1β̂RΣ−1∗ RT
)
β̄
= KT∗ Ky∗y +
(
RT (I + β̂RΣ−1∗ R
T )− (I +RT β̂RΣ−1∗ )
(










y y +M β̄,
where
M := RT (I + β̂RΣ−1∗ R
T )− (I +RT β̂RΣ−1∗ )
(






RT (I + β̂RΣ−1∗ R
T ) = (I +RT β̂RΣ−1∗ )R
T ,
resulting in
M = RT (I + β̂RΣ−1∗ R
T )
(




By applying matrix inversion lemma to (6.25), we will have
M = RT (I + β̂RΣ−1∗ R
T )(I + β̂RΣ−1∗ R

















y (y − ΦT β̄). (6.26)
In summary, we have








y (y − ΦT β̄)
Σf∗ = K∗∗ −KT∗ K−1y K∗ +RT (B−1 + ΦK−1y ΦT )−1R
β̄ = (ΦK−1y Φ
T +B−1)−1(ΦK−1y y +B
−1b)
R = Φ∗ − ΦK−1y K∗.
CHAPTER 7
WORK IN PROGRESS AND FUTURE WORK
This chapter provides some research that are still in progress and also some future work
according to the results and the direction of the research that have been accomplished in
this dissertation.
7.1 Work In Progress
This section represents two in progress works that yet need some extra work to be
accomplished.
7.1.1 SBL-VB(GiG)-OMP: The Modified Version of SBL-VB(GiG)
Here, the focus is on the Gaussians-inverse Gammas modeling and the corresponding
SBL-VB(GiG) algorithm in Chapter 5. More specifically, in Section 5.4.2, it was shown that
the reconstructed signal via SBL-VB(GiG) tends to be nonsparse. Then, in Section 5.5.2
an attempt was made to improve the performance of this algorithm via a post-filtering step
in an ad hoc way. The question that is examined here is whether we can do something
other than finding the threshold in an experimental fashion, discussed in Section 5.5.2, and
achieve better performance. For this purpose, here the SBL-VB(GiG) algorithm is combined
with the greedy algorithm of orthogonal matching pursuit (OMP). OMP is a well-known
sub-optimal algorithm that solves for the inverse problem of compressive sensing [76, 157].
At each iteration, OMP seeks the column of the sensing matrix A which has the maximum
usefulness, where the usefulness uj is related to the normalized version of the correlation
between the residual at the current iteration and the jth column of the matrix A. Once the
maximum usefulness is found, the corresponding index is added to the support set which
denotes the nonzero locations in the solution vector x̂s. The residual is then updated via
finding the solution vector x̂s where just the corresponding supports are considered. The
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stopping condition of OMP can be made based on one of the three following criteria. The
commonly used criterion is based on the knowledge on the sparsity level of the underlying
sparse signal. However, in almost all practical applications, the sparsity level is unknown.
Another stopping rule can be made based on having a fair knowledge on the measurement








s is the residual at the kth iteration, and M is the number of measure-
ments. Again, the noise characteristics are usually unknown. Also, the noise in the CS
problem is defined based on the combination of the measurement noise and the small noise
in the compressible signal to be treated as a sparse signal. Therefore, the estimated noise
variance obtained from any good CS algorithm is generally off from the true variance of the




The OMP with the stopping rule (7.2) is sensitive to noise and as the noise increases, the
performance of OMP decreases drastically. Also, the solution may tend to become nonsparse
caused by the effort to fit the estimation to the model either via (7.2) or the criterion on
the energy of the current residual itself.
The real question is whether we can somehow estimate the sparsity level in order to feed
it to the OMP algorithm. If the active locations were known, then it would not cost us a lot to
solve the problem for the very sparse signals. Suppose that there areK nonzero locations and
the length of signal is N , where KN . If the locations were known, then K measurements
would suffice to solve the problem. Since the nonzero locations are unknown, we expect to
have more than K measurements. Therefore, it is not possible to do perfect sparse recovery
with the number of measurements lower than K. There exist some work regarding the issues
with the OMP such as [157, 159–164]. In [157], it was shown that Mmin = 4K logN is the
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minimum number of measurements for a K sparse signal for the noiseless case. Fletcher
and Rangan provided a better lower bound on the number of measurements in noisy CS
as Mmin = 2K log {N−K} [160, 162]. They further showed that if K is unknown, then
having knowledge on the bound of sparsity yields Mmin = 2Kmax log {N −Kmin}, where
Kmin ≤ K ≤ Kmax. Using the restricted isometry constant (RIC), Wen et al., proposed
conditions for exact support recovery ofK-sparse signal [163,164]. However, since we assume
that the sparsity level is unknown, we cannot directly use the above ideas for our goal.
With the focus on the performance of SBL-VB(GiG), here an attempt is made to
propose a new algorithm which is based on the combination of SBL-VB(GiG) and a modified
version of OMP. As discussed above, somehow we need to know the sparsity level. For this
purpose, we estimate the lower bound on the sparsity level of the underlying sparse signal
using the reconstructed signal from the SBL-VB(GiG) algorithm. Suppose we have access
to the true underlying signal x with x∈RN . Then the numerical sparsity for this signal can





which satisfies 1≤ s(x) ≤ N for any nonzero signal x. Since the estimation of x using SBL-
VB(GiG) may become poor for very low sampling ratios, it may overestimate the sparsity
defined in (7.3). We define the estimated numerical sparsity as
K̂min =min (10%N,K̂min,SBL−V B(GiG)). (7.4)
The upper bound on the sparsity is taken to be
K̂max=N/2, (7.5)
otherwise the signal would not be sparse. This bound is incorporated into the algorithm.
Below, the steps of the proposed algorithm are represented.
1) SBL-VB(GiG) only keeps the K̂max=N/2 highest amplitudes of the estimated signal and










Compute Σx̃ and x̃ from (5.17) % (Solution-value matrix component)
Filtering the N/2 components of x̂ with lowest amplitudes
Compute T from (5.15) % (Precisions on the solution)
Compute ε from (5.16) % (Precision on the noise)
Compute L[Iter] and then Iter=Iter+1
End While
2) The lower bound on the sparsity level of the signal is estimated from the approximated
signal obtained from step 1 using (7.3). The obtained numerical sparsity will then computed
by (7.4) and it will act as the minumum number of supports that we expect. Also, the upper
loose bound will be computed from (7.5).
3) Then the modified version of the OMP algorithm is applied. The modified OMP that is
proposed here is fed with the estimated noise variance obtained from SBL-VBG(GiG) i.e.,
(σ2), K̂min, K̂max, y, A and the index of K̂min estimated supports from SBL-VBG(GiG).
These supports correspond to the location of the K̂min largest amplitudes in x̂ of SBL-
VBG(GiG), where we denote this set as Ŝmin. Unlike the regular OMP, our modified version
does not start with an empty set for the supports, but rather contains the elements in the
set Ŝmin. Also, Ŝmax contains the index of the N/2 highest amplitudes in x̂. Then, the
supports are added from the set Ŝmax \ Ŝmin to the support set Ŝ the same the regular OMP.
We make the stopping condition either when the cardinality of the support set reaches K̂max
or when the current residual satisfies (7.1) with σ̂2 instead of the true noise variance. The
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= Mod-OMP(Y,A, K̂min, K̂max, Ŝmin, Ŝmax, σ̂2)
Initialization:
x(0) = 0, r(0) = y, Ω = Ŝmax, and S(0) = Ŝmin
Increment k by one and perform the followings:
• Excluding the elements in S(k−1) from the set Ω
Ω̄ = Ω \ S(k−1)
• Computing the subset of the sensing matrix A that contains the columns of A corresponding to
the elements in the set Ω





(k−1)/‖aj‖)2, ∀j ∈ Ω̄
• Update the support set:
Select the index in Ω̄ with maximum usefulness and update the support set by S(k) = S(k−1) ∪ j0
• Update solution: Compute x(k) which is the minimizer of ‖Ax(k) − y‖22 subject to support{x(k)} = S(k)
• Update residual: Compute r(k) = y −Ax(k)
Repeat the process until |S(k)| = K̂max or (7.1) for the current residual
The block-diagram representing the modified SBL-VB(GiG) is illustrated in the Fig.
7.2.
As an initial simulation results, here the performance of the SBL-GVB(GiG) is com-
pared with some of other state-of-the-art algorithms. More specifically, we consider the
OMP algorithm when it is fed with the true sparsity level, Bayesian compressive sensing
(BCS) [50], multi-task compressive sensing [66], and sparse Bayesian learning (MSBL) [19]
algorithms. For this purpose, 200 random trials were generated in the same way explained in
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lower bound of sparsity
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upper bound of sparsity
Section 5.3 and Section 5.4. We study the performance of the algorithms for three levels of
SNR with SNR:=10, 20, and 30 dB. Figures Fig. 7.1 and Fig. 7.2 illustrate the results based
on the normalized mean-squared error between the true and the reconstructed solutions, and
also the difference between the detection and false alarm rate in finding the active locations
of the true signal, respectively. According to Fig. 7.1 and Fig. 7.2, the NMSE comparison
of our algorithm is close to the performance of MTCS in both metric comparisons. The
OMP generally outperforms all the algorithms in terms of support recovery. This behavior
of the OMP was expected, because it was fed with the true sparsity level for the SNR = 10
dB. The BCS algorithm provided a litte better results in terms of the error rate but with a
lower performance in our support recovery evaluation. This means that the estimated signal
via BCS tends to be nonsparse with many active locations, where most of the components
have very small amplitudes. For the SNR = 20 dB, we observe that the error rates of our
algorithm is close to BCS and MTCS. However, the proposed algorithm outperformed the
other algorithms in support recovery for a wide range of sampling ratios. Finally, for SNR
= 30 dB, we still see the same comparison performance of the algorithms as for the case
with SNR = 20 dB.
It seems that the performance of the proposed algorithm could still be improved if
another competing algorithm other than OMP is incorporated. The reason is because the
OMP algorithm is sensitive to the noise. Another approach is to fuse the SBL-VB(GiG)
algorithm with a greedy algorithm in a parallel sense. This means that we can feed both
OMP (or another algorithm) and OSBL-VB(BGiG/GiG) with the measurements and let
each of the algorithms estimate the support sets. Then, one can make decision on the
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Fig. 7.1: Performance comparison in terms of the averaged NMSE.
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Fig. 7.2: Performance comparison in terms of averaged PD − PFA.
187
supports based on the intersection and the union of the supports found in each of the
algorithms. The idea behind fusing the algorithms here is derived from [166]. However,
we usually do not know the sparsity level to feed it to the OMP or any other greedy-based
algorithm. This problem may still be resolved by estimating the lower bound on the sparsity
level proposed in [165]. This task will add a bit more computational complexity to the
algorithm at the cost of providing more reliable estimation on the sparsity level compared
to the estimation based on the SBL-VB(GiG) mainly for low sampling ratios.
7.1.2 C-SBL(VB) Modeling and Algorithm
In this section, another new algorithm is proposed for solving the inverse problem of
compressive sensing for sparse signals with unknown clustering pattern. This algorithm
has a close relationship with the C-SBL(MCMC) algorithm proposed in Chapter 2. The
difference of this algorithm with C-SBL(MCMC) is in the prior modeling of the support
vector s and also in the inference technique. Specifically, here a variational Bayes rather
than MCMC inference is used, which makes the algorithm much faster than C-SBL(MCMC)
in terms of execution time. Althought the modeling and inference has been accomplished
here, still some extra work is required to deal with the issues in estimating the noise precision.
Therefore, the simulation results and comparisons against other state-of-the-art algorithms
are yet left to be done. Below, the prior modeling on the hidden variables and parameters
of the model are described and justified.
As was stated in Chapters 2-5, the CS problem can be modeled as y= A(s ◦ x), where
xs=s ◦x is unkown and x∈RN , y∈RM is the measurement vector, and e is the noise. The
prior modeling is defined as follows.
• Defining the priors of the C-SBL(VB) algorithm
x ∼ N (0, τ−1IN ), τ ∼ Gamma(a0, b0) (7.6)
e ∼ N (0, ε−1IM ), ε ∼ Gamma(θ0, θ1) (7.7)
sn ∼ Bernoulli(γn), γn ∼ Beta(α0,n, β0,n) (7.8)
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• Justification of the model
As a prior model, we assume that each element of the support vector s comes from a
Bernoulli random variable governed by a probability γn defined in (7.8). Since γn is now
defined as a probability, it can take vaules in the range γn ∈ [0, 1]. As a hyper-prior, we
consider
γn ∼ Beta(α0,n, β0,n).
The good news for such a hyper-prior is that it already has the support range [0, 1]. Also,
Bernoulli and Beta distributions are conjugates, thus it simplifies the approach for finfding
the posterior distribution on sn. The next question is how to promote clustered pattern
solutions. For this purpose, we use the measure of clumpiness defined by (Σ∆) which is a




|sn − sn−1|. (7.9)
For the purpose of increasing or decreasing the probability of a specific element sn, the
following procedure is performed. According to (7.9) and the desire for promoting the
clustered pattern supports, intuitively one may wish to have (Σ∆) to be small. Therefore,
in case of having sn−1 = sn+1 = 1, we would like to give sn a higher chance to become
active, otherwise the measure of (Σ∆) increases. In case of having sn−1 = 1, sn+1 = 0 or
sn−1 = 0, sn+1 = 1, we may wish to have equal chances for sn to be active or inactive. For
the case of having sn−1 =sn+1 =0, we would prefer to give sn less chance to become active,
otherwise the measure of (Σ∆) increases, yielding to a nonsparse solution.
The question then becomes how to increase or decrease the probability of a specific











|si − si−1|, ∀sn = 1
Then, the above measurements are used to promote the clustered pattern in the solution.
Let us first take a look at the difference between (Σ∆)0,n and (Σ∆)1,n.
(Σ∆)0,n − (Σ∆)1,n = 2(sn−1 + sn+1 − 1), (7.10)
where in case of binary outcomes for sn we have
(Σ∆)0,n − (Σ∆)1,n =

2 , sn−1 = sn+1 = 1
0 , sn−1 = 0, sn+1 = 1 or sn−1 = 1, sn+1 = 0
−2 , sn−1 = sn+1 = 0.







(Σ̄∆)n := (Σ∆)n,0 − (Σ∆)n,1, for some α > 0. (7.12)
In (7.11), the term α is an emphasizing factor on the amount of clumpiess on the support





























, ∀n = N.
(7.14)
Although the support modeling in (7.14) seems to be a reasonable choice, it turns out
that learning the parameter α using variational Bayes yields computing the expectation of
non-linear terms, which will make the learning procedure inefficient. Instead, below another
way of defining the prior on the componet sn is considered.
• Defining the prior on the elements of the support vector
sn ∼ Bernoulli(γn), γn ∼ Beta(α0,n, β0,n), (7.15)
where we set α0,n=1 and
β0,n = exp {−(sn−1 + sn+1 − 1.2)} (7.16)




0.2315 , sn−1 = sn+1 = 0
0.4502 , sn−1 = 0, sn+1 = 1 or sn−1 = 1, sn+1 = 0
0.6900 , sn−1 = sn+1 = 1.
(7.17)
We then approximate the exponential term (7.16) via least squares, which yields to





0.2753 , sn−1 = sn+1 = 0
0.4298 , sn−1 = 0, sn+1 = 1 or sn−1 = 1, sn+1 = 0
0.9788 , sn−1 = sn+1 = 1.
(7.18)
Below, the update rules of the parameters and variables of the proposed model using
variational Bayes is represented in detail.
• The update rules of the variables and parameters of the model using variational Bayes
inference
– Update rule for γn using VB
qγn(γn) ∝ p(γn; sn−1, sn+1) exp {〈 log p(s|γ)〉qs}
∝ γα0,n−1n (1− γn)−1.3052(sn−1+sn+1)+2.6321−1 exp {〈 log p(sn|γn)qsn 〉}
∝ (1− γn)−1.3052(sn−1+sn+1)+2.6321−1 exp {〈 log {γsnn (1− γn)1−sn}〉qsn}
∝ (1− γn)−1.3052(sn−1+sn+1)+2.6321−1γ s̃nn (1− γn)1−s̃n











where α1,n := 1 + s̃n and β1,n := 3.6321 − s̃n − 1.3052(sn+1 + sn+1). Therefore, the






4.6321− 1.3052(sn−1 + sn+1)
.
(7.20)
– Update rule for the support vector components
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qsn(sn) ∼ exp {〈 log {p(x, s,y|θ,M)}〉qθqx}
∝ e{〈 log {p(xs|θ)}〉qθqx}e{〈 log {p(y|x,s,θ,M)}〉qθqx}







〈 log {γsnn (1−γn)1−sn}〉qγn e
〈 log p(y|x,s,ε)〉
qs−nqxqε . (7.21)

















where y−nm :=ym −
∑N
l 6=n amlslxl and y
−n :=[y−n1 , · · · , y
−n
M ]




















∝ e〈 log p(x|τ)〉qθ e〈 log p(y|x,s,ε)〉qεqs
After some work, we will end up with qx(x) ∼ N (x̃,Σx̃), where
Σx̃ =
(
τ̃ IN + ε̃
(





where S̃ :=diag {s̃}.
– Update rule for the precision ‘τ ’ of the solution vector x
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qτ (τ) ∼ p(τ ; a0, b0)e〈 log p(x|τIN )〉qx
∝ τa0−1e−b0τe〈 log {
∏N
n=1 p(xn|τ−1)}〉qx








After some work, we will then have






























– Update rule for the noise precision ‘ε’
qε(ε) ∼ p(ε; θ0, θ1)e〈 log {p(y|x,s,ε)}〉qxqs


















TA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)}))
)))
.









yTy − 2(s̃ ◦ x̃)TATy + Tr
(
(x̃x̃T + Σx̃)((ATA) ◦ (s̃s̃T + diag {s̃ ◦ (1− s̃)}))
)) .
(7.24)
7.1.3 Adaptive Constellation Design via the Actual Trajectories and Orbit As-
signment Based on ∆V -Budget
Here, we assume that there is a dictionary of possible trajectories generated via Kep-
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Fig. 7.3: First row illustrates the orbit dictionary, the initial and final constellation. Second
row shows the measurements, measure of uncertainty, and the signal/image reconstruction
of phenomenon based on the initial twelve successive trajectories when only taking into
account the exploration desire.
feasible orbits based on the proposed framework in Chapter 6 in order to track the inter-
esting phenomenon. Once a trajectory is selected, the required ∆V for the orbit transfer is
computed for all the satellites in the constellation, and the one which requires minimum ∆V
to transfer to the target orbit is chosen. The required ∆V is computed based on Hohmann
transfer. An example of the orbit dictionary, initial and final constellation, and the recon-
struction for the problem explained in Cahpter 6, is illustrated in Fig. 7.3. The decision
making on the orbits, shown in Fig. 7.3, is only based on the exploration desire or equiv-
alently the measure of variance computed in the first stage of the proposed framework in
Chapter 6.
The results shown in Fig. 7.3 is the initial simulation results and further study is
still required. Also, the results shown in this figure is only for the exploration purposes
without taking into the account the desire for data refinement at the adjacency of already
known (measured) locations. Therefore, the decision-maker should turn into a solver of
the optimization problem explained in (6.8), where λ will be related to the affordable ∆V
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Fig. 7.4: Block diagram representing the proposed adaptive-semi-walker-delta constellation
design.
trajectories has been partially published in [167].
In Fig. 7.4, we illustrate the proposed diagram as an initial strategy of the adaptive
constellation desing for the exploration purposes. In this strategy, the dictionary of possible
orbital planes contains a set of dense Walker-delta constellation for different inclination
angles and altitues. However, one can modify the dictionary based on the objectives of a
specific mission.
We refer to the constellation design illustrated in Fig. 7.4 as a semi-Walker-delta
constellation. The reason is that only some orbits will be selected from a dictionary of
dense Walker-delta constellation. Therefore, the resulting constellation will not be exactly
a Walker-delta constellation. This is due to the fact that the selected orbits may not be
necessarily equally spaces due to the selection made based on the constraint on the ∆V
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budget. In Fig. 7.4, the Auction algorithm can be applied to decide which satellite from
which orbit has a lower ∆V cost to perform orbital change and move to the selected orbit.
7.2 Future Work
In this section, some direction for the future work on the constellation desing of sensor-
bearing satellites is provided. To reach this goal, three sub-problems are described below.
However, once these problems are investigated and resolved, a more concrete and realistic
framework, compared to the initial framework proposed in Chapter 6, for the constellation
design of sensor-bearing satellites for the exploration problem can be proposed.
7.2.1 Reducing the Computational Complexity of GPR
In Chapter 6, a new framework was proposed for making decision on the trajectory of
the mobile sensors. As discussed in Chapter 6, the first stage of the framework is the GPR-
stage, which has the duty of predicting the PoI at the unseen locations. Although using
GPR model seems to be a powerful tool for the prediction problem, it becomes inefficinet
as the size of training data, measurements for our case, increases. In other words, after
visiting the region of interest for a couple of times, the size of measurements becomes large.
This results in a big covariance matrix in the GPR model in (6.1), which is then required
to be inverted. In order to restrain the increase in the number of training data fed to the
GPR, we want to retain only the last M set of measurements corresponding to the set of
measurements taken at last M th time frames, as explained in Section 6.3. Once a new
trajectory is determined and the corresponding measurements are collected, we then seek
adding the new information to the training set and discard the oldest set of measurements.
This is due to the assumption that the oldest measurements may have very low correlation
with the new measurements and the PoI may have been changed. This avoids inverting a
big covariance matrix as we continue collecting new measurements. Some good references
for dealing with this problem are [154,155,168–171].
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7.2.2 Adaptive Constellation Design via the Actual Trajectories with Con-
straint on the Available ∆V Budget
This problem is also related to the problem raised in Chapter 6, as it adds a practical
constraint to the problem raised in Section 7.2.1. Notice that in Section 7.2.2, the problem
is set up such that the decision-maker decides on selecting an orbit with minimum ∆V cost.
However, the problem raised here is that the ∆V budget is limited due to some practical
constaints and yet we desire to fullfill both desires of exploration and data refinement in
an unknown region. In this case, our formularization of deciding in the next trajectory of
mobile sensors will become
k? = argmax
s(k)





where k? denotes the resulting index obtained from (7.25) corresponding to the set of Ke-
plerian orbital elements from the available dictionary of feasible orbits. Also, the term λ
balances between the informational value of the decisions and the required energy to perform
the orbit transfer.
7.2.3 Connection of CS Algorithms to the Constellation Configuration of Sensor-
Bearing Satellites Problem
In Chapters 2-5, we proposed some new algorithms using the compressive sensing tech-
nique to recover a sparse or compressible signal from a small set of linear measurements. It
worth mentioning that such algorithms are able to learn the pattern on the sparse signal
without any sort of concerete prior knowledge on the structure of the signal. In real-world
applications, there are also many phenomena which exhibit sparsity and probably with some
smoothness behavior, either in time, space or some other domains.
Also, according to the work presented in Chapter 6, the ongoing work described in
Section 7.1.3, and the remained study discussed in Section 7.2.3, the goal has been devoted
to the constellation adaptation design for the exploration problem. In the settings considered
for the proposed framework in Chapter 6, it was assumed that the mobile sensors are capable
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of taking direct measurements from the phenomenon along their trajectories. In this case,
the training data to be fed to the GPR-stage of the poposed framework were collected
based on the information with direct measurements taken along the trajectories of sensor-
bearing satellites. In fact, if the phenomenon is already known to be sparse in some domain,
then there is a high chance to take lower number of measurements and yet being able to
reconstruct larger sub-regions of the whole region of under study using compressive sensing
technique. Suppose that the sensors are able to take a small set of indirect measurements
using the CS technique along their trajectories. This means that instead of obtaining a
measurement f(u(s)1 , Tm) at time frame Tm, we get a collection of measurements modeled
via Af(u(s)1 , Tm), which are now indirect measurements of the PoI. Matrix A represents
the sensing device modeling and is designed such that it meets the requirements of CS to
compressively sense the important information of the sparse phenomenon within the sensing
range of sensors. In this setting, u(s)1 will contain the central spatiotemporal information of
all the cells in the corresponding sub-region. The reconstruction of the PoI at each sub-region
along the trajectory of the sensors will then be accomplished via one of the proposed SBL
algorithms in Chapters 2-5 for sparse signals with unknown clustering pattern. In summary,
the measurements of the sub-regions will fed into a CS reconstruction algorithm in order to
find a super sparse representation of the PoI in such sub-region via very few measurements.
Then, the GPR stage of the proposed framework will be fed with the estimation of the PoI
and it smoothes out the behavior of the PoI over the region under study. Decision making
on the next trajectories of the sensors will be the same as the one explained in Chapter 6
or based on the ongoing or future work explained in this chapter.
CHAPTER 8
CONCLUSION
In this dissertation solving the inverse problem of compressive sensing to reconstruct
the underlying sparse signal was investigated for the case where the signal exhibits un-
known clustering pattern. In this case, some new Bayesian modeling and algorithms for
solving the inverse problem of CS were proposed. These algorithms were implemented using
techniques such as Markov chain Monte Carlo (MCMC), message passing, and variational
Bayesian (VB) inference. The results shown to outperform other state-of-the-art algorithms
for most cases. Some of the proposed algorithms were appeared in this chapter. Also, some
other algorithms were proposed in this research, which are not included in this dissertation.
However, they can be found in the curriculum vitae section appeared at the end of this dis-
sertation. The list of contributions of this dissertation for the compressive sensing problem
are itemized as follows.
• Contributions of Chapter 2
– A new hierarchical Bayesian modeling and algorithm was proposed for the re-
covery of jointly-sparse signals with unknown clustering patterns for the multiple
measurement vector (MMV) problem
– The algorithm can be used to solve for either the single measurement vector
(SMV) or MMVs
– The modeling incorporates an emphasizing parameter on the clustering pattern
over the supports of the solution, which is learned in a Bayesian fashion in the
proposed algorithm. This parameter does not exist in the other existing algo-
rithms and is learned via the proposed hierarchical algorithm
• Contributions of Chapter 3
200
– A new sparse Bayesian learning (SBL) algorithm for solving the SMV problem
for sparse signals with unknown clustering pattern was proposed
– The modeling and the corresponding algorithm is based on Bayesian message
passing and factor graphs
– The algorithm was futher simplified via the approximate message passing (AMP)
framework
– The proposed algorithm has lower computational complexity compared to the
MCMC based algorithm proposed in Chapter 2
– However, the overall reconstruction performance of the MCMC-based algorithm
described in Chapter 2 turns out to be higher than the algorithm proposed in
Chapter 3
• Contributions of Chapter 4
– Chapter 4 considers the recovery of sparse signals with unknown clustering pat-
tern in the case of having partial erroneous prior knowledge on the supports of
the signal
– A new sparse Bayesian learning model was proposed to incorporate the erroneous
prior knowledge on the supports of the solution and simultaneously learn the
unknown clustering pattern
– One more layer was added to the support-aided sparse Bayesian learning al-
gorithm (SA-SBL). This layer adds a prior on the shape parameters of Gamma
distributions, those modeled to account for the precision of the solution elements.
The shape parameters are made depend on the total variations on the estimated
supports of the solution
• Contributions of Chapter 5
– The performance of sparse signal recovery from a set of compressively sensed
noisy measurements using variational Bayesian (VB) inference was investigated
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– Two Bayesian modellings on the signal were considered, the issues of each model
were studied, and the reconstruction performances were compared
– The issues of each modeling using variational Bayes inference for only promoting
the sparsity had not been investigated before
In Chapter 6, the exploration problem using multiple mobile sensors to explore an
unknown region was studied. The exploration probelm here was defined such that it trades
off between two desiderata of continuing to take data in a region known to be interesting
with the intent of refining the measurements vs. to take data in unobserved areas to attempt
to discover new interesting regions. For this problem, a new framework based on Gaussian
regression models was proposed. The framework also employs a decision making stage
to select the trajectories of sensors. The decision-maker stage is based on an epistemic
utility controller. As an application, a surrogate example for the exploration problem using
a constellation of satellites with the goal of tuning or changing the orbital planes of the
constellation was considered. The proposed framework is not only limited to sensor-bearing
satellites but also is applicable to sensors carried by mobile robots and so on.
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