Abstract. This paper examines methods of pointwise construction of aggregation operators via optimal interpolation. It is shown that several types of application-specific requirements lead to interpolatory type constraints on the aggregation function. These constraints are translated into global optimization problems, which are the focus of this paper. We present several methods of reduction of the number of variables, and formulate suitable numerical algorithms based on Lipschitz optimization.
1. Introduction. Decision making often involves aggregation of several pieces of information coming from different sources. It can be aggregation of preferences given by several individuals of a group, aggregation of criteria in multicriteria decision problems, or fusion of possibly uncertain evidence provided by several sources. Aggregation operators are functions that combine several input values into one output value, which can be used to rank the alternatives, among other purposes. Weighted mean is one example of a commonly used aggregation operator, but there are many alternative ways of combining the inputs. The overviews of many different types of aggregation operators are presented in [15] [16] [17] [18] 23] .
In this article we concentrate on aggregation operators that take the inputs from a closed interval, for convenience [0, 1] , and produce the output in the same interval. Such aggregation operators are widely used in decision theory (cf. multiattribute utility functions), fuzzy logic, engineering, expert and decision support systems, and management science [16, 18] . The choice of an aggregation operator is application specific, and is frequently performed in ad hoc manner. One problem here is that the domain experts can rarely specify how they perform aggregation by means of an algebraic formula. For instance, decision support systems in medical domain rely on aggregation of evidence given as various symptoms, but doctors would not specify the exact formula. On the other hand, one can present to the experts a number of prototypical cases, which they easily assess and provide their "outputs".
Furthermore, with today's automatic collection of vast amounts of data, it is possible to extract many aggregation rules from databases. An example here is the use of preferences of e-commerce customers in recommender systems. Such systems recommend to customers a number of products that match their preferences, and the strength of the recommendation is based on aggregating the degrees to which the preferences are matched by individual products. An analysis of customers' responses to recommendations can provide suitable aggregation rules. Another area where aggregation operators can be determined from the data is credit risk assessment.
Thus it is possible to construct suitable application-specific aggregation operators from the recorded data by solving, essentially, a regression problem. In the case of weighted mean operators, it boils down to a standard quadratic programming problem, but for other aggregation operators the situation is different. The issue is preservation of semantically important properties of aggregation operators, without which they would provide inconsistent, and even erroneous output. This is the reason why many off-the-shelf nonlinear regression methods, such as neural networks, do not work, as they fail to account for such properties.
There are a number of special methods designed for various types of aggregation operators, in particular generalized weighted means [11, 29] , ordered weighted averaging operators [7, 19, 30] , Choquet and Sugeno integrals [11, 20] , triangular norms, uninorms and related operators [4, 6, 14] . In this article we concentrate on general aggregation operators with specific properties, such as disjunctive, conjunctive or averaging behaviour, existence of a neutral element, or given affine sections. We shall use a recently developed method of monotone approximation of multivariate scattered data [8, 9] , which provides the largest, the smallest and the optimal aggregation operators for given data sets.
While the general construction of aggregation operators using the above mentioned optimal interpolation technique is well understood [8, 10, 12] , there are specific issues related to preservation of application-specific properties, that need to be resolved. Typically this involves a solution to a global optimization problem for each vector of inputs of the aggregation operator. Such an optimization problem has to be solved deterministically, as solutions based on stochastic methods will result in lack of continuity, monotonicity, and inconsistency with other required properties, which would make this construction unusable. In this article we examine the resulting global optimization problems in detail, reduce the number of participating variables, and formulate suitable deterministic methods for their efficient numerical solution.
The article is organized as follows. In Section 2 we provide the background on aggregation operators, methods of their pointwise construction, optimal monotone interpolation and formulate our general construction scheme. In Section 3 we discuss various properties of aggregation operators that arise in applications, translate these properties into constraints on their values, and formulate the resulting optimization problems. In Section 4 we present several solution methods and illustrate them on specific examples. We finish the article with conclusions.
2. Aggregation operators. Recent comprehensive overviews of aggregation operators are given in [16, 18, 23] , from which we took some relevant definitions.
. . , y n ) whenever x i ≤ y i for all i ∈ {1, . . . , n}.
(ii) f n (0, . . . , 0 n−times ) = 0 and f n (1, . . . , 1
Monotonicity is semantically important, as it prevents a decision maker from choosing an alternative which is inferior with respect to all the criteria (Pareto optimality). Aggregation operators are broadly classified into the following types: disjunctive, conjunctive, averaging and mixed. Disjunctive aggregation operators are used to model positive interaction between the inputs (they are called ORlike in fuzzy logic), conjunctive operators model negative interaction (AND-like), averaging operators provide a degree of compensation between low and high inputs (like all means), and mixed operators exhibit different behaviour on parts of their domain.
In addition, there is a number of useful properties that find interesting interpretations in the context of specific applications. We list a few basic properties below. Let t, e, a ∈ [0, 1]. e(t, i) will denote a vector whose components are all e except the i-th component: e(t, i) = (e, . . . , e, t, e, . . . , e). a(x, i) will denote a vector whose i-th component is a: a(x, i) = (x 1 , . . . , x i−1 , a, x i+1 , . . . , x n ).
Definition 3. Properties of aggregation operators.
(i) An aggregation operator f n is called symmetric if f n (x) = f n (x P ) for any x ∈ [0, 1] n and any P , where x P is a permutation of the components of x. (ii) A binary aggregation operator is associative if
f 2 (t, e) = f 2 (e, t) = t. In the general case we obtain
(iv) An aggregation operator f n has an annihilator a 
It is also straightforward to verify that aggregation operators with the neutral element e = 1 are conjunctive, those with e = 0 are conjunctive, and those with any other value of e are mixed. Idempotent operators are averaging and vice versa.
The most important families of aggregation operators are maximum, minimum, arithmetic means, triangular norms (associative, symmetric, with the neutral element e = 1), triangular conorms (dual to triangular norms), uninorms (associative, symmetric, with the neutral element e ∈ [0, 1]), nullnorms (associative, symmetric, with the annihilator a ∈ [0, 1]), weighted quasi-arithmetic means (those represented
is a continuous strictly monotone function and the non-negative weights w i add to one), ordered weighted averaging operators (f n (x) = n i=1 w i x (i) , where x (i) is the i-th largest element of x), operators based on Choquet and Sugeno integrals, symmetric sums and T-S operators (quasi-linear combinations of triangular norms and conorms). There are many other less known families, as well as combinations and generalizations of the above mentioned operators. They allow one to model virtually any desirable aggregation process.
In the context of a specific application, it is often hard to choose a suitable aggregation operator either because the domain experts cannot formulate the desired properties, or because such properties define infinitely many aggregation operators. One way of choosing the right operator is to fit it to the data -the observed or desired input-output pairs, while preserving semantically important properties, such those listed above. We denote the set of such data by
, with
We consider fitting general aggregation operators given in Definition 1, which satisfy the Lipschitz condition with a given Lipschitz constant M . Such aggregation operators are important from the practical viewpoint, as they provide output stable with respect to input inaccuracies. Let us denote the class of functions with the Lipschitz constant at most M by Lip(M ) and the class of monotone non-decreasing (in each argument) functions by M on. Then we formulate the interpolation problem
Of course we assume that such a function exists, i.e., the data set allows interpolation with a function from Lip(M ) ∩ M on. If this is not the case (for instance the chosen Lipschitz constant M is too small), there are ways to smoothen the data by using quadratic or linear programming techniques, see [8] . The method developed in [8, 9] is based on the concept of optimal interpolation. Any interpolation algorithm A produces an error E A no smaller than the intrinsic error of the problem E P = inf A E A . The intrinsic error is the radius of the set of possible solutions to Problem 1. Central algorithm delivers an interpolant whose error is E P , and it consists in identifying the tight upper and lower bounds on the values of f n (x) at any x, see [24, 28, 31] . Formally we obtain the solution to the problem
where
where z + denotes the positive part of vector z: z + = (z 1 , . . . ,z n ), with
Note that the solution is the mean of the tight upper and lower bounds, which are composed from the bounds σ u , σ l which result from the interpolation conditions f n (x k ) = y k , and the generic bounds B u , B l which are the consequences of the boundary condition (ii) of Definition 1.
Our next goal is to incorporate the additional restrictions on the aggregation operator, such as the ones given in Definition 2 and subsequently listed properties. We proceed by tightening the bounds B u , B l while preserving Eqns. (2), (4) . In the cases of conjunctive, disjunctive or averaging behaviour, the modification is simple, e.g., we have B l = max{0, 1 − M ||(1, . . . , 1) − x||, max(x)}, B u = min{1, M ||x||} for disjunctive operators and so on. However other conditions involve more complicated bounds that we examine in this paper.
We formulate a generic problem of construction of Lipschitz aggregation operators with given properties. While not all listed properties can be dealt in this way (e.g., see [4, 6] for handling symmetry and associativity), in a number of important cases one can formulate them as interpolation conditions on some subset
n , by means of a given function g : Ω → [0, 1]. In the subsequent sections we will identify the subsets Ω and provide the solution in the form of (2)- (4), with modified bounds B u , B l .
Problem (2. Construction of an aggregation operator with specific properties).
The tight upper and lower bounds are given by (2) and (4), with functions B u , B l modified as
and the optimal aggregation operator is the mean of A(x) and A(x).
We note that the bounds B u , B l arise independently of the chosen interpolation scheme, and they must be accommodated by any other interpolation method.
3. Application specific properties. Now we describe specific instances of Problem 2. The method of solution consists in applying Eqns. (2), (4), and (5), with the set Ω and function g identified from the specified conditions. In each instance our goal is to identify the optima in (5) explicitly, or to provide a suitable numerical algorithm for their computation. In many cases this would involve a global optimization problem with multiple locally optimal solutions. Because the bounds in (5) are used to compute the values of f n as a function of x, it is required to compute the global optima deterministically. Failure to do so (e.g., using stochastic approaches) will result in a lack of continuity and monotonicity of f n .
3.1. Neutral element. Consider condition (iii) in Definition 3 for a fixed i and fixed e ∈ (0, 1). We have Ω = {z ∈ [0, 1] n |z = e(t, i), t ∈ [0, 1]} and g(z)| z∈Ω = t.
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Here, and in the remainder of this paper we concentrate on standard || · || p -norms. We have
where for a fixed i the bounds are
The minimum of f x,e (t) is achieved at
and its value is
where c(i) = j =i (x j − e) (7) is found analogously, by noticing that if
3.2. Diagonal section. Denote by δ(t) = f (t, t, . . . , t) a given diagonal section of the operator f n . If f n ∈ Lip(M ), then δ ∈ Lip(M n 1/p ). Also δ(t) is nondecreasing, and
For the purposes of computing the values of B u (x), B l (x) we need to choose suitable algorithms to solve the optimization problems. Since the function δ(t) is fairly arbitrary (we only require δ ∈ Lip(M n 1/p ) ∩ M on), the overall expression may possess a number of local minima. For univariate Lipschitz optimization there are a number of efficient deterministic global optimization methods [22] . We shall use the Pijavsky-Shubert method [25, 27] , which is described in the next section.
To apply the Pijavsky-Shubert algorithm we need an estimate of the Lipschitz constant of the objective function. Since δ ∈ Lip(M n 1/p ) and is increasing, and the function M ||(x 1 − t) + , . . . , (x n − t) + || is in Lip(M n 1/p ) and is decreasing (we can prove this with the help of the identity ||x|| p ≤ n 1/p ||x|| ∞ ), the Lipschitz constant of the sum is M n 1/p . Hence we use the Pijavsky-Shubert algorithm with this parameter. Figure 1 illustrates the optimal binary aggregation operator with a given diagonal section.
3.3. Opposite diagonal section. We denote by ω(t) = f (t, 1 − t) the opposite diagonal section of a binary aggregation operator. We note that ω ∈ Lip(M ). The bounds are computed as
We notice that ω ∈ Lip(M ) and so is the second term in the expression, hence the objective function is in Lip(2M ). We apply the Pijavski-Shubert method with this Lipschitz parameter to calculate the values of the bounds for any x. Figure 2 illustrates the optimal binary aggregation operator with a given opposite diagonal section and neutral element e = 1.
Given marginals.
Consider construction of a binary Lipschitz aggregation operator f 2 based on a given marginal g, defined on some closed subset Ω, for example Ω = {x = (x 1 , x 2 )|0 ≤ x 1 ≤ 1, x 2 = 0}. Let g ∈ Lip(M g ). Then obviously the Lipschitz constant of f , M ≥ M g . Then we obtain
If the marginal is given on Ω = {x = (x 1 , x 2 )|0 ≤ x 1 ≤ 1, x 2 = 1}, then the bounds are
To solve the optimization problem in each case we apply the Pijavski-Shubert method with the Lipschitz parameter M .
For the general multivariate case the equations are as follows. Let g i (t), i = 1, . . . , n be a function from Lip(M g ) representing the i-th marginal
The bounds due to the i-th marginal are 
Computation of the minimum in the expression for B u involves a nonconvex mdimensional constrained optimization problem. There is a possibility of multiple locally optimal solutions, and the use of local descent algorithms will not deliver correct values. The proper way of calculating B u is using deterministic global optimization methods. One such method, a multivariate generalization of the PijavskiShubert algorithm known as the cutting angle method [1] [2] [3] 5, 26] , is described in the next section. One should be aware that the cutting angle method works reliably only in small dimension, m < 10. We do not expect m to be greater than 3 in applications.
3.5. Noble reinforcement. In this section we treat a special kind of disjunctive aggregation operators that arise in the context of recommendation systems. Consider an online store which recommends customers various products, such as movies, music or books, based on users preferences and past purchases. The system recommends a number of products which may be of interest to the user. The recommendation is based on aggregating the strengths of justifications. Any justification provides a sufficient reason to recommend a product, and the more justifications, the stronger is the recommendation.
In this context, aggregation of justifications should satisfy the following requirements: symmetric, disjunctive, and possess a "noble reinforcement " property, that is, only reinforce sufficiently high scores [32] . The aim of the latter property is to avoid mutual reinforcement of low scores: if an item has several very weak justifications, the recommendation should not be stronger than their maximum.
Let α ∈ [0, 1] be a threshold that defines "high" values. Mathematically, the property of noble reinforcement is translated into the restriction that f n (x) = max(x) on some subset Ω identified below. We consider several variations of noble reinforcement property which give rise to different subsets Ω, and show how the corresponding global optimization problems can be treated numerically. In its simplest case, the aggregation operator is confined to maximum, unless two or more arguments are greater than α. Our goal is to identify the upper bound B u on the whole domain from this requirement. Note that the lower bound is B l (x) = max(x) (disjunctive operator).
Denote by E a subset of indices {1, . . . , n} and byẼ its complement. For k = 0, . . . , n, denote by E k the set of points in [0, 1] n which have exactly k coordinates greater than α, i.e.,
n |∃E, such that |E| = k, ∀i ∈ E : α < x i ≤ 1 and ∀j ∈Ẽ : x j ≤ α}.
The subsets E k form a non-intersecting partition of [0, 1] n . Further, E 0 ∪E 1 ∪. . .∪E k is a compact set.
Noble reinforcement requirement implies that f n (x) = max(x) on E 0 , and f n (x) ≥ max(x) on the rest of the domain, and further f n (x) ≥ f n (y) for all x ∈ E k , y ∈ E m , k > m. The latter is due to monotonicity of disjunctive aggregation operators with respect to argument cardinality. Also, since no reinforcement can happen on the subset E 1 , we have f n (x) = max(x) on E 1 ∪ E 0 . This expresses the essence of noble reinforcement requirement.
Next determine the upper bound B u . We use Ω = E 1 ∪ E 0 in (5) and obtaiñ
and B u (x) = min{1,B u (x)}. Our technique is to reduce the n-variate minimization problem to n univariate problems. Consider x ∈ E k , for a fixed k, 1 < k ≤ n, which means that k components of x are greater than α. Let j ∈ E be some index such that x j > α. Next we show that the minimum is achieved at z * whose j-th component z * j ∈ [α, x j ] is given below, and the rest of the components are fixed at z * i = α, i = j. That is, we only need to find the optimal value of the component z j , and then take minimum over all j ∈ E, i.e., the minimizer has the form z * = (α, . . . , α, z * j , α, . . . , α). To show this, note that ||(x − z) + || is a decreasing function of z i for 0 ≤ z i ≤ x i and non-increasing for x i ≤ z i ≤ α, if x i < α. Thus the minimum with respect to those components z i , i ∈Ẽ, such that x i ≤ α is achieved at any z * i ∈ [x i , α], and the contribution of the terms (
Note that only one component of z is allowed to be greater than α when z ranges over Ω = E 1 ∪ E 0 . Denote this component by j ∈ E, and denote by γ j = i∈E,i =j (x i −z i ) p . Note that max i∈E z i = z j . Then the minimum of γ j with respect to z i , i ∈ E, i = j is achieved at z * i = α. Denote it by γ * j = i∈E,i =j (x i − α) p . Hence we have k = |E| univariate problems
Consider the expression under the minimum over j. It involves minimization of a convex function of z j (the expression in the brackets), and hence the inner problem will have a unique minimum (possibly many minimizers). Proposition 1 can be used to find this minimum explicitly.
Now consider a refinement of the noble reinforcement requirement, in which at least k high inputs are needed for reinforcement. Hence f n (x) = max(x) whenever less than k components of x are greater or equal than α. Therefore we use the interpolation condition f n (x) = max(x) on Ω = E 0 ∪ E 1 ∪ . . . ∪ E k−1 . As earlier, B u is given byB
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We have an n-variate minimization problem which we intend to simplify. As earlier, x is fixed and E denotes the subset of components of x greater than α,Ẽ denotes its complement and |E| ≥ k. The minimum with respect to those components of z whose indices are inẼ is achieved at any z * i ∈ [x i , α], i ∈Ẽ. So we fix these components, say, at z * i = α and concentrate on the remaining part of z. At most k − 1 of the remaining components of z are allowed to be greater than α when z ranges over Ω, we denote them by z K1 , . . . , z K k−1 , K ⊂ E, |K| = k − 1. The minimum with respect to the remaining components is achieved at z * i = α, i ∈ K. Now take all possible subsets K ⊂ E and reduce the n-variate minimization problem to a number of k − 1-variate problems with respect to z K1 , . . . ,
Now we show that the minimum for a fixed K is achieved when all the variables z i , i ∈ K are equal, and hence obtain a univariate minimization problem. Let us arrange the components of x, x i , i ∈ K in decreasing order, so that x K1 ≥ . . . ≥ x K k−1 . Next we show that we can rewrite the previous expression as
Let us consider a fixed value of z K1 ∈ [α, x K1 ]. The minimum
because values of z i larger than x i do not augment the sum. The minimum of this expression is achieved at all z * i ∈ [x Ki , x K1 ] since the terms (x Ki − z Ki ) + are null. On the other hand, the function max i∈K
. Therefore we only need to consider minimization with respect to the component z K1 on [α, x K1 ], as all the other components z * i are determined automatically at an optimum value for any z K1 . That is, the minimizer has the form z * = (α, . . . , α, z * K1 , . . . , z * K1 ), or its permutation, where α correspond to the indices i ∈ K. Hence we need to solve (7) (with t = z K1 ).
The minimum over all subsets K in (7) has to be computed exhaustively. For the inner problem (for a fixed K), we have
Here the objective function (expression in the brackets) is convex and piecewise smooth. The minimum can be found by using, e.g., the golden section method. For the special case p = 1, M ≥ 1 we have t = x K1 and a closed form solutioñ
In this section we examined several application-specific requirements, and translated them into interpolatory type conditions f n (x)| x∈Ω = g(x) for some Ω ⊂ [0, 1] n and g : Ω → [0, 1]. These conditions, together with the Lipschitz condition and monotonicity, imply tight upper and lower bounds B u , B l on any aggregation operator. Computation of the values of B u , B l for any given x involves an optimization problem (5) . In some cases we found an explicit solution, and in other cases we formulated it as a global optimization problem with a reduced number of variables. The next section addresses the methods of its solution.
4. Methods of numerical solution. In the cases when application-specific information consists of a given diagonal, opposite diagonal or marginal sections, computation of the bounds B u , B l requires solving global optimization problems with a Lipschitz continuous objective function. We reiterate that a deterministic global optimization method is required, otherwise the computed surrogate bounds may be discontinuous.
On the other hand, we obtained either a univariate optimization problem, or a problem with only a few variables. Below we briefly describe two methods of deterministic Lipschitz optimization that can be applied to our case. We start Figure 1 . The optimal binary aggregation operator with the diagonal section δ(t) = min(2t 2 , 1). The values on the mesh 50 × 50 were computed in < 1 sec of CPU time (Pentium IV processor), by using Pijavski-Shubert method.
Generalized Cutting Plane Algorithm
Step 0. (Initialization) 0.1 Set K = 1. 0.2 Choose an arbitrary initial point x 1 ∈ D.
Step 1. (Calculate the underestimate)
Step 2. (Minimize H K )
2.1 Solve the relaxed problem (9) . Let x * be its solution.
Set
Step 3. (Stopping criterion)
3.1 If K < K max and f best − H K−1 (x * ) > ǫ go to Step 1.
The algorithm converges to the global minimum of f . K max is the input parameter of the algorithm, the upper bound on the number of iterations, typically 10000-100000. The challenge of this approach is that the solution of the relaxed problems of minimizing H K is difficult for large K. The key ingredient of an efficient implementation of CAM is a special simplicial distance function, used in the Figure 2 . The optimal binary aggregation operator with the opposite diagonal section ω(t) = t(1 − t) and neutral element e = 1, computed by using Pijavski-Shubert method. x i is the slack variable which helps express h k in a compact form. A combinatorial approach to solving the relaxed problem is employed in [3, 5, 13] . It enumerates explicitly all local minimizers of H K , and represents them in a tree structure. This yields superior computational efficiency, and allows one to solve the relaxed problems with unmatched speed. The method works well in up to ten variables, which is sufficient for our case.
5.
Conclusion. Aggregation operators are widely used in decision and management sciences, expert and decision support systems, recommender systems, internet search engines and many other areas, in which consistent combinations of several inputs into one output value are needed. Aggregation operators can be constructed based on recorded data, while preserving a number of semantically important properties. We presented a method of pointwise construction of aggregation operators with application specific properties. These properties were translated into interpolatory type conditions f n (x)| x∈Ω = g(x) for a given Ω ⊂ [0, 1] n and g : Ω → [0, 1]. Thus we obtained a constrained multivariate interpolation problem, to which we applied the method of optimal interpolation.
The values of f n in Ω produce tight bounds B l ≤ f n ≤ B u in the rest of the domain. Computation of these bounds involves a solution to a global optimization problem. We examined in detail several cases of Ω and g that arise in applications, and obtained either an explicit solution, or reformulated the optimization problem in one or few variables. This way we can apply efficient methods of Lipschitz optimization, outlined in this paper.
