Abstract-Adaptive filtering schemes exhibit a compromise between convergence speed and steady-state mean square error. Trying to overcome this trade-off, convex combination of adaptive filters have been recently developed for system identification achieving better performance than traditional approaches. The purpose of this work is to apply the convex combination strategy to single-channel and multichannel active noise control systems. In these systems it is necessary to take into account the secondary path between the adaptive filter output and the error sensor and the possible unavailability of the disturbance signal, which depends on the filtering scheme considered. Even though this strategy involves a higher computational burden than the classic adaptive filters, it exhibits a good performance in terms of convergence speed and steady-state mean square error.
I. INTRODUCTION
T HERE are different adaptive algorithms used in sound control applications depending on the different performances that they can offer. It is well-known that adaptive filter performance is highly dependent on both the convergence speed and the steady-state behavior. Generally speaking, algorithms with high convergence speed provide a large mean-square error (MSE) at the steady state. In contrast, algorithms with good properties at steady state usually show slow convergence speed. Therefore, it would be interesting to combine the good performance of two adaptive filters that offer complementary capabilities (high convergence speed and good steady-state MSE) in order to obtain a combination filter that would improve both properties. These algorithms would not have to be different, but simply to be configured with a different set of parameters. This idea has motivated the development of strategies for combining two or more filters like the convex combination strategy discussed in [1] - [3] . The aim of the convex combination approach is to combine two filters with complementary capabilities so that the overall performance of the global adaptive filter is better than the performance of each filter working separately [1] . This complementarity requires the parallel combination of two filters so this approach involves a computational burden at least double than that of the classic adaptive filters. The convex combination of simple adaptive filters, such as the least mean square (LMS) algorithm, would require a computational cost similar to more complex adaptive filters as the recursive least-squares (RLS). However, a new strategy has been recently proposed to reduce the complexity of this structure, see [4] . Although computational cost is an important issue in real-time applications, our work mainly focuses on the improvement of adaptive filters performance for multichannel active control. Thus, this work describes how to combine two LMS adaptive filters, one with a high step-size parameter and the other with a low one, both constrained to the range of values that avoid instability. Any other algorithm can be used instead of LMS, but LMS is robust and simple. In this sense, the convex combination of two proportionate adaptive filters was successfully introduced for acoustic echo cancellation in [5] . Moreover, convex combination approaches that make use of LMS can be applied in real-time systems that require good performance such as multichannel sound systems and more specifically to multichannel active noise control (ANC) [6] systems.
ANC works on the principle of destructive interference between a disturbance sound field named primary noise and a secondary sound field generated by control actuators. Nowadays, ANC remains a topic of interest and a considerable number of publications deal with real-time systems based on this noise reduction technique [7] . ANC applications that require a control system capable of following temporal changes are common [8] , [9] . Hence, the parallel combination scheme can be extended to an ANC system by using the different existing filtering structures [10] and providing an algorithm that quickly converges, or easily readjusts, with the plant or the input signal, and reaches the steady state with a small MSE as well. It should also be noted that other strategies such as the variable step size (SSV) algorithms [11] achieve a good final error in steady state without penalizing the convergence speed of the algorithm. Moreover their computational cost is moderate in contrast with the convex combination strategy studied where two algorithms have to be running simultaneously. However, the SSV algorithms do not improve the performance of convex combination [12] , [13] and usually introduce several new parameters which need a priori knowledge of some statistics of the filtering scenario (such as the SNR) to properly tune them. Furthermore, the overall advantage of the combi- nation of filters is that it allows to combine filters, which can use different algorithms and even different adaptive filter lengths, in contrast to the SSV algorithms. In any case, the main goal of this work is to extend the convex combination approach already proposed and successfully evaluated for adaptive identification systems, to ANC systems. A single-channel ANC system based on the convex combination of two equal length adaptive filters with the modified filtering scheme embedded was firstly reported in [14] . For further study on this topic, a more detailed performance study of the convex combination of adaptive filters to single-channel and multichannel ANC systems based on the three most common ANC filtering schemes is developed in the present paper. Although the algorithms proposed in the present paper have a significant computational cost, an optimized realtime implementation based on new hardware facilities such as multicore processors [15] would allow to exploit the inherent parallelism of the proposed convex strategy. This paper is organized as follows. Section II briefly describes the convex combination of adaptive filters and particularly the convex combination of two LMS algorithms. In Section III, a detailed description of the application of convex strategies to the main types of filtering schemes for single ANC is provided. This study is extended to a multichannel ANC system in Section IV. Finally, Section V presents some experimental results that validate the convex approaches introduced. Conclusions are given in Section VI.
II. CONVEX COMBINATION OF ADAPTIVE FILTERS
The convex combination of adaptive filters has been previously proposed in [1] for system identification, in [16] using variable tap-length filters, and was discussed in detail in [12] . Moreover, it should be pointed out that there are other combination strategies available in the literature apart from the convex combination, see as example [17] , [18] . In this section, the convex combination of adaptive filters is summarized in order to better understand similarities and differences when applied to an ANC system.
In a classic adaptive filter, the target is to minimize a cost function dependent on the desired signal and on the input signal that feeds the adaptive filter (see Fig. 1 ). In a convex combination scheme, two adaptive filters are suitably combined in order to obtain the output of the parallel filter as the weighted sum of the single outputs ( and in Fig. 2 ), where is a mixing parameter in the range [0, 1] . This parameter controls the combination of the two filters at each iteration, and comes from a sigmoidal activation function given as (2) where is updated in order to minimize the instantaneous square error of the overall filter, , by using the gradient descent method. Thus is given by the following normalized LMS adaptation rule [13] , (3) where and are the output error signals of the component filters, and is a step-size parameter that controls changes in from one iteration to the next. Selection of is not affected by the signal-to-noise ratio (SNR) by using this update rule. According to that, plays the role of the input signal and is an estimate of its power obtained from
As it is explained in [12] , could be restricted to the interval [ 4, 4] . Thus, updates in (3) even when is close to zero or one.
The component filters may be adapted using any algorithm, such as LMS or recursive least-squares (RLS). It is not necessary to adapt both filters using the same algorithm but many previous works have considered the combination of two simple LMS filters differing in their step sizes [1] , [4] , [12] , [17] as it is considered in this contribution.
III. CONVEX FILTERED-X ALGORITHMS FOR ACTIVE NOISE CONTROL
The convex combination of two LMS adaptive filters for ANC will be considered in this section. First, the main differences between an adaptive system for system identification (see Fig. 1 ) and its application to ANC (see Fig. 3 ) should be noted. An ANC system attempts to reduce the disturbance noise field by generating an antinoise that cancels out the primary noise. The reference signal , correlated with the noise source, is used to generate a signal that, after propagating through an unavoidable system response called secondary path, is added to the disturbance signal producing an error signal . One of the main differences introduced by ANC systems compared to a system identification problem is due to the presence of that secondary path with impulse response between the adaptive filter output and the error sensor. The usual way to take into account this response and avoid negative effects on the adaptive algorithm performance consists in filtering the reference signal through a previous estimation of this response . Moreover an acoustical combination of the disturbance signal and the adaptive filter output filtered by is produced. Then, in general, the adaptive algorithm for ANC does not provide but the error signal , and hence it is not straightforward to obtain the error signals and , since , for , 2. Therefore, both the existence of an acoustic path and the acoustical combination of the disturbance signal and the adaptive filter output are the main differences between an adaptive system for channel identification and its application to ANC. The required signals can be estimated in different ways, depending on the filtering structure used for the ANC system. In this work, the three filtering structures most frequently used in ANC are considered: the conventional filtered-x structure, the modified filtered-x structure and the adjoint filtered-x structure.
A. Conventional Filtered-x Structure
The conventional filtered-x structure [19] offers a good trade-off between computational complexity and convergence speed. The way to take into account the secondary path and avoid negative effects on adaptive algorithm performance consists in filtering the reference signal through a copy of this response (see Fig. 4 ). To obtain the difference signal for the conventional filtered-x scheme, the following considerations should be made. The error signal is given by (5) If an estimate of the secondary path is known, , the disturbance signal could be calculated by, (6) and the output error signals of the component adaptive filters are (7) Notation in Table I and expression (7) will be used to describe the convex conventional filtered-x LMS (C-FXLMS) algorithm. According to this notation, the steps of the C-FXLMS algorithm and its computational cost are detailed in Algorithm 1. The difference signal is obtained from (7) as follows,
being , , 2, calculated in lines 6 and 7 of Algorithm 1. Moreover, similar relations allow to derive the second term on the right-hand side of steps 13 and 14 from (6) and (7) . It should be noted that, as expected, the complexity of the C-FXLMS ( multiplications per iteration) is higher than that of the conventional filtered-x LMS (FXLMS) algorithm with a single filter of coefficients ( multiplications per iteration). Nevertheless, the aim of this approach is to improve performance regarding convergence speed and final residual error at the expense of increasing the computational cost. By using this strategy, the computational cost increases more than double regarding the FXLMS in the case where . Generally speaking, the two adaptive filters considered in the convex combination of filters can have different lengths. However, the different configurations considered in this work assume the simplified case , which performs well in ANC applications. , (Multipl.: )
Algorithm 1 C-FXLMS algorithm.
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B. Modified Filtered-x Structure
Although the modified filtered-x structure [20] provides a slightly better convergence speed than the conventional filtering scheme, it is more demanding from a computational cost point of view, as can be seen in Fig. 5 . This scheme uses the secondary path model ( in Fig. 5 ) to subtract the contribution of the actuator from the error signal, providing an estimate of the disturbance signal . Then, a commutation of and the adaptive filter is performed, so that the adaptive filter predicts the estimation of the disturbance signal, instead of the original one [10] . As a result, if the secondary path has a delay, this allows for a larger step-size parameter compared with the conventional and adjoint filtered-x schemes. The availability of an estimation of simplifies the use of the convex combination of filters, since is needed to calculate the error signals and . The convex algorithm based on the modified filtered-x structure (C-MFXLMS) is described in Algorithm 2 according to notation in Table I . The total number of multiplications per iteration required by the C-MFXLMS algorithm reaches . However, if a modified filtered-x LMS (MFXLMS) algorithm with a single adaptive filter of length is considered, only multiplications are required. Thus, a relative increase of slightly more than double happens when and the C-MFXLMS algorithm is used instead of the MFXLMS. See a comparison of the number of multiplications required by the different approaches in Table II . , (Multipl.: )
Algorithm 2 C-MFXLMS algorithm.
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C. Adjoint Filtered-x Structure
The adjoint scheme for adaptive filtering [21] is the simplest considered structure from a computational point of view. Instead of filtering the reference signal through the secondary path estimate, the error signal is filtered through a reverse (adjoint) version of , , see Fig. 6 . If there is a delay in the secondary path, changes to the adaptive filters do not have an immediate impact on the error signal. If there is also a delay in the adjoint model, then the impact on the filtered-error signal [ signal filtered through the filter] is even more delayed. Thus, a small step-size parameter may be required if the delays of both filters are large. This structure is used in ANC applications where the computational cost is severely constrained [10] (for example in multichannel systems when a large number of reference signals is considered). However, there is no computational saving with respect to the other two schemes in single-channel systems, as it can be seen in Table II .
The convex algorithm based on the adjoint filtered-x structure (C-AFXLMS) is described in Algorithm 3 according to the notation in Table I . The C-AFXLMS presents a problem similar to the C-FXLMS algorithm, since only one error signal is provided and two error signals ( and ) are required in order to independently control each algorithm. As was shown above, both error signals can be obtained from an estimate of the secondary acoustic path. Therefore, proceeding similarly to Section III-A, the convex approach algorithm based on the adjoint filtered-x structure (C-AFXLMS) can be developed as shown in Algorithm 3. It should be noted that the error vector is given by . 
Algorithm 3 C-AFXLMS algorithm.
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IV. CONVEX FILTERED-X LMS ALGORITHMS FOR MULTICHANNEL ANC
In order to extend the convex filtered-x LMS algorithms described in the previous section to the multichannel case, a generic multichannel ANC system ( reference signals, secondary sources, and error sensors) is considered and illustrated in Fig. 7 . It should be noted that this system presents secondary paths and adaptive filters, and when the convex strategy is applied, the number of single adaptive filters doubles and the computational load increases compared with the single-channel case. Notation in Table III will be used to describe the multichannel algorithms based on the convex combination of adaptive filters.
The management of multiple error signals and the simultaneous updating of multiple adaptive filters represent the hardest difficulties when extending the convex filtered-x algorithms described in Section III to the multichannel case. Regarding the update rule of the adaptive filter coefficients, the target is to minimize a cost function dependent on the sum of the mean square errors [22] , given by (9) It should be mentioned that there exists other alternatives to the MELMS algorithm, such as the scanning error LMS [23] and the least maximum mean squares [24] . Both algorithms have been previously successfully tested in a real multichannel ANC system [25] . However, the MELMS was chosen due to its effectiveness and robustness for both broadband and narrowband control [22] , [26] . 
This update rule was first proposed for the MELMS algorithm in [26] . Moreover, is updated to minimize the same cost function described in (9) and approximated by its instantaneous value, (11) Similar to (3), a better behavior is obtained with power normalization in (11) for variable SNRs, and thus, the update rule for is given by (12) where (13) Taking into account the expressions (10) and (12), the convex multichannel LMS algorithms are developed by further applying the three filtering schemes of Section III for the single-channel case. Therefore, Algorithm 4 presents the convex multichannel FXLMS (multichannel C-FXLMS) algorithm based on the conventional filtered-x scheme. The convex multichannel MFXLMS (multichannel C-MFXLMS) algorithm based on the modified filtered-x scheme is illustrated in Algorithm 5, and finally, the convex multichannel AFXLMS (multichannel C-AFXLMS) algorithm with the adjoint structure embedded is reported in Algorithm 6. Regarding the multichannel C-FXLMS and C-AFXLMS, the difference signals are obtained as follows, (14) being the output signals of the adaptive filters , 2 and filtered through their corresponding estimated acoustic paths (see lines 6 and 7 in Algorithm 4 and lines 5 and 6 in Algorithm 6). The total number of multiplications per iteration required for the different multichannel algorithms is given in Table IV . It can be observed that the multichannel C-MFXLMS algorithm needs more multiplications per iteration than the corresponding MFXLMS algorithm and the C-FXLMS algorithm. Moreover, for the typical case in Table IV , the multichannel convex combination C-FXLMS and C-MFXLMS approaches 
ITS CONVEX APPROACHES (MULTICHANNEL C-FXLMS, MULTICHANNEL C-MFXLMS AND MULTICHANNEL C-AFXLMS).
TYPICAL CASE: , , AND require approximately twice the multiplications of their component filters whereas the multichannel C-AFXLMS is the less demanding although it needs more than three times multiplications than its component filters.
V. SIMULATION RESULTS
In this section we want to compare the performance of each convex combined algorithm of Sections III and IV with their respective single versions. Moreover, we will compare these algorithms with the variable step size approaches derived from [11] by considering the conventional FXLMS with variable step size (FXLMS-SSV), the modified FXLMS with variable step size (MFXLMS-SSV) and the the adjoint FXLMS with variable step size (AFXLMS-SSV) algorithms. Experiments carried out will focus on the ability of the algorithms to readapt to changes as well as on their performance with non exact estimation of the secondary paths. For these purpose, a single-channel and a multichannel ANC systems have been used. The multichannel system had the dimensions , and (1:2:2 system). Moreover, different types of reference signals ( in Fig. 3 ) have been considered, particularly: 1) A gaussian random signal of zero mean and unit variance, 2) A periodic noise simulating engine noise composed of four harmonics of random phase (the fundamental tone of discrete frequency 0.0023 and its first three harmonics), and an additive white Gaussian noise of variance 0.001. The acoustic paths (both primaries and secondaries) have been modelled by FIR filters with a length of coefficients, and the adaptive filters have been designed with a length of coefficients. We assume available either a perfect or an imperfect estimate of the secondary paths depending on the experiment. Although a good estimate of the secondary paths can be achieved in most ANC applications, estimation errors can affect the algorithms performance. Thus, an imperfect secondary path estimate with SNR of 20, 10 and 5 dB has been assumed to analyze robustness of the algorithms in Algorithm 4 Multichannel C-FXLMS algorithm. this scenario, similarly to [10] . In the different cases analyzed the convex approaches combine two algorithms of complementary capabilities trying to extract the best properties of the component filters. Thus, for single-channel ANC, two LMS algorithms based on the different filtering schemes work with the same number of filter coefficients and with different step sizes chosen to obtain algorithms of complementary capabilities: one of them exhibits a high convergence speed, and the other the better steady-state MSE. For the power estimation in (4) and (13) and have been used. Same considerations are assumed in the multichannel experiments.
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In order to evaluate the different approaches, the learning curves were obtained for the simulations. These curves are calculated here from the ratio between the instantaneous estimated power at the error sensor with and without active noise control, expressed in decibels, that is, (15) For the multichannel case, which provides in general more than one error signal, we will add the instantaneous power of the different contributions. Therefore, the corresponding learning curves are given by, (16) In order to reduce the variance of the learning curves and have a better idea of the algorithm performance in both steady and transient state, 3,000 simulations were averaged to obtain each learning curve.
With the previously described configuration, three different experiments have been carried out. In the first experiment we consider a single-channel ANC system with exact and non exact estimate of the secondary path (with 20,000 iterations). The second experiment considers more complex configurations, particularly a multichannel system in both stationary and non-stationary scenarios. Finally the third experiment considers an input signal different to white Gaussian noise.
A. First Experiment
Let us consider a single-channel ANC system and illustrate the performance of the different algorithms tested with an exact estimate of the secondary path. Figs. 8(a), 9(a) and 10(a) , show the simulation results in the single-channel ANC system for the C-FXLMS (combining an FXLMS algorithm with and another FXLMS with ), the C-MFXLMS (with the same step sizes as the C-FXLMS) and the C-AFXLMS (combining an AFXLMS algorithm with and another AFXLMS with ) approaches, respectively, and comparing them with the two corresponding single algorithms working independently. As it can be seen, the combination approaches behave as well as the best of the component adaptive filters following the faster algorithm in the transient period, and following the slower one when the system has reached the steady state. Furthermore, the same figures illustrate the performance of the variable step size adaptive algorithms in comparison with the proposed convex approaches that clearly outperform the first ones with respect to steady-state MSE.
Regarding the effect of errors in the estimate of the secondary path, simulation results are shown in Figs. 8(b) , 9(b) and 10(b). The learning curves exhibit similar shapes to those of the perfect estimation experiments. Results confirm that when estimate errors are small the performance differences with perfect estimate are negligible. Furthermore, it should be noted that the performance degradation suffered by the convex approaches is comparable to the degradation of the individual algorithms. On the other hand, it is common to obtain good estimates of the secondary paths in practical systems, which means . Thus, the hypothesis of a perfect modelling of the secondary paths is quite realistic given the robustness of these algorithms.
B. Second Experiment
In the second set of experiments we consider a 1:2:2 multichannel ANC system. Similar results to the ones of the previous section can be observed. As an example, Fig. 11(a) illustrates the behavior of the different modified filtered-x multichannel approaches (multichannel C-MFXLMS, multichannel MFXLMS and multichannel MFXLMS-SSV) with and . The results show that the combination approach performs close to the best component filter.
As indicated above, performance of the developed convex approaches is also studied with time-variant scenarios. Then, the filters that model the acoustic paths were changed every 25,000 iterations and the algorithms were run for 75,000 iterations. That means the algorithms should converge three times. Moreover, the variance of the input signal was changed in the last 25,000 iterations. This non-stationary scenario allows to evaluate the ability of the algorithms to follow changes in both the acoustic system and the input signal. Fig. 11(b) presents the multichannel algorithms based on the modified filtered-x scheme. We observe that the learning curves of the multichannel C-MFXLMS (combining a multichannel MFXLMS algorithm with and a multichannel MFXLMS with ) fall close to the learning curves of the best component filter. During the transient periods the convex approach tends to follow the faster multichannel MFXLMS , and when it has been reached the steady state, the multichannel C-MFXLMS presents a residual error nearly as low as the multichannel MFXLMS for ).
C. Third Experiment
We conclude this section considering the case of a reference signal different to Gaussian noise with stationary conditions. To this end we have used the periodic noise simulating the common engine noise. We have considered both the same single-channel and multichannel ANC systems of Sections V-A and V-B. Fig. 12 illustrates the learning curves provided by the algorithms based on the modified filtered-x structure for the single-channel (Fig. 12(a) ) and the multichannel (Fig. 12(b) ) ANC systems. Although the different algorithms show a performance very similar to the previous results, the convex approaches exhibit a transient behavior slightly slower than the fastest independent filters.
VI. CONCLUSION
The application of the convex combination strategy for single-channel and multichannel practical ANC systems has been proposed throughout the present paper. The convex approach has been applied to an ANC system by using three different filtering structures and the LMS algorithm: the conventional filtered-x structure that provides the C-FXLMS algorithm, the modified filtered-x structure for the C-MFXLMS algorithm, and the C-AFXLMS algorithm based on the adjoint filtered-x LMS structure. Both the adaptive filter coefficients and the parameter that controls the combination of filter outputs follow the update rule based on a steepest descent method. Although the computational cost of the convex approaches is higher, they are a suitable solution to develop effective and robust algorithms with high convergence speed and good steady-state MSE performance. Such algorithms would be especially appropriate when the control system is time variant or the acoustical system may suffer unexpected changes, due to their ability to follow changes on system conditions and rapidly recover their good steady-state performance. Furthermore convex combination algorithms have shown to be robust with non-exact estimates of the secondary paths.
Simulation results in stationary and non-stationary conditions have validated the expected performance of the convex approaches for single-channel and multichannel ANC systems.
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