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Abstract 
One of the goals of modern quantum chemistry is to understand the nature of chemical 
bonds. By understanding the underlying physical and chemical principles of chemical bonding in 
various molecules, chemists can make predictions about the structures, energetics, reactivities 
and other properties of chemical species. The understanding of bonding is also critical to 
achieving one of the ultimate goals of chemists—the design and control of molecules and 
molecular processes. Therefore, an intuitive, rigorous and predictive bonding model is needed—
one that is applicable to a wide range of elements.  
 Various models have been used to rationalize bonding in molecules. Hartree-Fock (HF) 
and Molecular orbital (MO) theory are widely used. However, HF theory fails in cases where 
multireference character is important. HF theory also does not describe bond dissociation 
correctly in most cases; thus, it is of limited use in understanding the details of chemical 
reactions. Further, molecular orbitals are often delocalized over the entire molecule, making their 
interpretations in terms consistent with chemical language (bonds, lone pairs, etc.) difficult. 
Valence bond (VB) theory uses a language much closer to that of chemistry and, early on, helped 
chemists adapt quantum mechanics to understanding molecular structures and reactions. For 
example, Pauling’s hybridization model is often used to rationalize bonding in traditional 
hypervalent molecules such as SF6, as well as the bonding in carbon species such as CH4 and 
C2H2. However, these concepts are, by and large, empirical with significant limitations, e.g., 
detailed calculations in the 1980s clearly showed that spd hybrids were not involved in the 
bonding in hypervalent molecules. The more recent 3 center-4 electron model of hypervalency is 
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similar to the hybridization model in its limitations, and is subject to the constraints of MO 
theory.  
In this dissertation, the nature of the chemical bonding is investigated in a number of 
different molecules using generalized valence bond (GVB) theory, with the molecules being 
chosen to better understand aspects of the bonding. GVB strikes an attractive balance between 
accuracy and interpretability by including the most important non-dynamical correlations, yet 
retaining a wavefunction that is a single product of spatial orbitals, although with a more general 
spin function than that used in HF theory. Because of GVB’s ability to describe the making and 
breaking of chemical bonds and describe the bonding in molecules with or without multirefernce 
character, a bonding model can be constructed based on GVB theory that is applicable to a broad 
range of molecules. In the course of this and earlier work, the types of bonds that can be formed 
were expanded beyond traditional chemical bonds, such as covalent bonds, to include a new type 
of bond—the recoupled pair bond. 
The recoupled pair bond not only rationalizes the formation of traditional hypervalent 
molecules such as SF6 and PF5, but it also describes the bonding in radicals such as SF3 and SF5 
as well as beryllium, boron and carbon compounds in a consistent and systematic fashion. The 
differences between sulfur and carbon species are the differences between recoupled pair 
bonding using 3p lone pairs and 2s lone pairs. The fundamental aspects of the s- and p-recoupled 
pair bonds and recoupled pair bond dyads with monovalent ligands using CF, SF, CF2 and SF2 as 
examples, and the fundamentals of the s-recoupled pair bonds with trivalent ligands using BeN, 
BN and CN as examples will be described in detail in this dissertation (divalent ligands were 
considered by others).  
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As noted earlier, the GVB wavefunction has a compact functional form consisting of a 
spatial wavefunction, a product of orbitals, and a spin wavefunction, a product of αβ’s for the 
doubly occupied orbitals and a general spin function for the electrons in the singly occupied 
active orbitals. A single set of spatial orbitals, whose functional form is determined by the 
application of the variational principle, makes interpretation of the GVB orbitals unambiguous 
and straightforward, and the freedom in the spin wavefunction enables one to probe various spin 
couplings other than the traditional perfect pairing coupling, which is assumed in the HF 
wavefunction. In a number of molecules, the perfect pairing spin coupling is not the dominant 
spin coupling at the equilibrium geometry of the molecule—the simplest carbon compound, C2, 
is a case in point. The spin couplings and their implications in the homonuclear diatomic 
molecule C2, N2, P2 and As2 will be presented, and the nature of the multiple bonds in these 
molecules will be discussed.  
The use of GVB theory has allowed us to study a wide range of molecules and radicals 
systematically. One recurring theme in our research is characterizing and understanding the  
“first-row anomaly”—the long recognized differences in the chemistry of the first row elements 
versus those lower in the Periodic Table. Examples described in this dissertation include: CHn 
versus SiHn (n=0–4), N2 versus P2 and As2, and the inversion transition states of FnNH(3-n) versus 
those of FnPH(3-n) (n=0–3). A comparison of the first and second row compounds will be 
presented throughout the dissertation.   
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Chapter 1  
Introduction 
 
Modern theoretical and computational chemistry are playing an important role in 
understanding and rationalizing experimental chemical phenomenon. The essential underlying 
physical and chemical principles are built into theories and models, which are then used to make 
predictions on other chemical systems. A truly useful theory or model is rigorous—being able to 
capture the most important chemistry, intuitive—easy to understand and apply, and flexible— 
applicable to a wide range of systems. My research has focused on understanding the electronic 
structure of small molecular systems, particularly chemical bonding, using a combination of high 
level electronic structure methods and generalized valence bond theory, aiming to build a 
predictive model of the electronic structure of molecules—bonds, lone pairs, etc.—that is 
rigorous, intuitive and flexible. 
The chemical bond is an important concept for chemists. They are the chemical “objects” 
that hold atoms together in molecules and give them their three-dimensional structures. 
Understanding why and how different chemical bonds form also lays the foundation for the 
design and control of molecules and molecular processes. Even though the molecular systems 
being investigated using high level quantum chemical techniques have been growing in size—
from diatomic molecules a few decades ago to smaller biomolecular systems today—a 
fundamental understanding of the electronic structure of many simple molecules, especially 
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those involving elements beyond the first row of the Periodic Table, is still unsettled. The 
understanding of chemical bonding gained from studies on smaller molecular systems can be 
applied to advance our understanding of the properties and behavior of larger and more dynamic 
systems such as chemical reactions, catalysis, etc.   
1.1 Hypervalency and the Recoupled Pair Bonding Model  
Valence in one of the most important concepts in chemistry. According to Heitler & 
London as well as Pauling & Slater,1-3 the electrons in singly occupied orbitals can readily 
participate in forming covalent bonds. Thus, the number of singly occupied orbitals in the ground 
state atomic configuration of an element defines its nominal valence. For example, the ground 
state atomic configuration of the oxygen atom is 1s22s22px12py12pz2. Therefore, the nominal 
valence is oxygen is two, and oxygen is expected to form up to two covalent bonds. Indeed, 
oxygen forms stable molecules such as H2O and F2O as well as the intermediate radicals OH and 
OF. However, main group elements beyond the first row form stable molecules that exceed their 
nominal valence. Being in the same group as oxygen, sulfur also has a nominal valence of two, 
but sulfur forms stable molecules such as SF4, SF6 and SCl4, where there are more than two 
bonds. Musher4 and Schleyer5 coined the terms “hypervalent” and “hypercoordinated,” 
respectively, to denote molecules where the nominal valence of the atoms is exceeded. 
Several models have been advanced to rationalize the existence of hypervalent molecules, 
among which Pauling’s d-orbital hybridization model6 is still widely taught in many chemistry 
textbooks. However, it has been long recognized in the theoretical and computational chemistry 
research community that the spxdy hybridization model does not provide a sound theoretical 
description of hypervalent species because atomic d orbitals do not make a direct contribution to 
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the bonding.7-14 A widely accepted model today is the Rundle-Pimentel 3-center, 4-electron (3c-
4e) bond,15,16 which uses basic molecular orbital theory to rationalize the existence of 
hypervalent molecules such as XeF2 and XeF4.17 For example, in XeF2, the doubly occupied 5p 
orbital on Xe and the singly occupied 2p orbitals on the two F atoms align collinearly along the 
bonding axis resulting in a doubly occupied bonding orbital, a doubly occupied non-bonding 
orbital and an unoccupied anti-bonding orbital. Since there are four electrons in these orbitals, 
the bonding and non-bonding orbitals are fully occupied, which would be expected to result in 
net binding. Using spin-coupled valence bond method,18,19 which is equivalent to the generalized 
valence bond method,20,21 Cooper et al.13 proposed the democracy principle stating any valence 
electron can participate in chemical bonding if provided with sufficient energetic incentive. 
These models rationalize the existence of hypervalent species, but lack predictive power.  
In 2009, Woon and Dunning proposed that a new type of bond, the recoupled pair bond, 
accounts for sulfur’s hypervalent behavior.22 An atom-by-atom approach was used to 
systematically investigate the ground state and low-lying excited states of SFn (n=1–6). They 
found that the ability of the sulfur atom to form recoupled pair bonds and recoupled pair bond 
dyads with electronegative ligands such as F and Cl was the underlying “force” driving the 
formation of stable species that exceed sulfur’s nominal valence. Other hypervalent systems 
investigated using the same approach include PFn (n=1–5),23 ClFn (n=1–7),24 ClFn+ (n=1–6),25 
SCln (n=1–6),26 SFn-1Cl (n=1–6),27 and the same principle was found to hold in all these systems. 
Besides molecules containing monovalent ligands, species with divalent ligands have been 
investigated, and recoupled pair bonding was also found to be essential to understanding the 
bonding in the oxides and hydroxides of the second row, late p-block elements. Ligands like the 
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O and N atom with more than one singly occupied orbital open up the possibility of forming 
recoupled pair bond in the π systems as well as in the σ systems.28-30 
The power of the recoupled pair bonding model lies in its ability to rationalize and 
predict the ground and low-lying states of molecules, their three-dimensional structures, 
energetics and reactivities, and its ability to make connections between the chemistry of the first 
row elements and that of the elements in subsequent rows. Many examples of the so-called “first-
row anomaly”—the long recognized differences in the chemistry of the first row elements versus 
those lower in the Periodic Table, can be rationalized as the differences between the ability of the 
elements in these rows to participate in recoupled pair bonding. This will be illustrated in this 
dissertation in cases like CHn versus SiHn (n=0–4), C2 versus Si2, the inversion transition states 
of FnNH(3-n) versus FnPH(3-n) (n=0–3),31 etc. In the recoupled pair bonding framework, there is no 
clear difference between the tetravalence of carbon and the hypervalence of sulfur: they both 
result from the formation of recoupled pair bonds and recoupled pair bond dyads.  
The recoupled pair bonding model is based on generalized valence bond theory.20,21 The 
generalized valence bond wavefunction strikes an attractive balance between accuracy and 
interpretability by including the most important non-dynamical correlation effects in both the 
atoms and the molecule. It is more accurate than the Hartree-Fock wavefunction,32 which is the 
basis of molecular orbital theory. The Hartree-Fock wavefunction is a single reference 
wavefunction and does not properly describe bond breaking. Its description of a molecule is, in 
many ways, disconnected from that of the atoms from which the molecule is formed. It even 
breaks down completely at the equilibrium geometry if there is a large amount of multireference 
character. The shortcomings of the Hartree-Fock wavefunction call into question the validity of 
the widely-used molecular orbital theory. The generalized valence bond wavefunction does not 
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have the above deficiencies. By relaxing the constraints imposed on the Hartree-Fock 
wavefunction, e.g., doubly occupancy of the orbitals, orthogonality of the orbitals, and perfect 
pairing spin function, it offers additional insights into the electronic structure of molecules. In 
order to understand recoupled pair bonding, it is essential to examine the generalized valence 
bond wavefunction of the recoupled pair bond and recoupled pair bond dyad in detail, thus the 
fundamental aspects of recoupled pair bonding will be discussed in the dissertation.  
1.2 Spin Correlation and the Nature of Multiple Bond 
The generalized valence bond wavefunction has a compact functional form consisting of 
a spatial function and a spin function, both of which are variationally optimized. The spatial 
wavefunction is a product of doubly occupied core and valence orbitals and singly occupied, 
non-orthogonal, active valence orbitals. Although all of the orbitals are optimized, the active 
orbitals remain largely localized on the atomic centers—as bonding orbitals or lone pair orbitals. 
Unlike multiconfiguration wavefunctions, a single set of optimum spatial orbitals makes 
interpretation of the GVB wavefunction unambiguous and straightforward. The freedom in the 
spin function of a generalized valence bond wavefunction enables us to investigate various spin 
couplings other than the traditional perfect pairing coupling, which is assumed in the HF 
wavefunction. This provides additional insights into the nature of chemical bonds, especially in 
molecule systems where many electrons are packed in the bonding region and perfect pairing 
spin coupling breaks down.  
The spin function in the generalized valence bond wavefunction is a linear combination 
of spin eigenfunctions for the particular spin state of the molecule. Normally there is more than 
one spin eigenfunction, meaning there is more than one way to couple the spins of the electrons 
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in the active valence orbitals, e.g., one spin eigenfunction will be needed to describe the 
separated atoms (or fragments), while another may be more appropriate for the molecule around 
its equilibrium geometry. The most well recognized spin function is the perfect pairing function, 
which places as many electrons into singlet coupled pairs as possible. The perfect pairing spin 
function is dominant at the equilibrium geometry of many molecules. The GVB wavefunction 
with the perfect pairing restriction was used to reduce computational cost a few decades ago, 
especially when coupled with the restriction that the orbitals in the pairs be orthogonal to the 
orbitals in other pairs (the so-call “strong orthogonality” constraint). However, these constraints 
are not needed now—full GVB calculations can be carried out for a wide range of molecules as 
long as the number of active electrons is kept reasonable. In generalized valence bond theory, as 
in valence bond theory, a covalent bond is formed by singlet coupling two electrons in a pair of 
overlapping, singly occupied orbitals.33 However, the perfect pairing spin function is not always 
dominant, which means that the electrons are not always singlet coupled into pairs. For example, 
it will be shown in this dissertation that C2 is not well described as a product of four singlet-
coupled pairs.34 
The nature of the bonding in the ground state of C2 has long been a subject of interest 
and, in the past few years, has become a topic of hot debate.35-40 Some chemists have attributed a 
double bond to C2,41 others a triple bond,35 and still others a quadruple bond.36 The experimental 
data available on diatomic carbon is rather puzzling: C2 has a bond distance that lies in between 
that of a typical double carbon-carbon bond and triple carbon-carbon bond, while its bond energy 
lies between that for a single carbon-carbon bond and a double carbon-carbon bond. What we 
discovered is that the weight of the perfect pairing spin function for C2 at its equilibrium 
geometry is much smaller than the 90+% associated with well-defined bonds. Thus, the 
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traditional multiple bond assignment (σ + π) is invalid. The ground state of Be2 and B2 behave in 
a similar fashion. In the ground states of all three molecules there are four electrons in four σ 
orbitals distributed over two centers. Pairing the electrons in these four orbitals into singlets 
would introduce strong Pauli repulsion between the two pairs, which is the reason for the small 
weight of the perfect pairing spin function.  
The results on C2 called other traditional multiple bond molecules in question. Because 
molecular orbital theory is predominantly used to understand the bonding in molecules, spin 
couplings other than perfect pairing are not considered. N2 is commonly accepted as having a 
triple bond, one σ and two π bonds. Its bond energy is 228.4 kcal/mol,42 which is consistent with 
the triple bond assignment. However, P2 and As2 have much smaller bond energies, 116.9 
kcal/mol and 92.0 kcal/mol respectively.42 Using molecular orbital theories, one would expect P2 
and As2 to behave similarly to Ns. However, the properties of P2 and As2 are very different than 
those of N2. In order to understand the bonding nature of these three molecules, especially the 
spin couplings, we examined their generalized valence bond wavefunctions. As will be discussed 
in the dissertation, there are three important spin couplings for the three homonuclear pnictogen 
diatomic molecules and the weight of the perfect pairing exceeds 90% only for N2.  
1.3 Outline  
The dissertation has ten chapters and the organization of the chapters is the following. 
Chapter 1 is a general introduction to the motivations and the research topics to be presented. 
Chapter 2 describes the general theoretical and computational methods used in our investigations 
of chemical bonding. The forms and properties of generalized valence bond wavefunction will be 
described in detail. Chapter 3 to 5 will describe the fundamental aspects of recoupled pair 
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bonding: Chapter 3 will describe the formation of recoupled pair bonds with monovalent ligands 
using CF and SF as examples, Chapter 4 the recoupled pair bond dyads using CF2 and SF2 as 
examples, and Chapter 5 the recoupled pair bonds with a trivalent ligand (N) in BeN, BN and 
CN.  Chapter 6 and 7 may be viewed as applications of the recoupled pair bonding model. The 
interplay between normal covalent bonding and recoupled pair bonding will be illustrated. 
Chapter 6 will describe the bonding in the ground and low-lying excited states of CHn and SiHn 
(n = 1–4) using an atom-by-atom approach. It will be shown that the tetravalence of carbon and 
silicon is a natural result of s-recoupled pair bonding, similar to sulfur’s hypervalence resulting 
from p- and s-recoupled pair bonding. Chapter 7 will describe the role recoupled pair bonding 
plays in the inversion transition states of FnNH(3-n) versus FnPH(3-n) (n=0–3). Chapter 8 and 9 will 
focus on the investigations of spin correlation and its implications on multiple bonding. Chapter 
8 will describe the bonding nature of C2 and chapter 9 will be on the bonding nature of N2, P2 
and As2. Finally, chapter 10 will conclude the dissertation.  
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Chapter 2  
Theoretical and Computational Methods 
 
We combine high level electronic structure methods and the generalized valence bond 
method in our investigations of chemical bonding in molecules. The highly correlated methods 
provide us with accurate potential energy curves, equilibrium geometries and energetics, because 
experimental data is not available in many cases.  The generalized valence bond method is used 
to provide insights into the electronic structure of the molecules being studied and, hence, the 
nature of the bonding in the molecules.  We examine not only the equilibrium properties of the 
molecules, but also the changes in their electronic structure as the bonds are being formed. 
Understanding various points on the ground state and low-lying excited states potential energy 
surfaces give us additional insights on the underlying mechanisms of bond formation.  
2.1 High Level Electronic Structure Methods  
The high level electronic structure methods used to compute the structures and energetics 
include multi-reference configuration interaction (MRCI)1-3 with the quadruples correction (+Q) 
based on valence Complete Active Space Self-consistent Field wavefunction,4 and coupled 
cluster singles and doubles with perturbative triple [CCSD(T)] wavefunctions.5-7 Augmented 
correlation consistent basis sets of quadruple quality (aug-cc-pVQZ)8 were used for the first row 
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elements, the corresponding d-function augmented set [aug-cc-pV(Q+d)Z]9 were used for second 
row elements, the augmented correlation consistent basis set of quadruple zeta quality with 
relativistic pseudopotential (aug-cc-PVQZ-PP)10 was used for As, and the augmented correlation 
consistent basis set of quadruple quality (aug-cc-pVQZ) was used for Cr. These methods in 
combination with large correlation consistent basis sets give very accurate geometries and 
energetics. Other less accurate methods were also used to compute the optimum geometries and 
energies in order to compare the accuracies of different methods. The less accurate methods 
include complete active space self-consistent field (CASSCF),11-14 generalized valence bond 
(GVB) 15-18 and Hartree-Fock (HF).19 Calculations were performed with Molpro suite of 
quantum chemical programs. 20,21 The CASVB module in Molpro was used to perform GVB 
calculations. 22,23  
2.2 Generalized Valence Bond Theory 
Generalized valence bond theory15,16 was developed in the 1970s, and spin-coupled 
valence bond (SCVB) method17,24 was also developed at about the same time. In fact, the fully 
variational GVB wavefunction is equivalent to the SCVB wavefunction. The GVB wavefunction 
has the same from as the classical covalent valence bond wavefunction, but the orbitals and spin 
coupling coefficients are fully optimized at each nuclear configuration. In GVB theory, 
molecules are largely perturbed atoms. The atomic orbitals respond in various ways to molecular 
formation, primarily by contraction/expansion, polarization/hybridization and delocalization. The 
orbitals at optimum molecular geometry retain much of their atomic forms, fairly localized on 
the atomic centers. The spin coupling changes from the asymptotes to the molecule as well.  
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The unnormalized general GVB wavefunction for a molecule system of na active 
electrons with total spin S and projection M is:  
 
ΨGVB = Aˆφc1φc1φc2φc2φcncφcncφv1φv1φv2φv2φvnvφvnvϕa1ϕa2ϕanaαβαβαβΘS ,M
na
                
(2.1)  
The GVB wavefunction is an antisymmetried product of a spatial function and spin function. In 
the above equation, is the antisymmetrizer, ensuring the entire wavefunction obeys the Pauli 
exclusion principle. The orbitals of the molecule can be partitioned into three groups: the doubly 
occupied core {ϕci} and valence {ϕvi} orbitals and the singly occupied active {ϕai} orbitals. The 
electrons in the doubly occupied core and valence orbitals do not directly participate in bond 
formation, although they are influenced by bond formation. The active orbitals as well as the 
spin coupling of the electrons in the active orbitals, on the other hand, can undergo dramatic 
changes upon bond formation. The total number of electrons in the system is N = 2(nc + nv) + na. 
The doubly occupied core and valence orbitals can be taken orthogonal to each other and to the 
singly occupied orbitals without changing the wavefunction; the singly occupied active orbitals 
are, in general, nonorthogonal with non-zero overlaps. Each orbital is expanded in basis 
functions and the coefficients are variationally optimized. The spatial function is multiplied by a 
spin function, which is partitioned into two parts. The product {αβαβ…αβ} is the spin function 
for the doubly occupied orbitals, with the two electrons in each orbital singlet coupled. The 
general spin function, , which is a linear combination of spin eigenfunctions for spin 
quantum number S and M, is the spin function for the na active electrons:  
 
ΘS ,M
na = Cs,M ;kΘS ,M ;k
na
k=1
fS
na
∑ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.2) 
In the above equation, is the number of linearly independent spin eigenfunctions associated 
with a given number of (na, S):  
 Aˆ
 
ΘS ,M
na
 fS
na
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fS
na =
(2S +1)na !
1
2
na + S +1
⎛
⎝⎜
⎞
⎠⎟
! 1
2
na − S
⎛
⎝⎜
⎞
⎠⎟
! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.3) 
There are different types of spin functions and we usually choose the Kotani25-27 spin functions 
for Eq. (2.2). Kotani spin functions are orthogonal, thus the weight of the spin function 
 
ΘS ,M ;k
na is 
the square of its coefficient CS,M;k, and the sum of the weights is unity: 
 
wk
k
∑ = CS ,M ;k( )
k
∑
2
= 1 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.4) 
The spin coefficients are variationally optimized in the calculation as well. The genealogical 
construction of the Kotani spin functions make interpretation more flexible than Serber spin 
functions which are also orthogonal, because the latter focuses on electron pairs similar to the 
Rumer spin functions while Kotani spin functions are constructed one electron at a time. 27-29 The 
overlaps of the active orbitals and the weights of the spin eigenfunctions provide additional 
insights on the electron and spin correlation in the molecule.  
GVB calculations with nonorthogonal orbitals are computationally expensive. Therefore, 
constraints such as perfect pairing (PP) and strong orthogonality (SO) were often imposed on the 
wavefunction in the past. For many molecules, these constraints do not have qualitative 
consequences on the wavefunction. In the GVB(PP) wavefunction, the electrons and orbitals are 
grouped into geminal pairs, which are singlet coupled, with a spin function appropriate for the 
state of the molecule for the electrons in any left over orbitals. In another words, the perfect 
pairing spin function in Eq. (2.4) has a weight of one. The active orbitals can be made orthogonal 
or nonorthogonal. The strong orthogonality (SO) constraint makes the orbitals in each pair of 
predominately singlet-coupled orbitals (quasi-geminal pairs) orthogonal to all of the other 
orbitals. In the GVB(SO/PP) wavefunction, both constraints are imposed, as shown below (the 
doubly occupied core and valence orbitals are represented as {ϕdi}) :  
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ΨGVB(SO/PP) = Aˆφd1φd1φd 2φd 2φdndφdndαβαβαβ (ϕa1ϕa2 )(ϕa3ϕa4 )(ϕana−1ϕana )αβαβαβ             
(2.5)  
The GVB(SO/PP) wavefunction is closely related to the MCSCF wavefunction. For 
example, in a simple case of a GVB wavefunction with two active electrons, the two GVB active 
orbitals can be combined into a symmetric and an antisymmetric orbital: 
 
ϕσ =
1
2(1+ Sab)
(ϕ1 +ϕ2 )
ϕσ* =
1
2(1− Sab)
(ϕ1 −ϕ2 )
                                                             
(2.6)  
The two transformed orbitals are orthogonal to each other, and the total wavefunction will have 
the form of a two configuration MCSCF wavefunction (cσϕσ
2-cσ*ϕσ*
2). A GVB wavefunction 
with more active electrons has an energy that is slightly higher than the MCSCF wavefunction 
with the same active space. The GVB(SO/PP) wavefunction is also closely related to the HF 
wavefunction. If the two active orbitals in each germinal pair (ϕai, ϕai+1) in Eq. 2.5 are restricted 
to be identical, the GVB(SO/PP) wavefunction becomes a HF wavefunction. This constraint 
normally has a much larger energy penalty, in comparison to the PP and SO constraint.  
In general, the GVB wavefunction is much more accurate than the HF wavefunction. It 
includes the most important non-dynamical correlations for both atoms and molecules. The GVB 
wavefunction properly describes the breaking of chemical bonds and connects the atomic orbitals 
with the optimum orbitals of the molecule.  Meanwhile, it has a compact functional form and one 
set of variationally optimized spatial orbitals, which makes interpretation straightforward 
compared to wavefunctions with many more terms, such as an MCSCF wavefunction. The 
explicit spin function makes it possible to investigate various spin couplings in the molecule. 
This is essential in particular when perfect pairing spin coupling is not dominant, which happens 
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at equilibrium geometry for some molecules and in the middle of bond formation for most 
molecules.   
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Chapter 3  
Fundamentals of Recoupled Pair Bonds: CF 
and SF‡ 
 
In this chapter, the fundamentals of recoupled pair bond with monovalent ligands will be 
presented, using CF and SF as examples. The number of singly occupied orbitals in the ground-
state atomic configuration of an element defines its nominal valence. For carbon and sulfur, with 
two singly occupied orbitals in their 3P ground states, the nominal valence is two. However, in 
both cases, it is possible to form more bonds than indicated by the nominal valence—up to four 
bonds for carbon and six bonds for sulfur. In carbon, the electrons in the 2s lone pair can 
participate in bonding and in sulfur the electrons in both the 3p and 3s lone pairs can participate. 
Carbon 2s and sulfur 3p recoupled pair bonds are the basis for the tetravalence of carbon and 
sulfur, and 3s recoupled pair bonds enable sulfur to be hexavalent. We report generalized valence 
bond (GVB) as well as more accurate calculations on the a4Σ– states of CF and SF, which are 
archetypal examples of molecules that possess recoupled pair bonds. These calculations provide 
insights into the fundamental nature of recoupled pair bonds and illustrate the key differences 
between recoupled pair bonds formed with the 2s lone pair of carbon, as a representative of the 
early p-block elements, and recoupled pair bonds formed with the 3p lone pair of sulfur, as a !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from:  
Dunning, T. H., Jr; Xu, L. T.; Takeshita, T. Y. J. Chem. Phys. 2015, 142, 034113!
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representative of the late p-block elements. 
3.1 Introduction  
Valence is one of the most important concepts in chemistry. The number of singly 
occupied orbitals in the ground-state atomic configuration of an element defines its nominal 
valence. Oxygen with a ground-state atomic configuration of 1s22s22px22py12pz1 has a nominal 
valence of two and forms stable compounds such as H2O and F2O (as well as the radicals OH 
and OF, which have one unsatisfied valence). However, main group elements beyond the first 
row regularly form stable molecules that exceed their nominal valence, e.g., sulfur, which is in 
the same group as oxygen, forms SF4 and SF6 in which sulfur has a valence of 4 and 6, 
respectively. Musher1and Schleyer2coined the terms “hypervalent” and “hypercoordinated,” 
respectively, to denote molecules where the nominal valence of the atoms is exceeded. Several 
models have been advanced to rationalize the existence of hypervalent species, the most widely 
accepted today being the Rundle-Pimentel 3-center, 4-electron (3c-4e) model, which uses basic 
molecular orbital arguments to rationalize the existence of hypervalent species,3-5 although this 
rationalization is not without its inconsistencies.6,7 
Previous studies of the halides of the second row, late p-block elements by our group 
have shown that hypervalent or hypercoordinated molecules possess a previously unrecognized 
type of bond, a recoupled pair bond.8-16Recoupled pair bonds and recoupled pair bond dyads16 
account for the stability of SF4 and SF69 as well as other hypervalent species such as PF5,11 ClF3 
and ClF5,10 providing a straightforward explanation of the low-lying states, structures and 
energetics of these species as well as those of the intermediate SFn, PFn and ClFn radicals. In fact, 
it has been found that the ability of elements beyond the first row to form recoupled pair bonds 
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accounts for a number of the differences between the structures, energetics and spectra of 
compounds of the first and second row elements, including differences in reactivity15—the so-
called first-row anomaly.16 We have also found that recoupled pair bonds and recoupled pair 
bond dyads are important in the oxides and hydroxides of the second row, late p-block 
elements.17,18 With divalent ligands, such as oxygen, it is possible to form recoupled pair bonds in 
the π systems of molecules as well as in the σ systems. 17,18 
In these earlier studies it was noted that the early p-block elements also form recoupled 
pair bonds, a fact that was recognized much earlier by Goddard and coworkers,19-25 but without a 
specific label for the bond type or an appreciation of the role of this type of bond in hypervalent 
(or hypercoordinated) compounds of the late p-block elements. In fact, the carbon atom, with a 
ground state valence electron configuration of 2s22px12pz1, could rightfully be considered 
hypervalent (or hypercoordinated) in CH4 and CF4. Although the tetravalence of the carbon atom 
is usually rationalized by an appeal to the formation of spn hybrids, it is the ability of carbon to 
form recoupled pair bonds with its 2s lone pair that accounts for the higher valences of this 
element, as well as that in other early p-block elements, without the need for the ad hoc 
introduction of hybrid orbitals. As noted by Penotti et al.26 hybrid orbitals in molecules such as 
methane arise naturally from the optimization of the orbitals in the spin-coupled valence bond (or 
generalized valence bond) wavefunction, although the optimum hybrid orbitals are not 
orthogonal as in classical VB theory. From the above two observations it is clear: recoupled pair 
bonding is the norm, rather than the exception, in chemistry. 
In generalized valence bond (GVB) theory, as in valence bond (VB) theory, a covalent 
bond is formed by singlet coupling two electrons in a pair of overlapping, singly occupied 
orbitals on each of two centers.27 A recoupled pair bond, on the other hand, involves three 
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electrons—two that are initially singlet coupled in a pair of orbitals that describe a lone pair on 
the central atom and the third in a singly occupied orbital on the ligand. As the internuclear 
distance (R) decreases, the electron in the singly occupied orbital of the incoming ligand 
recouples the electrons in the lone pair on the central atom to form a central atom-ligand bond 
pair with the third electron occupying an unpaired, singly occupied orbital.  Schematically, this 
process is represented in Scheme 3.1. In this diagram, the lone pair on the central atom (C) is 
described by the pair of orbitals (ϕC–, ϕC+), and ϕL is the singly occupied orbital on the ligand 
(L). The singlet-coupled orbitals are placed in the rectangular box at the top; the singly occupied, 
unpaired orbital is in the box at the bottom. In the GVB wavefunction the orbitals are optimized 
at each internuclear distance, so the orbitals on the right are not the same as the orbitals on the 
left, but, as we shall see, the basic identity of the orbitals is retained. 
In the Hartree-Fock (HF) wavefunction the singlet-coupled orbitals in the above diagram 
are forced to be identical, i.e., the orbital is doubly occupied. This obscures the recoupling 
process described above, which involves an interchange of one of the singly occupied lone pair 
orbitals, ϕC–, and the ligand orbital, ϕL. In fact, the HF wavefunction and energy is essentially 
discontinuous in the region where the orbitals are being recoupled: as R decreases, the 
wavefunction retains the atomic coupling scheme until the energy penalty is so large that it 
abruptly switches to the lower energy solution associated with the molecular coupling scheme. 
This behavior is illustrated in Fig. 3.1, which is a plot of the potential energy curves for the 
CF(a4Σ-) state from HF and GVB calculations. As a result of this behavior, the molecular orbital 
wavefunction does not smoothly describe the formation of recoupled pair bonds, although, as 
Fig. 3.1 shows, the HF wavefunction provides a reasonable description of the molecule at either 
extreme: R = ∞ and Re. 
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Unlike the Hartree-Fock (HF) wavefunction, the generalized valence bond (GVB) 
wavefunction19-25,28,29 places the three electrons in three separate orbitals that evolve smoothly 
from those for the separated atoms (R = ∞) to those for the molecule (R = Re), enabling the 
electronic structure of a molecule to be firmly connected with that of its constituent atoms. Thus, 
the GVB wavefunction provides an ideal means to study and characterize both covalent bonding 
and recoupled pair bonding. As shown above, this is particularly important for recoupled pair 
bonding, where the bond results from recoupling the electrons in three singly occupied orbitals. 
As will be shown, the GVB wavefunction provides a compelling description of recoupled pair 
bonding in molecules, even for recoupled pair bonds arising from 3p lone pairs where the bonds 
are conditional, i.e., they only form with the right combination of central atom and ligand. 
The a4Σ– states of CF and SF are archetypal examples of molecules that possess 
recoupled pair bonds. In the CF(a4Σ–) state the electrons in the 2s carbon lone pair are recoupled, 
and the SF(a4Σ–) state involves recoupling the electrons in the 3p lone pair of sulfur. The goal of 
the present work is three-fold: (i) extend our earlier, approximate GVB calculations on the 
SF(a4Σ–) state9 by performing full GVB calculations that enable us to refine our understanding of 
the nature of recoupled pair bonds, (ii) explore the differences between recoupling 2s lone pairs 
in the early p-block elements and recoupling 3p lone pairs in the late p-block elements, and (iii) 
assess the impact of dynamical correlation on the GVB description of the a4Σ– states of CF and 
SF. In the subsequent chapter, we will report GVB as well as more accurate calculations on the 
recoupled pair bond dyads that arise when a second fluorine atom is added to the a4Σ– states of 
CF and SF.  
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3.2 Theoretical and Computational Methods  
Chapter 2 has a detailed description of the theoretical and computational methods used in 
this work, including the description of the general from of GVB wavefunctions and other 
correlated methods. The CASSCF wavefunction for CF used here was based on the set of 
valence (2s, 2p) orbitals. In the SF(a4Σ–) state a 3dz2 orbital was added to the sulfur (3s, 3p) 
valence orbitals as this orbital is required to properly describe the GVB wavefunction for the 3pz2 
lone pair in the sulfur atom. Augmented correlation consistent basis set of quadruple quality 
(aug-cc-pVQZ)30 was used for carbon, and the corresponding d-function augmented set [aug-cc-
pV(Q+d)Z]31 was used for sulfur. 
3.3 Results and Discussion 
3.3.1 The ground and first excited state of CF 
The ground state valence configuration of the carbon atom is 2s22px12py1. In atoms like 
carbon with unoccupied p-orbitals, a second configuration makes a very important contribution 
to the atomic wavefunction (omitting the doubly occupied core orbital): 
 
Ψ[C( 3P)] = c1Aˆφ2sφ2sϕ2pxϕ2pyαβαα − c2Aˆφ2pzφ2pzϕ2pxϕ2pyαβαα                                 (3.1) 
Linderberg and Shull recognized the unusual importance of such configurations in the beryllium 
atom in the 1960s.32 For the ground state of the carbon atom, Clementi and Veillard33 found that 
c2 = 0.15, resulting in an energy lowering of 10.87 kcal/mol (our calculations, which do not 
require the 2pz orbital to be identical to the 2px and 2py orbitals, also give c2 = 0.15 but with a 
energy lowering of 11.98 kcal/mol). Inclusion of this configuration has a major impact on the 
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atomic wavefunction because of the similarities in the energies and spatial extents of the 2s and 
2p orbitals (the so-called 2s-2p near degeneracy effect33). 
The above two-configuration wavefunction, which is the natural orbital (NO) form of the 
wavefunction, can be rewritten as the (un-normalized) GVB wavefunction: 
 
ΨGVB[C(
3P)] = Aˆϕ2s−ϕ2s+ϕ2 pxϕ2 py
αβ − βα
2
⎛
⎝⎜
⎞
⎠⎟
αα
 
                                       (3.2) 
where 
 
ϕ2s± =
c1
c1 + c2
ϕ2s ±
c2
c1 + c2
ϕ2pz                                                       (3.3) 
Thus, the GVB wavefunction for the C(3P) state, Eq. (3.2), has four singly occupied orbitals, 
which provides a clear basis for the tetravalence of carbon because, as we shall see, strong bonds 
can be formed with the (2s–, 2s+) orbitals as well as the 2px and 2py orbitals. The (2s–, 2s+) 
orbitals are referred to as 2s lobe orbitals and have an overlap given by: 
 
S2s− 2s+ =
c1 − c2
c1 + c2
                                                                (3.4) 
For the carbon atom, 
 
S2s–2s+ = 0.74 . Plots of the lobe orbitals as well as one of the 2p orbitals 
(2px) are given in Fig. 3.2. Although the two lobe orbitals overlap, they are clearly concentrated 
in different spatial regions: one more on the left side of the atom (2s–), and the other more on the 
right side of the atom (2s+). Thus, they are well positioned to form bonds with a ligand. 
Although the 2s-2p near-degeneracy has a major impact on the wavefunction for the 
ground state of the carbon atom, there is no corresponding effect in the ground state (2P) of the 
fluorine atom as all of the 2p orbitals are occupied. For the present purpose, the GVB 
wavefunction for the F(2P) state will be taken to be the HF wavefunction. We could, of course, 
describe each of the doubly occupied orbitals in the HF wavefunction by a two-orbital GVB pair. 
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Although this would result in a lowering of the energy, only minor changes are expected in the 
resulting potential energy curve since the fluorine lone pairs tend to remain singlet coupled. 
Thus, little would be gained conceptually by using a more complicated GVB wavefunction for 
the fluorine atom. 
3.3.1.1 GVB wavefunctions for the ground and first excited state of CF 
The essence of a GVB wavefunction is captured in the valence orbitals, {φvi, ϕai}; the 
coefficients or weights of the spin couplings, {ck,  wk = ck
2 }; and the orbital overlaps, Sij, all of 
which depend on the internuclear distance, R. (The orbital overlaps for i ≠ j are only non-zero 
among the active orbitals, so we have dropped the a subscript in Sij). The orbitals, orbital 
overlaps, and spin coupling coefficients/weights near the equilibrium value of R (Re) provide 
invaluable insights into the electronic structure of the molecule. The dependence of the orbitals 
and spin coupling coefficients on R provides valuable information on how the atoms respond to 
molecular formation, while the dependence of the orbital overlaps on R provides insights into the 
formation of singlet-coupled pairs (e.g., bonds) as well as the Pauli repulsions between the new 
singlet-coupled pairs and the weights provide a direct measure of the importance of a given spin 
coupling in the full GVB wavefunction. 
The GVB wavefunction for the ground state, X2Π, of CF is constructed by singly 
occupying the 2s–, 2s+, 2px and 2pz orbitals of carbon and the 2pz orbital of fluorine with all of 
the remaining fluorine orbitals (2s, 2px and 2py) being doubly occupied. That is,
 
at R = ∞, φv1 = 
2sF, φv2 = 2pxF, φv3 = 2pyF, ϕa1 = 2sy–C, ϕa2 = 2sy+C, ϕa3 = 2pzF, ϕa4 = 2pzC, and ϕa5 = 2pxC with 
 
Θ 1
2,
1
2
5 =Θ 1
2,
1
2;3
5 , where (2sy–C, 2sy+C) refer to the two hybrids described in Eq. (3.3) but now with the 
2s lobe orbitals aligned along the y-axis rather than the z-axis to enable the formation of a σ bond 
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with the electrons in the singly occupied carbon and fluorine 2pz orbitals. The corresponding 
GVB orbital diagram is given in Fig. 3.3(a). In the separated atom limit (top left), the carbon (2s–
, 2s+) lobe orbitals are singlet coupled, the carbon (2px, 2pz) orbitals are triplet coupled, and the 
fluorine orbital is coupled with this spin product to give an overall doublet state. As the 
internuclear distance (R) decreases, the orbitals respond to the presence of the other atom by 
contracting/expanding, hybridizing/polarizing, delocalizing, etc. Simultaneously, the spin 
coupling changes to that appropriate for the CF molecule, with the electrons in the orbitals 
correlating with the carbon (2s–, 2s+) pair remaining essentially singlet coupled, and those in the 
orbitals correlating with the carbon and fluorine 2pz orbitals being essentially singlet coupled, 
and the orbital correlating with the carbon 2px orbital having α spin. 
At R = ∞, the wavefunction for the a4Σ– state of CF has φv1 = 2sF, φv2 = 2pxF, φv3 = 2pyF, 
ϕa1 = 2sz–C, ϕa2 = 2sz+C, ϕa3 = 2pzF, ϕa4 = 2pxC, and ϕa5 = 2pyC with
 
Θ 3
2,
3
2
5 =Θ 3
2,
3
2;4
5 . As R decreases, 
the orbitals change as a result of molecular formation and the coefficients of all four quartet spin 
functions become non-zero, although the wavefunction is primarily a linear combination of 
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5 . Spin function 
 
Θ 3
2,
3
2;4
5  is the perfect pairing spin function. The GVB orbital 
diagram for the formation of the CF(a4Σ–) state is given in Fig. 3.3(b). 
3.3.1.2 Calculations on the ground and first excited state of CF 
The calculated equilbrium bond distances (Re) and bond energies (De) for the CF(X2Π) 
and CF(a4Σ–) states are listed in Table 3.1, along with the differences in these two quantities (Te, 
ΔRe) and the available experimental data. The potential energy curves for the CF(a4Σ–) state from 
the GVB and MRCI+Q calculations are plotted in Fig. 3.4, along with the corresponding 
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potential energy curves for the SF(a4Σ–) state. In the Supplemental Material (Appendix A), we 
report the results of GVB(SO) ands GVB(PP/SO) calculations on the X2Π and a4Σ– states of CF 
and SF and compare these results with those from the GVB calculations. 
The bond energies obtained from the GVB calculations on CF are a clear improvement 
over those from the HF calculations, by 13.34 kcal/mol for the X2Π state and 3.38 kcal/mol for 
the a4Σ– state. As expected, the bond energies from the CASSCF calculations are even larger 
than those from the GVB calculations (the separated atom energies are the same in the GVB and 
CASSCF calculations, so the additional configurations in the CASSCF wavefunction 
automatically increase De). For the CF(X2Π) state the calculated De’s are 118.76 kcal/mol 
(CASSCF) and 97.21 kcal/mol (GVB) for a difference of 21.55 kcal/mol; for the CF(a4Σ–) state 
the calculated De’s are 44.04 kcal/mol (CASSCF) and 37.28 kcal/mol (GVB), a difference of 
only 6.76 kcal/mol. The dissociation energy of the X2Π state from the GVB calculations, 97.13 
kcal/mol, is 33.89 kcal/mol smaller than that from the RCCSD(T) calculations, while that for the 
a4Σ– state is only 12.45 kcal/mol smaller than that from these calculations. These differences are 
a reflection of the correlation effects that are not accounted for in the mean-field GVB 
wavefunction and, as expected, are larger in the doublet state than in the high spin quartet state. 
An interesting question is what is the nature of the additional correlation effects included 
in the CASSCF wavefunction that are not in the GVB wavefunction? Traditionally, the CASSCF 
wavefunction has been assumed to only account for non-dynamical correlation effects. But, one 
could argue that the GVB wavefunction should account for most, if not all of the non-dynamical 
correlation effects in molecules since the GVB wavefunction includes all of the configurations 
needed to describe the dissociation of the molecule as well as those needed to describe the near-
degeneracy effects in the atoms. If the GVB wavefunction is used to define non-dynamical 
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correlation, then the CASSCF energy includes dynamical as well as non-dynamical correlation 
effects. 
Hartree-Fock calculations on the X2Π and a4Σ– states of CF predict that the excitation 
energy (Te = ΔDe) is 49.97 kcal/mol, about 10 kcal/mol smaller than that predicted by the GVB 
calculations and more than 30 kcal/mol less that that predicted by the RCCSD(T) calculations. 
As expected, the GVB wavfunction provides a more accurate description of the high-spin a4Σ– 
state than the low-spin X2Π state—GVB calculations predicting the X2Π–a4Σ– splitting to be 
59.85 kcal/mol, whereas MRCI+Q and RCCSD(T) calculations predict splittings of 81.55 and 
81.29 kcal/mol, respectively. 
There are maxima (“humps”) in the calculated potential energy curves for the CF(a4Σ–) 
state; see Fig. 3.4. For the GVB wavefunction, the height of the hump is rather large, 4.47 
kcal/mol, with the maximum occuring at 2.10 Å. For the MRCI+Q wavefunction, the hump is 
much smaller (0.61 kcal/mol) and at much larger R (2.31 Å). The recoupling of the electrons 
involved in the recoupoled pair bond along with the repulsive interactions between the electrons 
in the carbon orbitals and those in the lone pair orbitals on fluorine likely leads to the oversize 
hump in the GVB potential energy curve for this state, although other interactions could also be 
important. 
3.3.1.3 Analysis of the GVB wavefunction of CF(a4Σ–) state 
As noted above, the essence of a GVB wavefunction is captured in the valence orbitals, 
{φvi, ϕai}; the coefficients or weights of the spin couplings, {ck,  wk = ck
2 }; and the orbital 
overlaps, Sij, all of which depend on the internuclear distance, R. The GVB orbitals for the 
CF(a4Σ–) state are plotted in Fig. 3.5 at selected values of ΔR = R – Re (Re = 1.326 Å). Only one 
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of the π orbitals of each type is plotted (φv2 and ϕa4). The weights of the two major spin 
functions, wk (k = 3–4), are plotted in Fig. 3.6. The coefficients of the other two spin functions (k 
= 1, 2) associated with a five electron quartet state are small for all values of R and have not been 
plotted. 
Orbitals. At large internuclear separations, ΔR = 2.5 Å, the first two orbitals, ϕa1 and ϕa2, 
represent the (2s–, 2s+) lobe orbitals on carbon and ϕa3 is the fluorine 2pz orbital. Orbitals ϕa4 is 
the carbon 2px(π) orbital, while φv1 and φv2 are the fluorine 2s and 2px orbital. As the internuclear 
distance decreases the orbitals respond to the presence of the other atom. This is evident to 
varying degrees in all of the orbitals. However, between R = ∞ and R = Re, the changes in ϕa1 
and ϕa3 are dramatic—these two orbitals essentially switch places with a change in phase. (The 
phase change associated with the interchange of orbitals ϕa1 and ϕa3 has implications in chemical 
reactions as first noted by Goddard34,35). 
There are also important, although less dramatic, changes in the GVB orbitals of the 
CF(a4Σ–) state that are not directly involved in bonding. The singly occupied p orbital, ϕa4, 
which is a π orbital primarily localized on carbon, builds in anti-bonding character as R 
decreases, which is a consequence of the repulsive interaction between the electrons in this 
orbital with those in the doubly occupied φv2 orbital (the fluorine 2pπ orbital). The φv2 orbital, in 
turn, polarizes slightly toward the carbon atom (often referred to as “backbonding”), while φv1 
(the fluorine 2s orbital) is polarized away from the bond region to reduce Pauli repulsion with the 
forming CF bond pair. 
Spin Coupling. Let’s now turn to the other variable in the GVB wavefunction—the spin 
couplings. The functional forms of the two dominant spin functions are: 
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In 
 
Θ 3
2,
3
2;3
5  the electrons in orbitals ϕa1 and ϕa2 are coupled into a triplet, which is then coupled with 
the electron in ϕa3 to yield a doublet spin function. In 
 
Θ3
2,
3
2;4
5  the electrons ϕa1 and ϕa2 are coupled 
into a singlet and then coupled with the electron in ϕa3 to yield a doublet spin function. These 
doublets are then coupled with the electrons in ϕa4 and ϕa5 to yield an overall quartet state. Eq. 
(3.6) is the perfect pairing (PP) spin function. At both R = ∞ and R = Re, the dominant spin 
function is the PP spin function. However, at intermediate values of R, the spin function in Eq. 
(3.5) plays a pivotal role in enabling the smooth transition from the atomic coupling scheme with 
the 2s lobe orbitals singlet coupled to the molecular coupling scheme with the C and F bond 
orbitals singlet coupled. 
The interchange of orbitals (ϕa1, ϕa3) coincides with the changes in the weights of the two 
spin functions, which are plotted in Fig. 3.6. The weight of 
 
Θ 3
2,
3
2;3
5 , w3, in which the electrons in 
orbitals ϕa1 and ϕa2 are triplet coupled is zero at R = ∞, builds to a maximum, and then decreases 
to a very small value at Re. The region in which the orbitals interchange begins around 
ΔR = 1.03 Å (defined, somewhat arbitrarily, as the point at which w3 is 1/10-th of its maximum) 
and ends at ΔR = 0.38 Å (again, when w3 is 1/10-th of its maximum). The peak in w3 is 0.19 at 
ΔR = 0.67 Å and the full width at half maximum (FWHM) is 0.27 Å. The data characterizing this 
region is summarized in Table 3.2, along with the corresponding data for SF.  Although the PP 
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spin function remains dominant at all values of R, 
 
Θ3
2,
3
2;3
5  plays a critical role in facilitating the 
recoupling of orbitals ϕa1, ϕa2 and ϕa3.  
Consistent with the dominant spin coupling schemes at both R = ∞ and R = Re, the 
interchange of ϕa1 and ϕa3 can be viewed as recoupling the singlet-coupled pair as shown in 
Scheme 3.2. As before, the orbitals in the top box are essentially singlet coupled. For this reason, 
we refer to the bond in the CF(a4Σ–) state as a recoupled pair bond. This recoupling is 
represented schematically in terms of GVB orbital diagrams in Fig. 3.3(b). We refer to the range 
of R in which the orbitals are recoupled as the recoupling region. 
As a result of the importance of 
 
Θ 3
2,
3
2;3
5  in the recoupling region, recoupling the orbitals 
would be greatly impeded if this term were not included in the wavefunction. This is the case for 
the HF as well as restricted GVB wavefunctions that use only the perfect pairing (PP) spin 
function. 
Orbital Overlaps. The overlaps of the GVB (ϕa1, ϕa2, ϕa3) orbitals are plotted in Fig. 3.7 
(as noted, without the “a” subscript). The overlaps of these three orbitals at Re are listed in Table 
3.3. The change in the overlap of the predominantly singlet-coupled orbitals, S12, is substantial in 
CF. At large R the overlap increases slightly from its value at R = ∞, where S12 = S2s–2s+ = 0.74, 
until the molecule is well into the recoupling region. Then, as the interchange of the orbitals 
begins to interferes with the pairing, S12 drops to a minimum of 0.55 at ΔR = 0.53 Å from its 
maximum of 0.77 at ΔR = 0.72 Å. After the minimum in S12, the overlap of (ϕa1, ϕa2) increases 
again and by Re the overlap reaches 0.80. It might be thought that the rather dramatic drop in S12 
for the GVB wavefunction is the cause of the hump in the potential energy curve of the CF(a4Σ–) 
state. However, the maximum in the hump is at 2.10 Å, which is at substantially larger R than the 
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minimum in S12 (1.86 Å). Nonetheless, the changes in the orbitals in the CF(a4Σ–) state as well as 
the change in the spin coupling, which has its maximum at 2.00 Å, may contribute to this feature 
of the GVB potential energy curve. 
The other overlaps in CF, S13 and S23, are energetically unfavorable overlaps since they 
represent overlaps between an unpaired orbital and essentially a singlet-coupled pair. These 
overlaps give rise to Pauli repulsion, a consequence of the Pauli Principle and is similar to the 
repulsive interaction in the HeH(2Σ+) state.36 At large R, ϕa3, the fluorine 2pz orbital, has small 
overlaps with the carbon 2s lobe orbitals, ϕa1(2s–) and ϕa2(2s+), with S23 being the larger of the 
two (as expected). S23 gradually increases with decreasing R, reaching a maximum of 0.20 at ΔR 
= 0.82 Å, after which it decreases, but increases in magnitude, to -0.59 at ΔR = 0.48 Å, before 
rising to -0.43 at Re as ϕa3 localizes on the back side of the carbon atom and ϕa2 is polarized 
toward and delocalizes onto the fluorine atom. The shape of the S13 curve in CF is quite 
different, rising to a maximum of 0.15 at ΔR = 0.68 Å and then decreasing to -0.16 at Re. In both 
cases the change in sign of S13 and S23 at short R is a manifestation of the phase change in the ϕa3 
orbital. 
3.3.2 Ground and First Excited States of SF 
The ground state configuration of the sulfur atom is 3s23px3py3pz2 (ignoring the 1s22s22p6 
core). Although the 2p lone pair orbitals in the fluorine atom are taken to be doubly occupied, in 
sulfur, as in carbon, a two-configuration wavefunction: 
 
Ψ[S( 3P)] = c1Aˆφ3sφ3sφ3pzφ3pzϕ3pxϕ3pyαβαβαα − c2Aˆφ3sφ3sφcφcϕ3pxϕ3pyαβαβαα                      (3.7) 
provides a conceptually different view of the 3p lone pair. In Eq. (3.7) the correlating orbital, φc, 
for the 3pz long pair could be either a 3dz2 or a 4pz orbital, with the 3dz2 orbital providing left-
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right correlation and the 4pz orbital providing in-out correlation. As we saw in the carbon atom, 
left-right correlation facilitates the formation of a strong central atom-ligand bond, while we 
have found that in-out correlation leads to weak central atom-ligand interactions.8 
Hay found that the energy lowering for the sulfur atom was significantly larger for a 3dz2 
orbital than for a 4pz orbital.37 We also find this to be the case. The corresponding two-
configuration MCSCF wavefunctions give energy lowerings of 4.9 kcal/mol (3dz2) and 2.7 
kcal/mol (4pz). So, left-right correlation of the sulfur 3pz lone pair is more important than in-out 
correlation, although the energy lowering associated with this wavefunction in the sulfur atom is 
only half of that for the mixed 2s-2p wave function in the carbon atom (10.9 kcal/mol). This is a 
result of the fact that the energy and spatial extents of the 3p and 3d orbitals in sulfur are much 
further separated than the 2s and 2p orbitals in carbon.  For the 3p lone pair in the sulfur atom, c2 
= 0.079. 
The two-configuration wavefunction in Eq. (3.7) for S(3P) can again be rewritten as an 
un-normalized GVB wavefunction: 
 
ΨGVB[S(
3P)] = Aˆφ3sφ3sϕ3pz−ϕ3pz+ϕ3pxϕ3pyαβ
αβ − βα
2
⎛
⎝⎜
⎞
⎠⎟
αα                                         (3.8) 
with 
 
S3pz−3pz+ =
c1 − c2
c1 + c2
                                                                (3.9) 
The overlap between the sulfur (3pz–, 3pz+) lobe orbitals is 0.86. Plots of the two 3p lobe 
orbitals, (3pz–, 3pz+), are given in Fig. 3.8, along with a plot of the 3px orbital. Although the two 
3p lobe orbitals are concentrated on different sides of the sulfur atom, the spatial separation of 
the (3pz–, 3pz+) lobe orbitals is far less than for the (2s–, 2s+) lobe orbitals of carbon. This 
suggests that recoupling the 3p lobe orbitals of sulfur will be more difficult than recoupling the 
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2s lobe orbitals of carbon as it will not be possible for a ligand orbital to have a high overlap with 
one of the 3p lobe orbitals without also having a substantial overlap with the other lobe orbital, 
resulting in significant Pauli repulsion. 
3.3.2.1 GVB wavefunctions for the ground and first excited state of SF 
Construction of the GVB wavefunction for the SF(X2Π) state follows that for the X2Π 
state of CF; see the corresponding GVB orbital diagrams in Fig. 3.9. In the valence GVB 
wavefunction for the SF(a4Σ–) state at R = ∞, φv1 = 2sF, φv2 = 2pxF, φv3 = 2pyF, φv4 = 3sS, ϕa1 = 3pz–
S, ϕa2 = 3pz+S, ϕa3 = 2pzF, ϕa4 = 3pxS, and ϕa5 = 3pyS with the spin function at R = ∞ for S(3P) + 
F(2P) being 
 
Θ 3
2,
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5 =Θ 3
2,
3
2;4
5 . Although, the GVB wavefunction for sulfur with four singly occupied 
orbitals (3px, 3py, 3pz–, 3pz+) could be used to rationalize the tetravalence of the sulfur atom, this 
explanation is only valid if true bonds can be formed with the (3pz–, 3pz+) lobe orbitals. In fact, 
this is not generally the case, as demonstrated by the fact that the SH(4Σ–) state arising from 
S(3P) + H(2S) is not bound. 38,39 However, the SF(a4Σ–) state is bound.9,40 In other words, a 
recoupled pair bond involving the 3p lone pair of sulfur is conditional; it will not be formed 
unless the ligand has the right attributes (see below). 
3.3.2.2 Calculations on the ground and first excited state of SF 
The equilbrium bond distances (Re) and bond energies (De) for the SF(X2Π) and SF(a4Σ–) 
states are listed in Table 3.4, along with the differences in these two quantities and the available 
experimental data. The potential energy curves for the SF(a4Σ–) state from GVB and MRCI+Q 
calculations are plotted in Fig. 3.4 along with the corresponding potential energy curves for the 
CF(a4Σ–) state. 
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For the SF(X2Π) state, Hartree-Fock calculations predict a value for De that is 10.44 
kcal/mol smaller than that from the GVB calculations, slightly smaller than found for CF. 
However, the a4Σ– state is not bound in the HF calculations, De = -2.83 kcal/mol, and just barely 
bound in the GVB calculations, De = 1.70 kcal/mol. Clearly, the SF(a4Σ–) state is not well 
described by simple orbital wavefunctions, even the more accurate GVB wavefunction. Relative 
to the SF(X2Π) state, the GVB wavefunction predicts a Te(ΔDe) of 47.87 kcal/mol, which is quite 
close to the results from the MRCI+Q and RCCSD(T) calculations, 48.20 and 47.09 respectively. 
Thus, unlike CF, the contribution of dynamic correlation is similar in the two states. This means 
that the GVB wavefunction provides a comparable description of the quartet and doublet states 
of SF, an unusual situation, which reflects the difficulty of describing the recoupled pair bond 
formed from the p-lone pair in the quartet state.  
The SF(X2Π) state with a polar covalent bond is, as expected, more strongly bound than 
the SF(a4Σ–) state with a recoupled pair bond: 83.32 kcal/mol versus 36.23 kcal/mol 
[RCCSD(T)], a difference of 47.09 kcal/mol. This is substantially smaller than the difference in 
CF, a reflection of the strength of the polar covalent bond in the CF(X2Π) state—CF: 131.02 
kcal/mol versus SF: 83.32 kcal/mol—and the slightly weaker bond in the SF(a4Σ–) state—SF: 
36.23 kcal/mol versus CF: 49.73 kcal/mol. In sharp contrast to the results for CF, the bond 
distance in the a4Σ– state of SF, 1.882 Å, is much longer than that in the X2Π state, 1.601 Å 
[RCCSD(T)]. As we shall see below, the much longer bond distance in the SF(a4Σ–) state 
correlates well with the differences in the unfavorable orbital overlaps in the a4Σ– states of SF 
and CF. 
For the CF(X2Π) state, the difference in the bond energies from the GVB and CASSCF 
calculations was 21.55 kcal/mol, which compares to just 9.70 kcal/mol in the SF(X2Π) state. The 
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differences in bond energies are reversed for the a4Σ– states—6.76 kcal/mol (CF) versus 8.68 
kcal/mol (SF). Thus, the GVB wavefunction provides a description of the SF(X2Π) and SF(a4Σ–) 
states that are very similar to that provided by the CASSCF wavefunction. Unfortunately, both 
wavefunctions provide only a qualitative description of the the a4Σ– state of SF, in marked 
contrast to the situation in CF. The binding in this state is just 1.70 kcal/mol (GVB) and 10.38 
kcal/mol (CASSCF) versus 36.23 kcal/mol from RCCSD(T) calculations. Clearly, dynamical 
correlation is essential to obtain even a semiquantitive description of the recoupled pair bond in 
the SF(a4Σ–) state. As expected from the large overlap of the atomic 3p lobe orbitals, the 
recoupled pair bond formed with 3p lone pairs in the late p-block elements is far more difficult to 
describe than the recoupled pair bond formed with 2s lone pairs in the early p-block elements. 
Recoupled pair bonds formed by recoupling a 3p lone pair are, as noted above, conditional 
bonds—they can only be formed with the right combination of a low electronegativity central 
atom and a very electronegative ligand (see below and Ref. 41) 
Like the potential energy curve for the CF(a4Σ–) state, there are maxima (humps) in the 
calculated potential energy curves for the SF(a4Σ–) state. For the GVB wavefunction, the 
maximum in the potential energy curve is very large, 12.84 kcal/mol, and occurs at 2.25 Å. This 
is to be compared to a barrier of 4.47 kcal/mol at 2.10 Å in CF. The hump in the SF potential 
energy curve occurs closer to Re than in CF. This hump is a reflection of the difficulty of forming 
recoupled bonds with p-lone pair and persists even in the CASSCF calculations, although it is 
dramatically smaller (just 0.62 kcal/mol at 2.64 Å). Strangely enough, and in contrast to CF, 
there is no hump in the potential energy curve from the MRCI+Q calculations—dynamical 
correlation clearly has a major impact on both the short and long range behavior of the potential 
energy curve of the SF(a4Σ–) state. In addition, a comparison of the SF and CF potential energy 
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curves in Fig. 3.4 shows that the intermediate to long range behavior of the MRCI+Q curves of 
the SF(a4Σ–) and CF(a4Σ–) states are very different—the SF curve approaches the asymptote 
much more slowly than does the CF curve. In fact, the long range behavior of the potential 
energy curve for the SF(a4Σ–) state is similar to that for the SF(X2Π) state.9 
3.3.2.3 Analysis of the GVB wavefunction of the SF(a4Σ–) state 
The orbitals for the SF(a4Σ–) state are plotted in Fig. 3.10 at selected values of ΔR = R – 
Re (Re = 1.904 Å). Again, only one of the π orbitals of each type is plotted (ϕa4, φv2). The weights 
of the two major spin functions, wk (k = 3–4), are plotted in Fig. 3.11 and the characteristics of 
the recoupling region are listed in Table 3.2. As in CF, the coefficients of the other two spin 
functions are very small for all values of R and have not been plotted. 
Orbitals. At large internuclear separations the orbitals involved in the recoupled pair 
bond, (ϕa1, ϕa2, ϕa3), are essentially the atomic sulfur (3pz–, 3pz+) lobe orbitals and the fluorine 2pz 
orbital. Again, the sulfur 3pz–-like lobe orbital (ϕa1) and the fluorine 2pz-like orbital (ϕa3), switch 
places as R decreases (see Fig. 3.10). As in CF, this interchange coincides with an increase in the 
weight of Θ
3
2,
3
2;3
5
 (see Fig. 3.11), followed by a decrease as the interchange is completed. 
Examination of the two singlet-coupled orbitals at Re, (ϕa1, ϕa2), reveals a clear resemblance to 
the GVB orbital pair of F–; see Fig. 3.12. Thus, the bond pair in SF appears to be significantly 
more ionic than the bond pair in the CF(a4Σ–) state as well as more ionic than the polar covalent 
bond in the SF(X2Π) state. The shift of the electron density toward fluorine in the SF(a4Σ–) state 
has the benefit of reducing the Pauli exchange-repulsion between the singlet-coupled (ϕa1, ϕa2) 
pair and the electron in the left-over orbital, ϕa3. This is the major reason why recoupled pair 
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bonds formed from 3p lone pairs are only formed with very electronegative elements. 
As in CF, there are also important changes in the GVB orbitals that are not directly 
involved in bonding. The singly occupied p orbitals, ϕa4 (and ϕa5), gain antibonding character as 
a result of the Pauli repulsion. In addition to the changes in the π system, the S 3s and F 2s 
orbitals are both polarized away from the forming SF bond. 
Orbital Couplings. From the GVB calculations on the SF(a4Σ–) state we find that the 
width of the recoupling region is larger than 0.75 Å. The coupling region begins at ΔR = 0.75 Å 
and is not complete (by the current 10% definition) at Re; at that point, it is still 14% of the 
maximum. The recoupling begins at much larger R in CF, ΔR = 1.03 Å and is complete at 
ΔR = 0.38 Å. The maximum in w3 is 0.16, occurring at ΔR = 0.51 Å. This is slightly less than the 
maximum of 0.19 in CF at a distance of ΔR = 0.67 Å and closer to the calculated Re. Finally, the 
full width at half maximum (FWHM) in SF is 0.28 Å, comparable to what it was in CF (0.27 Å). 
The above results—the onset of recoupling at shorter R, the larger recoupling region, the 
incomplete nature of the recoupling at Re, and the smaller maximum for w3—are consistent with 
3p lone pairs being more difficult to recouple than 2s lone pairs. 
Orbital Overlaps. The overlaps of the ϕa1, ϕa2 and ϕa3 orbitals are plotted in Fig. 3.13, 
and the values at Re are listed in Table 3.3. The dependence of S12, S13 and S23 on R in the 
SF(a4Σ–) state are somewhat different than for the CF(a4Σ–) state—compare the curves in Fig. 
3.13 with those in Fig. 3.7. In SF, S12, the overlap between the orbitals in the singlet coupled 
pair, increases to a maximum of 0.92 at ΔR = 0.54 Å and then it drops to a minimum of 0.76 at 
ΔR = 0.34 Å, before rising to 0.80 at Re. The overlaps S12 at Re are essentially the same in SF and 
CF. 
At large R, ϕa3, the fluorine 2pz orbital, has small overlaps with the 3p lobe orbitals, ϕa1 
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(3pz–) and ϕa2 (3pz+), with the overlap of ϕa3 with ϕa2 being, as we have seen before, the larger of 
the two. As R decreases from R = ∞, S23 gradually increases, reaching a maximum of 0.26 at ΔR 
= 0.68 Å, after which it decreases to -0.63 at ΔR = 0.30 Å, before rising slightly to -0.60 at Re. 
S23 crosses zero at ΔR = 0.55 Å. At long R, S13 also increases with decreasing R, reaching a 
maximum of 0.12 at ΔR = 0.77 Å, after which it decreases to -0.16 at ΔR = 0.43 Å; there is then 
a very small maximum after which S13 continues to decrease to -0.19 at Re. S13 crosses zero at 
ΔR = 0.56 Å. The large value of S23 at Re, the magnitude of which is significantly larger in SF 
than in CF (0.60 versus 0.43) is consistent with resulting much weaker and longer bond in the 
SF(a4Σ–) state. 
3.3.3 Impact of dynamical correlation on GVB descriptions of the a4Σ– state of CF of SF 
The potential energy curves obtained from GVB calculations on the a4Σ– states of CF and 
SF states differ from those from the MRCI+Q calculations, suggesting that dynamical correlation 
has an impact of the GVB description of recoupled pair bonding (the same could be said for the 
X2Π states, but the relative effect is much larger in the a4Σ– state). In this section we assess the 
effect of dynamical correlation on the GVB description of these two states by analyzing the 
MRCI wavefunctions to extract approximate GVB orbitals and spin coupling weights as a 
function of ΔR. Although the orbitals and spin function weights obtained in this way are only 
approximate, they provide useful insights into the effect of dynamical correlation on the GVB 
description of recoupled pair bonding. The Supplemental Material contains the formulas used to 
extract approximate GVB orbitals and spin function weights from the MRCI wavefunctions. 
3.3.3.1 The CF(a4Σ–) state  
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There are “humps” in the potential energy curve for the CF(a4Σ–) state in both the GVB 
and MRCI+Q calculations, but the height of the humps differ significantly: 4.47 kcal/mol at 2.10 
Å (GVB) versus 0.61 kcal/mol at 2.31 Å (MRCI+Q).  Inclusion of dynamical correlation also 
increases the calculated binding energy (De) of the CF(a4Σ–) state by 11.45 kcal/mol, from 37.28 
kcal/mol (GVB) to 48.73 kcal/mol (MRCI+Q). These differences are a manifestation of the 
effect of dynamical correlation on the GVB wavefunctions for the CF(a4Σ–) state. The GVB 
orbitals involved in the recoupled pair bond and the spin function weights, (w3, w4), for the 
CF(a4Σ–) state are plotted in the Supplemental Material (Appendix A). The two sets of orbitals—
those from the GVB wavefunction, with the strong orthogonality constraint, and those derived 
from the MRCI wavefunction—are remarkably similar, indicating that dynamical correlation has 
only a minor impact on the GVB orbitals of the CF(a4Σ–) state. 
The two sets of spin function weights are also similar, although there are differences in 
both the positions and magnitudes of the minima and maxima, especially the latter. First, the 
height of the maximum in w3 is reduced to about one fourth of its value in the GVB calculations, 
and, as expected, there is a corresponding decrease in the magnitude of the dip in w4, the perfect 
pairing spin function. In addition, the maxima and minima are shifted to somewhat smaller 
values of ΔR. This indicates that, although spin function #3 still plays an important role in the 
MRCI wavefunction, its contribution is diminished and the relative importance of the PP spin 
function increased. This indicates that dynamical correlation facilitates the recoupling of the 
electrons in the carbon 2s lone pair, easing the formation of the recoupled pair bond. 
3.3.3.2 The SF(a4Σ–) state  
For the SF(a4Σ–) state we also find that the two sets of orbitals are remarkably similar, 
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again indicating that dynamical correlation has only a minor impact on the GVB orbitals of the 
SF(a4Σ–) state (see the Supplemental Material). However, in this molecule, the impact of 
dynamical correlation on the spin coupling weights is far more dramatic than in the CF molecule. 
First, the height of the maximum in w3 is dramatically reduced, as is the magnitude of the dip in 
w4—in fact, the maxima and dip are negligibly small in the MRCI wavefunction. In addition, the 
maxima and minima are shifted to smaller values of ΔR, although the flatness of the spin weight 
curves makes the magnitude of the shifts difficult to reliably determine. These differences 
indicate a dramatic decrease in the contribution of spin function #3 in the MRCI wavefunction. 
Thus, for the SF(a4Σ–) state, dynamical correlation greatly facilitates the recoupling of the 
electrons in the sulfur 3p lone pair, a fact that is consistent with the rather dramatic impact of 
dynamical correlation on the potential energy curve for this state of SF—large R behavior similar 
to that of the ground state (no hump) combined with a large increase in the well depth. Because 
of the high overlap of the 3p lobe orbitals in the sulfur atom, Pauli repulsion is much more 
significant in the SF(a4Σ–) state than in the CF(a4Σ–) state. Dynamical correlation will decrease 
the Pauli repulsion, which likely accounts for the larger impact of dynamical correlation on the 
excited SF state. 
3.4 Conclusions 
From generalized valence bond (GVB) calculations on the ground state (3P) of the carbon 
atom, which has four well separated singly occupied orbitals, as well as on the CF(a4Σ–) state, 
which has three well separated singly occupied orbitals, it is clear that carbon can form four 
strong bonds. This is consistent with the well-known chemistry of carbon and does not require ad 
hoc assumptions about orbital hybridization invoked in traditional VB theory. Rather, this result 
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follows naturally from seeking the optimal solution of the Schrödinger equation for the GVB 
wavefunction, with the hybridization of the orbitals being determined variationally (although it 
should be noted that these hybrid orbitals are non-orthogonal). The character of the C(2s–, 2s+) 
lobe orbitals, which concentrates the orbitals in different spatial regions, combined with an 
overlap of the lobe orbitals of just 0.74, enables carbon to form strong covalent and recoupled 
pair bonds with essentially any element. 
Sulfur can also use its 3pz– and 3pz+ lobe orbitals to form more bonds than allowed by its 
nominal valence (2). But, it can only form bonds with these orbitals—recoupled pair bonds—
with very electronegative ligands: the SH(a4Σ–) state is not bound, 38,39 whereas the SF(a4Σ–) state 
is bound by approximately 36 kcal/mol. Although the sulfur 3p lobe orbitals are concentrated on 
either side of the atom, they are not as spatially well separated as the carbon 2s lobe orbitals, as 
indicated by the high overlap of the 3p lobe orbitals, 0.86. This has important implications for 
the formation of recoupled pair bonds formed with 3p lone pairs in the late p-block elements and 
distinguishes these bonds from the recoupled pair bonds formed with 2s lone pairs in the early p-
block elements: 
• A ligand orbital cannot strongly overlap with the 3pz+ orbital to form a bond without 
simultaneously having a high overlap with the 3pz– orbital. This gives rise to highly 
unfavorable overlaps between the unpaired orbital and the bond pair at short R; the 
resulting Pauli repulsion leads to unusually long, weak bonds. 
• Because of Pauli repulsion between the electron in the unpaired orbital and the 
recoupled pair bond pair, formation of a strong recoupled pair bond requires the bond 
pair to be localized on the ligand at short R, i.e., the bond must be very ionic. Thus, 
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recoupled pair bonds involving the late p-bock elements are only formed with very 
electronegative ligands. 
Dynamical correlation has an impact on the GVB description of the weakly bound a4Σ– 
states of CF and SF with recoupled pair bonds. The effect is minimal on the GVB orbitals, but it 
facilitates the recoupling of the electrons in the lone pair, with the impact on the recoupling of 
sulfur 3p lone pairs being substantially larger than on carbon 2s lone pairs. This is likely due to 
the increased importance of Pauli repulsion in the formation of the recoupled pair bond in SF. 
In summary, it is possible to form as many as four bonds to the carbon atom with almost 
any ligand. For the sulfur atom, on the other hand, stable compounds with a valence greater than 
two are only formed with very electronegative ligands. 
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Schemes 
Separated 
Atoms  Molecule 
ϕC– ϕC+ → ϕL ϕC+ 
ϕL   ϕC–  
Scheme 3.1 Recoupling of the GVB orbitals upon formation of a recoupled pair bond.  
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ϕ2s– 
ϕ2s+  
ϕ′2pz ϕ′2s+ 
  
 
  
ϕ2pz  
 
→ ϕ′2s– 
 
  
 
  
Scheme 3.2 Recoupling of GVB orbitals in the CF(a4Σ–) state. 
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Tables 
Table 3.1 Calculated and experimental bond energies (De) and bond distances (Re) for 
the ground (X2Π) and lowest-lying excited state (a4Σ–) of CF, along with the 
differences in Re and De for the two states. Energies are in kcal/mol, distances in Å. 
 CF(X2Π)  CF(a4Σ–)    
Method De  Re  De  Re  Te(ΔDe) ΔRe 
HF 83.87 1.251  33.90 1.306  49.97 -0.055 
GVB 97.13 1.276  37.28 1.335  59.85 -0.060 
CASSCF 117.59 1.270  44.04 1.328  73.55 -0.058 
MRCI+Q 130.28 1.275  48.73 1.326  81.55 -0.051 
RCCSD(T) 131.02 1.276  49.73 1.327  81.29 -0.051 
Expt’l 132.7±2.4a 1.272b       
aRef. 42, 43. 
bRef. 44. 
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Table 3.2 Characteristics of the recoupling regions in the a4Σ– states of 
CF and SF.  Distances are in Å, magnitude of w3 in normalized units. 
  Recoupling Region  Maximum in w3 
GVB  Start ΔR End ΔR FWHM ΔR Value 
CF  1.03 0.38 0.27 0.67 0.19 
SF  0.75 <0.0 0.28 0.51 0.16 
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Table 3.3 Overlaps of the three active GVB σ 
orbitals in the CF(a4Σ–) and SF(a4Σ–) states at 
their respective Re’s. Normalized units. 
  Favorable Unfavorable 
GVB  S12 S13 S23 
CF  0.80 -0.16 -0.43 
SF  0.80 -0.19 -0.60 
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Table 3.4 Calculated and experimental bond energies (De) and bond distances (Re) for 
the ground (X2Π) and lowest-lying excited state (a4Σ–) of SF, along with the 
differences in Re and De for the two states. Energies are in kcal/mol, distances in Å. 
 SF(X2Π)  SF(a4Σ–)    
Method De  Re  De  Re  Te(ΔDe) ΔRe 
HF 39.13 1.566  -2.83 1.875  41.96 -0.309 
GVB 49.57 1.601  1.70 1.859  47.87 -0.258 
CASSCF 59.27 1.604  10.38c 1.909  57.36 -0.305 
MRCI+Q 81.19 1.607  32.99 1.904  48.20 -0.297 
RCCSD(T) 83.32 1.601  36.23 1.882  47.09 -0.281 
Expt’l 82.4±1.6a  1.601        
aRef. 45 corrected with the computed value of ωe in Ref. 9. 
bRef. 46. 
cIncludes the sulfur 3dz2 orbital in the CASSCF space as in the GVB calculations; 
with only a valence (F2s, F2p, S3s, S3p) CASSCF wavefunction, De = 2.00 kcal/mol. 
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Figures  
!
Figure 3.1 The HF and GVB potential energy curves for the a4Σ– state of CF. 
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!
Figure 3.2 The two 2s-lobe orbitals, (2s–, 2s+), and the 2px(π) orbital for the ground state of the 
carbon atom. 
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!
Figure 3.3 Orbital diagrams for (a) the CF(X2Π) state and (b) the CF(a4Σ–) state at the separated 
atom limit (left) and for the molecule (right). 
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!
Figure 3.4 GVB and MRCI+Q potential energy curves for the CF(a4Σ–) state (solid lines) and 
the SF(a4Σ–) state (dashed lines). 
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!
Figure 3.5 GVB valence orbitals of the CF(a4Σ–) state at selected internuclear distances, ΔR = R 
– Re; Re = 1.326 Å. Only one of each of the π orbitals is plotted. 
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Figure 3.6 Spin coupling weights, wk (k = 3, 4), for the GVB wavefunction of the CF(a4Σ–) state 
as a function of ΔR = R – Re; Re = 1.326 Å. 
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Figure 3.7 Overlaps of the GVB active orbitals for the CF(a4Σ–) state as a function of ΔR = R – 
Re; Re = 1.326 Å. 
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!
Figure 3.8 The GVB 3p-lobe orbitals, (3pz–, 3pz+), and the 3px(π) orbital for the ground state of 
the sulfur atom. 
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!
Figure 3.9 Orbital diagrams for (a) the SF(X2Π) state and (b) the SF(a4Σ–) state at the separated 
atom limit (left) and for the molecule (right). 
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!
Figure 3.10 GVB valence orbitals of SF(a4Σ–), at selected internuclear distances, ΔR = R – Re; 
Re = 1.904 Å. Only the πx orbitals (φa4, ϕv2) are plotted. 
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Figure 3.11 Weights of the spin coupling coefficients, wk (k = 3, 4), for the GVB wavefunction 
of the SF(a4Σ–) state as a function of ΔR = R – Re; Re = 1.904 Å.  
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!
Figure 3.12 (a) The GVB bond orbitals, (φa1, φa2) for the SF(a4Σ–) state and (b) the GVB orbitals 
(φ2pz, φ2pz′) for the F–(1S) anion. 
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!
Figure 3.13 Overlaps of the GVB active orbitals for the SF(a4Σ–) state as a function of ΔR = R – 
Re, Re = 1.904 Å. 
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Chapter 4  
Fundamentals of Recoupled Pair Bond Dyads: 
CF2 and SF2‡ 
 
Chapter 3 discussed the fundamental aspects of recoupled pair bond in CF and SF. In this 
chapter, the fundamentals of recoupled pair bond dyad will be presented, using CF2 and SF2 as 
examples. Formation of a bond between a second ligand and a molecule with a recoupled pair 
bond results in a recoupled pair bond dyad. We examine the recoupled pair bond dyads in the 
a3B1 states of CF2 and SF2, which are formed by the addition of a fluorine atom to the a4Σ– states 
of CF and SF, both of which possess recoupled pair bonds. The two dyads are very different. In 
SF2, the second FS–F bond is very strong (De = 106.3 kcal/mol), the bond length is much shorter 
than that in the SF(a4Σ–) state (1.666 Å versus 1.882 Å), and the three atoms are nearly collinear 
(θe = 162.7˚) with only a small barrier to linearity (0.4 kcal/mol). In CF2, the second FC–F bond 
is also very strong (De = 149.5 kcal/mol), but the bond is only slightly shorter than that in the 
CF(a4Σ–) state (1.314 Å versus 1.327 Å), and the molecule is strongly bent (θe = 119.0˚) with an 
80.5 kcal/mol barrier to linearity. The a3B1 states of CF2 and SF2 illustrate the fundamental 
differences between recoupled pair bond dyads formed from 2s and 3p lone pairs. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from:  
Dunning, T. H., Jr; Xu, L. T.; Takeshita, T. Y. J. Chem. Phys. 2015, 142, 034114!
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4.1 Introduction 
In the previous chapter, we examined the nature of the recoupled pair bonds in the a4Σ– 
states of CF and SF. Recoupled pair bonds are formed when the electron in a singly occupied 
orbital of a ligand recouples the electrons in a lone pair on the central atom to form a bond. This 
three-electron process results in a central atom-ligand bond pair plus an electron in an unpaired, 
singly occupied orbital. In the early p-block elements, it is the s lone pairs that are recoupled. 
The resulting (s–, s+) lobe orbitals are well separated spatially, and bonds can be formed with any 
ligand without undue Pauli repulsion1 between the electrons in the bond pair and that in the 
unpaired, singly occupied orbital. In the late p-block elements beyond the first row, the p lone 
pairs are recoupled first with the more strongly bound s lone pairs being recoupled later. 
However, the overlap of the (p–, p+) lobe orbitals is much higher than that for the (s–, s+) lobe 
orbitals in the early p-block elements and, as a result, recoupled pair bonds can only be formed 
with very electronegative ligands, which draw the bond pair away from the unpaired, singly 
occupied orbital, thereby reducing the Pauli repulsion. 
In previous studies2-6 we found that, for the late p-block elements, formation of a second 
central atom-ligand bond involving the electron in the unpaired, singly occupied orbital left over 
from the formation of the recoupled pair bond results in a bond that is far stronger than the 
recoupled pair bond. Its strength can even be larger than the corresponding central atom-ligand 
covalent bond in the ground state. The resulting recoupled pair bond dyad, the combination of a 
recoupled pair bond plus the second central atom-ligand bond, is remarkably stable—the energy 
of a molecule with a recoupled pair bond dyad is often just a few tens of kcal/mol above the 
energy of the molecule in its ground state with two covalent bonds. As a result, the lowest-lying 
excited state of the corresponding XY2 species often possesses recoupled pair bond dyads. The 
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stability of the recoupled pair bond dyad is the reason for the existence of hypervalent or 
hypercoordinated compounds, e.g., PF5, ClF3 and SF4 each have one recoupled pair bond dyad; 
ClF5 has two; and SF6 three. 
In this chapter we will examine several fundamental aspects of the recoupled pair bond 
dyad, again using the carbon and sulfur atoms as representatives of the early and late p-block 
elements, respectively. The a3B1 states of CF2 and SF2 can both possess recoupled pair bond 
dyads in their linear or near-linear configurations, although, as we shall see, the nature of the 
bonding in the two molecules is quite different. We report Hartree-Fock (HF), generalized 
valence bond (GVB), complete active space self-consistent field (CASSCF), multireference 
configuration interaction (MRCI) and coupled cluster [RCCSD(T)] calculations on the CF2(a3B1) 
and SF2(a3B1) states in both linear and bent configurations as well as in their bent ground state 
XY2(X1A1) counterparts. The goal of the present work is two-fold: (i) extend our earlier, 
approximate GVB calculations on the SF2(a3B1) state by performing full GVB calculations that 
enable us to refine our understanding of the nature of recoupled pair bond dyads, and (ii) explore 
the differences between recoupled pair bond dyads arising from the 2s lone pair in the early p-
block elements and recoupled pair bond dyads arising from the 3p lone pair in the late p-block 
elements. 
4.2 Theoretical and Computational Methods 
Chapter 2 has a detailed description of the theoretical and computational methods used in 
this study and a detailed description of the GVB wavefunction. Augmented correlation consistent 
basis sets of quadruple zeta quality (aug-cc-pVQZ) were used for carbon and fluorine,7 while the 
corresponding d-function augmented sets [aug-cc-pV(Q+d)Z] were used for sulfur.8 All 
! 68 
calculations in this work were performed with the Molpro suite of quantum chemical 
programs,9,10 The HF calculations were carried out as an MCSCF calculation with only one 
configuration (the MCSCF module appears to be more robust than the HF module in Molpro 
when considering cases that have convergence difficulties). GVB calculations were carried out 
using the Molpro fully variational CASVB program11-13 with the Kotani spin basis.14,15  
4.3 Results and Discussion 
4.3.1 The CF2 molecule  
The CF2(X1A1) ground state arises from the formation of a second (polar) covalent bond 
involving the singly occupied carbon 2p-like π orbital in the X2Π state of CF (orbital ϕa4 in Fig. 
3.5 of Chapter 3) and the singly occupied 2p orbital on the second fluorine atom. Likewise, the 
CF2(a3B1) state arises from the formation of a second singlet coupled pair involving the 
unpaired, singly occupied 2s–-like σ orbital in the a4Σ– state of CF (orbital ϕa3 in Fig. 3.5 of 
Chapter 3) and the singly occupied 2p orbital on the second fluorine atom. Both of these 
processes represent formation of a (polar) covalent bond and are illustrated in the orbital 
diagrams in Fig. 4.1. 
The GVB wavefunction for the a3B1 state of CF2 is: 
 ΨGVB[CF2 (a
3 B
1
)] = Aˆφ
lp1A
2 φ
lp 2 A
2 φ
lp 3A
2 φ
lp1B
2 φ
lp 2 B
2 φ
lp 3B
2 ϕ
a1
ϕ
a 2
ϕ
a 3
ϕ
a 4
ϕ
a5
ϕ
a 6
(αβ )7Θ
1,1
6                                 (4.1) 
Eq. (4.1) does not include the doubly occupied core orbitals, although they were, of course, 
included in the calculations. The shorthand notation  represents the orbital product, , 
where i = 1-3 refers to the doubly occupied 2s- and 2p-like lone pair orbitals on fluorine atoms A 
and B; and (αβ)n represents the spin product αβ…αβ with n terms. The spin function  
Θ1,1
6  is the 
 
φlpi
2
 
φlpiφlpi
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spin function for six active electrons with total spin S = 1 and spin projection M = 1 and is a 
linear combination of nine linearly independent spin functions. The GVB wavefunction for the 
CF2(X1A1) state can be constructed in a similar fashion; in this case,  is a linear combination 
of five linearly independent spin functions. Although the large number of spin functions suggests 
that the GVB wavefunctions for the a3B1 and X1A1 states of CF2 may be complicated, for both 
states, the coefficients of only a few spin functions have appreciable magnitudes and their 
interpretation is straightforward. 
The {ϕai, i=1-6} in Eq. (4.1) are the singly occupied, active GVB orbitals. For the 
CF2(a3B1) state, at large FAC–FB separations, the active orbitals correspond to the σ (ϕa1–ϕa3) 
and π (ϕa5–ϕa6) orbitals of the CFA(a4Σ–) fragment and ϕa4 corresponds to the singly occupied 
2pσ orbital of the second fluorine atom, FB. Likewise, there are corresponding correlations for 
the orbitals of the CF2(X1A1) state at large FAC–FB separations with those of CF(X2Π) + F(2P). 
Although the changes in the orbitals with decreasing FAC–FB distances are quantitatively 
significant, the orbitals, for the most part, retain much of their basic character for all separations 
and, thus, can be clearly identified with their atomic (F) or fragment (CF) heritage. The 
wavefunctions for the CF2(a3B1) and CF2(X1A1) states, as well as the linear geometry of the a3B1 
state, are represented schematically by the orbital diagrams in Fig. 4.1 and the full GVB orbitals 
at the equilibrium geometries of the two states are plotted in Fig. 4.2. For the a3B1 state, we also 
plotted the orbitals for the optimum linear configuration. We will refer to the optimum CF2(a3B1) 
linear configuration as CF2[3Σ–], the brackets being a reminder that this structure is not the 
equilibrium geometry as the molecule relaxes to a bent CF2(a3B1) geometry once the constraint 
on the FACFB angle is lifted. 
4.3.1.1 Results of calculations on the X1A1 and a3B1 states of CF2  
 
Θ0,0
6
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The results of the calculations on the X1A1 and a3B1 states of CF2 are summarized in 
Table 4.1. The bond lengths (Re) in these two states from the GVB calculations are 1.294 Å 
(X1A1) and 1.316 Å (a3B1), which are in good agreement with the values obtained from the 
CCSD(T)/RCCSD(T) calculations, 1.301 Å  and 1.314 Å—the differences are just +0.007 Å 
(X1A1) and -0.002 Å (a3B1). Likewise, the calculated bond angles for the two states, 105.0˚ and 
117.7˚ (GVB) and 104.8˚ and 119.0˚ [CCSD(T)/RCCSD(T)], are in good agreement. As 
expected, high level [MRCI+Q, CCSD(T)/RCCSD(T)] calculations predict values for the bond 
lengths and bond angles for the CF2(X1A1) state that are in excellent agreement with the 
experimental data.16 Experimental data on the FAC–FB bond strength in the CF2(X1A1) state is not 
available. However, the calculated singlet-triplet splitting, 57.00 (Te) [CCSD(T)/RCCSD(T)], 
compares well with that determined from luminescence from the CF2(a3B1) state, 56.6 kcal/mol 
(T0),17 which suggests that the calculated bond energy of 125.18 kcal/mol for this state is 
reasonably accurate. The GVB calculations predict a bond energy for the CF2(X1A1) state that is 
25.03 kcal/mol smaller than that from an RCCSD(T) calculation, which is in line with the 
differences observed in other molecules—the GVB wavefunction does not include dynamical 
correlation, which is essential for quantitative predictions of bond energies. 
Since the unpaired, singly occupied orbital of CF(a4Σ–) is collinear with the CF bond 
orbital, let us first consider a collinear geometry for FAC–FB, i.e., the CF2[3Σ–] configuration. 
These results are summarized in Table 2.4. At the GVB level, the FAC–FB bond in CF2[3Σ–] is 
slightly weaker, relative to the CF(a4Σ–) + F(2P) limit, than in the CF(a4Σ–) state: 30.63 kcal/mol 
versus 37.28 kcal/mol and the bond length is slightly longer: 1.366 Å versus 1.335 Å. This is in 
marked contrast with our current studies of the SF2(a3B1) state where the energy of the second 
SF bond in the linear configuration from GVB calculations is 74.04 kcal/mol greater than the 
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bond energy in the SF(a4Σ–) state (see following section) as was also the case in our earlier 
RCCSD(T) calculations.2 That this effect is much smaller and of opposite sign in the CF2[3Σ–] 
configuration is the first indication that the recoupled pair bond dyad in the CF2(a3B1)/CF2[3Σ–] 
state may be very different than that in the SF2(a3B1)/SF2[3Σ–] state. 
The bond in the CF2[3Σ–] configuration also lengthens in the RCCSD(T) calculations, 
although the change is significantly smaller: 0.004 Å [RCCSD(T)] vs. 0.031 Å (GVB). More 
importantly, the RCCSD(T) calculations predict that the bond in the CF2[3Σ–] configuration is 
substantially stronger than that in the CF(a4Σ–) state: 69.01 kcal/mol versus 49.73 kcal/mol, 
although it is still much weaker than the CF bond in the CF2(X1A1) state, whose strength is 
125.18 kcal/mol. These differences also indicate that the electronic structure of the CF2[3Σ–] 
configuration, a state formed by recoupling the carbon 2s lobe orbitals, is markedly different than 
that of the SF2[3Σ–] configuration, which is formed by recoupling the sulfur 3p lobe orbitals (see 
next section). The same holds true as the molecules relax to their equilibrium 3B1 structures. 
The small bond angle in the CF2(X1A1) state, 105.0˚/104.8˚ [GVB/CCSD(T)], is 
consistent with the formation of a second C–F bond with the π orbital in the CF(X2Π) state, 
while the larger bond angle in the CF2(a3B1) state, 117.7˚/119.0˚ [GVB/RCCSD(T)], is 
consistent with two bonds involving more carbon 2s character (see Fig. 4.1 and 4.2) as would be 
expected for a bond to a 2s lobe orbital. In fact, the FAC–FB bond of the CF2[3Σ–] configuration 
strengthens dramatically on bending—De increases from 30.63 kcal/mol to 113.71 kcal/mol at 
the GVB level and from 69.01 kcal/mol to 149.47 kcal/mol at the RCCSD(T) level yielding 
increases in De of 83.08 (GVB) and 80.46 kcal/mol [RCCSD(T)]! The FAC–FB(a3B1) bond is 
now 13.56 kcal/mol (GVB) and 24.29 kcal/mol [CCSD(T)/RCCSD(T)] stronger than the second 
covalent bond in the CF2(X1A1) state. As a result, the energy difference between the ground and 
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first excited state drops from 59.85 (GVB) and 81.29 kcal/mol [CCSD(T)/RCCSD(T)] in CF to 
46.29 (GVB) and 57.00 kcal/mol [CCSD(T)/RCCSD(T)] in CF2. 
The strongly bent structure of the CF2(a3B1) state is a result of (i) repulsive interactions 
between the electrons in the CF bonds and fluorine lone pairs and the electron in the singly 
occupied in-plane a1 orbital (ϕa5 in Fig. 4.2) and (ii) incorporation of additional 2p character in 
the carbon bonding orbital, which strengthens the bond. The additonal 2p character gained by 
relaxing from CF2[3Σ–] to CF2(a3B1) is evident in the two carbon bonding orbitals (ϕa2, ϕa3) in 
Fig. 4.2. In some earlier studies, the second CF bond was viewed as being formed by singlet 
coupling the singly occupied fluorine 2p orbital with one of the carbon 2s lobe orbitals in the 
CF(X2Π) state, which have rotated away from the CF bond and fluorine lone pairs. Our findings 
are consistent with this interpretation. Because of the strengthening of the CF bond upon 
bending, the barrier to linearity is very large: 83.08 kcal/mol (GVB) and 80.46 kcal/mol 
[RCCSD(T)]. 
The results from the GVB calculations are significantly better than those from the HF 
calculations, e.g., bond energies improve by 12-14 kcal/mol. The CASSCF calculations further 
improve the predicted bond energies for both states, with the improvement for the a3B1 state, 
15.50 kcal/mol, being significantly larger than that for the X1A1 state, 4.91 kcal/mol. 
4.3.1.2 Analysis of the GVB wavefuntion of the CF2 (a3B1) state 
For most chemical purposes, the essence of a GVB wavefunction is captured in the 
valence orbitals, {φvi, ϕai}; the overlaps between the active orbitals, Sij (dropping the “a” 
subscript); and the spin coupling coefficients, {ck} or related weights, { }; all of which 
depend on the geometry (RFAC, RCFB, θ). The dependence of the orbitals and spin coupling 
 wk = ck
2
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coefficients on geometry provide valuable information on how the atoms respond to molecular 
formation, while the dependence of the orbital overlaps provides insights into the formation of 
singlet-coupled pairs (bonds) as well as Pauli repulsions between the singlet-coupled pairs. 
Finally, the spin coupling weights, the sum of which is unity, provide a direct measure of the 
importance of a given spin function, or spin coupling scheme, in the full GVB wavefunction. In 
this section we analyze the orbitals, overlaps, and spin function weights for the GVB 
wavefunction for the X1A1 and a3B1 states of CF2 as well as the linear configuration, CF2[3Σ–]. 
The active GVB orbitals for the X1A1 and a3B1 states of CF2 at their respective 
equilibrium geometries are plotted in Fig. 4.2, along with the CF2[3Σ–] orbitals. The GVB 
orbitals for the CF2[3Σ–] state at selected values of ΔR = R – Re (Re = 1.333 Å) are plotted in Fig. 
4.3. From ΔR = 1.5 Å to ΔR = 0.0 Å, the orbitals change as expected for the formation of a polar 
covalent bond between carbon and fluorine—the orbital on the more electronegative fluorine 
atom (ϕa4) changes very little, while that on the much less electronegative carbon atom (ϕa3) 
polarizes toward and eventually delocalizes onto the incoming fluorine atom building Cδ+Fδ– 
character into the wavefunction. There are only slight changes in the orbitals involved in the 
other bond pair. The π orbitals, ϕa5 (and ϕa6, which is not plotted), build in a small amount of 
antibonding character as ΔR decreases as a result of the interaction of the electrons in these 
orbitals with those in the lone pair p orbitals on the fluorine atoms. 
The spin function in the GVB wavefunction for CF2, Eq. (4.1), represents the coupling 
between the electrons in the active GVB orbitals. As noted above, for a six-electron triplet state, 
 is a linear combination of nine different, linearly independent spin functions. At R(FAC–FB) 
= ∞, with the Kotani spin functions and the orbital ordering given in Fig. 4.3, there are only three 
spin functions with significant weights: #4, #7 and #9; see Fig. 4.4. Together, these three spin 
 
Θ1,1
6
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functions describe an electronic configuration in which the three electrons in the unpaired, singly 
occupied orbitals of the CF(a4Σ–) state are coupled into a quartet; that spin function is then 
coupled with the electron in the singly occupied orbital on the incoming fluorine atom to yield a 
3Σ–(3B1) state. As R(FAC–FB) decreases, w9 increases in value and (w4, w7) decrease in value. 
Spin function #9 couples the electrons in the orbitals pairs, (ϕa1, ϕa2) and (ϕa3, ϕa4), for the FA–C 
and C–FB bonds into singlets and then couples the electrons in the πx and πy orbitals (ϕa5, ϕa6) 
into a triplet; this is the perfect pairing (PP) spin function for the CF2[3Σ–/a3B1] state. The 
variations of the weights of the three dominant spin functions for CF2[3Σ–] with ΔR are plotted in 
Fig. 4.5. At the optimum geometry for CF2[3Σ–], w9 = 0.892, so there is a small, but non-
negligible deviation from perfect pairing in the linear configuration. The weight of the PP spin 
function increases as the CF2 molecule relaxes to its equilibrium, bent geometry; at this point, w9 
= 0.993. By comparison, for the CF2(X1A1) state at its equilibrium geometry, the weight of the 
PP spin function is 0.996. Thus, at their equilibrium geometries both the CF2(X1A1) and 
CF2(a3B1) states are very well described by the perfect pairing spin coupling and have two well 
defined (polar) covalent bonds. 
The overlaps of the orbitals in the singlet-coupled bond pairs, (S12, S34), in the CF2(X1A1) 
and CF2(a3B1) states at their respective equilibrium geometries are quite similar, 0.83-0.81, while 
the overlap of the bond orbitals in CF2[3Σ–] is less, 0.77; see Fig. 4.2. This difference is in line 
with the weaker bonds in the linear configuration and the strengthening of the bonds and 
decrease in the bond length as the molecule bends, relaxing to the equilibrium structure of 
CF2(a3B1). The lone pair orbitals on the carbon atom in the X1A1 state that are derived from the 
carbon (2s–, 2s+) lobe orbitals, (ϕa5, ϕa6) in Fig. 4.2, have an overlap of 0.71. This overlap is 
comparable to, if slightly smaller than, that in the carbon atom, 0.74. The overlaps between the 
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GVB orbitals in singlet-coupled pairs are indicative of strongly paired singlets—they are “good” 
in the sense that, in general, the larger the magnitude of the overlaps between these orbitals, the 
stronger the bonding.  
On the other hand, the overlaps between the orbitals in different singlet-coupled bond 
pairs are “bad.” These overlaps give rise to Pauli repulsion. In Fig. 4.2 the CF2 orbital overlaps 
S13, S14, S23, S35 and S45 are “bad” overlaps. In general, the larger the magnitudes of these 
overlaps are, the larger the Pauli repulsion between the singlet-coupled pairs. The largest “bad” 
overlaps tend to be between the orbitals on a given atom that are participating in different bonds 
or orbitals. For example, in the bent CF2(a3B1) state, the largest overlap is between the carbon 
bond orbitals and the singly occupied a1 orbital (ϕa5) on the carbon atom, |S25| = |S35| = 0.40. The 
next largest overlap is between the carbon orbitals involved in the FAC and CFB bonds and is 
|S23| = 0.27. Both of these overlaps are smaller in the CF2(X1A1) state, with |S25| and |S35| being 
smaller by almost a factor of two. 
The important GVB orbital overlaps as a function of ΔR(FAC–FB) for the CF2[3Σ–] state 
are plotted in Fig. 4.5. As can be seen, the “good” overlap for the FA–C bond, S12, remains high 
as ΔR decreases, while S34, which involves the orbitals in the new FAC–FB bond increases as 
R(FAC–FB) decreases. At the equilibrium geometry for the optimum collinear configuration, the 
two bond lengths are the same and the two overlaps are exactly equal [this will be the case for 
the CF2(a3B1) structure as well]. The “bad” overlaps, especially S23, the overlap between the two 
carbon bond orbitals, decrease as R(FAC–FB) decreases, which decreases the Pauli repulsion 
associated with these unfavorable overlaps. This decrease is a result of the polar nature of the CF 
bonds. 
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4.3.2 The SF2 molecule  
The GVB wavefunction for the 3B1 state of SF2 is similar to that for the CF2(a3B1) state, 
except for the additional 3s lone pair on the sulfur atom and the fact that the lone pair being 
recoupled is the sulfur 3p lone pair. The SF2(a3B1) state arises by singlet coupling the electron in 
the singly occupied σ orbital of the a4Σ– state of SF with the electron in the singly occupied 2p 
orbital of the second fluorine atom; see Fig. 4.6. The SF2(X1A1) state is formed by singlet 
coupling the electron in the singly occupied 2p orbital of the second fluorine atom with the 
electron in the 3p-like π orbital of the SF(X2Π) state. The GVB wavefunctions for these states 
are easily constructed and will not be given here. For small values of the FAS–FB separation, 
R(FAS–FB), the only significant spin coupling coefficient is that for the perfect pairing spin 
coupling. For larger separations more spin functions are required to describe the spin coupling of 
the SF2(a3B1) state, but this is just the linear combination of spin functions required to describe 
the coupling of the electron spins in the SF(a4Σ–) + F(2P) limit, as was the case in CF2. 
4.3.2.1 Results of calculations on the X1A1 and a3B1 states of SF2  
The results of the calculations on the X1A1 and a3B1 states of SF2 are summarized in 
Table 4.3. The bond lengths (Re) for these two states of SF2 from the GVB calculations are 
1.587 Å (X1A1) and 1.655 Å (a3B1), which are in good agreement with the values obtained from 
the CCSD(T)/RCCSD(T) calculations, 1.592 Å  and 1.666 Å. The difference between the bond 
lengths in the two SF2 states, 0.068 Å (GVB) and 0.074 Å [CCSD(T)/RCCSD(T)], is much 
larger than it is in the two CF2 states, 0.022 Å (GVB) and 0.013 Å [CCSD(T)/RCCST(T)]. The 
calculated bond angle for the X1A1 state, 97.2˚ (GVB) and 97.9˚ [CCSD(T)], are also in excellent 
agreement. The variation in the angle in the a3B1 state, on the other hand, is significantly larger: 
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154.5˚ (GVB) and 162.7˚ [RCCSD(T)]. However, unlike CF2, the potential energy surface for 
bending in the SF2(a3B1) state is quite flat near the linear geometry—the optimum bent geometry 
is just 2.97 kcal/mol (GVB) and 0.39 kcal/mol [RCCSD(T)] lower in energy than the optimum 
linear geometry; so, this variation has only a minor energetic effect. Kirchhoff et al. 18 and Endo 
et al.19 reported structural parameters for the SF2(X1A1) state of (R0, q0) = (1.59208 ± 0.00008 Å, 
98.197˚ ± 0.011˚) and (1.58745 ± 0.00012 Å, 98.048˚ ± 0.013˚); our computed results are in very 
good agreement with these values. Our best calculation predicts an S–F bond energy of De = 
91.04 kcal/mol for the SF2(X1A1) state. Kiang and Zare20 reported a value of D0 = 91.7 ± 4.3 
kcal/mol, while Fischer et al.21 reported D0 = 94.3 ± 4.6 kcal/mol. The corresponding 
experimental data is not available on the SF2(a3B1) state; however, we expect the errors in this 
RCCSD(T) calculations for this state to be similar to those for the CCSD(T) calculations on the 
ground state. 
Unlike the CF2(a3B1) state, the FAS–FB bond is stronger in the a3B1 state than in the 
ground (X1A1) state: 81.45 vs. 66.99 kcal/mol (GVB) and 106.32 vs. 91.04 kcal/mol 
[CCSD(T)/RCCSD(T)], the difference in both cases being about 15 kcal/mol. The stronger bond 
in the excited state relative to SF(a4Σ–) + F(2P) can be attributed to a substantial decrease in the 
overlap between the singly occupied FA–S orbital used to form the bond and the FA–SFB bond 
orbitals in the GVB wavefunction; see the discussion below. 
The decrease in “bad” overlap of the FAS bonding orbitals with the unpaired orbital upon 
formation of the FAS–FB bond also impacts the equilibrium bond lengths in the SF2(a3B1) state. 
GVB calculations predict that the bond length in the linear SF2[3Σ–] state is 0.192 Å shorter than 
in the SF(a4Σ–) state; see Table 4.4. The bond length decreases by a comparable amount in the 
RCCSD(T) calculations, 0.213 Å. Note that the bond length of the SF2(a3B1) state varies little 
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with angle: it is 0.012 Å (GVB) and 0.003 Å [RCCSD(T)] shorter in the optimum bent 
configuration than in the linear configuration. As noted in our ealier paper on the SFn molecules,2 
the slightly bent structure of the SF2(a3B1) state is a result of repulsive interactions between the 
electrons in the SF bonds and fluorine lone pairs and the electron in the singly and doubly 
occupied in-plane a1 orbitals. The SF bond is bent away from the doubly occupied lone pair 
orbital on the sulfur atom, toward the singly occupied orbital. However, because the sulfur 
bonding orbitals are derived from 3p lobe orbitals, the bonds remain nearly collinear. 
The results from the GVB calculations are again significantly better than those from the 
HF calculations, e.g., bond energies improve by 14–18 kcal/mol. In SF2, the CASSCF 
calculations only improve the predicted bond energy for the X1A1 state by an additional 1.25 
kcal/mol, while the calculated bond energy in the a3B1 state actually decreases by 5.14 kcal/mol. 
4.3.2.2 Analysis of the GVB wavefuntion of the SF2 (a3B1) state 
In this section we analyze the orbitals, spin function weights, and orbital overlaps for the 
GVB wavefunctions for the X1A1 and a3B1 states as well as the 3Σ– configuration of the a3B1 
state of SF2. 
The active GVB orbitals for the X1A1 and a3B1 states of SF2 at their respective 
equilibrium geometries are plotted in Fig. 4.7, along with the orbitals at the optimum linear [3Σ–] 
configuration. The changes in the active GVB orbitals in the linear [3Σ–] configuration as a 
function of ΔR(FAS–FB) = R(FAS–FB) – Re(FAS–FB), Re = 1.667 Å, are plotted in Fig. 4.8. From 
ΔR = 1.9 Å to ΔR = 0.0 Å, the orbitals change as expected for formation of a polar covalent 
bond—the orbital on the incoming fluorine atom (ϕa4) changes very little, while that on the less 
electronegative sulfur atom (ϕa3) polarizes toward and delocalizes onto the incoming fluorine 
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atom, again strengthening the bond and building ionic character (Sδ+Fδ–) into the wavefunction. 
In fact, at Re the orbitals suggest a very ionic bond, with ϕa3 resembling the diffuse 2p orbital 
associated with the F– anion (see Fig. 3.12 in Chapter 3). The π orbitals, ϕa5 and ϕa6 (not plotted) 
build in a small amount of antibonding character as ΔR(FAS–FB) decreases. 
The variations of the weights of the three dominant spin functions for the SF2[3Σ–] 
configuration are plotted in Fig. 4.9. As can be seen, the spin function weights approach their 
equilibrium (ΔR = 0.0) values more rapidly with decreasing ΔR for the SF2[3Σ–] configuration 
than the CF2[3Σ–] configuration. Further, at the optimum geometry for the SF2[3Σ–] configuration, 
w9 = 0.993, which can be compared to just 0.892 for the CF2[3Σ–] configuration. The weight of 
the PP spin function increases slightly as the SF2 molecule relaxes to its equilibrium (non-linear) 
geometry. At that point, w9 = 0.997. By comparison, for the SF2(X1A1) state at its equilibrium 
geometry, the weight of the PP spin function is 0.9997. Thus, at their equilibrium geometries 
both the SF2(X1A1) and SF2(a3B1) states are also very well described by the perfect pairing spin 
coupling and both have two polar covalent bonds. 
The overlaps of the orbitals in the singlet-coupled bond pairs, (S12, S34), in the SF2(X1A1) 
and SF2(a3B1) states are quite similar, 0.79 and 0.80, respectively, while the overlap of the bond 
orbitals in the linear configuration, SF2[3Σ–], is slightly more, 0.82 (thus showing that the 
magnitude of the bond overlap does not always indicate relative bond strengths, although these 
differences are small). The lone pair orbitals on the sulfur atom in the X1A1 state that are derived 
from the sulfur (3p–, 3p+) lobe orbitals, namely (ϕa5, ϕa6), have an overlap of 0.79. This overlap 
has been reduced from that in the sulfur atom, 0.86. However, all three of these overlaps, which 
are between the GVB orbitals in singlet-coupled pairs, are “good.”  
As noted earlier, overlaps between the orbitals in different singlet-coupled bond pairs are 
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“bad”—their magnitudes are a measure of the Pauli repulsion between the pairs. In SF2, the 
overlaps S13, S14, S23, S35 and S45 are all “bad” overlaps. As before, the largest “bad” overlaps 
tend to be between the orbitals on a given atom that are participating in different bonds or lone 
pairs. For example, in the SF2(a3B1) state, the largest overlap is between the sulfur bond orbitals 
(ϕa2, ϕa3) and the singly occupied a1 (ϕa5) orbital on the sulfur atom, |S25| = |S35| = 0.29. The next 
largest overlap is between the sulfur bonding orbitals themselves, but it is just |S23| = 0.10. In the 
SF(a4Σ–) state the magnitude of the overlap between the corresponding two sulfur orbitals is 
0.60. This decrease is a reflection of the very polar nature of the bonds in the SF2 molecule in its 
a3B1 state and is responsible for the increased strength of the FAS–FB bond. 
The important GVB orbital overlaps as a function of ΔR(FAS–FB) for the linear SF2[3Σ–] 
configuration are plotted in Fig. 4.10. As can be seen, the magnitude of the “good” overlap for 
the FA–S bond, S12, remains high as ΔR(FAS–FB) decreases, while S34, which involves the 
orbitals in the new FAS–FB covalent bond increases as ΔR(FAS–FB) decreases. At the equilibrium 
geometry, as well as for the optimum collinear configuration, the two bond lengths are the same 
and the two overlaps are exactly equal. The magnitude of the “bad” overlaps generally decrease 
as ΔR(FAS–FB) decreases. In fact, this decrease is quite marked for the unpaired singly occupied 
orbital on the sulfur atom left over from formation of the recoupled pair bond and the orbitals 
involved in the FA-S bond. These overlaps correspond to S13 and S23 in Fig. 4.10. In particular 
the decrease in the magnitude of S23 is dramatic. At ΔR(FAS–FB) = 1.9 Å, |S23| = 0.55, which 
represents strong Pauli repulsion between the electron in the sulfur-centered (FAS) bonding 
orbital and the electron in the unpaired, singly orbital on sulfur. As ΔR(FAS–FB) decreases, the 
magnitude of this overlap decreases, dropping to 0.30 at ΔR(FAS–FB) = 0.0 Å (as noted above, 
this drops further to just 0.10 at the optimum geometry). This is a direct result of the increasing 
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localization of this orbital on the incoming fluorine atom (FB) as ΔR(FAS–FB) decreases. Thus, 
the unusual strength of the FAS–FB bond can be attributed to the fact that the second, very polar 
SF bond substantially reduces the Pauli repulsions associated with the electron in the orbital left 
over from forming the recoupled pair bond in the SF(a4Σ–) state.  
4.4 Conclusions 
We find that the recoupled pair bond dyads in CF2(a3B1), as a representative of the 
bonding in early p-block elements, and SF2(a3B1), as a representative of the bonding in late p-
block elements, are very different. This is due to the fact that the recoupled pair bond dyad in 
CF2(a3B1) arises from recoupling the 2s lone pair, whereas in SF2(a3B1) it results from 
recoupling the 3p lone pair. As a consequence: 
• The CF2(a3B1) state is strongly bent with an optimum geometry of 119.0˚ and a 
barrier to linearity of 80.46 kcal/mol. At the bent geometry, the bonds in CF2(a3B1) 
cannot be considered a pure recoupled pair bond dyad, because the bonding is 
enhanced by an increase in the 2p character in the carbon bonding orbital, an 
admixture facilitated by the near degeneracy of the 2s and 2p orbitals in carbon. 
• The SF2(a3B1) state is nearly linear, qe = 162.7˚, although the potential energy surface 
is very flat—the barrier to linearity is just 0.39 kcal/mol [RCCSD(T)]. The bond pair 
in the SF2(a3B1) state is clearly a recoupled pair bond dyad and dyads derived from p 
lone pairs tend to favor nearly linear configurations.  
In line with previous studies,2 we find that the second bond in SF2(a3B1)—the polar covalent 
bond—is very strong, 106.32 kcal/mol, over 15 kcal/mol stronger than the second bond in the 
ground state of SF2. This increase in bond strength results from the decrease in the overlap 
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between the unpaired, singly occupied σ orbital of SF and the SF bond pair in the FAS fragment 
as the FAS–FB distance decreases. 
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Table 4.2 Calculated values for Re and De for the CF(a4Σ–) state and the 
linear CF2[3Σ–] configuration. Distances are in Å and energies in kcal/mol. 
 
 CF(a4Σ–)  FC–F[3Σ–]  [3Σ–]– (a4Σ–) 
 Re  Dea  Re  Deb  ΔRe ΔDe 
HF 1.318 33.90  1.306 0.91  -0.012 -32.99 
GVB 1.335 37.28  1.366 30.63  0.031 -6.65 
CASSCF 1.328 44.04  1.351 48.50  0.023 4.46 
MRCI 1.326 48.73  1.333 69.04  0.007 20.31 
RCCSD(T) 1.327 49.73  1.331 69.01  0.004 19.28 
a Relative to F(2P) + C(3P). 
b Relative to F(2P) + CF(a4Σ–). 
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Table 4.4 Calculated values for Re and De for the SF(a4Σ–) state and the 
linear SF2[3Σ–] state. Distances in Å and energies in kcal/mol. See the 
caption to Table 4.3. 
 SF(a4Σ–)  FS–F[3Σ–]  [3Σ–] – (a4Σ–) 
 Re  Dea  Re  Deb  ΔRe ΔDe 
HF 1.875 -2.83  1.642 58.68  -0.233 61.51 
GVB 1.859 1.70  1.667 75.74  -0.192 74.04 
CASSCF 1.909 10.38  1.668 70.52  -0.241 60.14 
MRCI 1.886 30.94  1.656 98.45  -0.230 67.51 
RCCSD(T) 1.882 36.23  1.669 105.93  -0.213 69.70 
a Relative to F(2P) + S(3P). 
b Relative to F(2P) + SF(a4Σ–). 
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Figures  
 
Figure 4.1 Orbital diagrams for formation of (a) CF2(X1A1) from F(2P) + CF(X2Π) and (b) 
CF2(a3B1) from F(2P) + CF(a4Σ–). Note the diagram used in the bottom figure to represent the 
carbon (2s–, 2s+) lobe orbitals. 
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Figure 4.2 The GVB orbitals at the equilibrium geometries of the CF2(X1A1) and CF2(a3B1) 
states as well as the CF2[3Σ-] linear configuration of the CF2(a3B1) state. The overlap values 
between the orbitals are listed above the orbitals. 
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Figure 4.3 The GVB valence orbitals of the linear CF2[3Σ-] configuration of the CF2(a3B1) state 
at selected ΔR(FAC–FB)= R – Re, Re = 1.333 Å. Orbitals (ϕa3, ϕa4) describe the newly forming CF 
bond. 
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Figure 4.4 Weights of the important spin coupling functions for the CF2[3Σ-] configuration of the 
CF2(a3B1) state as a function of ΔR(FAC–FB)= R – Re, Re = 1.333 Å. 
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Figure 4.5. Important GVB orbital overlaps for the CF2[3Σ-] configuration of the CF2(a3B1) state 
as a function of ΔR(FAC–FB)= R – Re, Re = 1.333 Å. Sij refers to the overlap between orbitals ϕai 
and ϕaj. 
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Figure 4.6 Orbital diagrams for formation of (a) SF2(1A1) from F(2P) + SF(X2Π) and (b) 
SF2(a3B1) from F(2P) + SF(a4Σ–). Note the diagram used in the bottom figure to represent the 
sulfur (3pz–, 3pz+) lobe orbitals. 
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Figure 4.7 The GVB orbitals for the SF2(X1A1), SF2(a3B1) and SF2[3Σ-] states, the first two at 
their equilibrium geometries. The values of the overlaps between the orbitals are listed above the 
orbitals. 
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Figure 4.8 The GVB valence orbitals of the linear SF2[3Σ-] configuration of the SF2(a3B1) state 
at selected ΔR(FAS–FB) = R(FAS–FB) – Re(FAS–FB) distances, Re(FAS–FB) = 1.667 Å. 
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Figure 4.9 Weights of the important spin coupling functions for the SF2[3Σ-] configuration of the 
SF2(a3B1) state as a function of ΔR(FAS–FB) = R(FAS–FB) – Re(FAS–FB), Re(FAS–FB) = 1.667 Å.  
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Figure 4.10 Important GVB orbital overlaps for the SF2[3Σ-] configuration of the SF2(a3B1) state 
as a function of ΔR(FAS–FB)= R(FAS–FB) – Re(FAS–FB), Re(FAS–FB) = 1.667 Å.  
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Chapter 5  
Fundamentals of Recoupled Pair Bonds with 
Trivalent ligands: BeN, BN and CN 
 
In Chapter 3 and 4, the fundamentals of recoupled pair bonding with monovalent ligands, 
using CF, SF, CF2 and SF2 as examples, are presented. In this chapter, the fundamentals of 
recoupled pair bonding with trivalent ligand is considered, using BeN, BN and CN as examples.  
5.1 Introduction 
The chemistry of the early first-row elements, including carbon, is very rich. As already 
discussed in Chapter 3 and 4 and will be discussed further in Chapter 6, the tetravalence of 
carbon is due to its ability to form recoupled pair bonds. In fact, the divalence of beryllium and 
trivalence of boron also originate from the formation of recoupled pair bonds. Recoupled pair 
bonding enables the formation of bonds using the electrons in an atom’s lone pairs, resulting in 
the formation of molecules such as CH4, SiH4, PF51 and SF6.2 The central atoms are not only able 
to form recoupled pair bonds with monovalent ligands such as the H and F atom, they are also 
able to be recoupled by ligands with more than one singly occupied orbitals. Previous studies 
have shown that divalent ligands, such as the O atom, forms both σ and π recoupled pair bonds. 
The s- and p-recoupled pair bonding discussed in Chapter 3 and 4 both happen in the σ system of 
! 99 
the molecules. On the other hand, a π recoupled pair bond is formed when two singlet coupled 
electrons in a π lone pair are recoupled by an electron in a singly occupied π orbital on a ligand. 
Recoupled pair bonding is essential in understanding the oxides and hydroxides of the second 
row late p-block elements.3,4 The nitrogen atoms is a trivalent ligand and has been shown to form 
π recoupled pair bonds with second row late p-block elements such as S, and this has important 
impacts on the reactivity of NS versus NO.5 
 The nitrogen atom is also able to form s-recoupled pair bonds with the early p-block 
elements. The ground states of BeN, BN and CN all contain s-recoupled pair bond, but the 
behavior of BeN is different from that of BN and CN. In BeN, the outer lobe orbital on the 
central atom and the ligand orbital interchange with the perfect pairing spin function dominating 
for all values of the internuclear distance, although with some significant changes in weight in 
the recoupling region. This is very similar to what was observed in CF and SF (see Fig. 3.6 and 
3.11 in Chapter 3). For BN and CN, as will be shown in this chapter, there is no orbital exchange 
and perfect pairing only dominates in a small region near Re. A major reason for the differences 
between BeN and the other two molecules is that there are occupied π orbitals on both atoms in 
BN and CN, but on BeN there is no occupied π orbital on Be. The presence of π bonding 
changes the behavior of the orbitals directly participating in recoupled pair bonding. This implies 
that the Orbital Phase Continuity Principle6,7 may not apply when the formation of a new (σ) 
bond is accompanied with the formation of another (π) bond. One thing to note is that recoupled 
pair bonding is also present in the low-lying excited states of these molecules, for example, 
BN(a1Σ+) originates from the recoupling of the four electrons in the 2s lobe orbitals on B(2P) and 
N(1D) at the same time.  
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5.2 Methodology  
The methods used to study BeN, BN and CN are described in detail in Chapter 2. We 
report the Hartree-Fock (HF), generalized valence bond (GVB), complete active space self-
consistent field (CASSCF), multireference configuration interaction (MRCI) and coupled cluster 
[RCCSD(T)] calculations on these molecules. The CASSCF wavefunctions were based on the 
full set of valence orbitals (2s, 2p). Augmented correlation consistent basis sets of quadruple zeta 
quality were used for all the elements.8 All calculations were performed with the Molpro suite of 
quantum chemical programs.9,10  
5.3 Results and Discussion 
The ground states of BeN, BN and CN can be predicted with GVB orbital diagrams. Fig. 
5.1 illustrates the formation of BeN(X4Σ–), BN(X3Π) and CN(X2Σ+). Red lines denote that the 
spins of the electrons in the two connected orbitals are singlet coupled. In Fig. 5.1, the singlet 
spin coupling of the two electrons on the atom on the left changes to the singlet coupling of the 
electrons in the bonding orbitals on the right. This assumes that the perfect pairing coupling of 
the electrons dominates on both sides of the arrow. In general, this assumption is correct, but in 
cases like C2 and Be2, the spin coupling is more complicated. One of the advantages of the GVB 
wavefunction is the flexibility in the more general spin function that it employs, which is 
particularly useful in understanding molecules with complicated spin coupling. It will be shown 
that perfect pairing is appropriate in describing these three molecules. 
 In Fig. 5.1, the 2s2 lone pair electrons on Be(1S), B(2P) and C(3P) are described by two 
singlet coupled 2s lobe orbitals. This is illustrated on the left hand side of the figure (atomic 
limit); on the rights hand side of the arrow (molecular limit), the electron in the right lobe orbital 
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is singlet coupled with the electron in the 2pz orbital on the nitrogen for all three molecules. In 
addition, the spin of the electron in the singly occupied 2py orbital on the boron atom is singlet 
coupled with that of the electron in the singly occupied 2py orbital on the nitrogen atom in BN, 
resulting in a πy bond. Similarly, the spins of the electrons in the singly occupied 2py and 2px 
orbitals on the carbon atom are singlet coupled with the electrons in the 2py and 2px orbitals on 
the nitrogen atom, resulting in a πy and a πx bond. 
5.3.1 Bond distances, bond energies and potential energy curves of the BeN(X4Σ–), 
BN(X3Π) and CN(X2Σ+) states 
The calculated and experimental equilibrium bond distances (Re) and bond energies (De) 
of BeN(X4Σ–), BN(X3Π) and CN(X2Σ+) are listed in Table 5.1. RCCSD(T) and MRCI+Q 
calculations with the AVQZ basis set are capable of predicting quite accurate bond distances and 
bond energies. These results are absolutely necessary when experimental measurements are not 
available, which is the case for many of the molecular properties of interest here. For example, 
an experimental value for the bond distance of BeN(X4Σ–) is not available and neither are 
experimental values of the dissociation energies for all three molecules. 
 The RCCSD(T) bond distance for the BeN(X4Σ–) state is 1.607 Å with a bond energy of 
34.73 kcal/mol. Val-CASSCF calculations predict a bond distance that is 0.005 Å longer than the 
CCSD(T) value and captures 78% of the bond energy. GVB calculations predict a bond distance 
0.007 Å longer than the RCCSD(T) value and captures 64% of the bond energy. The error in HF 
bond distance is the largest—it is 0.027 Å shorter than the RCCSD(T) result. The HF bond 
energy is 67% of the RCCSD(T) bond energy. 
! 102 
 For the BN(X3Π) state, the experimental bond distance is 1.329 Å,11 with the CCSD(T) 
calculations giving the same value for Re. The RCCSD(T) bond energy is 101.74 kcal/mol, 67.01 
kcal/mol stronger than for the BeN(X4Σ–) state. CASSCF calculations predict a bond distance 
that is 0.005 Å longer than the CCSD(T) and experimental value; the CASSCF wavefunction 
captures 93% of the RCCSD(T) bond energy. GVB calculations predict a bond distance that is 
0.018 Å shorter than the RCCSD(T)/experimental values and captures 70% of the bond energy. 
As expected, the HF calculations give the worst predictions: the predicted Re is 0.043 Å too short 
and the predicted De is 46% too small. 
 For CN(X2Σ+), the experimental bond distance is 1.172 Å,12 and the RCCSD(T) bond 
distance is just 0.003 Å longer. The CN(X2Σ+) state has the largest bond energy, at 176.27 
kcal/mol [RCCSD(T)]. The bond in the CN(X2Σ+) state is 74.53 kcal/mol stronger than that in 
the BN(X3Π) state and 141.54 kcal/mol stronger than that in the BeN(X4Σ) state [compared to 
the CCSD(T) value]. The CASSCF bond distance is 0.005 Å longer than the RCCSD(T) bond 
distance, and the CASSCF bond energy is 95% of the RCCSD(T) bond energy. From BeN, BN 
to CN, the error in the val-CASSCF calculations is decreasing. If we assume that the CASSCF 
wavefunction only recovers non-dynamical correlation, this implies that the dynamical 
correlation effects are becoming smaller and smaller. The GVB bond distance for CN(X2Σ+) is 
0.011 Å shorter than the RCCSD(T) value and 0.008 Å shorter than the experimental value. The 
GVB calculations capture 73% of the CCSD(T) bond energy. The percentage of the bond energy 
captured by the GVB calculations increases from BeN (64%), BN (70%) to CN (73%) as well. 
Again, the performance of the HF wavefunction is much poorer, with a bond distance 0.048 Å 
shorter than the RCCSD(T) calue and a bond energy that is just 50% of the RCCSD(T) value. 
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 Because of the high percentage of the dissociation energy often recovered by the val-
CASSCF wavefunction, we have come to suspect that this wavefunction describes more than just 
non-dynamical correlation, i.e., it also includes a piece of the dynamical correlation. The GVB 
wavefunction may provide a better estimate of the non-dynamical correlation energy. 
A plot of the GVB, val-CASSCF and MRCI+Q potential energy curves of BeN(X4Σ–), 
BN(X3Π) and CN(X2Σ+) as a function of the internuclear distance R is given in Fig. 5.2. As 
expected, the GVB wavefunction describes the bond breaking in all three molecules properly and 
the main features of the potential energy curves are captured. The GVB potential energy curves 
show a small barrier for all three molecules, the barrier decreases in height for val-CASSCF and 
disappears for MRCI+Q. The ordering of the bond distances is BeN(X4Σ–) > BN(X3Π) > 
CN(X2Σ+), while the ordering for the bond strengths is reversed: BeN(X4Σ-) < BN(X3Π) < 
CN(X2Σ+).  
5.3.2 Analysis of the GVB wavefunctions of the BeN(X4Σ–), BN(X3Π) and CN(X2Σ+) states 
5.3.2.1 The BeN(X4Σ–) state 
The ground state of Be is a closed shell singlet state and the GVB wavefunction for the 
BeN(X4Σ–) state is:  
 
ΨGVB(X
4Σ− ) = Aˆ φv1φv1ϕa1ϕa2ϕa3ϕa4ϕa5αβΘ 3
2
,
3
2
5
                                         
(5.1)  
(omitting the doubly occupied core 1s orbitals). There are four Kotani spin functions13,14 for a 
five-electron quartet state, and the two spin functions that are necessary to describe the recoupled 
pair bond formation are:  
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Θ3
2
,3
2
;3
5 = (2ααβ −αβα − βαα )
6
αα
Θ3
2
,3
2
;4
5 = (αβ − βα )
2
ααα                                                   
(5.2)  
The six GVB orbitals are plotted in Fig. 5.3 as a function of ΔR (ΔR = R-Re, Re = 1.608 Å). At a 
large internuclear separation, ΔR = 1.50 Å, ϕv1 is the nitrogen 2s orbital, ϕa1 and ϕa2 are the right 
and left 2s lobe orbitals on the beryllium atom, ϕa3 is the 2pz orbital on the nitrogen atom, ϕa4 
and ϕa5 are the other two singly occupied 2pπ orbitals on nitrogen atom. As ΔR decreases, ϕa4 
and ϕa5 remain largely unchanged with very small polarization into the bonding region; ϕa1 
polarizes into the bonding region and delocalizes onto the nitrogen atom. As noted earlier, as ΔR 
decreases ϕa2 and ϕa3 undergo dramatic changes—ϕa2, which was initially localized on the 
beryllium atom, localizes onto the nitrogen atom and ϕa3 does the opposite. At Re, they have 
completely switched character. This can be compared to similar behavior observed in CF and SF 
(see Chapter 3). 
The weights of the spin functions as a function of ΔR, plotted in Fig. 5.4, behave as we 
expect for a recoupled pair bond: the perfect pairing spin function dominates at large internuclear 
distances describing Be(1S) + N(4S) properly, it decreases in weight as the recoupled pair bond 
starts to form while the weight of spin function Θ3 increases, then perfect pairing increases in 
weight while w3 decreases and at Re perfect pairing dominates again (w4 = 0.995). The minimum 
weight of perfect pairing is 0.770 when ΔR = 0.78 Å, while w3 is at its maximum of 0.21 at this 
ΔR. Compared to CH(a4Σ–) (w3,max = 0.16), CF(a4Σ–) (w3,max = 0.19) and SF(a4Σ–) (w3,max = 0.16), 
the maximum of w3 is the largest for BeN(X4Σ–).  
The overlaps between orbitals ϕa1, ϕa2 and ϕa3 as a function of ΔR are plotted in Fig. 5.5. 
Overall, their behavior is very similar to that we observed in recoupled pair bond formation in 
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CF(a4Σ–) and SF(a4Σ–). The overlap between the orbitals involving the singlet-coupled electron 
spins, S12, remains large at all internuclear distances. The overlaps S13 and S23 represent 
unfavorable overlaps due to Pauli repulsion, and both of them change sign due to the phase 
change of orbital ϕa3 in the recoupled pair bond formation. At large distance, S12 = 0.616, which 
is the overlap between the lobe orbitals on Be(1S); this is smaller than the 2s lobe orbital overlaps 
for C(3P), 0.737. At Re, S12 = 0.831, S13 = -0.313 and S23 = -0.128.  
Overall, the recoupled pair bond in BeN(X4Σ-) is very similar to the recoupled pair bond 
with monovalent ligands such as in CF and SF. The singlet coupled orbitals changes from the 2s 
lobe orbitals at long separation to that of the bonding orbitals at Re; this is well represented by 
the orbital diagram in Fig. 5.1. The reason for the similar behavior is that there is no electron in 
the π orbitals on Be in BeN(X4Σ–) and the electrons in the π orbitals of the nitrogen atom 
essentially do not interact with the beryllium atom except for very small polarization into the 
bond region. The strength of the recoupled pair bond in the BeN(X4Σ–) state, 34.73 kcal/mol, is 
weaker than in the CH(a4Σ–) state, 66.55 kcal/mol, as well as in the CF(a4Σ–) state, 49.73 
kcal/mol [RCCSD(T)/AVQZ]; the same holds true of the GVB calculations..  
5.3.2.2 The BN(X3Π) state 
The GVB wavefunction for BN(X3Π) has one doubly occupied valence orbital and six 
singly occupied active orbitals:  
 
ΨGVB(X
3Π) = Aˆ φv1φv1ϕa1ϕa2ϕa3ϕa4ϕa5ϕa6αβΘ1,1
6
                                             
(5.3)  
(omitting the doubly occupied core 1s orbitals). There are nine Kotani spin functions for a six-
electron triplet state, with the perfect pairing spin function being:  
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Θ1,1;9
6 = (αβ − βα )
2
(αβ − βα )
2
αα
                                                         
(5.4)  
This spin function is represented symbolically as (αβαβαα). 
The GVB orbitals are plotted in Fig. 5.6 as a function of ΔR (ΔR = R-Re, Re = 1.331 Å). 
At large internuclear distance, ΔR = 1.50 Å, ϕv1 is (again) the doubly occupied nitrogen 2s 
orbital, ϕa1 and ϕa2 are the in-plane 2py orbitals on the nitrogen and boron atoms, ϕa3 is the 2px 
orbital on the nitrogen atom, ϕa4 and ϕa5 are the right and left 2s lobe orbitals on the boron atom, 
and ϕa6 is the out-of-plane 2px orbital on the nitrogen atom (plotted as in the yz-plane for easier 
viewing of the changes in the orbital shape). As ΔR decreases, ϕa1 and ϕa2 delocalize into the 
bonding region toward the opposite atom center; ϕa3 and ϕa4 also delocalize significantly onto 
the other atom; ϕa5 does not change much, remaining localized on the left side of the bonding 
region; ϕa5 also delocalizes significantly onto the boron atom. There is no orbital exchange 
between the outer lobe orbital on the central atom and the singly occupied σ orbital on the 
ligand, the typical signature recoupled pair bond formation with monovalent ligands.  
The weights of the major spin functions and the overlaps between the GVB orbitals as a 
function of ΔR (ΔR = R – Re, Re = 1.331 Å) are plotted in Fig. 5.7 and 5.8, and they are very 
different from the plots for the formation of recoupled pair bonds with orbital exchange. With the 
orbital ordering shown in Fig. 5.6, multiple spin functions are necessary to properly describe 
B(2P) + N(4S) and the perfect pairing spin function Θ9 has a weight of just 0.167. The other two 
important spin functions are Θ7 (αβααβα) and Θ6 (ααβαβα) with weights of 0.500 and 0.167. 
As ΔR decreases, w9 increases while w6 and w7 decrease, and the w7 and w9 curves cross at ΔR = 
0.93 Å. At Re, perfect pairing dominates with w9 = 0.935 and w6 and w7 are very small. This 
means that, at Re, the electrons in the first two orbitals in Fig. 5.6 are singlet coupled, those in the 
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next two orbitals are singlet coupled and the electrons in the last two orbitals are triplet coupled 
onto the first two singlet coupled pairs. Thus, the BN(X3Π) state has a σ bond, a πy bond, and a 
σπx triplet pair. 
The orbital overlaps of BN(X3Π) are also different from those of BeN(X4Σ–) due to the 
lack of orbital exchange in the formation of the recoupled pair bond in BN(X3Π)—the overlaps 
are positive for all ΔR. The overlap between the π bonding orbitals, (ϕa1, ϕa2), S12, starts at zero 
at long separation and increases to 0.673 at Re. The overlap between the σ bonding orbitals, (ϕa3, 
ϕa4), S34, behaves similarly, starting at zero at long separation and increasing to 0.852 at Re. The 
overlap between the two lobe orbitals on the boron atom, S45, is 0.686 for the boron atom and 
decreases to 0.370 at Re. The reason for this decrease is due to the delocalization of ϕa4 into the 
bonding region. S35 is the other unfavorable overlap, and it is 0.131 at Re. Combining the orbital 
overlaps and the perfect pairing spin coupling at Re, we see that the BN(X3Π) state has a ó bond 
(ϕa3, ϕa4) and a π bond (ϕa1, ϕa2), with the overlap between the σ orbitals greater than that 
between the π orbitals as expected based on the spatial orientation of the orbitals and observed in 
other multiply bonded molecules (see Chapter 9).  
Even though there are differences in the features of the GVB wavefunction, the σ bond in 
BN(X3Π) is still a recoupled pair bond: the pair of orbitals whose electron spins are singlet 
coupled change from  the lobe orbitals in the boron atom to a pair of bonding orbitals at Re, as 
represented in diagram in Fig. 5.1. In this case, the recoupling takes place through the spin 
degrees of freedom instead of the orbital degrees of freedom. This appears to be due to the 
presence of a π bond in addition to the recoupled pair σ bond. The presence of the π bond is the 
major reason why the bond energy of the BN(X3Π) state is greater than that of the BeN(X4Σ–) 
state: 101.74 versus 34.73 kcal/mol for the CCSD(T) calculations and 71.06 versus 22.07 
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kcal/mol for the GVB calculations. This is similar to C2 and Be2, where the σ systems of the two 
molecules are very similar, but the interaction between the π orbitals stabilizes C2 significantly 
while Be2 is barely bound.  
5.3.2.3 The CN(X2Σ+) state 
The GVB wavefunction for the CN(X2Σ+) state has one doubly occupied orbital and 
seven singly occupied active orbitals:  
 
ΨGVB(X
2Σ+) = Aˆ φv1φv1ϕa1ϕa2ϕa3ϕa4ϕa5ϕa6ϕa7αβΘ 1
2 ,
1
2
7
                                             
(5.5)  
(omitting the doubly occupied core 1s orbitals). There are fourteen Kotani spin functions for a 
seven-electron doublet state, with the perfect pairing spin function being:  
 
Θ1
2 ,
1
2;14
7 = (αβ − βα )
2
(αβ − βα )
2
(αβ − βα )
2
α
                                               
(5.6)  
The GVB orbitals as a function of ΔR (ΔR = R – Re, Re = 1.176 Å) are plotted in Fig. 5.9. At 
large internuclear distance, ΔR = 1.50 Å, ϕa1 and ϕa2 are the in-plane 2py orbitals on nitrogen and 
carbon atoms, ϕa3 and ϕa4 are the out-of-plane 2px orbitals on these atoms, ϕa5 is the 2pz orbital 
on the nitrogen atom, and ϕa6 and ϕa7 are the right and left lobe orbitals on the carbon atom. As 
ΔR decreases, ϕa1–ϕa6 delocalize into the bonding region, and ϕa7 remains largely unchanged 
with some orbital contraction. The orbitals behave very similarly to those of the BN(X3Π) state.  
The corresponding spin function weights and orbital overlaps as a function of ΔR are 
plotted in Fig. 5.10 and 5.11. Overall the spin function weights in Fig. 5.10 look similar to those 
in Fig. 5.7. For the orbital ordering in Fig. 5.9, multiple spin functions are needed to properly 
describe C(3P) + N(4S) at large separation, the ones with the largest weights (> 0.1) being Θ7, Θ8, 
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Θ9, and Θ14. As ΔR decreases, the weight of the perfect pairing function, Θ14, increases, reaching 
0.804 at Re, while the weights of the other three spin functions decrease and become negligible at 
Re.  
The overlaps between the GVB orbitals vary in similar fashion as those in the BN(X3Π) 
state. The overlap between the πy bonding orbitals (ϕa1, ϕa2), S12, is zero at large internuclear 
distance and increases to 0.664 at Re. Orbitals (ϕa3, ϕa4), are exactly the same as orbitals (ϕa1, 
ϕa2), except that they are perpendicular to the plane, thus the overlap S34 is equal to S12 (and is 
not plotted in Fig. 5.11). S56, the overlap between the two σ bonding orbitals, (ϕa5, ϕa6), is also 
zero at long separation and increases to 0.863 at Re. The overlap S67 represents a favorable 
interaction between the two 2s lobe orbitals on the carbon atom at large ΔR, but an unfavorable 
interaction between the two orbitals, one of which is now involved in the CN bond, at short R.  
S67 =0.734 at large ΔR; it increases slightly as ΔR decreases and then decreases to  0.369 at Re. 
S57, also an unfavorable overlap, is equal to 0.080 at Re.  
The orbitals at Re, as shown in Fig. 5.9, coupled with the perfect pairing spin function, 
describes two π bonds and a recoupled pair bond in the CN(X2Σ+) state. The presence of two π 
bonds is one of the reasons why the bond is stronger in CN(X2Σ+) than in BN(X3Π) (recoupled 
pair bond + π bond) and BeN(X4Σ–) (recoupled pair bond): 176.27 kcal/mol compared to 101.74 
and 34.73 kcal/mol [RCCSD(T)]. However, the perfect pairing spin function for the CN(X2Σ+) 
state only has a weight of 0.804 at Re, much smaller than the 0.935 for BN(X3Π) and 0.995 for 
BeN(X4Σ–). This indicates the nature of the bonding in the CN(X2Σ+) state is more complicated 
than that associated with a simple perfect pairing picture. Other orbital orderings have been 
explored and it was found that quasi-atomic coupling (Θ4: αβαααββ) has a slightly smaller 
weight, 0.762, than perfect pairing. This quasi-atomic ordering of the orbitals coupled with the 
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quasi-atomic spin function describes CN(X2Σ+) as having a σ bond with the electrons in the three 
singly occupied orbitals on carbon atom high spin coupled and the electrons in the two singly 
occupied orbitals on nitrogen atom high spin coupled. The GVB orbital overlaps and perfect 
pairing spin coupling weight of BeN(X4Σ-), BN(X3Π) and CN(X2Σ+) at their respective Re are 
listed in Table 5.2. Comparing the overlap between the σ bonding orbitals, Sσ and that between 
the π bonding orbitals, Sπ, of CN and BN, the σ orbitals have larger overlap and π orbitals have 
smaller overlap in CN than in BN. This is likely related to the difference in spin couplings in the 
two molecules. Even though the perfect pairing weight is not as dominant in CN(X2Σ+) 
compared to the other two molecules, it is still the most appropriate single spin coupling 
describing the bonding in CN. With perfect pairing coupling, CN(X2Σ+) contains a recoupled 
pair σ bond and two π bonds.  
5.4 Conclusions  
BeN(X4Σ-), BN(X3Π) and CN(X2Σ+) all contain recoupled pair σ bonds, where the singlet 
coupled electrons in the 2s lobe orbitals of the beryllium, boron, and carbon atoms are recoupled 
by the electron in the singly occupied 2pσ orbital on the nitrogen atom. The variations in the 
orbitals and spin coupling weights involved in the recoupled pair bond in the BeN(X4Σ–) state as 
a function of internuclear distance are similar to those involved in the recoupled pair bonds 
formed with monovalent ligands such as in CH, CF and SF. The changes in the orbitals and spin 
coupling weights for formation of the recoupled pair bonds in the BN(X3Π) and CN(X2Σ+) states 
are quite different from those in the BeN(X4Σ–) state, which appears to a result of the 
simultaneous formation of π bonds in these two molecules. There is no orbital exchange in the 
BN(X3Π) and CN(X2Σ+) states and the perfect pairing spin function only dominates near Re—
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recoupling occurs through the changes in the spin degrees of freedom instead of the orbital 
degrees of freedom. This indicates that the Orbital Phase Continuity Principle is most likely not 
applicable to reactions where there are more than one bond being formed simultaneously. 
 Even though the features of bond formation differ, the overall change in the coupling of 
the σ orbitals is the same: the spins of the electrons in the atomic 2s lobe orbitals are singlet 
coupled at long separation and those in the bonding orbitals are singlet coupled at Re. The bond 
distance decreases while the bond energy increases going from BeN, BN to CN. This is due to 
the difference in the bonding in the three molecules: BeN(X4Σ-) contains one recoupled pair 
bond, BN(X3Π) contains one recoupled pair bond and one π bond, and CN(X2Σ+) contains one 
recoupled pair bond and two π bonds. It should be noted that the weight of the perfect pairing 
spin coupling in CN(X2Σ+) is not as large as that in BN(X3Π) and BeN(X4Σ-). The electrons in 
the π orbitals of the CN(X2Σ+) state retain a portion of the atomic spin coupling even at Re.  
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Tables  
Table 5.1 Calculated and experimental bond distances (Re) and bond energies 
(De) for the ground states of BeN(X4Σ–), BN(X3Π) and CN(X2Σ+). Basis set: 
aug-cc-pvQz. Energies are in kcal/mol, distances in Å. 
 BeN(X4Σ–)  BN(X3Π)  CN(X2Σ+) 
Method Re De  Re De  Re De 
HF 1.580 23.25  1.286 55.40  1.127 87.90 
GVB 1.614 22.07  1.311 71.06  1.164 128.64 
CASSCF 1.612 27.20  1.334 94.54  1.180 168.21 
MRCI+Q 1.608 35.39  1.331 102.34  1.176 176.96 
CCSD(T) 1.607 34.73  1.329 101.74  1.175 176.27 
Expt’l    1.329a   1.172b  
aRef. 11. 
bRef. 12. 
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Table 5.2 The orbital overlaps and perfect pairing spin function weight of BeN(X4Σ–), 
BN(X3Π) and CN(X2Σ+) at their respective Re, which is 1.608, 1.331 and 1.176 Å.  
 Favorable Overlap  Unfavorable Overlap   
GVB Sσ Sπ  |Slobe-lobe| |Slobe-2p|  wPP 
BeN(X4Σ-) 0.831 N/A  0.313 0.128  0.995 
BN(X3Π) 0.852 0.673  0.370 0.131  0.935 
CN(X2Σ+) 0.863 0.664  0.369 0.080  0.804 
 !
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Figures  
!
Figure 5.1 Orbital diagrams of the formation of the ground states of BeN(X4Σ–), 
BN(X3Π) and CN(X2Σ+). 
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Figure 5.2 Potential energy curves of the BeN(X4Σ–), BN(X3Π) and CN(X2Σ+) states. 
Basis set: aug-cc-pVQZ 
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Figure 5.3 GVB orbitals of the BeN(X4Σ–) state, as a function of ΔR (ΔR = R – Re, Re = 
1.608 Å). 
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Figure 5.4 Spin coupling weights of the BeN(X4Σ–) state, as a function of ΔR (ΔR = R –
 Re, Re = 1.608 Å). 
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Figure 5.5 GVB orbital overlaps of the BeN(X4Σ–), as a function of ΔR (ΔR = R – Re, Re 
= 1.608 Å). 
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Figure 5.6 GVB orbitals of the BN(X3Π) state, as a function of ΔR (ΔR = R – Re, Re = 
1.331 Å). 
 
  
! 120 
!
Figure 5.7 Spin coupling weights of BN(X3Π) state, as a function of ΔR (ΔR = R – Re, Re 
= 1.331 Å). 
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Figure 5.8 GVB orbital overlaps of BN(X3Π) state, as a function of ΔR (ΔR = R – Re, Re 
= 1.331 Å). 
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Figure 5.9 GVB orbitals of the CN(X2Σ+) state, as a function of ΔR (ΔR = R – Re, Re = 
1.176 Å). 
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Figure 5.10 Major spin coupling weights of CN(X2Σ+) state, as a function of ΔR (ΔR = 
R – Re, Re = 1.176 Å). 
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!
Figure 5.11 GVB orbital overlaps of CN(X2Σ+) state, as a function of ΔR (ΔR = R – Re, 
Re = 1.176 Å). 
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Chapter 6  
Are Carbon and Silicon Hypervalent? 
Bonding in CHn and SiHn (n=1–4) 
 
In Chapter 3 and 4, it was shown that carbon forms recoupled pair bonds and recoupled 
pair bond dyads with the fluorine atom utilizing its 2s lone pair. In fact, the ability of the carbon 
atom to participate in recoupled pair bonding is the underlying reason for the tetravalence of 
carbon and the resulting richness of organic chemistry. Silicon is also able to exceed its nominal 
valence by forming recoupled pair bonds and recoupled pair bond dyads. In this chapter, the 
bonding of CHn and SiHn (n=1–4) will be systematically examined using the atom-by-atom 
approach that proved so successful in understanding the structure, states and energetics of the 
SFn (n=1–6) series.1 Of particular interest are the similarities and differences between CHn and 
SiHn—despite the fact that they are valence isoelectronic elements, the differences are as 
pronounced as the similarities 
6.1 Introduction 
As shown by Heitler & London following the publication of the Schrödinger equation in 
1926,2 strong covalent bonds result from singlet coupling the spins of the electrons in two singly 
occupied orbitals on each of the atoms participating in the bond. Since the atomic configuration 
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of carbon, 1s22s22px12py1, has only two singly occupied orbitals, the expected valence of carbon 
is two. Yet, organic chemists had long known that carbon was tetravalent. This conundrum was 
soon resolved by Pauling,3 who argued that, because of the near equivalence of the energies and 
spatial extents of the 2s and 2p orbitals, one could form hybrids—sp3 hybrids in methane and sp2 
and sp hybrids in ethylene and acetylene, respectively—allowing carbon to form more than two 
single bonds. The hybridization concept accounted for the structures as well as much of the rich 
chemistry of carbon species, although the arguments tended to be somewhat circular—sp3 
hybrids were used in methane because the molecule was known to be tetrahedral, sp2 hybrids 
were invoked in ethylene since the bond CH2 bond angle was approximately 120˚, etc.  
 Like carbon, the isoelectronic silicon atom can exceed its nominal valence and form as 
many as four bonds, e.g., silane (SiH4). Although there are many similarities between carbon and 
silicon species, there are also significant differences between carbon and silicon chemistry, even 
for the simple CHn and SiHn hydrides. For instance, CH2 and SiH2 have different ground state 
multiplicities and CH3 and SiH3 have different ground state geometries. The differences are even 
more dramatic for other compounds, e.g., C2H2 is linear, but Si2H2 has a so-called “butterfly” 
geometry, and CO2 is a stable triatomic gas while SiO2 is a crystal at room temperature. The 
reasons for these differences are not at all obvious.  
Many other elements exceed their nominal valence when forming bonds, with the 
hypervalent molecules of phosphorous and sulfur being prime examples. Pauling extended the 
concept of hybridization to account for the stability of hypervalent species such as PCl5 and SF6, 
proposing the formation of spxdy hybrid orbitals in these second row elements.3 However, 
extensive theoretical and computational studies beginning in the 1980s showed that atomic 3d-
orbitals do not play a significant role in the description of hypervalent molecules.4-11 It is now 
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widely recognized that the spxdy hybridization model is incorrect, although d functions contribute 
significantly to the quantum chemical description of bonding through well-known polarization 
and correlation contributions. The most commonly used model today for describing hypervalent 
species is the three center, four electron (3c-4e) bonding model as developed and described in 
papers by Rundle, Pimentel, Pitzer and others,12,13 which is based on simple molecular orbital 
theory arguments. Despite its widespread use, the (3c-4e) bonding model has limited predictive 
capability, a key attribute of a truly useful theory. 
As discussed in Chapter 3, our group has been studying the bonding in various second 
row hypervalent species since 2009. These studies showed that a new type of bonding was 
present in these species—recoupled pair bonding. This discovery resulted from a detailed 
analysis of the high level wavefunctions, making use of concepts from generalized valence bond 
(GVB) theory. Consider sulfur monofluoride, SF. To form a recoupled pair bond, one of the 
electrons in the 3s or 3p lone pair on the sulfur atom is recoupled with an electron in the singly 
occupied 2p orbital on the fluorine atom, to form an SF bond. Thus, one can form SF4 by 
utilizing the 3p lone pair and SF6 by utilizing both the 3p and 3s lone pairs. Formation of a 
recoupled pair bond is a 2 center-3 electron process. So, after formation of the recoupled pair 
bond, there is an electron occupying a singly occupied orbital that is ready to form a second 
bond; in this case a covalent bond. The recoupled pair bond plus the second covalent bond 
constitute a recoupled pair bond dyad. Studies have shown that recoupled pair bonds are 
normally weaker than standard covalent bonds but can still have strengths of tens of kcal/mol, 
e.g., 35 kcal/mol in SF. In the second row late p-block species, the singly occupied orbital left 
over in the three-electron recoupling process has substantial anti-bonding character as a result of 
its overlap with the recoupled pair bond. This accounts for the weakness of, as well as the longer 
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bond distances found in, these recoupled pair bonds. When the second bond forms, the anti-
bonding character decreases significantly, resulting in a much stronger bond. The stability of the 
recoupled pair bond dyad is key to the stability of hypervalent molecules.  
In the 1970s and 1980s, Goddard and coworkers showed that the chemistry of carbon 
could be rationalized without the ad hoc introduction of spn (n=1-3) hybrids.14 Using a 
generalized valence bond (GVB) wavefunction, often with perfect pairing (PP) and strong 
orthogonality (SO) constraints due to the cost of the computations at that time, they used the 
variational principle to determine the optimum orbitals to include in the wavefunction and found 
that hybridization was a natural outcome of the orbital optimization, although not always the 
“ideal” hybridization proposed by Pauling. A critical element of their approach was the explicit 
recognition of the near degeneracy of the 2s and 2p orbitals and the use of a wavefunction that 
took account of this phenomenon in both the atoms and the molecule. The GVB wavefunction 
for the carbon atom has four singly occupied atomic orbitals, (2sz+, 2sz–, 2px, 2py), which 
naturally accounts for the tetravalence of the carbon atom, providing strong bonds can be formed 
with all four orbitals.  
The bonding model developed by Goddard and coworkers to describe the chemistry of 
the first row and second row early p-block elements is essentially the same as the recoupled pair 
bond model introduced by Woon and Dunning for the second row late p-block elements. In order 
to bridge the gap between the early p-block elements and the late p-block elements, we extended 
our study to the first row and second row early p-block elements including Be and Mg, and 
found that many molecules containing these elements participate in recoupled pair bonding. The 
divalence of Be/Mg, trivalence of B/Al and tetravalence of C/Si are outcomes of 2s2 and 3s2 
recoupled pair bond formation. Thus, the recoupled pair bonding model is very flexible, being 
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able to describe a broad range of molecules. The traditional hypervalent species such as SF4 and 
SF6 are not as distinctive from “normal” molecules such as CH4 as they appear. In fact, both 
carbon and silicon could very well be considered as hypervalent in this context. Chapter 3 and 
Chapter 4 discussed the fundamental details of the recoupled pair bonds and recoupled pair bond 
dyads using CF, SF, CF2 and SF2 as examples.  
The focus of this chapter is to systematically examine the bonding in carbon and silicon 
hydrides using GVB theory. The structures and energetics of the ground and low-lying excited 
states are systematically explored using an atom-by-atom approach, i.e., CHn-1 + H → CHn and 
SiHn-1 → SiHn. At each step the resulting carbon and silicon species are compared to gain 
insights into their similarities and differences. It will be shown that both carbon and silicon form 
recoupled pair bonds and that the differences in the properties of the recoupled pair bonds 
account for many of the differences in the structures and energetics of the carbon and silicon 
hydrides.  
6.2 Theoretical and Computational Methods 
The details of the theoretical and computational methods used to study the systems in this 
Chapter are described in detail in Chapter 2. Augmented correlation consistent basis sets of 
quadruple quality (aug-cc-pVQZ)15 were used for C and H, and the corresponding d-function 
augmented set [aug-cc-pV(Q+d)Z]16 was used for Si. For convenience, both basis sets will be 
denoted as AVQZ in the following content. The calculations presented in this study were 
performed with the Molpro suite of quantum chemical programs (version 2010.1).17,18 The 
CASVB module in Molpro was used to perform the GVB calculations. 19,20 
6.3 Results and Discussion 
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6.3.1 Ground states (3P) of carbon and silicon atoms 
In GVB theory, molecules are essentially composed of perturbed atoms. Thus, it is 
essential to understand the electronic structure of atoms of which the molecules are formed. The 
HF valence electronic configurations for the ground state of carbon and silicon atoms are 
ns2npx1npy1, with n = 2 for carbon and 3 for silicon. In both of these atoms a second configuration 
involving the unoccupied np orbital makes a very important contribution to the atomic 
wavefunction; this is a result of the s-p near degeneracy effect.21 A wavefunction that takes into 
account this contribution for the carbon atom (omitting the core 1s orbital) is:  
 
Ψ[C(3P)]= c1Aˆφ2sφ2sϕ2 pxϕ2 pyαβαα − c2Aˆφ2 pzφ2 pzϕ2 pxϕ2 pyαβαα                         
(6.1)  
In Eq. (6.1), c1 = 0.989 and c2 = 0.150 resulting in an energy lowering of 11.99 kcal/mol (aug-cc-
pVQZ). For the silicon atom, the two-configuration wavefunction has the same form with the 2s 
and 2p orbitals replaced by 3s and 3p orbitals. For Si(3P), the coefficients are c1 = 0.990 and c2 = 
0.139 resulting in an energy lowering of 8.19 kcal/mol. Thus, for both carbon and silicon, the 
impact of the second configuration is substantial with the effect being significantly larger (by 
about 50%) for carbon than for silicon.  
The above two-configuration wavefunction is the natural orbital form of the GVB 
wavefunction for the carbon and silicon atoms (omitting the core orbitals, n = 2 for C and 3 for 
Si):  
 
ΨGVB[C,Si(
3P)]= Aˆϕnsz−ϕnsz+ϕnpxϕnpy (
αβ − βα
2
)αα
                                    
(6.2)  
where  
 
ϕnsz± =
c1
c1 + c2
φns ±
c2
c1 + c2
φnpz                                                       
(6.3)  
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The GVB wavefunction shown in Eq. 6.2 has four singly occupied orbitals, with the spins of the 
electrons in the first two orbitals singlet coupled, and those of the electrons in the third and 
fourth orbital high spin coupled yielding an overall 3P state. Orbitals 3 and 4 are the npx and npy 
atomic orbitals and are thus orthogonal to each other. The first two orbitals, referred to as lobe 
orbitals, are hybrid orbitals of φns and φnpz, and they have a non-zero overlap given by:  
 
S2s± =
c1 − c2
c1 + c2                                                                   
(6.4)  
The overlap is 0.737 for carbon atom and 0.754 for silicon atom. The overlap is a measure of 
how well the two lobe orbitals are separated in space. So, both sets of lobe orbitals are separated 
spatially by a reasonable amount. In Fig. 6.1, the two lobe orbitals and the npx orbital (the npy 
orbital is perpendicular to the plane, otherwise it is exactly the same as the npx orbital) are 
plotted for C(3P) and Si(3P). As expected, the silicon orbitals are more diffuse than the carbon 
orbitals, but their shapes are otherwise quite similar. For both atoms, the two ns± lobe orbitals are 
largely localized on opposite sides of the atom, making it easy to form recoupled pair bonds with 
a monovalent ligand. There are three Kotani spin functions in the GVB wavefunction for a four-
electron triplet state, but the perfect pairing spin function has a weight of unity for both of the 
atoms. 
The information in the GVB wavefunctions of the carbon and silicon atoms can be 
represented schematically with the GVB orbital diagrams, as shown in Fig. 6.1. The two left and 
right lobe orbitals are connected with a red line, indicating that the spins of the electrons in those 
orbitals are singlet coupled. The in-plane npx and npz orbitals are represented by dumbbell shapes 
and the out-of-plane np orbitals are represented by circles. 
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6.3.2 The Ground, X2Π , and first excited, a4Σ–, states of CH and SiH 
Fig. 6.2 illustrates the formation of the ground state, X2Π, and first excited state, a4Σ–, of 
CH and SiH from C/Si(3P) + H(2S). The X2Π ground state is obtained by singlet coupling the 
spins of the electrons in the 2p and 3p orbitals on C/Si with the electron in the 1s orbital on the 
hydrogen atom. This results in a normal two center-two electron (2c-2e) covalent bond. In this 
state, the lobe orbitals do not directly participate in bonding, although they do rotate away from 
the bond region in order to reduce the Pauli repulsion between this pair and the new bond pair. 
The a4Σ– state is formed when the hydrogen atom recouples the singlet-coupled ns± lobe orbitals, 
forming a bond with the ns+ orbital. Although the X2Π and a4Σ– states arise from the same 
separated atom limit, the a4Σ– state is expected to be higher in energy because the singlet 
coupling of the two electrons in the lobe orbitals is disrupted when this state is formed. The 
difference in these two bond energies represent this loss as well as the inherent differences 
between forming a bond with an np orbital versus with an ns+ orbital and other factors (e.g., the 
gain or loss of favorable spin couplings). 
 GVB diagrams are useful for predicting molecular states and their approximate three-
dimensional structures. In the CH and SiH diatomic molecules, the only structural parameter is 
the equilibrium bond length. Since the C/Si bonding orbital in the a4Σ– state is an ns+ lobe 
orbital, the bond length in this state would be expected to be shorter than in the X2Π state since 
the spatial extent of the ns+ orbital, which is dominated by its ns character, is less than that of an 
np orbital. We would also expect the difference in the bond lengths of the two states to be larger 
in SiH than in CH, since the difference in the spatial extents of the 3s and 3p orbitals, as 
measured, e.g., by r , 0.44 Å, is much larger than for the 2s and 2p orbitals, 0.12 Å. 
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6.3.2.1 Bond distances, dissociation energies and potential energy curves 
Table 6.1 lists the calculated and experimental bond distances and bond dissociation 
energies for the two states of CH at various levels of theory, along with the differences in the 
bond distances and energies between the two states. The RCCSD(T) calculations predict a bond 
distance of 1.120 Å for the ground state and 1.089 Å for the excited state, which are very close 
the experimental values 1.120 Å and 1.085 Å. As expected, the MRCI calculations are also quite 
accurate, predicting bond distances of 1.121 Å and 1.089 Å. Even the GVB and val-CASSCF 
calculations are in good agreement with the experimental values, predicting longer bond 
distances that deviate from experiment by just 1% for the X2Π state and 0.5% for the a4Σ– state. 
HF predicts shorter bond distances compared to other wavefunctions with an error of 1.4% for 
the X2Π state and 1.3% for the a4Σ– state. 
 The bond distance of the ground state of CH is slightly longer than the excited state, by 
0.035 Å, in line with the arguments given in the introduction to this section. This is a signature of 
the recoupled pair bond formed with ns lobe orbitals—–the ns+ lobe orbital has substantial s 
character, and, therefore, the recoupled pair bond formed with the ns+ lobe orbital is slightly 
shorter than the normal covalent bond formed with the np orbital. However, other factors can 
also influence the bond distance.22 
 The RCCSD(T) bond energy is 83.38 kcal/mol for the X2Π state and 66.55 kcal/mol for 
the a4Σ– state, meaning that the CH recoupled pair bond is only 16.83 kcal/mol weaker than the 
normal 2c-2e covalent CH bond. The GVB dissociation energy is 12.48 kcal/mol smaller than 
that from the RCCSD(T) calculations on the X2Π state but only 3.53 kcal/mol smaller for the 
a4Σ– state. This is not unexpected as dynamic correlation is expected to be larger in the low spin 
X2Π state than in the high spin a4Σ– state. Because of its uneven treatment on non-dynamical 
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correlation energy, HF predicts the wrong energetic ordering of the two states, with the 2Π state 
6.37 kcal/mol above the 4Σ– state. 
Let us now turn our attention to SiH. Table 6.2 lists the bond distances and bond 
dissociation energies for SiH. The RCCSD(T) calculations predicts the bond distance in the X2Π 
state to be 1.523 Å and that of the a4Σ- state to be 1.495 Å. The difference between the bond 
distances is 0.027 Å, compared to 0.031 Å for CH, which is contrary to the expectations given 
there. The GVB calculations are, again, in excellent agreement with the val-CASSCF 
calculations, predicting a bond distance about 1% longer than that from the RCCSD(T) 
calculations for the X2Π  state and about 0.1% shorter for the  a4Σ– state. The HF calculations 
predict a bond distance about 0.7% shorter than that from the RCCSD(T) calculations for the 
X2Π  state and 2% shorter for a4Σ– state. The difference between the bond distances of the two 
states is 0.044 Å for GVB and 0.047 Å for HF, both larger than the difference from the 
RCCSD(T) calculations. 
The bond dissociation energy for the SiH states from the RCCSD(T) calculations is 73.35 
kcal/mol for the ground state and 34.65 kcal/mol for the excited state, with the difference being 
38.70 kcal/mol. The GVB bond energy is 64.24 kcal/mol for the SiH X2Π state and 34.62 
kcal/mol for the SiH a4Σ– state, with the difference being 29.62 kcal/mol. These differences are 
to be compared to 16.83 and 7.80 kcal/mol for CH. The SiH normal covalent bond is 10.03 
[RCCSD(T)] and 6.66 (GVB) kcal/mol weaker than the covalent bond in CH, but the SiH 
recoupled pair bond is 31.90 [RCCSD(T)] and 28.40 (GVB) kcal/mol weaker than in CH. The 
reason for this difference is still under investigation. 
The GVB, val-CASSCF and MRCI+Q potential energy curves for the X2Π state of CH 
and SiH are plotted in Fig. 6.3. The GVB and val-CASSCF curves are very close to each other, 
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and the SiH curves are slightly above the CH curves. The GVB, val-CASSCF and MRCI+Q 
potential energy curves for the a4Σ– state of CH and SiH are also plotted in Fig. 6.4. The three 
potential energy curves are in better agreement for the a4Σ– state than for the X2Π state, and the 
energy difference between the SiH(a4Σ–) and CH(a4Σ–) curves is greater for all three curves.  
6.3.2.2 Analysis of the GVB wavefunctions of the X2Π and a4Σ– states of CH and SiH 
The GVB wavefunction for the CH(X2Π) and SiH(X2Π) states is:  
 
ΨGVB(X
2Π) = Aˆϕa1ϕa2ϕa3ϕa4ϕa5Θ1
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(6.5)  
Even though the functional form of the GVB wavefunction is the same for CH and SiH, the GVB 
orbitals and spin coupling coefficients are different. There are five Kotani spin functions for a 
five-electron doublet state, the fifth one being the perfect pairing spin function. The third spin 
function as well as the perfect pairing spin function is necessary to describe the atomic limit, 
C/Si(3P) + H(2S), properly. 
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(6.6)  
The perfect paring spin function is dominant at Re for both CH(X2Π) and SiH(X2Π). Fig. 6.5 
illustrates the five GVB orbitals, the overlaps between them and the weight of the perfect pairing 
spin function for both CH(X2Π) and SiH(X2Π). The perfect pairing weight is 0.993 for CH and 
0.996 for SiH, which means that, for all intents and purposes, the electrons in the first two 
orbitals are singlet coupled and the electrons in the third and fourth orbitals are singlet coupled. 
Orbitals ϕa1 and ϕa2 correlate with the atomic 2s± lobe orbitals, but they have rotated away from 
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the bond orbitals and the overlap between them has decreased slightly from that in the 
corresponding atom. Orbital ϕa3 and ϕa4 constitute the bonding orbitals, one being largely 
localized on C/Si and the other on H. Orbital ϕa5 is the essentially the atomic 2p/3p orbital of the 
carbon/silicon atom and is orthogonal to the other four orbitals. Overlap S12 is smaller and S34 is 
larger in CH than SiH, which reflects the nature of the orbital of the carbon and silicon atoms— 
the Si orbitals are more diffuse, leading to the overlap of the lobe orbitals of Si being larger and 
the overlap for SiH bond smaller. Again, the GVB orbital diagram for the X2Π state in Fig. 6.2 
represents the GVB wavefunction very well.  
The GVB wavefunction for the CH(a4Σ-) and SiH(a4Σ-) states is:  
 
ΨGVB(a
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(6.7)  
The spin function is a linear combination of four Kotani spin functions, the fourth function being 
the perfect pairing spin function and the third one being another important spin function:  
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The difference between the two spin functions is how the spins of the electrons in the first three 
orbitals are coupled. In 
 
Θ3
2
,3
2
;3
5 , the spins of the electrons in orbitals ϕa1 and ϕa2 are triplet coupled, 
and the spin of the electron in orbital ϕa3 is coupled with that to yield a doublet spin function.  In 
 
Θ3
2
,3
2
;4
5 , the spins of the electrons in orbital ϕa1 and ϕa2 are singlet coupled and that of the electron 
in orbital ϕa3 couples onto that to yield a doublet spin function. The spin of the electrons in 
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orbital ϕa4 and ϕa5 are then high spin coupled with both of these doublet spin functions to yield a 
quartet state.  
In Fig. 6.6 and 6.7, the GVB orbitals for the a4Σ– states of CH and SiH are plotted as a 
function of ΔR (ΔR = R – Re, Re  = 1.089 Å for CH and 1.495 Å for SiH). Fig. 6.8 is a plot of the 
major spin coupling weights as a function of ΔR for CH and SiH, and Fig. 6.9 is a plot of the 
orbital overlaps as a function of ΔR. The a4Σ– state results from the formation of a ns-recoupled 
pair bond. The recoupled pair bond formation process is very similar for CH and SiH (as well as 
for CF; for a detailed analysis of the behavior of the GVB wavefunction of CF, please refer to 
the papers on the fundamentals of the recoupled pair bond22 and also Chapter 3 and 4). For both 
CH and SiH, the perfect pairing spin function 
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5 dominates at both the atomic limit and at Re, 
while in the recoupling region the weight of the spin function 
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5  increases and then decreases. 
Recoupling of the lone pair occurs through the interchange of orbitals ϕa1 and ϕa3 to form the CH 
recoupled pair bond. As large internuclear separations, the singlet-coupled orbitals are the ns± 
lobe orbitals on the C and Si atoms. At Re, they correlate with the 1s orbital on H and the ns+ 
orbital on the C and Si atoms. The GVB diagrams in Fig. 6.2 represents the recoupled pair bond 
formation process. Even though CH and SiH behave similarly, there are some differences, as 
shown in Fig 6.8 and 6.9. As the internuclear distance decreases, first w4 decreases and w3 
increases, which signals the beginning of the recoupling process. Then, as the recoupling process 
is completed, w4 increases and w3 decreases. The recoupling starts at a slightly longer ΔR for CH 
than SiH. In addition, the w4 curve dips slightly more in CH than in SiH, while the w3 curve in 
CH increases slightly less than SiH. The overlaps go through dramatic changes in the recoupling 
region as expected. At Re, the good overlap S12 is larger in CH (0.83) than in SiH (0.78). The 
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overlaps between the unpaired orbital, ϕa3, and the bond pair are unfavorable and represent Pauli 
repulsion between the electron in this orbital and the electrons in the bond pair. S23 is the major 
bad overlap due to Pauli repulsion, and the magnitude is larger in SiH (0.56) than in CH (0.51); 
S13 is the smaller bad overlap, and its magnitude is larger in CH (0.27) than SiH (0.21). The 
overlap values at Re are consistent with the fact that CH has a stronger recoupled pair bond.  
6.3.3 The 1A1 and 3B1 states and linear configuration (3Σ–) of CH2 and SiH2 
As illustrated above, GVB diagrams capture the essence of the GVB wavefunctions and 
can be used to predict molecular states and their structures. Starting with the GVB diagrams of 
the diatomic molecules, Fig. 6.10 illustrates how the ground and low-lying excited states of the 
triatomic molecules, CH2 and SiH2, can be formed. As shown in Fig. 6.10(a), singlet coupling 
the electron in the singly occupied π orbital (ϕa5) of the ground state X2Π of CH and SiH with 
the electron in the singly occupied 1s orbital of the hydrogen atom results in the formation of the 
1A1 states of CH2 and SiH2. Two pathways are possible to form the 3B1 state. The first pathway 
involves recoupling the singlet coupled lobe orbitals in the X2Π state (a 1B1 state can also be 
formed). The second pathway involves forming a covalent bond with the lobe orbital in the a4Σ– 
state left over from formation of the recoupled pair bond, which is shown in Fig. 6.10(b). The 
first pathway involves forming a recoupled pair bond, which is expected to have a smaller bond 
dissociation energy than a normal covalent bond, although resonance between the resulting CH 
bonds will increase the bond energy. The second path involves formation of a recoupled pair 
bond dyad, which rearranges into a bent geometry in order to (i) increase the favorable np orbital 
contribution to the C/Si bonding orbital and (ii) reduce the repulsion between the in-plane singly 
occupied orbital with the two bonds.  
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6.3.3.1 Optimized geometries, bond dissociation energies, and relative stabilities 
Which state is the ground state, the 1A1 or 3B1 state? This question can be rephrased as 
“which bonding configuration is more stable, two normal covalent bonds or a strongly bent 
recoupled pair bond dyad?” This question is answered more easily for SiH2. The large energy 
difference between the X2Π and a4Σ– states of SiH implies that the 1A1 state, which results from 
formation of a second SiH covalent bond, will be more stable than the 3B1 state because the 
energy gained by forming a recoupled pair bond dyad will not compensate the large (38.70 
kcal/mol) energy loss in forming the recoupled pair bond. It is more difficult to answer the 
question for CH, because the energy difference between the normal covalent bond and the 
recoupled pair bond is much smaller and the energetic ordering of the state with the second 
covalent bond and that with the recoupled pair bond dyad could be reversed.  
The ground state of CH2 is, in fact, the 3B1 state and that of SiH2 is the 1A1 state. Table 
6.3 lists the calculated geometry and energetics of CH2. The adiabatic excitation energy Te, the 
difference in bond distance ΔRe, and the difference in bond dissociation energy ΔDe between the 
X3B1 and a1A1 states are tabulated. The energy barrier to linearity of the X3B1 state, ΔEb, which 
is defined as the energy difference between the X3B1 state and the linear 3Σ– state, is also listed. 
Table 6.4 lists the equivalent numbers for SiH2, but with the ground state and excited state 
switched relative to CH2. Table 6.5 summarizes the calculated bond distance Re and bond 
dissociation energy De of the 3Σ– state for both CH2 and SiH2, along with the ΔRe and ΔDe with 
respect to CH(a4Σ–) and SiH(a4Σ–), respectively.  
As shown in Table 6.3, the RCCSD(T) optimum bond distance for the CH2(X3B1) state is 
1.078 Å and the bond angle is 133.6o, compared to 1.109 Å and 102.0o for the CH2(a1A1) state. 
In line with the GVB orbital diagram in Fig. 6.10, the CH2(X3B1) state has a shorter bond 
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distance and a larger bond angle than the CH2(a1A1) state. The CH2(a1A1) state has two covalent 
bonds formed with two orthogonal 2p-like orbitals in the C(3P) state and two hydrogen 1s 
orbitals. The bond angle is larger than 90o due to the repulsion between the two bonds. If we 
view the CH2(X3B1) state as being formed by recoupling the lone pair in the CH(X2Π) state, then 
the bond angle would be expected to be approximately the angle between the CH bond and the 
line of maximum amplitude of one of the CH lone pair orbitals, as shown in Fig. 6.5. If we view 
the bonding in the CH2(X3B1) state to be the result of the formation of a recoupled pair bond 
dyad, we would also expect it to be bent as the bond strength will be increased by mixing 
additional 2p character into the carbon bonding orbital. However, in this case, it is difficult to 
estimate the resulting bond angle. The bonding in the 3B1 state of CH2 is likely a mixture of these 
two extremes. 
Since the second CH bond in the CH2(X3B1) state has a measure of s-recoupled pair bond 
character, the bond distance in this state would be expected to be shorter than that in the 
CH2(1A1) state. In fact, the resulting difference in the bond lengths in the 1A1 and 3B1 states, 
0.031 Å, is essentially the same as the difference in the bond lengths of the CH X2Π and a4Σ– 
states. 
For CH2, the 1A1 state is calculated to lie 9.27 kcal/mol higher in energy than the 3B1 state 
[RCCSD(T)]. The RCCSD(T) bond energy of the CH2(X3B1) state with respect to the CH(a4Σ-) 
+ H(2S) limit is 122.49 kcal/mol or 105.66 kcal/mol with respect to the CH(X2Π) + H(2S) limit. 
Even relative to the lower limit, the energy of the HC–H bond is much larger the CH(X2Π) bond 
energy, 83.38 kcal/mol. The large difference between the C–H and HC–H bonds, 22.28, kcal/mol 
is not consistent with the bond formation pathway that involves recoupling the CH lone pair as 
this would be expected to lead to a bond energy that is an average of a recoupled pair bond and a 
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covalent bond. It is, however, consistent with the pathway leading to the formation of a 
recoupled pair bond dyad as dyads tend to extraordinary stable. The barrier to linearity for the 
CH2(X3B1) state is very small, only 5.73 kcal/mol. 
The bond energy of the CH2(a1A1) state is 96.38 kcal/mol with respect to the CH(X2Π) + 
H(2S) limit, 13.00 kcal/mol larger than the bond energy of the CH(X2Π) state. A change of this 
magnitude is consistent with the fact that formation of the bond in CH(X2Π) results in the loss of 
a significant fraction of the favorable exchange energy between the two singly occupied 2p 
orbitals in the C(3P) state. Thus, the HC–H bond energy in the 1A1 state would be expected to be 
significantly larger than the C–H bond energy in the CH(X2Π) state. 
For the CH2(X3B1) state, the bond distance predicted by the GVB calculations is 0.010 Å 
longer and the bond angle is 2.6o smaller than those from the RCCSD(T) calculations, and the 
GVB calculations recover about 83% of the RCCSD(T) bond energy. The barrier to linearity is 
predicted to be slightly higher, 7.12 kcal/mol.  For the CH2(a1A1) state, the GVB energy is 10.73 
kcal/mol higher than for the ground state, the GVB bond distance is 0.013 Å longer and the bond 
angle is only 0.1o larger than from the RCCSD(T) calculations, and the GVB calculations 
recover about 86% of the RCCSD(T) bond energy. The difference in the GVB bond distances of 
the two states, ΔRe, is 0.034 Å and the ΔDe is 18.85 kcal/mol with the X3B1 bond being stronger. 
Overall, the GVB predictions compare reasonably well with those from the RCCSD(T) 
calculations. 
For SiH2, the ground state is the 1A1 state, and the 3B1 state lies 20.48 kcal/mol higher 
[RCCSD(T)]; see Table 6.4. The RCCSD(T) calculations predict the bond distance of 
SiH2(X1A1) to be 1.517 Å and the bond angle to be 92.3o, which is closer to 90˚ than in 
CH2(a1A1) (102.0o). This is typical for first and second row compounds and indicates that the 
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repulsion between two SiH covalent bonds is smaller than between two CH bonds. The 
RCCSD(T) bond dissociation energy for SiH2(X1A1) is 79.76 kcal/mol with respect to SiH(X2Π) 
+ H(2S), slightly larger than the covalent bond energy for SiH(X2Π) at 73.35 kcal/mol, a mark of 
the decrease in the exchange energy between the two singly occupied orbitals in the 3P state of 
the silicon atom. For the SiH2(a3B1) state, the RCCSD(T) bond distance is 1.480 Å, shorter than 
in the ground state by 0.037 Å (0.031 Å for CH2). The RCCSD(T) bond angle is 118.3o, which is 
much closer to 120o than in CH2(X3B1), 133.6˚. The RCCSD(T) bond dissociation energy for 
SiH2(a3B1) is 97.98 kcal/mol with respect to SiH(a4Σ–) + H(2S) and 59.28 kcal/mol with respect 
to SiH(X2Π) + H(2S).  
The GVB calculations also provide reasonable predictions for SiH2. The GVB bond 
distance for SiH2(X1A1) is 0.018 Å longer than that for RCCSD(T), and the bond angle is 2.1o 
larger. For SiH2(a3B1), the GVB bond distance is 0.014 Å longer and the bond angle is 0.6o 
shorter than those for the RCCSD(T) calculations. The GVB calculations recovers about 91% of 
the RCCSD(T) bond energy for SiH2(X1A1) and 85% for SiH2(a3B1).  
The 3Σ– state of CH2 and SiH2 is a recoupled pair bond dyad state. The recoupled pair 
bond is normally longer and weaker than the bonds in the dyad, and this is demonstrated in Table 
6.5. For the CH2(3Σ–) state, the difference in bond distance between the first and second bond in 
the dyad is 0.022 Å for RCCSD(T) and 0.014 Å for GVB; the difference in bond energy is 50.21 
kcal/mol for RCCSD(T) and 31.69 kcal/mol for GVB. The second bond is significantly stronger 
than the first bond for CH2, which is the reason why the recoupled pair bond dyad state (3B1) is 
lower in energy than the covalent state (1A1). For the SiH2(3Σ–) state, the difference in bond 
distance between the first and second bond in the dyad is 0.036 Å for the RCCSD(T) calculations 
and 0.019 Å for the GVB calculations. The difference in bond energy is 38.78 kcal/mol for 
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RCCSD(T) and 22.55 kcal/mol for GVB. The second bond in the SiH2 dyad is also stronger than 
the first bond, but not as much as in CH2. The energy difference between the first recoupled pair 
bond (a4Σ–), and the covalent bond (X2Π) is larger for SiH as well. These two differences is the 
reason that the SiH2 recoupled pair bond dyad state is higher in energy than the SiH2 covalent 
state. Fig. 6.11 plots the potential energy curves of CH2(3Σ–) and  SiH2(3Σ–) as a function of the 
distance R of one CH/SiH bond with the other CH/SiH bond fixed at their equilibrium bond 
distances.  
6.3.3.2 Analysis of GVB wavefunctions of CH2 and SiH2 at their equilibrium geometries 
As shown in the last section, the GVB calculations provided reasonable predictions the 
geometries and relative energies of CH2 and SiH2. Now we examine the GVB wavefunction of 
these states to better understand the electronic structure of these molecules, including the 
differences in carbon and silicon bonding. The GVB wavefunctions for the 3Σ– configuration is 
the same as that for the 3B1 state (omitting the core orbitals):  
 
ΨGVB(
3B1 /
3Σ− ) = Aˆϕa1ϕa2ϕa3ϕa4ϕa5ϕa6Θ1,16                                           
(6.9)  
and the GVB wavefunction for the 1A1 state is (omitting the core orbitals): 
 
ΨGVB(
1A1) = Aˆϕa1ϕa2ϕa3ϕa4ϕa5ϕa6Θ0,06                                            
(6.10)  
Again, the orbitals and spin coupling coefficients are different for different CH2 and SiH2 states. 
There are nine Kotani spin functions for a six-electron triplet state and the corresponding perfect 
pairing function is:  
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On the other hand, there are five Kotani spin functions for a six-electron singlet state and the 
corresponding perfect pairing function is:  
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(αβ − βα )
2                                           
(6.12)  
In Fig. 6.12, the GVB orbitals, overlaps and perfect pairing function weights of the X3B1 
and a1A1 state and the linear (3Σ–) configuration of the X3B1 state of CH2 at their optimum 
geometry are plotted. For the orbital ordering shown in the figure, the perfect pairing coupling 
weights are 0.949 (X3B1), 0.988 (a1A1) and 0.898 (3Σ–). In both states, the perfect pairing spin 
function singlet couples the spins of the electrons in the first two orbitals, (ϕa1, ϕa2), to form one 
CH bond, and singlet couples the spins of the electrons in the following two orbitals, (ϕa3, ϕa4), 
to form the second CH bond. For the triplet states, the spins of the electrons in the last two 
orbitals are high spin coupled; the electrons in those orbitals are, thus, ready to participate in 
covalent bonding when one or two ligands are added. For the singlet state, the electrons in the 
last two orbitals are singlet coupled and they may participate in subsequent bonding if recoupled 
pair bonding is favorable (which, as we have seen, it is). 
The orbital overlap for the bond pairs is very similar for three states/configurations: 0.80, 
0.81 and 0.81 for the X3B1 and a1A1 states and 3Σ– configuration, respectively. Orbitals ϕa2 and 
ϕa3 of the CH2(a1A1) state have obvious 2p character, while these two orbitals in CH2(X3B1) and 
CH2(3Σ–) appear more like 2s lobe orbitals. In the X3B1 state, orbitals ϕa5 and ϕa6 are 2s lobe and 
2p orbitals of carbon atom that have been polarized and otherwise perturbed by molecular 
formation. In the a1A1 state, they are perturbed 2s lobe orbitals.  The overlap between the ϕa5 and 
ϕa6 orbitals of the CH2(a1A1) state is 0.67, smaller than the lobe orbital overlap in the CH(X2Π) 
state, 0.72, and in C(3P), 0.74. As the overlap decreases, it is easier to recouple the singlet 
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coupled lobe orbitals. This contributes to the increase in the recoupled pair bond energy 
progressing from CH to CH2 and to CH3 (although other factors also contribute, see above 
discussion). 
Besides the favorable overlaps between the GVB bonding orbitals, there are also 
unfavorable overlaps between some of the orbitals, such as S13 and S23, which lead to Pauli 
repulsion between the electrons in those orbitals. The overlap between orbital ϕa2 and ϕa3 of the 
CH2(a1A1) state is 0.32, compared to 0.47 in the CH2(X3B1) state and 0.27 in the CH2(3Σ–) 
configuration. For CH2(3Σ–), S23 is significantly smaller than the 2s lobe orbital overlap in the 
carbon atom (0.74), and this large reduction in the unfavorable overlap of the lobe orbitals after 
the second bond forms in a recoupled pair bond dyad helps stabilize the recoupled pair bond 
dyad.  
The GVB orbitals, overlaps and perfect pairing function weights of the X1A1, a3B1 and 
3Σ– state of SiH2 at their optimum geometry are plotted in Fig. 6.13. Similar to CH2, the perfect 
pairing weight for SiH2 is the largest for the X1A1 state at 0.996, slightly smaller for the a3B1 
state at 0.985, and the smallest for the 3Σ– state at 0.874. The smaller perfect pairing weight for 
the linear 3Σ– state is related to the relative instability of this state. With the perfect pairing spin 
coupling, orbitals (ϕa1, ϕa2) constitute one SiH bond and orbitals (ϕa3, ϕa4) constitute the other 
SiH bond. Similar to CH2, orbitals ϕa5 and ϕa6 are singlet coupled in the X1A1 state and are 
essentially perturbed 3s lobe orbitals of the silicon atom. The overlap S56 between the two 
orbitals is 0.67, smaller than that in the SiH(X2Π) state, 0.72, and in the Si(3P) state, 0.75. Again, 
addition of hydrogen atoms decreases the overlap between the perturbed lobe orbitals, which 
makes it easier to recouple the electrons in those orbitals and increases the recoupled pair bond 
energy. For the triplet state, ϕa5 and ϕa6 are high spin coupled and can readily bond with 
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additional ligands. As in CH2, the unfavorable overlap between orbital ϕa2 and ϕa3 (3s lobe 
orbitals) for the SiH2(3Σ–) configuration is greatly reduced—from 0.75 in the silicon atom to 0.26 
in the SiH2 molecule.  
Overall, the GVB diagrams in Fig 6.10 represent the electronic structure of CH2 and SiH2 
well. The 3B1 ground state of CH2 is a recoupled pair bond dyad state whose bonding is enhanced 
by incorporating additional 2p character into the bonding orbitals upon bending, and the 1A1 
ground state of SiH2 has two covalent bonds. The difference in the ground states of CH2 and 
SiH2 is a direct result of the different strengths of the recoupled pair bond and recoupled pair 
bond dyad for carbon and silicon.  
6.3.4 The CH3, SiH3, CH4 and SiH4 molecules 
Starting with the GVB orbital diagrams of CH2 and SiH2, the orbital diagrams of CH3 and 
SiH3 can be easily constructed. As shown in Fig. 6.14, if a hydrogen atom is added to 
CH2/SiH2(3B1), the electron in the singly occupied 1s orbital on H can be singlet coupled with 
the in-plane, ns lobe-like orbital or with the out-of-plane p-like orbital. If a hydrogen atom is 
added to CH2/SiH2(1A1), a formally closed-shell molecule, the electron in the hydrogen 1s orbital 
has to recouple the nonbonding singlet coupled electron pair in orbitals (ϕa5, ϕa6) on CH2(a1A1) 
shown in Fig. 6.12 and SiH2(X1A1) shown in Fig. 6.13, to form a recoupled pair bond. According 
to the diagrams, CH3 and SiH3 can either have a planar D3h or pyramidal C3v structure, with the 
final geometry being determined by the least energy H + CH2/SiH2 pathway 
 Because of Pauli repulsion, bond pairs position themselves as far apart as possible, 
modulated by the spatial orientations of the orbitals involved in the bonds and their interactions 
with the remaining electrons in the valence orbitals. In H(2S) + CH2(X3B1), the hydrogen atom 
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could either add to the in-plane perturbed 2s lobe orbital or to the perturbed 2p orbital of the 
carbon atom. Addition to the 2s-like lobe orbital would be expected to lead to the lowest energy 
state—a bond to the 2s-like lobe orbital is expected to be strong and this addition will minimize 
the repulsion with all of the other bond orbitals. On the other hand, the ground state of SiH2 is 
1A1, with the SiH2(a3B1) state lying 20.48 kcal/mol higher. The H(2S) + SiH2(X1A1) addition 
involves recoupling the electrons in the silicon 3s-like lone pair. The bond angle of SiH2(X1A1) 
is 92.3˚ and the angle between the SiH2 plane and one of the lone pairs orbitals is approximately 
130˚. Therefore, the ground state of SiH3 would be expected to be nonplanar with a bond angle 
between 92.3˚ and 130˚. The addition reaction, H + SiH2(a3B1), leads to a planar structure, which 
is, in fact, the transition state for inversion in SiH3. 
With the GVB orbital diagrams of CH3 and SiH3, the orbital diagram for CH4 and SiH4 
can be easily constructed. Fig. 6.15 illustrates that addition of a hydrogen atom to both the planar 
CH3 and pyramidal SiH3 that leads to a tetrahedral CH4/SiH4. This structure is again a direct 
result of the Pauli Exclusion Principle. 
6.3.4.1 Optimized geometries and bond dissociation energies  
The ground state of CH3 is a planar D3h 2A1 state. The ground state of SiH3 is a pyramidal 
C3v 2A1 state and the planar 2A1 state of SiH3 is a transition state for inversion [vi = 747.09i cm-1, 
RCCSD(T)/AVQZ], which is very similar to the ground state and inversion transition state of 
some pnictogen species.23 The D3h inversion transition state is the signature of vertex inversion, 
in comparison to edge inversion where the transition state has a T-shaped structure, and the 
differences between the two inversion transition states are caused by the differences between s- 
and p-recoupled pair bonding. As expected, both CH4 and SiH4 have Td 1A1 ground states.  
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Table 6.6 lists the calculated and experimental bond distance and bond dissociation 
energies of CH3(X2A1) and CH4(X1A1). For CH3(X2A1), RCCSD(T) calculations predict the 
bond distance to be 1.078 Å and the bond energy to be 116.37 kcal/mol with respect to 
CH2(X3B1) + H(2S). For CH4(X1A1), the RCCSD(T) bond distance is slightly longer, 1.088 Å, 
and the bond energy is slightly less, 112.08 kcal/mol. The GVB bond distance for CH3(X2A1) is 
0.012 Å longer than that from the RCCSD(T) calculations, and it captures about 85% of the 
RCCSD(T) binding energy. The performance of GVB for CH4(X1A1) is similar: the GVB bond 
distance is 0.014 Å longer than that from the RCCSD(T) calculation and it captures is about 87% 
of the binding energy. 
Table 6.7 lists calculated and experimental geometry parameters and bond dissociation 
energies for the ground state (X2A1) and inversion transition state (2A1, TS) of SiH3, and the 
ground state (X1A1) of SiH4. At the RCCSD(T) level, the bond distance of SiH3(X2A1) is 1.480 
Å, longer than the bond distance of SiH3(2A1, TS) at 1.467 Å, which is consistent with the trend 
in bond distance of the ground state and vertex inversion transition state in pnictogen species.23 
The reason for the shorter bond distance in the transition state is that the bond have more 3s 
character. The RCCSD(T) bond angle θe(HSiH) of SiH3(X2A1) is 111.2o, close to 109.5o in a Td 
structure, which is consistent with our prediction from the GVB diagrams. The RCCSD(T) 
binding energy of SiH3(X2A1) is 74.04 kcal/mol with respect to SiH2(a1A1) + H(2S) and 94.52 
kcal/mol with respect to SiH2(X3B1) + H(2S). The transition state for inversion, SiH3(2A1, TS), 
lies 5.30 kcal/mol above the SiH3(X2A1) equilibrium configuration. For SiH4(X1A1), the 
RCCSD(T) bond distance is 1.480 Å and bond energy is 96.35 kcal/mol. The GVB predictions of 
the equilibrium geometry agree well with those from the RCCSD(T) calculations, with a 
deviation of 0.020 Å in bond distance and 1.5o in bond angle, and it recovers 87% of the 
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RCCSD(T) bond energy for SiH3(2A1) and 89% for SiH4(X1A1). The GVB calculations also 
predict a barrier to inversion, 7.63 kcal/mol, very close to that from the RCCSD(T) calculations. 
6.3.4.2 Analysis of GVB wavefunctions of CH3 and SiH3 at their equilibrium geometries 
The GVB wavefunctions for the CH3/SiH3 2A1 states have the following form:  
 
ΨGVB(
2 A1) = Aˆϕa1ϕa2ϕa3ϕa4ϕa5ϕa6ϕa7Θ1
2
,1
2
7
                                          
(6.13)  
There are 14 Kotani spin functions for the 7-electron doublet state. The perfect pairing spin 
function is:  
 
Θ1
2
,1
2
;14
7 = (αβ − βα )
2
(αβ − βα )
2
(αβ − βα )
2
α
                                          
(6.14)  
The GVB wavefunction for CH4/SiH4 X1A1 state has the general form:  
 
ΨGVB(
1A1) = Aˆϕa1ϕa2ϕa3ϕa4ϕa5ϕa6ϕa7ϕa8Θ0,08                                       
(6.15)  
For the 8-electron singlet state, there are also 14 Kotani spin functions, and the perfect pairing 
spin function is:  
 
Θ0,0;14
8 = (αβ − βα )
2
(αβ − βα )
2
(αβ − βα )
2
(αβ − βα )
2                                    
(6.16)  
Fig. 6.16 illustrates the GVB orbitals, overlaps and perfect pairing function weights for 
CH3(X2A1), SiH3(X2A1) and SiH3(2A1, TS). The perfect pairing weight for which is 0.935, 0.990 
and 0.963, respectively.  This means the bonding in all three molecules is well described as three 
singlet coupled CH/SiH bonds plus a singly occupied orbital. The orbitals of CH3(X2A1) and 
SiH3(2A1, TS) look very similar and the singly occupied orbital is a p-like orbital. Fig. 6.17 plots 
the GVB orbitals, overlaps and perfect pairing weights for CH4(X1A1) and SiH4(X1A1). Perfect 
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pairing coupling dominates in both molecules, with a weight of 0.901 for CH4 and 0.989 for 
SiH4. Therefore, both CH4 and SiH4 can both be described as having four covalent bonds.  
6.3.5 Energy landscape of CHn and SiHn (n=1–4) 
Fig. 6.18 illustrates the energy landscape of the ground states and low-lying excited states 
of the carbon hydrides and silicon hydrides investigated in this chapter. The similarities and 
differences between CHn and SiHn are easily recognized. For example, the difference in energy 
for forming the first covalent bond in XH(X2Π) is 10.03 kcal/mol, while the difference in 
forming the second covalent bond is 16.62 kcal/mol. However, formation of this bond in CH2 
leads to an excited state, whereas in SiH2 it corresponds to the ground state.  
 These similarities and differences reflect the fact that both the carbon and silicon 
hydrides are able to form s-recoupled pair bonds and their ability to utilize the electrons in the 2s 
and 3s lone pairs to form bonds is the reason for their tetravalence, but s-recoupled pair bonding 
in the carbon hydrides is far more favorable than in silicon hydrides. For CH, the energy of the 
recoupled pair bond is 66.55 kcal/mol, while it is just 34.65 kcal/mol in SiH—a difference of 
31.90 kcal/mol. This difference has profound impacts, resulting in different electronic ground 
states for CH2 and SiH2 and different equilibrium geometries for CH3 and SiH3. For the higher 
hydrides classification of the bonds becomes more complicated. For example, the ground (X3B1) 
state of CH2 can be considered as arising from recoupling the lone pair in the CH(X2Π) state to 
form the new HC–H bond. However, as CH2 is formed, resonance between the new bond and the 
original CH covalent bond mixes the two bond types. To further complicate the situation, there 
will likely be a contribution to this bond from the recoupled pair bond dyad configuration. As a 
result the energy of the second bond in CH2(X3B1), 105.66 kcal/mol, is much greater than the 
first bond in CH, 83.38 kcal/mol. This is in distinct contrast to the silicon hydrides, where these 
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two bonds are much closer in energy, 73.35 kcal/mol (Si–H) versus 79.76 kcal/mol (HSi–H). 
These trends in bond energies also reflect the changes in the overlaps of the lone pair orbitals, 
from 0.74, 0.70 and 0.67 in C(3P), CH(X2Π) and CH2(a1A1) and from 0.75, 0.72 and 0.67 in 
Si(3P), SiH(X2Π) and SiH2(X1A1).  
6.4 Conclusions 
Recoupled pair bonding plays an important role in the tetravalence of carbon and silicon, 
which is similar to the role recoupled pair bonding plays in the hypervalency of sulfur and 
phosphorous species. A major difference is that the recoupled pair bonds in carbon and silicon, 
which involve the ns lone pair, can be formed with any element, whereas recoupled pair bonding 
in sulfur, which involves the 3p lone pair, requires a highly electronegative ligand. Recoupled 
pair bonding increases the nominal valence of elements when there is enough energetic 
incentives, which is consistent with the democracy principle put forward by Cooper et al.10 The 
strength of the recoupled pair bond is inversely related to the overlap between the singlet-
coupled electron pair that is being recoupled, as shown for both carbon and silicon hydrides. The 
s-recoupled pair bonding is more favorable in carbon hydrides, resulting in the 3B1 ground state 
for CH2, in comparison to the 1A1 ground state of SiH2. The interplay between normal covalent 
bond and recoupled pair bond leads to the ground state and various low-lying excited states of 
carbon and silicon hydrides.  
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Tables  
Table 6.1 Calculated and experimental bond distances (Re) and bond energies (De) for 
the ground (X2Π) and first excited state (a4Σ–) of CH, along with the differences in Re 
and De for the two states. Energies are in kcal/mol, distances in Å. 
 
 CH(X2Π)  CH(a4Σ–)    
Method Re Dea  Re Dea  ΔRe ΔDe(Te) 
HF 1.104 57.29  1.071 63.66  0.033 -6.37 
GVB 1.131 70.90  1.091 63.02  0.040 7.80 
val-CASSCF 1.132 71.70  1.091 63.02  0.041 8.60 
MRCI+Q 1.121 83.57  1.089 65.89  0.032 17.74 
RCCSD(T) 1.120 83.38  1.089 66.55  0.031 16.83 
Expt’l 1.120b   1.085b   0.035  
a Relative to H(2S) + C(3P). 
b  Ref. 24. 
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Table 6.2 Calculated and experimental bond distances (Re) and bond dissociation 
energies (De) for the ground (X2Π) and first excited state (a4Σ–) of SiH, along with the 
differences in Re and De for the two states. Energies are in kcal/mol, distances in Å. 
 
 SiH(X2Π)  SiH(a4Σ–)    
Method Re Dea  Re Dea  ΔRe ΔDe(Te) 
HF 1.513 52.21  1.466 32.47  0.047 19.74 
GVB 1.538 64.24  1.494 34.62  0.044 29.62 
val-CASSCF 1.538 66.65  1.494 36.49  0.044 30.16 
MRCI+Q 1.524 73.53  1.495 33.95  0.029 39.58 
RCCSD(T) 1.523 73.35  1.496 34.65  0.027 38.70 
Expt’l 1.520b        
a Relative to H(2S) + Si(3P). 
b  Ref. 24. 
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Table 6.6 Calculated and experimental Re and De for the planar 
ground state (X2A1) of CH3 and the tetrahedral ground state (X1A1) 
of CH4. Distances are in Å and energies in kcal/mol. Basis set: 
AVQZ. 
 
 CH3(X2A1)  CH4(X1A1) 
 Re Dea  Re Deb 
HF 1.069 88.44  1.082 88.08 
GVB 1.090 98.55  1.102 97.43 
val-CASSCF 1.091 101.60  1.101 103.06 
MRCI 1.078 116.38  1.089 111.80 
RCCSD(T) 1.078 116.37  1.088 112.08 
Expt’lc 1.079c   1.087d 
a Relative to H(2S) + CH2(X3B1). 
b Relative to H(2S) + CH3(X2A1). 
c  Ref. 29. 
d  Ref. 30. 
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Figures  
!
Figure 6.1 GVB orbital diagrams and orbitals of the ground state 3P of carbon and silicon. Red 
lines denotes singlet coupling of the orbitals. Orbitals 2py and 3py are perpendicular to the plane, 
otherwise identical to 2px and 3px. 
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!
Figure 6.2 GVB orbital diagrams for the formation of (a) the 2Π and (b) 4Σ– states of CH and 
SiH. The diagram for hydrogen atom is colored in blue. Red lines denotes singlet coupling of the 
orbitals. 
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Figure 6.3 Potential energy curves of the X2Π states of CH and SiH. Basis set: AVQZ. 
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Figure 6.4 Potential energy curves of the a4Σ– state of CH and SiH. Basis set: AVQZ.  
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Figure 6.5 GVB orbitals, overlaps and perfect pairing spin coupling weights for the X2Π statesof 
CH and SiH. 
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Figure 6.6 GVB orbitals for the CH(a4Σ–) state as a function of ΔR, ΔR = R – Re (Re  = 1.089 Å). 
Orbital ϕa5 is exactly the same as ϕa4 except that it is perpendicular to the plane, thus not shown 
in the figure.  
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!
Figure 6.7 GVB orbitals for the SiH(a 4Σ–) state as a function of ΔR, ΔR = R – Re (Re  = 1.495 
Å). Orbital ϕa5 is exactly the same as ϕa4 except that it is perpendicular to the plane, thus not 
shown in the figure. 
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!
Figure 6.8 The major spin coupling weights of the a4Σ– states of CH and SiH as a function of 
ΔR, ΔR = R – Re (Re  = 1.089 Å for CH and 1.495 Å for SiH).  
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!
Figure 6.9 Orbital overlaps of the a4Σ– states of CH and SiH as a function of ΔR, ΔR = R – Re 
(Re  = 1.089 Å for CH and 1.495 Å for SiH).  
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!
Figure 6.10 GVB orbital diagrams for the formation of (a) 1A1 and (b) 3B1 states of CH2 and 
SiH2, along with the diagram for the linear configuration (3Σ–) of the 3B1 state. X represents the 
carbon or silicon atom. The diagram for the hydrogen atom is colored blue. 
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Figure 6.11 The potential energy curves of the 3Σ– states of CH2 and SiH2 with one bond fixed at 
Re and scanning the other bond. Re  = 1.067 Å for CH2 and 1.461 Å for SiH2. Basis set: AVQZ.  
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!
Figure 6.12 GVB orbitals, overlaps, and perfect pairing spin coupling weights of the X3B1 and 
a1A1 states as well as the linear configuration (3Σ–) of the X3B1 state of CH2 at their respective 
optimized geometries. ΔE is the relative energy of the full GVB wavefunction with respect to the 
ground state X3B1.   
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!
Figure 6.13 GVB orbitals, overlaps, and perfect pairing spin coupling weights of the X1A1 and 
a3B1 states and the linear configuration (3Σ–) of the a3B1 state of SiH2 at their respective 
optimized geometries. ΔE is the relative energy of the full GVB wavefunction with respect to the 
ground state X1A1.   
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!
Figure 6.14 GVB orbital diagrams for the formation of (a) the planar 2A1 and (b) the pyramidal 
2A1 states of CH3 and SiH3. X represents C and Si atom. The diagram for hydrogen atom is 
colored blue. 
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!
Figure 6.15 GVB orbital diagrams for the formation of the X1A1 states of CH4 and SiH4 from 
both the pyramidal and planar XH3 2A1 states. X represents C and Si atom. The diagram for 
hydrogen atom is colored blue. 
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!
Figure 6.16 GVB orbitals, overlaps, and perfect pairing spin coupling weights of the X2A1 states 
of CH3 and SiH3, and the inversion transition state of SiH3 at its optimum geometry. 
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!
Figure 6.17 GVB orbitals, overlaps, and perfect pairing spin coupling weights of the X1A1 of 
CH4 and SiH4 at optimized geometry.  
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!
Figure 6.18 The energy landscape for the atom-by-atom formation of CHn and SiHn. The 
number on the arrow pointing from XHn-1 to XHn is the XHn-1–H binding energy, in kcal/mol.  
The relative energies of different states of XHn are also in kcal/mol. The geometries and energies 
are optimized on RCCSD(T)/AVQZ level.  
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Chapter 7  
The Nature of the Inversion Transition States 
in FnNH(3-n) and FnPH(3-n) (n = 0–3)‡ 
 
In this chapter, it will be shown how recoupled pair bonding impacts transition states of 
Pnictogen species. As first noted by Dixon et al. in 1986, heavily fluorinated pyramidal 
phosphorus compounds, e.g., FnPH(3-n) with n > 1, invert through a T-shaped transition state 
(edge inversion) rather than the D3h-like transition states (vertex inversion) found in the 
corresponding nitrogen compounds and less fluorinated phosphorus compounds.1 Subsequent 
studies by Dixon and coworkers established that this is a general phenomenon and has important 
chemical consequences.2-5 But, what is the reason for the change in the structure of the transition 
state? Recent theoretical investigations have resulted in the discovery of a new type of chemical 
bond, the recoupled pair bond.6-9 In particular, it was found that recoupled pair bond dyads 
account for the hypervalency of the elements beyond the first row.  In this chapter we show that 
recoupled pair bond dyads also account for the existence of the edge inversion pathway in 
heavily fluorinated phosphorus compounds and likely accounts for the presence of the lower 
energy inversion pathways in pyramidal compounds of other elements beyond the first row. 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from:  
Xu, L. T.; Takeshita, T. Y.; Dunning, T. H., Jr. Theor Chem Acc 2014, 133, 1493. 
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7.1 Introduction  
The structures, energetics and properties of molecules formed from elements in the first 
row of the Periodic Table, Li to Ne, can be dramatically different from those formed from 
elements in the subsequent rows—the so-called first-row anomaly. The anomaly manifests itself 
in a number of ways, such as the inability of the first row p-block elements to form hypervalent 
species. N and P are an example of this anomaly: P is able to form hypervalent molecules such as 
PF5 and PCl5, while N only forms NF3 and NCl3. Another manifestation of the difference 
between N and P has drawn quite a bit of attention. The ground states of NH3, NF3, PH3 and PF3 
are all pyramidal, as expected. However, NH3, NF3 and PH3 invert through a transition state with 
D3h symmetry, while the transition state for inversion in PF3 is T-shaped with C2v symmetry. 
Investigations of the T-shaped pnictogen transition states for inversion were inspired by 
the experimental synthesis of the first molecule containing a T-shaped, tricoordinated 
hypervalent phosphorous structure, 5-aza-2,8-dioxa-3,7-di-tert-butyl-l-
phosphabicyclo[3.3.0]octa-3,6-diene (ADPO).10,11 Another hypervalent 10-P-3 compound, an 
intermediate, was discovered by Lochschmidt and Schmidpeter at approximately the same 
time.12 Following up on this discovery, Dixon and co-workers1-5 explored the structures of the 
transition states for inversion in phosphorus compounds. They performed calculations on PH3, 
FPH2, F2PH and PF3 and found that F2PH and PF3 have T-shaped transition states while FPH2 
and PH3 have D3h–like transition states. They pointed out that when inversion occurs through a 
T-shaped structure, the lone pair orbital is in the molecular plane, not perpendicular to the plane 
as in the D3h-like transition states. Inversion through a T-shaped transition state is referred to as 
edge inversion, while inversion through a D3h-like transition state is referred to as vertex 
inversion.  
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Arduengo, Dixon and Roe experimentally verified the edge inversion mechanism in a bi-
cyclo[3.3.0] octane ring system that is a saturated analog of ADPO by measuring the barrier to 
inversion at the tricoordinated phosphorous atom.2 Although ADPO contains a T-shaped 
phosphorus structure in its ground state, its saturated analog contains a pyramidal phosphorus 
structure in its ground state and a T-shaped phosphorus structure in its transition state. They 
argued that the conjugated π system of ADPO stabilizes the T-shaped structure while the 
saturated analog of ADPO is not so stabilized. The electronic structure of all of these molecules 
can be easily understood once one recognizes the ability of phosphorous to form both covalent 
and recoupled pair bonds in simple tricoordinated molecules such as PF3,13 as will be shown in 
this chapter.  
Although edge inversion has been well established for pyramidal molecules with central 
atoms beyond the first row and with electronegative ligands, the reason for the difference in 
inversion pathway upon fluorination has been the subject of some debate. Both perturbation 
molecular orbital arguments involving the HOMO-LUMO gap14 as well as pseudo-Jahn-Teller 
effects15 have been used to rationalize the T-shaped transition state structures. Woon and 
Dunning, on the other hand, noted that the two axial bonds in the transition state for inversion in 
PF3 closely resemble those in the PF2(A2Π) state, which has a recoupled pair bond dyad, and 
concluded that the ability of the P atom to form a very stable recoupled pair bond dyad is the 
source of this anomaly.13 In fact, the formation of recoupled pair bonds is the basis for the 
bonding in hypervalent molecules, as shown in studies on SFn,6 PFn,13 ClFn 16 and a number of 
related compounds. The T-shaped transition state for inversion of PF3 should, in fact, be 
considered hypervalent, even though it is tricoordinated, because it possesses one of the 
hallmarks of hypervalent compounds—a recoupled pair bond dyad. 
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In the present study, we systematically investigated the ground and transition states for 
inversion of NH3, PH3 and their F substituents, FnNH(3-n) and FnPH(3-n) (n=1–3), and show that 
other than PF3, F2PH is the only species with a T-shaped transition state. Accurate predictions of 
the structures and energies of the FnNH(3-n) and FnPH(3-n) (n=0–3) species were obtained by using 
coupled cluster methods17-20 with large correlation consistent basis sets.21-24 We then used 
generalized valence bond (GVB) theory 25-27 to obtain insights into the nature of the bonding in 
these molecules and explain the similarities and differences in the structural and energetic trends 
of the N and P species. 
The layout of the chapter is as follows: Section 7.2 describes the computational methods 
we used for this study, including a brief overview of GVB theory; Section 7.3 presents the 
optimized geometries and energetics for the ground and transition states of FnNH(3-n) and FnPH(3-
n), proposes the three major questions we need to answer, analyzes the GVB wave functions of 
related atoms and molecules, discusses the role recoupled pair bonding plays in the transition 
states, and answers the questions raised; and finally we summarize our findings in Section 7.4.  
7.2 Theoretical and Computational Methods 
The calculations presented in this study were performed with the Molpro suite of 
quantum chemical programs (version 2008.1 and 2010.1).28,29 In order to provide accurate 
geometries and energetics, the structures, energies and frequencies of the FnNH(3-n) and FnPH(3-n) 
molecules were determined with single-reference restricted singles and doubles coupled cluster 
theory with perturbative triples [CCSD(T)]. 17-20 For geometry optimizations and energies, 
augmented correlation consistent basis sets of quadruple zeta quality (aug-cc-pVQZ) were used 
for the first row atoms (H, N and F), and the corresponding d-function augmented sets [aug-cc-
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pV(Q+d)Z] were used for the second row atom (P). For frequency calculations, aug-cc-pVTZ 
basis set were used for the first row atoms and aug-cc-pV(T+d)Z basis sets were used for the P 
atom. 21-24 The frequency calculations were performed at geometries optimized using the same 
basis sets. The shorthand notation AVXZ (X=T, Q) will be used to represent the sets of a specific 
quality (including the extra d-function on the P atom). The frequency calculations enabled us to 
conclusively identify the ground states (all real frequencies) and transition states (one imaginary 
frequency) for all of the species. 
The inversion barrier for each molecule is calculated as the difference between the 
electronic energy of the transition state and the ground state, i.e., it does not include the zero 
point energy correction. We did this to focus on the effect of the changes in the electronic 
structure of the molecules upon inversion; the reader can easily correct these numbers using the 
vibrational frequencies given in the tables. Energies are quoted with two significant figures after 
the decimal place for comparison with other theoretical calculations.  
Multireference Configuration Interaction (MRCI) calculations based on valence complete 
active space self-consistent field (CASSCF) wave functions with the quadruples corrections 
(+Q)18,30-34 were used to determine the excitation energies of the N and P atoms using the AVQZ 
basis set.   
To characterize the nature of the bonding in the FnNH(3-n) and FnPH(3-n) species, we used 
the generalized valence bond (GVB) method.25-27 The GVB wave function is well suited to 
analysis of the bonding in molecules as it describes bond-breaking processes properly. The GVB 
wave function is also inherently more accurate than the Hartree-Fock (HF) wave function, 
including the most important non-dynamical correlation effects represented in a valence 
CASSCF wave function. At the same time, the GVB wave function is concise, offering a clear 
! 185 
physical picture of the electronic structure of a molecule that is readily connected with those of 
the atoms or fragments of which it is composed. 
In the GVB framework, a covalent bond is formed by singlet coupling two electrons in a 
pair of overlapping, singly occupied GVB orbitals concentrated on the two atoms involved in the 
bond. A recoupled pair bond, on the other hand, results from a two-center, three-electron 
interaction. Nevertheless, it is also easily described in GVB theory because each electron has its 
own orbital.7 The recoupled pair bond dyad, which is of particular interest here, is simply two 
singlet-coupled bonding pairs–one from the original recoupled pair bond and the other from a 
covalent bond formed with the electron left over from forming the recoupled pair bond. The 
remarkable stability of the recoupled pair bond dyad is a direct result of the ionicity of these two 
bonds—a dyad is only found when the two ligands are very ionic.35,36 The GVB orbitals, orbital 
overlaps and spin coupling functions provide a concise picture of the electronic structure of the 
molecule. The fully variational GVB is equivalent to the Spin-Coupled VB method,37-39 and the 
CASVB40-42 program implemented in Molpro was used to perform the calculations with the 
AVQZ basis sets. For a detailed description of the general GVB wavefunction, please refer to 
Chapter 2.  
We found that one of the spin eigenfunctions was dominant for all of the molecular 
systems that we studied here, and it is the perfect pairing (PP) function:  
                                         (7.1)
!
As shown in Eq. (7.1), the perfect pairing spin function singlet couples all of the active electrons 
into electron pairs. A pair of singlet-coupled orbitals can describe a lone pair, in which case the 
orbitals are highly overlapping and concentrated on one atom. Or, the orbital pair can describe a 
bond if the orbitals are overlapping and concentrated on two atoms. The GVB calculations for 
 
ΘS ,M ,PP
na = (αβ − βα )
2
(αβ − βα )
2
...(αβ − βα )
2
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the states reported in this chapter are all 6-in-6 calculations, i.e., there are six active electrons in 
six GVB orbitals. All spin functions were included in the calculations, although, as noted, the PP 
spin function was always dominant (wPP = 0.91–0.99+). This means that there are three pairs of 
singlet-coupled orbitals, or, since we kept the lone pair orbitals doubly occupied in all 
calculations, three covalent bonds in both the ground and transition states of the FnNH(3-n) and 
FnPH(3-n) molecules.  
7.3 Results and Discussion 
7.3.1 Similarities and differences in the FnNH(n-3) and FnPH(n-3) (n=0–3) ground states and 
transition states for inversion  
7.3.1.1 Molecular structures 
The optimized structures and geometrical parameters of the ground state (GS, X1A1) and 
transition state (TS, 1A1) of all of the FnNH(3-n) and FnPH(3-n) (n=0–3) molecules are tabulated in 
Tables 7.1–7.4 and illustrated in Fig. 7.1. The ground states of FnNH(3-n) and FnPH(3-n) are 
pyramidal with the singly occupied 1s orbitals of H(2S) and the singly occupied 2p orbitals of 
F(2P) forming normal two-electron, 2-center covalent bonds with the three singly occupied 2p 
and 3p orbitals on N(4S) and P(4S), respectively. However, the inversion transition states fall into 
two different structural categories. NH3, NF3 and PH3 have planar transition states with D3h 
symmetry (θXYX = 120˚). The transition states of FNH2 and FPH2 are planar with C2v symmetry 
and similar bond angles: θHNF = 114.0˚ and θHPF = 114.9˚. The transition state of F2NH is also of 
C2v symmetry with θHNF at 123.7˚. These latter three C2v transition states are, in fact, D3h-like, 
and fall into the same structural category as NH3, NF3 and PH3. 
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The transition states for F2PH and PF3, on the other hand, are outliers. For the transition 
state for inversion of F2PH, the central P atom and two of the F atoms, the axial F atoms, lie 
almost on a straight line with θFPF = 169.8˚ and θHPF = 84.9˚. This quasi-linear structure is also 
present in PF3, where the FPF axial angle is 176.0˚ and the angle between the axial and 
equatorial F atom is 88.0˚. These two transition states are referred to as T-shaped transition states 
as first characterized by Dixon and coworkers 1-5 and are referred to as edge transition states in 
contrast to the transition states for the other six FnNH(3-n) and FnPH(3-n) molecules, which are 
referred to as vertex transition states. The above observations lead to Question #1: What is the 
cause of the differences in the structures of the transition states of (F2NH, F2PH) and (NF3, PF3), 
as well as those of (PH3, FPH2) and (F2PH, PF3)? 
Besides the obvious structural differences, a closer examination of the bond distances 
shows that for all of the molecules that have D3h or D3h-like transition states, i.e., NH3, FNH2, 
F2NH3, NF3, PH3 and FPH2, the bond lengths in the transition states are all shorter than the 
ground state bond lengths. However, the differences in the bond lengths in F2PH and PF3 do not 
follow the same simple pattern. For F2PH, the PH bond distance is slightly shorter (Δ = -
0.010 Å) and the PF bond distances are significantly longer (Δ = +0.064 Å) in the transition state 
than in the ground state. For PF3, the transition state has two types of PF bonds. The two axial PF 
bonds are much longer (Δ = +0.063 Å) than the ground state PF bond, and the equatorial PF 
bond is slightly shorter (Δ = -0.006 Å) than the ground state PF bond. 
Table 7.5 summarizes the bond distance changes between the ground state and transition 
state of all eight molecules. The percentage changes with respect to the bond lengths in the 
ground state are also listed (in parentheses). The percentage change for molecules in the D3h-like 
category ranges from -1.4% to -3.1%. On the other hand, the percentage change for the PH bond 
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in F2PH is only -0.7%, which is very close to the -0.4% change for the equatorial PF bond in 
F2PF. The percentage change for the axial PF bonds when n = 2 and n = 3 is 4.0%, which is 
larger than any of the differences in the other molecules. These data lead to Question #2: Why 
do the bond distances of the D3h-like transition states decrease and those of the T-shaped 
transition states behave very differently?  
7.3.1.2 Inversion barrier 
Here, as noted in Section 7.2, the inversion barrier is defined as the difference in the 
electronic energies of the transition state and the ground state, i.e., we ignore differences in the 
zero point energies even though vibrational frequencies are reported, because we want to focus 
on the variations in the barriers caused by the changes in the electronic structure of the molecules. 
Fig. 7.2 shows the plot of the inversion barrier with respect to n, the number of F atoms in the 
molecule. When N is the central atom, the barrier height increases monotonically from 5.34 
kcal/mol to 82.79 kcal/mol as n increases from 0 to 3. The rate of increase increases with n as 
well, essentially doubling with each additional F atom: 10.31 kcal/mol from n = 0–1, 22.88 
kcal/mol from n = 1–2, and 44.26 kcal/mol from n = 2–3. When P is the central atom, the barrier 
height increases from 33.25 kcal/mol to just 54.00 kcal/mol as n increases from 0 to 3. The rate 
of increase is 17.29 kcal/mol from n = 0–1, but only 1.50 kcal/mol from n = 1–2 and 1.96 
kcal/mol from n = 2–3. Thus, from n = 1–3, the change in the height of the inversion barrier is 
vastly different in the N series than in the P series: the total increase in the barrier height for 
FnNH(3-n) is 77.45 kcal/mol while the barrier height increase for FnPH(3-n) is less than a third of 
that, 20.75 kcal/mol. So Question #3 is: Why does the barrier change very little from n = 1–3 in 
the FnPH(3-n) series, instead of increasing dramatically like the FnNH(3-n) series does? 
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As an aside, we did locate higher lying “transition states” in both F2PH and PF3. The 
geometry of the D3h-like transition state in F2PH is RPH = 1.375 Å, RPF = 1.571 Å, and HPF = 
124.8˚. This structure lies 32.72 kcal/mol above the lower transition state, at 84.76 kcal/mol. It is 
a true transition state with only one imaginary frequency: 1158.2i cm-1 (because of its high 
energy, we did not follow the reaction path from this transition state to see where it led). When 
PF3 is constrained to have a D3h structure, RPF = 1.633 Å. The D3h structure lies 33.12 kcal/mol 
higher than the T-shaped transition state and 87.12 kcal/mol above the ground state PF3. 
However, this configuration has three imaginary frequencies (2 x 214i, 596i cm-1) and therefore 
is not a true transition state.  
7.3.2 The p-recoupled pair bonding in F2PH and PF3 and s-recoupled pair bonding in the 
other molecules 
In the last section we posed three questions. In this section, we show that the answers to all of 
these questions center on the ability of the P atom to form recoupled pair bonds with F, and, 
more specifically, p-recoupled pair bond dyads with two F atoms. In molecules other than F2PH 
and PF3, the inversion transition states involve formation of s-recoupled pair bond dyads.   
7.3.2.1 GVB description of the N and P atoms 
In order to understand the differences between FnNH(3-n) and FnPH(3-n) (n=0–3), we need 
to understand the differences between the central atoms in these molecules. Fig. 7.3 presents the 
GVB orbital diagrams for the ground and low-lying excited states of the N and P atoms. The 
diagrams represent the valence electrons and orbitals. The ground states of the N and P atoms are 
4S states with three singly occupied valence p orbitals in each atom. In the N/P(4S) diagram, the 
big circle represents the valence s orbital, the small circle represents the out-of-plane px orbital, 
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and the two dumbbell shapes represent the two in-plane (py, pz) orbitals. The dots represent 
electron occupations. The ground states of FnNH(3-n) and FnPH(3-n) (n=0–3) have three normal 
covalent bonds formed with the electrons in these three singly occupied p orbitals. The 
pyramidal structures of these molecules are a natural result of the orientations of the three p 
orbitals in the atom. 
Although the connection of the ground states of the N and P atoms with the ground states 
of the FnNH(3-n) and FnPH(3-n) molecules is straightforward, the transition states do not correlate 
with the ground state atoms.  Rather, they correlate with the first excited (2D) states of the atoms. 
In this state, one electron from a p orbital is excited into one of the other p orbitals with the 
original p orbital no longer occupied in the configuration (this is schematically represented by 
the configuration s2px2py1 or s2pz2py1 in Fig. 7.3).  Now, the atoms can form both covalent bonds 
(with the singly occupied py orbital) as well as recoupled pair bonds and recoupled pair bond 
dyads (with the s2 or p2 lone pairs). The calculated excitation energy from the 4S state to the 2D 
state is 55.33 kcal/mol for the N atom and 32.23 kcal/mol for the P atom (MRCI+Q/AVQZ); 
these numbers are to be compared to 54.97 and 32.48 kcal/mol from the NIST Atomic Spectra 
Tables.43 Because of this energetic difference, the recoupled pair bonds and recoupled pair bond 
dyads in P would lie at much lower energies than in N. 
As noted above, there are two doubly occupied orbitals in the 2D state, i.e., 2s2 and 2p2 
for N and 3s2 and 3p2 for P atom. Although these orbitals are doubly occupied in the HF wave 
function, in the GVB wave function s2 and p2 lone pairs are each described by two singly 
occupied, non-orthogonal lobe orbitals. Fig. 7.4 shows the s and p GVB lobe orbitals for the 
N(2D) and P(2D) states. The s lobe orbitals of both atoms are very similar in shape and 
orientation, although the P orbitals are more diffuse and span a larger spatial region. The s lobe 
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orbitals are well separated spatially, residing on opposite sides of the central atom, and have 
overlaps of only 0.768 (N) and 0.776 (P); we refer to them as the sL and sR lobe orbitals. In the 
GVB orbital diagrams 1a and 2a in Fig. 7.3, the sL and sR lobe orbitals are connected with a red 
line, representing the fact that they are singlet coupled. 
On the other hand, the 2p lobe orbitals of N(2D) and the 3p lobe orbitals of P(2D) are very 
different. Both 2p lobe orbitals on the N(2D) state look like p orbitals, one tighter than the 
original 2pz orbital, and the other one more diffuse. They lie in the same spatial region and we 
refer to them as inner and outer lobe orbitals, 2pI and 2pO. In the N(2D) GVB orbital diagram 1b 
in Fig. 7.3, these orbitals are represented with two dumbbell shapes, one inside of the other with 
a red line connecting them. The 3p lobe orbitals of P(2D), on the other hand, are distorted 3pz 
orbitals, with one more concentrated on the left side of the P atom and the other more 
concentrated on the right side; they have an overlap of 0.839 and are referred to as 3pL and 3pR 
lobe orbitals. In diagram 2b in Fig. 7.3, they are represented with two half-dumbbell shapes 
connected with a red line. 
Both of the lone pairs on the N and P atoms are potentially available for recoupling to 
form bonds. However, the ease with which a lone pair can be recoupled is dependent on two 
factors: (1) the spatial orientation of the lobe orbitals and (2) the overlap of the orbitals. To form 
a strong recoupled pair bond or recoupled pair bond dyad the lobe orbitals must be localized in 
different spatial regions and the overlap of the lone pair orbitals must be significantly less than 
one (the smaller, the better). It also helps if the ligand is very electronegative, because this will 
reduce the Pauli exchange-repulsion between the bonds (or between the bond and the electron in 
the left over orbital) formed by recoupling the lone pair.7 
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As noted above, the N and P sL and sR orbitals are spatially well separated and their 
overlaps, 0.768 (N) and 0.776 (P), are similar. So, s-recoupled pair bonds can be formed in both 
N and P. The overlap between the N 2pI and 2pO orbitals (0.858) is slightly larger than that 
between the P 3pL and 3pR orbitals (0.839), and both overlaps are much larger than the overlaps 
between the (2sL, 2sR) and (3sL, 3sR) lobe orbitals. But, more importantly, the 2pI and 2pO 
orbitals occupy essentially the same spatial region, while the 3pL and 3pR orbitals are spatially 
separated. Therefore, it is far more favorable for P to participate in p-recoupled pair bonding than 
N. However, the (3pL, 3pR) orbitals of the P atom are not as spatially separated as the (3sL, 3sR) 
orbitals, so it will be more difficult to form recoupled bonds with the 3p lone pair than with the 
3s lone pair. 
From the GVB orbital diagram of the P(2D) state in Fig. 7.3, one can easily see that three 
strong bonds can be formed: with the singly occupied (3sL, 3sR, 3py) orbitals in 2a and the singly 
occupied (3pL, 3pR, 3py) orbitals in 2b. In 2a the remaining lone pair is an out-of-plane 3px lone 
pair, and in 2b it is an in-plane 3s pair. As will be demonstrated and discussed in sections 7.3.2.2 
and 7.3.2.3, with 2a the resulting structures of the transition states corresponds to that of the D3h-
like structures, which have an out-of-plane lone pair. With 2b the resulting structures will be 
those of the T-shaped transition states for inversion with an in-plane lone pair. Since the lobe 
orbitals in 1a, 2a and 2b in the N(2D) and P(2D) states have different properties than the 2p and 
3p orbitals in the N(4S) and P(4S) states, the bonds formed with these orbitals in the transition 
states will have different lengths, strengths and spatial orientations than those in the ground 
states. 
Which lobe orbitals will be used to form bonds depends on the strength of the resulting 
bonds as well as the resulting interactions with the electrons in the other orbitals in the molecule. 
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In particular, we note that the formation of bonds with the (3sL, 3sR, 3py) orbitals has a lone pair 
perpendicular to the yz plane that will have repulsive interactions with the lone pair orbitals in F 
that are also perpendicular to the yz plane. This is not the case when bonds are formed with the 
(3pL, 3pR, 3py) orbitals where the lone pair lies in the molecular plane. 
7.3.2.2 GVB orbitals of the transition states 
As discussed above, the ground states of the eight molecules in our study have three 
normal covalent bonds formed by singlet coupling the singly occupied ligand orbitals with the 
three singly occupied p orbitals of N(4S) and P(4S). Fig. 7.5 shows the GVB bonding orbitals of 
the eight transition states, along with the doubly occupied lone pair orbital. When there are 
equivalent bonds, the GVB orbitals of only one bond are shown. The overlap between the two 
orbitals that form a bond is also shown. The GVB wave functions of all of the eight transition 
state molecules are predominantly PP spin coupled with wPP ranging from 0.91 to more than 
0.99.  
NH3 and PH3 each have three equivalent bonds. Upon bond formation, the orbitals on the 
two atoms polarize, hybridize, expand or contract, delocalize, etc. in response to the presence of 
the other atoms. However, it is clear that, for instance, one of the orbitals participating in the NH 
bond closely resembles the 2s lobe orbital of N shown in Fig. 7.4, although with somewhat more 
2p character than in the N atom, and the other orbital resembles the 1s orbital of the H atom. The 
lone pair orbital is essentially the out-of-plane 2px orbital in the N(2D) state. This is consistent 
with the orbital diagram 1a in Fig. 7.3. The three equivalent NH bonds result from resonance 
between the 2s-recoupled pair bond dyad and the normal covalent bond with the 2py orbital. The 
resulting structure has D3h symmetry because this arrangement reduces the Pauli repulsion 
between the three bonds and, so, the GVB orbitals on the N atom in the NH3 transition state are 
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resonance averages (hybrids) of the two 2s lobe orbitals and the 2py orbital. The situation is 
similar in PH3. The reason for the shorter bond distances in the transition states is that the 
orbitals on N and P have large s orbital components in the transition states, and s orbitals are 
closer to the nucleus than p orbitals, especially for the P atom. Therefore the bonds formed with 
these orbitals are shorter than those formed with p orbitals in the ground states (Question #2).  
The N atom is more electronegative than the P atom, so NH bonds are more polarized 
toward the N atom than PH bonds. A result of this is that the three orbitals centered on N have 
much higher overlaps (0.782) with each other than do the three orbitals centered on P (0.442). 
This leads to larger Pauli repulsion between the bond pairs in NH3. One impact of this replusive 
interaction is that the H 1s-like bond orbital develops a node in the region of the N atom. As a 
result, the overlap of the bond pair is smaller in NH3 (0.534) than in PH3 (0.813). 
Upon a single substitution of H by F, the geometries do not change much.  But, there are 
significant changes in some of the orbitals. The N or P orbital involved in the bond to the F atom 
has delocalized onto the F atom as would be expected for a polar covalent bond. This 
delocalization builds Nδ+Fδ– (Pδ+Fδ–) character into the GVB wave function. The orbitals for the 
other two bond pairs resemble those in NH3 and PH3. Due to the interaction with the out-of-
plane, doubly occupied 2px orbitals on F, the doubly occupied, out-of-plane 2px and 3px lone pair 
orbitals on N and P acquire anti-bonding character. Also, since F is very electronegative, the 
overlaps between the orbitals on the central atoms are reduced and the node in the H 1s-like 
orbital in NH3 disappears upon F substitution. Regardless of these small changes, the nature of 
the bonding orbitals on the central atoms in FNH2 and FPH2 is similar to that of NH3 and PH3: 
hybrids of an s-recoupled pair bond dyad and a p-covalent bond.  
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Once another H atom is substituted with an F atom, there are marked differences in the 
geometrical and orbital structure of F2NH and F2PH. F2NH is very similar to FNH2, although two 
F atoms pull more electron density away from the central N atom than one F atom and the 
orbitals are less dense around the N atom. The overlaps between the bonding orbitals increase for 
both the NH and NF bonds. The out-of-plane, doubly occupied 2px orbital on N has acquired 
anti-bonding character on both F atoms, evidence of increased repulsive interactions between the 
electrons in the N lone pair and those in the doubly occupied 2px orbitals on F. On the other 
hand, F2PH does not resemble FPH2. The geometry of the transition state is now T-shaped and 
the lone pair orbital is no longer a 3px-like orbital perpendicular to the molecular plane but a 3s-
lobe-like orbital in the molecular plane. This latter orbital has acquired a measure of anti-
bonding character because of the interaction of the electrons in this orbital with the doubly 
occupied in-plane 2p orbitals on the F atom. In addition, the orbitals participating in the axial 
FPF bond in the F2PH transition state are 3p lobe orbitals instead of 3s lobe orbitals. 
The two axial PF bonds in F2PH are, in fact, a p-recoupled pair bond dyad (Question #1). 
The P-F bond distance is very similar to that found in the A2Π state of PF2, 1.649 Å (F2PH) 
versus 1.639 Å (PF2), a molecule known to have a p-recoupled pair bond dyad.13 This is the 
reason for the unusual increase in the length of the PF axial bonds between the ground and 
transition state: p-recoupled pair bond dyads have bond distances that are significantly longer 
than the corresponding covalent bonds.6,7,13,16,44,45 In contrast, the P orbital participating in the 
equatorial PH bond is the singly occupied 3p orbital (See 2b in Fig. 7.3). This bond is a normal 
polar covalent bond, which leads to only a slight decrease in the bond length (-0.7% in Table 7.3) 
going from the ground state to the transition state (Question #2). Note that the p-recoupled pair 
bond dyad in F2PH is almost linear, θFPF = 169.2˚, as suggested in the orbital diagram 2b in Fig. 
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7.3, and as the geometry of PF2(A2Π) suggests (θFPF = 180˚). This is due to the dominant 3p 
character in the 3p lobe orbitals and the repulsive forces between the two PF bonds, the PH bond 
and the doubly occupied distorted 3s-like orbital. The quasi-linear structure is consistent with our 
finding that p-recoupled pair bond dyads are structurally rigid and prefer nearly collinear 
arrangements. 6,7,13,16,44,45 
When all of the H atoms are substituted with F atoms, the NF3 transition state has three 
equivalent NF bonds and D3h symmetry. The doubly occupied orbital is an out-of-plane N 2px-
like orbital with anti-bonding character on all three F atoms. The overlap between the two 
bonding orbitals constituting a NF bond increases from 0.697 in F2NH to 0.721 in NF3 as more F 
atoms pull more electron density into the bonding region. PF3 is similar to F2PH, with the only 
difference being that the PH covalent bond in F2PH becomes a PF polar covalent bond. The two 
axial bonds are, again, a p-recoupled pair bond dyad formed with the P 3p lobe orbitals. The 
axial PF bonds in PF3 are similar in length to those in F2PH, 1.630 Å (PF3) versus 1.649 Å 
(F2PH) and are much longer than the PF bond in the PF3 ground state (1.567 Å). For the 
equatorial bond, on the other hand, the percentage change of the bond length is just -0.4% 
(0.006 Å), consistent with the equatorial PF bond being a covalent bond formed with a 3p 
orbital. Therefore, the seemingly random bond length changes in F2PH and PF3 (Question #2) 
are, in fact, not random: the p-recoupled pair bond dyads of the transition states have much 
longer bond distances than the covalent bonds, and the equatorial covalent bonds of the transition 
states are only slightly shorter than the covalent bonds of the ground states. The doubly occupied 
P orbital in PF3 is similar to that in F2PH, a distorted 3s orbital with some anti-bonding character 
associated with the F in-plane lone pairs.  
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7.3.2.3 Further comparison of the s- and p-recoupled pair bond dyads 
The analysis of the GVB orbitals of (PH3, FPH2, F2PH, PF3) shows that the dramatic 
change in the structures of the transition states for F2PH and PF3 are a result of the formation of a 
p-recoupled pair bond dyad in these species (Question #1). In this section, we take a step back to 
examine the triatomic molecules, because recoupled pair bond dyads also exist in NH2, NF2, PH2 
and PF2, although in their excited states not in their ground states. Here we focus on PH2 and PF2 
as two examples of s- and p-recoupled pair bond dyads. 
The ground state of PH2 is a 2B1 state, bound by two normal covalent bonds. The first 
excited state is a 2A1 state. The 2A1 state derives from a linear 2Π state that contains a 3s-
recoupled pair bond dyad, and relaxes to a bent geometry upon geometry optimization, 
incorporating additional 3p character into the P bonding orbitals. So let us compare the recoupled 
pair bond dyad in the 2Π and 2A1 states of PH2 with the bonds in the PH3 and FPH2 transition 
states to understand how the s-recoupled pair bond dyad evolves in these species. Fig. 7.6 shows 
the GVB orbitals in PH2, PH3 and FPH2 that are centered on the P atom along with the doubly 
occupied, out-of-plane 3p-like lone pair orbitals. The PH2(2Π) state has two 3s-like lobe orbitals 
as well as singly and doubly occupied 3p(π)-like orbital on the P atom. The 3s lobe orbitals are 
slightly delocalized onto the H atoms compared to the 3s lobe orbitals in the P atom (Fig. 7.4). In 
order to strengthen the bond and reduce the repulsion between the electrons in these orbitals and 
because mixing between (hybridization of) s and p orbitals is facile, the 2Π state rearranges to 
become a strongly bent 2A1 state with a bond angle of 121.8˚, reducing the energy by 19.66 
kcal/mol. The 3p orbital is pushed away from the two PH bonds, picking up 3s character. So the 
three singly occupied P orbitals in the 2A1 state of PH2 are not pure 3s lobe orbitals or 3p orbitals, 
but a mixture of the two. However, their origins are clear. 
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The singly occupied P orbitals in the PH3 transition state look very much like the 
corresponding orbitals in the PH2(2A1) state. The doubly occupied out-of-plane orbital is largely 
unchanged. The orbitals of the FPH2 transition state are similar except that the P bonding orbital 
delocalizes onto the F atom (consistent with the fact that the F atom is more electronegative than 
the P atom) and the out-of-plane lone pair orbital acquires anti-bonding character due to 
repulsive interactions of the electrons in this orbital with those in the F 2p orbital.   
Similar comparisons for PF2, F2PH and PF3 are given in Fig. 7.7. The ground state of PF2 
is also a 2B1 state and the lowest-lying excited state is a 2Π state. In PF2, in contrast to PH2, the 
first excited state is linear. The PF2(2Π) state contains a 3p-recoupled pair bond dyad, a singly 
occupied 3p-like orbital, and a doubly occupied polarized 3s lone pair orbital (8a1).13 As noted 
previously, p-recoupled pair bonds prefer linear or quasi-linear geometries.6,7,13,16,44,45 Comparing 
the three molecules containing the p-recoupled pair bond dyad, one can see that the 3p-like lobe 
orbitals remain largely unchanged. The biggest changes occur for the 3p-like orbital and the 
doubly occupied 3s-like orbital as the third bond forms in F2PH and F2PF. The 3p-like P orbital 
localizes in the bonding region as the PH bond forms and then delocalizes onto the more 
electronegative F atom when the PF bond forms. The 3s-like orbitals gain anti-bonding character 
and are pushed away from the covalent bonds. Comparing Fig. 7.6 and Fig. 7.7, one can see the 
s-recoupled pair bond dyad is indeed much more structurally flexible than the p-recoupled pair 
bond dyad.  
As shown above, it is possible for the same central atom to form different types of 
recoupled pair bonds and recoupled pair bond dyads. As shown in Fig. 7.4, the overlap between 
the 3sL and 3sR lobe orbitals of the P atom is 0.776, while the overlap between 3pL and 3pR is 
0.839. Therefore it is much easier to form an s-recoupled pair bond than a p-recoupled pair bond. 
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In fact, forming a p-recoupled pair bond dyad requires electronegative ligands, which separates 
the two highly overlapping p lobe orbitals and reduces the Pauli repulsion between the resulting 
bond pairs. The H atom is not sufficiently electronegative to recouple the P 3p2 lone pair. 
Therefore, the P(2D) state forms an s-recoupled pair bond dyad with two H atoms and a p-
recoupled pair bond dyad with two F atoms. Although the F atom is also able to recouple a 3s2 
lone pair, an s-recoupled pair bond dyad does not form in F2PH and PF3 because the P lone pair 
orbital would then be perpendicular to the molecular plane, resulting in strong Pauli repulsive 
interactions with the electrons in the doubly occupied orbitals on the F atoms. These repulsions 
are minimized if the lone pair on the P atom is in a 3s-like orbital, which is polarized away from 
the F atoms as is the case for the p-recoupled pair bond dyad. Therefore the p-recoupled pair 
bond dyad is preferred, which gives rise to the low-barrier inversion pathways in F2PH and PF3 
(Question #3). Even though the lone pair on the P atom is not involved in bond formation, it 
clearly influences which types of bonds are formed. 
7.3.3 Transition state formation pathways 
To summarize the above GVB analysis of the transition states, GVB diagrams of the 
pathways for forming the inversion transition states of two representative molecules, NF3 and 
PF3, are shown in Fig. 7.8. The NF3 transition state goes through a pathway involving the 
formation of an s-recoupled pair bond dyad. The two F atoms recouple the 2s2 electrons of N(2D) 
and form the NF2(2Π) configuration, which rearranges to the bent 2A1 state. The third F atom 
forms a normal (polar) covalent bond with the singly occupied orbital in the NF2(2A1) state, 
leading to the NF3 D3h transition state. The doubly occupied orbital on N is perpendicular to the 
molecular plane. The three NF bonds are equivalent as a result of the ease with which s and p 
orbitals hybridize (mix). The very high barrier to inversion in NF3 is, in large part, due to the 
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strong repulsions between the electrons in the lone pair orbital on the N atom and those in the 
lone pair orbitals on the F atom. 
The PF3 transition state goes through a p-recoupled pair bond dyad pathway. The two F 
atoms recouple the 3p2 electrons of P(2D) to form the PF2(2Π) state. The third F atom then forms 
a normal covalent bond with the remaining singly occupied P 3p orbital, resulting in a T-shape 
transition state structure. The lone pair orbital on P in PF3 is a distorted 3s-like orbital polarized 
away from the F atoms in order to reduce the repulsions between the electrons in this orbital and 
those in the F lone pair orbitals. The collinear structure of the p-recoupled pair bond dyad 
remains almost unchanged in the process, with the dyad bonds bending slightly away from the 
lone pair. Not only are the axial bond lengths nearly the same in PF2(A2Π) and PF3(1A1, TS), but 
the F2P–F ground and transition state bond energies are nearly the same, which means that the 
magnitude of the inversion barrier is nearly the same as the energy difference between the 
PF2(X2B1) and PF2(A2Π) states, 54.00 vs. 52.94 kcal/mol. This process is illustrated in Fig. 7.9. 
The bond energy of the equatorial PF bond in the transition state is 133.07 kcal/mol (the bond 
energy reported in ref. 9 is incorrect), similar to the 134.13 kcal/mol bond energy of the covalent 
PF bond in the ground state. Also, the energy lowering for forming a p-recoupled pair bond dyad 
from the atoms in PF2(A2Π) is 206.45 kcal/mol, which is only 20.71 kcal/mol less stable than 
forming the two covalent bonds in PF2(X2B1), 227.16 kcal/mol. In fact, the strength of recoupled 
pair bond dyads is the reason for the existence of hypervalent species such as PF513 and SF6.6 
7.4 Conclusions 
In this chapter, we report accurate CCSD(T) calculations on the ground and transition 
states for inversion of the FnNH(3-n) and FnPH(3-n) (n=0-3) molecules along with a detailed 
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analysis of the GVB wave functions for these molecules at the calculated stationary points. All of 
the molecules go through D3h-like transition states, except for PF3 and F2PH, which have T-
shaped transition states, a fact first reported by Dixon and coworkers.1-5 For all of the molecules 
with D3h-like transition states, the bond distances are shorter than those in their ground states, a 
result of the increased s character in the N and P bond orbitals in the transition states. However, 
for F2PH and F2PF, the transition state is T-shaped and the axial PF bonds are much longer than 
those in the ground state, while the equatorial PH and PF bonds are slightly shorter than those in 
the F2PH and PF3 ground states. 
Likewise, there is a dramatic difference in the dependence of the barrier height for 
inversion as the number of F atoms (n) increases. The height of the inversion barrier height 
increases dramatically for the FnNH(3-n) series as n increases, from 5.34 (NH3) to 82.79 (NF3) 
kcal/mol. However, for the FnPH(3-n) series, the barrier height increases substantially from n = 0 
to n = 1 (33.25 to 50.54 kcal/mol), but thereafter it increases only modestly (from 50.54 to 54.00 
kcal/mol).  
The explanation for the anomalous behavior of the F2PH and PF3 molecules is simple. In 
the transition states of both F2PH and PF3, the nearly collinear PF bonds are a result of the 
formation of p-recoupled pair bond dyads. A hydrogen atom is not sufficiently electronegative to 
recouple the lone pair in the P(2D) excited state, and, therefore, these bonds are only found in 
F2PH and PF3. Formation of the p-recoupled pair bond dyads in the transition states of these two 
molecules is favored because it minimizes the repulsion between the electrons in the lone pair on 
P and those in the lone pairs on the F atoms. Since a p-recoupled pair bond dyad prefers a nearly 
collinear arrangement of the F-P-F atoms, the transition states in F2PH and PF3 are T-shaped. 
The lengthening of the axial PF bonds is a result of the formation of p-recoupled pair bond dyads 
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in F2PH and PF3, while the third bond in each species is a covalent bond similar to that in the 
ground state. 
The ground state of F2PH and PF3 arises from the addition of an H or F atom to the 
ground state of PF2, the X2B1 state, while the T-shaped transition arises from the corresponding 
additions to the first excited state of PF2, the A2Π state. The energy of the PF2(X2B1) and 
PF2(A2Π) states differ by 52.94 kcal/mol.13 If the strengths of the PH and PF bonds in the F2PH 
and PF3 transitions states are similar than those in the ground states, as would be expected, one 
would predict barrier heights close to this value, which, indeed, is the case: 52.04 kcal/mol 
(F2PH) and 54.00 kcal/mol (PF3). In addition, it should be noted that the lengths of the covalent 
PH and PF bonds are similar in the ground and transition states. 
In summary, the transition states for NH3, FNH2, F2NH, NF3, PH3, and FPH2 involve the 
formation of s-recoupled pair bond dyads. Neither the H or F atoms are able to recouple the 2p2 
lone pair in the N(2D) state, so all of the transition states in the FnNH(3-n) series possess s-
recoupled pair bond dyads (or hybrids thereof). H is not able to recouple the 3p2 lone pair of P 
atom, thus the PH3 and FPH2 transition states also contain s-recoupled pair bond dyads. 
Extensive mixing between the s-recoupled pair bond dyad and the remaining covalent bond 
results in the D3h-like transition state structures and vertex inversion pathways.  The F atom is 
sufficiently electronegative to recouple both the 3s2 and the 3p2 electrons of the P atom, but the 
p-recoupled pair bond dyad is preferred over the s-recoupled pair bond dyad because the 
repulsion between the out-of-plane lone pair on P and the lone pairs on F is smaller in the former 
case. This leads to much lower inversion barriers than expected for F2PH and PF3 based on the 
trends in the FnNH(3-n) and the first two members of the FnPH(3-n) series. The p-recoupled pair 
! 203 
bond dyad is rigid and stays almost collinear when other bonds are formed, which results in the 
T-shaped transition states and edge inversion in F2PH and PF3. 
The T-shaped pnictogen structures in the ground state and transition states of compounds 
such as ADPO and its saturated analog also result from the formation of p-recoupled pair bond 
dyads by the pnictogen elements from the second row and beyond. Factors that stabilize the T-
shaped structures of these compounds include electronegative ligands (facilitating the formation 
of the recoupled pair bond dyad) and conjugated π system (allowing delocalization into the space 
usually occupied by the lone pair). Such compounds are expected to be widespread; their 
chemistry has been reviewed in detail by Arduengo and Stewart.11 
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Figures  
!
Figure 7.1 Optimized geometries of the FnNH(3-n) and FnPH(3-n) (n=0-3) ground states (GS, 
X1A1) and the transition states for inversion (TS, 1A1) obtained from CCSD(T)/AVQZ 
calculations. Bond distances are in Å and bond angles in degree. θ corresponds to bond angle 
and τ corresponds to dihedral angle. N is color-coded in blue, P in rusty orange, F in cyan and 
H in grey.  ! !
! 210 
 
Figure 7.2 Computed inversion barriers for FnNH(3-n) and FnPH(3-n) (n=0-3) from 
CCSD(T)/AVQZ calculations. The inversion barrier is the electronic energy difference between 
the transition state and the ground state for each molecule without zero point energy correction. ! !
! 211 
!
Figure 7.3 HF and GVB diagrams for N and P atoms; n = 2 for N and n = 3 for P atom. The 
subscripts “L”, “R”, “I” and “O” represent left, right, inner and outer. The electrons in orbital 
pairs connected with a red line are singlet coupled.  ! !
! 212 
!
Figure 7.4 GVB orbitals and overlaps for the N(2D) and P(2D) states. A red line means that the 
electrons in these singly occupied orbitals are singlet coupled; the values of the orbital overlaps 
are given above the line. Contours are ±0.10, ±0.15, ±0.20 and ±0.25. Red contour represents 
positive and blue contour represents negative orbital phase. ! !
! 213 
!
Figure 7.5 Selected GVB orbitals and overlaps for the inversion transition states of FnNH(3-n) and 
FnPH(3-n) (n = 0-3). The GVB calculations are 6-in-6 calculations. When two or three bonds are 
equivalent, the two GVB orbitals constituting one bond are shown. The doubly occupied orbital 
on the central atom for each molecule is shown following the GVB orbitals. Contours are ±0.10, 
±0.15, ±0.20 and ±0.25. ! !
! 214 
!
Figure 7.6 GVB orbitals centered on the P atom for the linear PH2(2Π) configuration, the bent 
PH2(2A1) excited state, and for the transition states for inversion in FPH2(1A1) and PH3(1A1). ! !
! 215 
!
Figure 7.7 GVB orbitals centered on the P atom for the linear PF2(2Π) excited state and the 
transition states for F2PH(1A1) and PF3(1A1).  ! !
! 216 
!
Figure 7.8 Formation pathway diagrams of the 1A1 inversion transition states for NF3 and PF3. ! !
! 217 
!
Figure 7.9 Energy and bond length changes during the formation of the ground state and 
inversion transition state of PF3, beginning with the atoms. The energies are in kcal/mol and 
bond distances are in Å. !! !
! 218 
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Chapter 8  
The Perplexing Bonding Nature of C2‡ 
 
In this chapter, generalized valence bond theory will be used to shed light on the 
perplexing bonding nature of C2. A completely different view on this “simple” diatomic 
molecule is offered.  The GVB calculations show that the electronic wave function of C2 is not 
well described by a product of singlet-coupled, shared electron pairs (perfect pairing), which is 
the theoretical basis for covalent chemical bonds. Rather, C2 is best described as having a 
traditional covalent σ bond with the electrons in the remaining orbitals of the two carbon atoms 
antiferromagnetically coupled. However, even this description is incomplete as the perfect 
pairing spin function also makes a significant contribution to the full GVB wave function. The 
complicated structure of the wave function of C2 is the source of the uncertainty about the nature 
of the bonding in this molecule. 
8.1 Introduction 
There is considerable interest in the nature of the bonding in the simplest carbon 
compound, diatomic carbon (C2).1 The C2 molecule has been variously described as having a 
double bond, 2a triple bond,3 or a quadruple bond4 (but see Ref. 5). Shaik, Ezepa and Hoffman6 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
‡ Reproduced in part with permission from:  
Xu, L. T.; Dunning, T. H., Jr. J. Chem. Theory Comput. 2014, 10, 195. © 2014 American Chemical Society!
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recently discussed the nature of the bonding in C2 in an interesting, if inconclusive, trialogue. 
This article engendered a follow-up set of articles by Frenking and Hermann7  and Danovich et 
al.8 In spite of these studies and the resulting spirited discussions, the nature of the bonding in C2 
remains a puzzle. 
In this chapter generalized valence bond (GVB) theory is used to describe the electronic 
structure of C2. The GVB wave function evolves smoothly from that of the separated atoms to 
that of the molecule, while allowing the orbitals and spin function to optimally adjust to the 
presence of the other atom. The GVB wave function is more accurate than the Hartree-Fock (HF) 
wave function, including many of the important non-dynamic correlation effects found in 
valence multiconfiguration SCF wave functions. In spite of this, the GVB wave function remains 
compact and readily interpretable. Thus, GVB theory provides an ideal means to characterize the 
nature of the bonding in C2. 
As first put forward by Lewis,9 further elaborated by Langmuir,10 and finally placed on a 
firm theoretical foundation by Heitler and London,11 a covalent bond arises from the sharing of a 
singlet-coupled, electron pair (see also Ref.12 and references therein). For a molecule with 
multiple covalent bonds between atoms A and B, the wave function has an electron in a singly 
occupied orbital on atom A, φAi, singlet coupled to an electron in a singly occupied orbital on 
atom B, φBi, for i = 1–Nbonds. The wave functions of many molecules are well described by this 
type of wave function. For example, for molecular nitrogen (N2) the dominant configuration in 
the full GVB wave function is: 
 
ΨPP = Aˆ ϕσAϕσBϕπxAϕπxBϕπyAϕπyB
1
2 2
(αβ − βα )(αβ − βα )(αβ − βα )                      (8.1) 
This configuration has a coefficient of 0.96 in the GVB wave function of N2, accounting for 92% 
of the wave function (the above spin function is referred to as the perfect pairing spin function). 
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Thus, N2 is well described as having one σ and two π bonds. On the other hand, there are well-
known molecules where the wave function is not well described by a single, perfectly paired spin 
function. In the π electron system of benzene, the perfect pairing spin function has a coefficient 
of only 0.79 and, thus, accounts for just 62% of the wave function.13 In this case multiple spin 
functions must be included in the wave function to adequately describe the bonding, in this case, 
the spin functions that describe the two Kekule structures. 
As we shall show, the wave function of C2 is not well described by a product of singlet-
coupled, shared electron pairs, a fact was first noted by Raos et al.13 In this chapter we report full 
GVB14,15 (or SCVB16,17) as well as CASSCF18,19 and MRCI+Q20,21 calculations on the C2 
molecule with a correlation consistent basis set close to the complete basis set limit (aug-cc-
pVQZ).22 We also find that the wave function of C2 is not well described by a product of singlet-
coupled, shared electron pairs, the theoretical basis for the use of traditional covalent bonding 
constructs. Instead, we find that the wave function for C2 at its equilibrium geometry is best 
described by a σ bond between the carbon atoms and an antiferromagnetic coupling of the 
electrons in the remaining orbitals. Although this type of bonding is rare in chemistry, it is 
similar to that found in Cr2.23,24 However, even this description is incomplete—the contribution 
of the perfect pairing spin function to the full GVB wave function of C2 is significant. As a result, 
it is not possible to assign a specific bond order to C2. 
8.2 Theoretical and Computational Methods 
Chapter 2 discussed the general theoretical and computational methods we use in 
studying chemical bonding. The GVB wave function for the ground state (3P) of the carbon atom 
is: 
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ΨGVB[C(3P)]= Aˆφ1sφ1sϕ2s−ϕ2s+ϕ2pxϕ2pyαβ
αβ − βα
2
⎛
⎝⎜
⎞
⎠⎟
αα                             (8.2) 
where we have kept the 1s core orbital doubly occupied. The singlet coupled (2s–, 2s+) pair 
provides a more accurate description of the carbon 2s lone pair than the 2s2 configuration in the 
Hartree-Fock (HF) wave function—the energy of the GVB wave function, Eq. (8.2), is 10.9 
kcal/mol lower than that of the HF wave function.25  
The form of the (2s–, 2s+) lobe orbitals is: 
 
 
ϕ2s± =
c1
c1+ c2
ϕ2s ±
c2
c1+ c2
ϕ2pz = c2sϕ2s ± c2pϕ2pz                                (8.3) 
where the coefficients (c1, c2) in Eq. (8.3) are obtained from a two-configuration MCSCF 
calculation on the carbon atom (c1φ2s2 – c2φ2pz2). For the carbon atom, c2s = 0.93 and c2p = 0.36; 
thus, the (2s–, 2s+) lobe orbitals have substantial 2p character. The 2s lobe orbitals are 
nonorthogonal with an overlap of: 
  
S(2s− , 2s+ )=
c1− c2
c1+ c2
                                                           (8.4) 
For the carbon atom,  S(2s− ,2s+)=0.74 . Although there is significant overlap between the two 
lobe orbitals, they are concentrated in different spatial regions: one more on the left side of the 
atom (2s–), the other more on the right side of the atom (2s+). The GVB valence orbitals of the 
carbon atom are plotted in Figure 8.1, along with the corresponding GVB orbital diagram. As 
can be seen, the 2s– and 2s+ lobe orbitals are well positioned to form bonds with other atoms, 
thereby naturally accounting for the tetravalence of carbon.  
Given the GVB wave function for the carbon atom, it is straightforward to construct the 
GVB wave function for C2 in the separated atom limit (R = ∞): 
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ΨGVB[C2(X1Σg+ )]= Aˆϕ2s−Aϕ2s+Aϕ2s–Bϕ2s+Bϕ2pxAϕ2pyAϕ2pxBϕ2pyBΘ                     (8.5) 
In Eq. (8.5), the doubly occupied 1s core orbitals on each carbon atom have been omitted and the 
carbon atoms have been labeled as A (left) and B (right). The GVB orbitals in Eq. (8.5) are 
uniquely determined by the optimization process, and are, in general, non-orthogonal but are 
orthogonal to the doubly occupied core orbitals (orbitals of different symmetry are, of course, 
orthogonal). The formation of the ground, 
 
X 1Σg
+ , state of C2 from C(3P) + C(3P) is represented 
schematically by the GVB orbital diagram in Figure 8.2 (the significance of the two 
representations for C2 will be discussed below). 
For eight electrons in eight singly occupied orbitals, there are fourteen linearly 
independent ways to couple the electron spins.26 Thus, the spin function, Θ, is a linear 
combination of these fourteen spin couplings: 
  
Θ = ckΘk
k=1
14
∑                                                                 (8.6) 
However, with the above orbital ordering, only one spin function is required at R = ∞: 
  
Θ9 =
1
2
(αβ − βα ) 1
2
(αβ − βα ){ 1
12
[2ααββ − (αβ + βα )(αβ + βα )+ 2ββαα ]}         (8.7) 
This spin function couples the electrons in the first two orbital pairs, (φ2s–A, φ2s+A) and (φ2s–B, 
φ2s+B), into singlets, the electrons in the following two orbitals (φ2pxA, φ2pyA) into a triplet, those 
in the next two orbitals, (φ2pxB, φ2pyB), also into a triplet, and then the two triplet spin functions 
are coupled into a singlet, yielding the 
 
X 1Σg
+  state of C2. For other orbital orderings, including 
the “Molecular” and “Quasi-atomic” orbital orderings discussed in Section 8.3 below, more than 
one spin function is required to describe the wave function of C2 at the separated atom limit (see 
also Ref.13) 
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Because we use the orthonormal Kotani spin basis,27,28 the contribution of a particular 
spin coupling to the GVB wave function, say, Θk in Eq. (8.6), is just  wk = ck
2 , with 
  
 
wk
k=1
14
∑ = 1                                                               
(8.8)
 
In Eq. (8.8), wk is referred to as the spin coupling or spin function weight. It is possible to use 
other spin bases, e.g., the Rumer and Serber bases.13 
In the full GVB method, the orbitals, {φi}, as well as the spin coupling coefficients, {ck}, 
are optimized at each value of R with no constraints. As R decreases, the orbitals on one atom 
respond to the presence of the other atom by contracting or expanding, polarizing and/or 
hybridizing, delocalizing, etc. In addition, the {ck} change to reflect the changes in orbital spin 
couplings as the molecule is formed. The GVB wave function provides a more accurate 
description of the electronic structure of molecules than the HF wave function. The full GVB 
wave function includes the most important non-dynamical correlation effects in the valence (s, p) 
CASSCF wave function18,19 and approaches it in accuracy. 
The HF, GVB, CASSCF and MRCI+Q calculations in this work were performed with the 
Molpro suite of quantum chemical programs.29,30 The CASSCF wavefunction included all 
configurations arising from the (2s, 2p) orbitals. The MRCI+Q calculations included all single 
and double excitations from the CASSCF wave function. The dissociation energy, De, and 
equilibrium distance, Re, for the MRCI+Q calculations was computed with the CASSCF+1+2 
wave function, but the potential energy curve was obtained by averaging the lowest three states 
(two  
1Σg
+  states and one 1Δg state). Augmented correlation consistent basis sets of quadruple zeta 
quality (aug-cc-pVQZ) were used for the carbon atom.22 This basis set has an acceptably small 
convergence error associated with the solution of the electronic Schrödinger equation. The GVB 
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calculations were carried out using the Molpro fully variational CASVB program with the 
Kotani spin basis.29,30  
8.3 Results and Discussion 
The equilibrium energy (Ee), bond energy (De), and bond distance (Re) of C2 from 
Hartree-Fock (HF), GVB, CASSCF and MRCI+Q calculations are summarized in Table 8.1, 
along with the available experimental data.31,32 The calculated HF, GVB and MRCI+Q potential 
energy curves are plotted in Figure 8.3. As can be seen, the GVB wave function provides a far 
more accurate representation of the C2 molecule than the HF wave function, recovering nearly 
80% of the bond energy predicted by the MRCI+Q calculations (112.6 kcal/mol versus 142.8 
kcal/mol), whereas C2 is barely bound at the HF level (18.3 kcal/mol). The GVB wave function 
also predicts a more accurate bond distance for C2 (1.244 Å versus 1.242 Å), although the 
difference with the HF result (1.239 Å) is not as dramatic as for De. 
As noted in the Introduction, the full GVB wave function accounts for the major non-
dynamical correlation effects in the atom or molecule. In the C atom, it accounts for the 2s-2p 
near degeneracy effect and in the C2 molecule it includes all of the non-dynamical correlation 
effects required to describe the dissociation of the molecule into its fragments. As a result, the 
GVB energy of the C2( 
X 1Σg
+ ) state at Re is 118.5 kcal/mol lower than the HF energy and just 
30.6 kcal/mol above the valence CASSCF energy. The energy of the MRCI+Q wave function, 
which includes both non-dynamical and dynamical correlation effects, is another 100.3 kcal/mol 
below the CASSCF energy. Interestingly, in C2, inclusion of dynamical correlation effects 
beyond those in the valence CASSCF wave function has only a minor effect on both De and Re 
(decreasing De by <0.5 kcal/mol and increasing Re by <0.01 Å). These results clearly show that 
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the GVB wave function provides a far more suitable basis for describing the bonding in C2 than 
the HF wave function. 
The essence of a GVB wave function is captured in the orbitals, {φi}; the 
coefficients/weights of the spin functions, {ck, wk}; and the orbital overlaps, Sij = S(φi, φj), all of 
which depend on the internuclear distance, R. In Figure 8.4, the GVB orbitals of C2 are plotted as 
a function of ΔR = R – Re. The orbitals at ΔR = 2.0 Å are essentially the same as those for two 
C(3P) atoms (compare these orbitals with those in Figure 8.1). As ΔR decreases, the “inner” σ 
bonding orbitals, (2s+A, 2s–B), and the π orbitals, (2pxA, 2pyA, 2pxB, 2pyB), polarize and delocalize 
onto the other atom, thus strengthening the bonding interaction between the two atoms. On the 
other hand, the “outer” σ orbitals, (2s–A, 2s+B) largely retain their atomic forms. 
The spin function also changes smoothly as R decreases, from that appropriate for 
C(3P) + C(3P) to that for C2( 
X1Σg+ ); see Figure 8.5. For Figure 8.5 we employed the “Molecular” 
orbital ordering: 2s+A, 2s–B, 2s–A, 2s+B, 2pxA, 2pxB, 2pyA, and 2pyB. Coupled with the perfect 
pairing spin coupling, the resulting wave function describes the formation of four electron pairs, 
(2s+A, 2s–B), (2s–A, 2s+B), (2pxA, 2pxB), and (2pyA, 2pyB). Except for the presence of the additional 
singlet-coupled pair, (2s–A, 2s+B), the resulting wave function for C2 corresponds to the dominant 
configuration for the N2 molecule, Eq. (8.1), at its equilibrium geometry. Indeed, we find that, as 
ΔR decreases, the weight of the perfect pairing (PP) spin function (wPP = w14) increases, 
becoming the dominant spin coupling at Re. But, at Re wPP = 0.67, a value which falls far short of 
that needed for C2 to be well described by the perfect pairing spin function—for N2, wPP = 0.96. 
This is in full agreement with the results reported by Raos et al.13  
The total energies, spin coupling coefficients, and dominant spin coupling weights for the 
ground state of C2 at Re are listed in Table 8.2. As noted above, the perfect pairing spin function 
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has a coefficient cPP (= c14) of 0.82 and accounts for just 67% of the wave function. A further 
measure of the inadequacy of the perfect pairing configuration can be obtained by calculating the 
energy of a GVB wave function that includes just the perfect pairing spin function (ΘPP = Θ14). 
This increases the energy of C2 by more than 20 kcal/mol relative to the full GVB energy (see 
Table 8.2). Clearly, the wave function for C2 is not well described by a product of singlet-
coupled, shared electron pairs, i.e., C2 does not have a set of traditional covalent σ and π bonds 
like N2.  
Although the total GVB wave function does not depend on the ordering of the orbitals, 
the spin coupling coefficients do. A close examination of the spin coupling coefficients for the 
“Molecular” ordering suggested that another orbital ordering might yield a spin-coupling 
function with a significantly larger coefficient. In this new ordering, which we refer to as the 
“Quasi-atomic” ordering, the first two orbitals are (2s+A, 2s–B) and the remaining orbitals are 
listed by center: first the orbitals on carbon atom A, (2s–A, 2pxA, 2pyA), and then the orbitals on 
carbon atom B, (2s+B, 2pxB, 2pyB). The coefficients of the spin functions at Re are listed in the last 
column of Table 8.2 (the dependence of the spin coupling weights on ΔR for this orbital ordering 
is given in the Supporting Information). With this ordering the coefficient for spin function #4 is 
0.918. If we calculate the energy of a GVB wave function with the quasi-atomic orbital ordering 
and spin function (ΘqAt = Θ4), the energy increases by only 10.8 kcal/mol, just over half that for 
the perfect pairing spin function with the molecular ordering. Clearly, the electronic structure of 
C2 is better described by the quasi-atomic spin function with the quasi-atomic ordering of the 
orbitals than by the perfect pairing spin function with the molecular orbital ordering. 
The quasi-atomic spin function is: 
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Θ4 = 12 (αβ − βα )×
1
6{3αααβββ + 3βββααα + (αβ + βα )[βααβ − ββαα − (αβ − βα )βα ]
+ββ(αααβ −αβαα )+ (ββαα −ααββ )βα − (ααβ +αβα + βαα )(αβ + βα )β}
  (8.9) 
Although this spin function appears to be complicated, it has a simple interpretation: the 
electrons in the first two orbitals, (2s+A, 2s–B), are coupled into a singlet, those in the next three 
orbitals (2s–A, 2pxA, 2pyA) are coupled into a quartet, those in the last three orbitals (2s+B, 2pxB, 
and 2pyB) are also coupled into a quartet, and then the spins of the electrons in these last six 
orbitals are coupled to give an overall singlet state. This wave function corresponds to a 
traditional covalent σ bond between the two carbon atoms and an antiferromagnetic coupling of 
the electrons in the remaining orbitals. It describes an unusual type of bonding in chemistry, 
although it is similar to that for Cr2, where the electrons in the 4s orbitals are singlet coupled and 
the electrons in the 3d orbitals on each of the atoms are antiferromagnetically coupled.23,24 
However, the quasi-atomic orbital ordering with the quasi-atomic spin function still 
accounts for only 84% of the wave function at Re, which indicates that additional spin functions 
are important in the C2 wave function. In Figure 8.6 we plot the weights of the dominant spin 
couplings for the “Molecular” (wPP = w14) and “Quasi-atomic” (wqAt = w4) orbital orderings as a 
function of ΔR. Both weights are less that 0.2 at ΔR = 3.0 Å, because a linear combination of 
spin functions is required to describe the spin coupling of the electrons at the separated atom 
limit. As ΔR deceases, the weights of both the quasi-atomic and perfect pairing spin couplings 
increase, with wqAt increasing more rapidly than wPP below ΔR = 1.5 Å, but both remain 
important. As ΔR decreases further, there is a maximum in the curve for wqAt at ΔR = 0.3 Å with 
wqAt(max) = 0.86. 
The decrease in wqAt at ΔR < 0.3 Å is due to the fact that the antiferromagnetic coupling 
of the electrons becomes less and less favorable at short internuclear distances. At sufficiently 
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small ΔR the (2pxA, 2pxB) and (2pyA, 2pyB) orbital pairs would prefer to be singlet coupled, 
representing the incipient formation of π bonds, rather than triplet coupling the (2pxA, 2pyA) and 
(2pxB, 2pyB) orbital pairs as in the quasi-atomic spin function. On the other hand, wPP continues to 
increase with decreasing ΔR, although there is a marked change in slope around ΔR ≈ 0.75 Å. 
This change in slope may well be due to the onset of Pauli exchange-repulsion between the two 
σ pairs (see below). It appears that the curve for wPP will eventually cross the curve for wqAt, but 
this crossing will not occur until R ≪ Re. 
The above finding raises the question: Why is C2 so poorly described by a wave function 
with the perfect pairing spin coupling? For the perfect pairing wave function with the molecular 
orbital ordering, C2 has four singlet-coupled, shared electron pairs: (2s+A, 2s–B), (2s–A, 2s+B), 
(2pxA, 2pxB), and (2pyA, 2pyB). In spite of this seemingly favorable situation, the perfect pairing 
configuration is less favorable than the quasi-atomic configuration because of Pauli exchange-
repulsion between the two σ electron pairs: (2s+A, 2s–B) and (2s–A, 2s+B). In C2, the “inner” (2s+A, 
2s–B) and “outer” (2s–A, 2s+B) σ pairs occupy similar regions of space and have substantial 
“unfavorable” inter-pair overlaps: S(φ2sA–, φ2sA+) = S(φ2sB–, φ2sB+) = 0.39 and S(φ2sA–, φ2sB–) = 
S(φ2sA+, φ2sB+) = 0.17 (the dependence of the overlaps, Sij, on ΔR is given in the Supporting 
Information). So, despite the fact that C2 would prefer to have the electrons in the “inner” σ pair 
and the two π pairs singlet coupled, this is not favorable because it requires that the electrons in 
the “outer” σ orbitals also be singlet coupled, which leads to unfavorable Pauli exchange-
repulsion between the “inner” and “outer” σ pairs. 
Various means have been proposed to calculate the Pauli exchange-repulsions between 
electron pairs, e.g., the energy decomposition analysis of Morokuma.33 Many schemes assume 
that the overlaps are small and this is certainly not the case in C2. Nonetheless, the large 
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“unfavorable” overlaps between the orbitals involved in the two singlet-coupled, electron pairs in 
C2 will certainly lead to large exchange-repulsion energies, which increases the energy of the 
perfect pairing configuration and decreases its contribution to the full GVB wave function. For 
example, in Be2, Pauli exchange-repulsion has a dramatic effect on the bonding in the molecule, 
effectively negating the bonding contributions from the two shared electron pairs in the σ system 
in that molecule.34,35 The same basic forces are at play in the σ system of C2 are expected to lead 
to similar results. Krapp et al.36 have, in fact, used Morokuma’s EDA scheme, paired with 
density functional theory, to compute the Pauli repulsion forces in the C2( 
X1Σg+ ) state. They 
found that Pauli repulsion between the electrons in the σ orbitals outweighed the attractive σ 
orbital interactions, resulting in net repulsion in the σ system. This repulsive interaction 
increases the energy of the perfect pairing configuration, thereby decreasing its contribution to 
the full GVB wave function.  
The four singlet-coupled, shared electron pairs in the perfect pairing wave function is the 
basis for the claim that C2 has a quadruple bond.4 Although it is true that, in most molecules, four 
shared electron pairs describe four independent bonds, this is not true in C2. The Pauli Principle, 
through the exchange repulsion between electron pairs, complicates the correlation between 
shared electron pairs and bonds if the electron pairs occupy orbitals that are concentrated in the 
same region of space. 
8.4 Conclusions 
Generalized valence bond (GVB) calculations show that the electronic structure of the 
ground state (
 
X1Σg+ ) of C2 is not well described by a product of singlet-coupled, shared electron 
pairs—the perfect pairing configuration, which is the theoretical basis for traditional covalent 
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chemical bonds. Thus, C2 does not possess a set of traditional covalent σ and π bonds. Instead, 
the full GVB calculations show that the molecule is best, although still incompletely, described 
as having a traditional covalent σ bond with the electrons in the remaining orbitals on the two 
centers antiferromagnetically coupled. This is similar to the electronic structure of Cr2, where the 
electrons in the 4s orbitals are singlet coupled and those in the 3d orbitals are 
antiferromagnetically coupled.23,24 We refer to this as the quasi-atomic configuration. 
However, the above description of the GVB wave function is incomplete—the perfect 
pairing configuration also makes a significant, if smaller contribution to the wave function. The 
magnitude of the perfect pairing contribution depends on the internuclear distance, R, with the 
weight of the perfect pairing configuration being less than that of the quasi-atomic configuration 
for most of the region of interest. For ΔR < 0.3 Å (ΔR = R – Re), the weight of the quasi-atomic 
configuration begins to decrease and, eventually, will be less than that for the perfect pairing 
configuration, but only at internuclear distances much less than the equilibrium internuclear 
distance, Re. 
The four singlet-coupled, shared electron pairs in the perfect paring wave function is the 
basis for the claim by Shaik et al.4 that C2 has a quadruple bond. In molecules where the shared 
electron pairs occupy distinct regions of space, four pairs would, in fact, corresponds to four 
covalent bonds. However, this is not the case in C2. In this molecule, the shared electron pairs in 
the σ system strongly overlap with one another and Pauli repulsion between the two pairs 
negates any bonding interactions. That is, the Pauli Principle, through the exchange repulsion 
between electron pairs, complicates the correlation between shared electron pairs and chemical 
bonds if the electron pairs occupy orbitals that are concentrated in the same region of space.  
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In summary, for the internuclear distances of molecular interest, the GVB wave function 
of C2 is a mixture of the quasi-atomic configuration and the perfect pairing configuration. The 
complicated nature of the wave function for C2 provides a natural explanation for the fact that the 
properties of this molecule do not fit into the well-established pattern for the HnC2Hn series and 
makes clear why it is not possible to assign a definitive bond order (double, triple, quadruple) to 
C2. 
  
 234 
Tables  
Table 8.1 Summary of results of HF, GVB, and MRCI+Q 
calculations on C2 (basis set: aug-cc-pVQZ). Ee is given in hartrees, 
De in kcal/mol, and Re in angstroms. 
Method  Ee De Re 
HF  -75.405 840 18.3 1.239 
GVB  -75.594 679 112.6 1.244 
val-CASSCF  -75.643 390 143.2 1.254 
MRCI+Q  -75.803 136 142.8 1.247 
Expt’la   145.2 1.24244 
a Ref. 31, 32. 
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Table 8.2 GVB energies and spin coupling coefficients for the C2 molecule at the equilibrium 
geometry from the MRCI+Q calculations (Re = 1.247 Å).a  
 
 Symbolic 
Spin Functionb 
“Molecular” 
Ordering 
“Quasi-atomic” 
Ordering 
EGVB  -75.594 669 -75.594 669 
Spin coupling coefficients    
 c1 ααααββββ 0.097525 0.157711 
 c2 αααβαβββ -0.137702 0.203604 
 c3 ααβααβββ 0.097370 0.107699 
 c4 αβαααβββ -0.246447 -0.917702 
 c5 αααββαββ 0.097370 0.008343 
 c6 ααβαβαββ -0.068851 -0.065199 
 c7 αβααβαββ 0.174265 -0.063060 
 c8 ααββααββ 0.045922 -0.112928 
 c9 αβαβααββ -0.227698 -0.109222 
 c10 αααβββαβ -0.168650 0.000000 
 c11 ααβαββαβ 0.119254 -0.039597 
 c12 αβααββαβ -0.301835 -0.183359 
 c13 ααββαβαβ 0.011905 0.022861 
 c14 αβαβαβαβ 0.817835 0.105863 
    
cPP = c14 (%)  66.89  
cqAt = c4 (%)   84.22 
    
EGVB(PP), h αβαβαβαβ -75.562 129 
EGVB(PP) – EGVB, kcal/mol  20.42 
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Table 8.2 (cont.) 
 
   
EGVB(qAt), h αβαααβββ  -75.577 381 
EGVB(qAt) – EGVB, kcal/mol   10.85 
acPP and cqAt are the coefficients of the perfect pairing and quasi-atomic spin functions. 
bThe symbolic spin function defines the path taken in the Kotani branching diagram:26 α refers to 
an upward path segment and β refers to a downward path segment. These paths uniquely define 
each Kotani spin function.  
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Figures  
!
Figure 8.1 GVB orbital diagram for the ground, 3P, state of the carbon atom along with contour 
plots of the valence (2s–, 2s+ and 2px) orbitals (the 2py orbital is identical to the 2px orbital except 
for orientation and is not plotted). Orbital pairs joined by a red line are singlet coupled. Contours 
are: ±0.1, ±0.15, ±0.2, ±0.25. 
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!
Figure 8.2 GVB orbital diagram illustrating the formation of C2(X1Σg+) from two C(3P) atoms. 
For more details on the bonding in the resulting C2 molecule, see the text.  Orbital pairs joined by 
a red line are singlet coupled. 
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Figure 8.3 Plots of the HF, GVB, and MRCI+Q potential energy curves for the X1Σg+ state of 
C2. The MRCI+Q curve was obtained by averaging the lowest three states (two 1Σg+ states and 
one 1Δg state). 
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Figure 8.4 Plots of the GVB valence orbitals of the C2(X1Σg+) state at selected internuclear 
distances, ΔR = R – Re; Re = 1.247 Å (the 2pyA,B orbitals are identical to the 2pxA,B orbitals except 
for orientation and are not plotted) Although the orbitals are listed in the “Molecular” ordering, 
they do not depend on the ordering used. Contours are: ±0.1, ±0.15, ±0.2, ±0.25. 
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Figure 8.5 Plots of the spin coupling weights, wk, of the major spin couplings for the full GVB 
wavefunction of the C2(X1Σg+) state as a function of ΔR = R – Re (Re = 1.247 Å). The 
“Molecular” orbital ordering is used and spin function #14 is the perfect pairing spin function. 
  
 242 
!
Figure 8.6 Plots of the dominant spin coupling weights for the “Molecular” (wPP = w14) and 
“Quasi-atomic” (wqAt = w4) orbital orderings for the full GVB wavefunctions of the  
X 1Σg
+  state 
of C2 as a function of ΔR = R – Re; Re = 1.247 Å. Because different orbital orderings are 
associated with the two spin couplings, they are not orthogonal and, thus, wPP + wqAt ≠ 1. ! !
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Chapter 9  
The Nature of Multiple Bond: 
GVB Description of N2, P2 And As2‡ 
 
The ground state, X1Σg+, of N2 is a textbook example of a molecule with a triple bond 
consisting of one σ and two π bonds. This assignment, which is rationalized using molecular 
orbital (MO) theory, implicitly assumes that the three pairs of electrons involved in the bonds are 
singlet coupled (perfect pairing). However, for a six-electron singlet state, there are five distinct 
ways to couple the electron spins. The generalized valence bond (GVB) wavefunction lifts this 
restriction, including all of the five spin functions for the six electrons involved in the bond. For 
N2 as well as the other homonuclear pnictogen diatomic molecules studied here, P2 and As2, we 
find that three spin couplings are important—perfect pairing, quasi-atomic, and atomic—with 
their relative importance varying with internuclear separation and row in the Periodic Table. In 
N2, the perfect pairing spin coupling is dominant at Re, which supports the traditional assignment 
of a triple bond. This is in contrast to C2, where its quasi-atomic spin coupling dominates at all 
bond distances, as discussed in chapter 8. The GVB descriptions of P2 and As2, with much longer 
bond distances and much smaller bond energies, are more complicated than that of N2. Although 
the perfect pairing spin function is still dominant in P2, the importance of the quasi-atomic spin !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from Journal of Chemical Theory and Computation, submitted for publication. 
Unpublished work ©2015 American Chemical Society!
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function has significantly increased relative to N2 and, in As2, the perfect pairing and quasi-
atomic spin couplings are on nearly the same footing. This change in the spin coupling of the 
electrons in the formally bonding orbitals down the Periodic Table may well contribute to the 
rather dramatic decrease in the strengths of the Pn2 bonds from N2 to As2 as well as to the 
increase in their chemical reactivity. 
9.1 Introduction 
One of the goals of modern quantum chemistry is to obtain insights into the nature of the 
chemical bond—the chemical “objects” that hold atoms together in molecules and give them 
their three dimensional structures. Understanding why and how bonds form lays the foundation 
for the design and control of molecules and molecular processes—an important goal of all 
chemists. Even though the molecular systems being investigated using high level quantum 
chemical techniques have been growing in size—from diatomic molecules a few decades ago to 
small biomolecular systems today—a basic understanding of the electronic structure of some 
simple molecules is still unsettled. Diatomic carbon, C2, with just two carbon atoms, is a prime 
example. The nature of the bonding in the ground state of C2 has long been a subject of interest 
and, in the past few years, has become a topic of hot debate.1-6 Using molecular orbital (MO) 
theory arguments, chemists have traditionally attributed a double bond to C2,7 but, recently, 
others have argued in favor of a triple bond1 and, later, a quadruple bond,2 based on valence bond 
(VB) calculations. The experimental data available on diatomic carbon is, in fact, rather 
puzzling: C2 has a bond distance that lies in between that of a double carbon-carbon bond and 
triple carbon-carbon bond, while its bond energy lies between that for a single carbon-carbon 
bond and a double carbon-carbon bond. 
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To gain further insights into the nature of the bonding in C2, we carried out generalized 
valence bond (GVB) calculations on the ground, X1Σg+, state.8 Surprisingly, we discovered that, 
for C2, a wavefunction with four singlet-coupled electron pairs provided a poor description of the 
molecule. Instead we found that C2 has a traditional σ bond but that the remaining electrons on 
each of the carbon atoms are antiferromagnetically coupled, i.e., the three remaining electrons on 
each carbon atom are high-spin coupled and then the spins of all of the electrons are coupled to 
give an overall singlet state. This unusual type of bonding accounts for the unusual properties of 
the C2 molecule noted above. This type of bonding cannot be described by a Hartree-Fock (HF) 
wavefunction and its description by a multi-configuration self-consistent field (MCSCF) 
wavefunction requires a mixture of space-spin configurations. On the other hand, this bonding 
scheme can be straightforwardly described by a GVB wavefunction. Thus, C2, a textbook 
example for teaching about bonding in homonuclear diatomic molecules, turns out to be much 
different than the simple description derived from an MO diagram. 
If the electronic structure of C2 is so different from that described by MO theory, what 
about other molecules, e.g., its neighbor in the Periodic Table, N2. Further, are there any 
systematic changes in the nature of the bonding progressing down the Periodic Table, from N2 to 
P2 and As2? All three of these species are assumed to have one σ and two π bonds, but is this 
classification justified for all of these species, especially given the rather steep decline in the 
dissociation energies, from 228.4 kcal/mol in N2 to 116.9 kcal/mol in P2 and 92.0 kcal/mol in 
As2?9 In addition, why are the reactivities of the three molecules so different? N2 is chemically 
inert, but P2 is highly reactive, with pyrolysis of white phosphorus, tetrahedral P4, yielding the 
chemically unstable gaseous P2.10,11 Diarsenic, As2, is also highly reactive and exists in the vapor 
phase only at high temperatures.12 Even the tetrahedral As4 is chemically unstable, readily 
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transforming into grey arsenic.13 To address these questions, we carried out GVB as well as more 
accurate calculations on the ground, X1Σg+, states of the N2, P2 and As2 molecules. The goal is to 
examine the nature of the bonding in these molecules and to examine how the bonding changes, 
if at all, down the Periodic Table from N2 to P2 and As2. We will also compare the bonding in N2 
with that in C2, a comparison that reinforces the unusual nature of the bonding in C2. 
In the next section (Section 9.2), we briefly discuss the theoretical and computational 
methods that we will use. In Section 9.3 we discuss the results of the calculations on N2, 
comparing the HF and GVB descriptions of N2 as well as the GVB description of N2 with that of 
C2, and then the GVB description of N2 with those of P2 and As2. Finally, in the last section 
(Section 9.4), we summarize our findings. The present work may be considered to be an 
elaboration of the work of Dunning et al. on N2 that was reported in the late 1970s.14 
9.2 Theoretical and Computational Methods  
The potential energy curves, equilibrium geometries, dissociation energies, and other 
properties of the X1Σg+ states of N2, P2 and As2 were computed at various levels of theory: HF, 
GVB,15,16 valence CASSCF (with an ns+np active space),17-20 corresponding multi-reference 
configuration interaction (MRCI)21-23 with the quadruples correction (+Q),24 and coupled cluster 
singles and doubles with perturbative triples [CCSD(T)].25-27 An augmented correlation 
consistent basis set of quadruple zeta quality (aug-cc-pVQZ)28 was used for nitrogen, the 
corresponding d-function augmented set [aug-cc-pV(Q+d)Z]29 was used for phosphorous, and 
the augmented correlation consistent basis set of quadruple zeta quality with pseudo potential 
(aug-cc-pVQZ-PP)30 was used for arsenic. All the calculations in this work were performed with 
the Molpro suite of quantum chemical programs. 31,32 
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As a reference wavefunction, the GVB wavefunction strikes an attractive balance 
between accuracy and interpretability. The GVB wavefunction is more accurate than a HF 
wavefunction, including most, if not all, non-dynamical atomic and molecular correlation effects. 
Since the orbitals are optimized, the GVB wavefunction also includes many important mean-
field effects, e.g., changes in orbital scaling as well as hybridization, delocalization, etc. The 
GVB wavefunction takes into account all of the possible spin couplings for the electrons in the 
active orbitals; so, it does not predetermine a specific spin function. Finally, the GVB 
wavefunction can be interpreted in terms of concepts familiar to many chemists, although new 
concepts have also arisen, such as recoupled pair bonding.33-35  
The un-normalized GVB wavefunction for the ground state (X1Σg+) of the homonuclear 
pnictogen diatomic molecules (Pn2) is:  
 
ΨGVB[Pn2(X
1Σg
+ )] = Aˆ (core)φv1φv1φv2φv2ϕa1ϕa2ϕa3ϕa4ϕa5ϕa6αβαβΘ0,0
6                         (9.1) 
In Eq. (9.1), is the antisymmetrizer ensuring that the wavefunction satisfies the Pauli Principle 
and the doubly occupied core orbitals and associated spin functions of the nitrogen, phosphorus 
and arsenic atoms are denoted by (core). The two doubly occupied valence orbitals, (fv1, fv2), 
correlate with the ns orbitals of the two atoms, while the six active orbitals, ( ϕa1 −ϕa6 ), correlate 
with the np orbitals of the two atoms (n = 2–4). The doubly occupied orbitals in Eq. (9.1) can be 
taken to be orthogonal to each other and the singly occupied orbitals can be taken to be 
orthogonal to the doubly occupied orbitals without changing the energy of the wavefunction. The 
singly occupied active orbitals are, in general, non-orthogonal. 
The product of spatial orbitals in Eq. (9.1) is multiplied by an αβαβ spin function for the 
four electrons in the two doubly occupied orbitals times a spin function, , for the electrons in 
the six active orbitals. The latter is a linear combination of spin functions representing the five 
 Aˆ
 
Θ0,0
6
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linearly independent ways to couple the spins of the six electrons in the active orbitals to obtain a 
singlet state, i.e.: 
 
Θ0,0
6 = c0,0;kΘ0,0;k
6
k=1
5
∑                                                               (9.2) 
We use the Kotani36-38 spin functions in Eq. (9.2). These functions are denoted symbolically by 
(Θ0,0;1 ≡ αααβββ), (Θ0,0;2 ≡ ααβαββ), (Θ0,0;3 ≡ αβααββ), (Θ0,0;4 ≡ ααββαβ) and (Θ0,0;5 ≡ 
αβαβαβ) and their detailed functional forms are given in the Appendix. The Kotani spin 
functions are orthonormal; thus, the weight of a given spin function is the square of its 
coefficient with the sum of the weights being unity. The weight of a given spin function is a 
direct measure of its contribution to the total GVB wavefunction. Raos et al.39 have discussed the 
use of alternate representations of the spin functions, including the use of Serber spin functions 
in C2. 
 
In exploring the nature of the bonding in the homonuclear pnictogen diatomic molecules, 
we will use an important property of the GVB wavefunction—the invariance of the 
wavefunction to a reordering of the orbitals. Although the full GVB wavefunction and energy do 
not change if the ordering of the active orbitals is changed, the coefficients of the various spin 
functions {c0,0;k} in Eq. (9.2) will change. By reordering the active orbitals, we can probe 
different ways to describe the spin coupling of the electrons in those orbitals. For example, if the 
orbitals pairs describing the three bonds in Pn2 are arranged sequentially, referred to as the 
“molecular” ordering, the weight of the (αβαβαβ) spin function,  Θ0,0;5
6 , which is the perfect 
pairing (PP) spin function, is a measure of how well the molecule is described as having three 
traditional covalent bonds. This concept was, in fact, used in our studies of C2 to identify a better 
way to describe the bonding in this molecule.8 There, we found that another ordering (the quasi-
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atomic ordering) and its principal spin function provided a better description of C2 than the 
molecular ordering and the perfect pairing spin function (although neither alone was truly 
satisfactory). We will use this freedom again in the current chapter to gain insights into the 
nature of the bonding in N2, P2 and As2 and how the bonding changes from N2 to P2 and As2. 
The fully optimized GVB wavefunction is identical to the spin-coupled valence bond 
(SCVB40-42) wavefunction of Gerratt, Cooper, Karadakov, Raimondi and coworkers. The 
calculations reported herein were made possible by the methodology developed by Thorsteinsson 
and Cooper and implemented in the CASVB module in Molpro.43-46 
9.3 Results and Discussion 
In this section we first discuss the results of the calculations on N2 (Section 9.3.1) and 
then compare the GVB results on N2 with those from GVB calculations on C2 (Section 9.3.2). 
Finally, we discuss P2 and As2 (Section 9.3.3). 
9.3.1 Electronic structure of N2 
The computed equilibrium geometries and energetics of the ground state, X1Σg+, of N2 are 
reported at various levels of theory in this section. The GVB wavefunction of N2 is then analyzed 
to determine the nature of the bonding in this prototypical, multiply bonded species. It is shown 
that the orbitals, orbital overlaps, and spin function weights as a function of the internuclear 
distance (R) provide valuable insights into how the bonds form as well as the nature of the 
bonding at the equilibrium bond distance. Finally, the results of selected GVB calculations on N2 
are compared with the HF calculations. 
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9.3.1.1 Calculated potential energy curves and spectroscopic constants of N2 
Fig. 9.1 shows the calculated potential energy curves for N2(X1Σg+) at the HF, GVB, 
valence-CASSCF, and MRCI+Q levels. Table 9.1 summarizes the computed spectroscopic 
constants for the ground state of N2 using these methods as well as the CCSD(T) method.  
The experimental equilibrium bond distance (Re) of N2 is 1.098 Å, with which the GVB, 
valence-CASSCF, MRCI+Q and CCSD(T) computed bond distances are in good agreement. The 
GVB calculations predict an Re that is too short by just 0.002 Å, while the MRCI+Q and 
CCSD(T) calculations predict an Re that is too long by just 0.003 Å. The valence-CASSCF 
calculations have a slightly larger error of +0.006 Å, while the error in the HF calculations is 
much larger, -0.032 Å. 
The binding energy (De) computed at the CCSD(T) level is 224.05 kcal/mol and at the 
MRCI+Q level is only slightly less, 223.56, both of which is very close to the experimental 
value, 228.4 kcal/mol (for a more detailed discussion of the effects that must be included to 
predict an accurate dissociation energy for N2, see Ref. 47) The GVB wavefunction predicts De = 
171.38 kcal/mol, or 75% of the experimental dissociation energy. The HF method predicts De = 
122.04 kcal/mol, or just 53% of the dissociation energy, while the valence CASSCF method 
predicts 93% of the dissociation energy (213.17 kcal/mol). The energy of the valence-CASSCF 
wavefunction is usually taken as the reference point for defining the non-dynamical correlation 
energy for a molecule. So, this result implies that the dynamical correlation energy contribution 
to De is very small in N2, on the order of 15 kcal/mol, a rather surprising result given that the 
electrons are more densely packed in the molecule than in the atoms. If, instead, the GVB 
wavefunction is used as the reference for the definition of non-dynamical correlation, then the 
dynamical correlation contribution to De is 57 kcal/mol in N2. This can be compared to a 
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corresponding value of 33 kcal/mol in C2.8 Since the number of valence electrons is larger in N2 
than in C2 and the internuclear distance is shorter, we would expect dynamical correlation to 
make a larger contribution to the dissociation energy in diatomic nitrogen than in diatomic 
carbon in line with this finding. The situation is even more puzzling if the valence-CASSCF 
wavefunction is used as the reference for defining the non-dynamical correlation energy in C2. In 
this case, the dynamical correlation energy contribution to the dissociation energy of C2 would 
be just a couple of kcal/mol, which is unusual to say the least. We will have more to say on this 
topic later. 
9.3.1.2 GVB description of the electronic structure of N2 
The GVB wavefunction is fully defined by the orbitals and spin coupling coefficients. 
Changes in the active orbitals and spin coupling coefficients involved in bonding from R = ∞ to 
R = Re provide insights into the primary effects of molecular formation. The corresponding 
changes in the doubly occupied valence orbitals, which are not directly involved in bonding, 
reveal the secondary effects of molecular formation. 
Orbitals and orbital overlaps. Fig. 9.2 shows the singly occupied GVB active orbitals {
} in the molecular ordering as well as the doubly occupied 2s valence orbitals ( , ) of N2 
as a function of ΔR, where ΔR = R – Re. The Re used in these plots is the MRCI optimized bond 
distance, 1.101 Å.  Only the in-plane 2pπx-like orbitals ( , ) are shown; the 2pπy-like 
orbitals, ( , ), are perpendicular to the plane but are otherwise exactly the same as ( , 
).  Note that since ( , ) are doubly occupied, they could be transformed to σg and σu 
orbitals without changing the wavefunction. 
 ϕai  φv1  φv2
 
ϕa3  
ϕa4
 
ϕa5  ϕa6  
ϕa3
 
ϕa4  φv1  φv2
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At large separation, ΔR = 2.0 Å, ( , ) are the nitrogen 2pz orbitals, ( , ) are the 
nitrogen 2pπx orbitals, and ( , ) are the 2s orbitals on the left and right nitrogen atoms. As 
ΔR decreases, the σ bonding orbitals, ( , ), hybridize and delocalize onto the other nitrogen 
atom—enhancing the overlap and increasing the bond strength. Similar changes occur in the π 
bonding orbitals, ( , ), although to a lesser extent. 
The overlaps between the σ and π bonding orbitals are plotted in Fig. 9.3. As expected 
from the spatial orientation of the orbitals, the overlap between the σ bonding orbitals, S12, is 
greater than the overlap between the π bonding orbitals, S34, at all distances. As ΔR decreases, 
S12 increases more rapidly than S34, although the curves have the same general shape. At Re 
(indicated by the vertical line in Fig. 9.3), S12 = 0.89 and S34 = 0.69, which is consistent with the 
fact that σ bonds are deemed stronger than π bonds. If ΔR continues to decrease, becoming 
negative, the overlaps keep increasing, with the increase in the overlap of the σ bonding orbitals 
(S12) continuing but at a decreased rate. 
The changes in the orbitals derived from the nitrogen 2s atomic orbitals are equally 
profound. As ΔR decreases, the doubly occupied valence orbitals, ( , ), move in the 
opposite direction to the s bond pair, ( , ), polarizing out of the bonding region. This is a 
result of Pauli repulsion between the forming bond pair and the nitrogen 2s pairs and results in a 
buildup of charge density in the non-bonding region behind each of the nitrogen atoms. Thus, a 
map of the density difference between N2 and two N(4S) atoms at Re will show two positive 
regions—one between the two nitrogen atoms as a result of bond formation and one behind each 
of the nitrogen atoms as a result of the 2s orbitals polarizing out of the bonding region. The 
 ϕa1  ϕa2  
ϕa3  
ϕa4
 φv1  φv2
 ϕa1  ϕa2
 
ϕa3  
ϕa4
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buildup of charge between the two nitrogen atoms will be less than expected because this region 
is losing density as the nitrogen 2s orbitals polarize out of the bond region. 
Spin function weights. As noted above, different active orbital orderings will change the 
coefficients of the spin eigenfunctions. If the (αβαβαβ) spin function, Θ5, is combined with an 
orbital ordering that lists the σ and π bond pairs sequentially, the resulting GVB configuration is 
dominant around the equilibrium geometry for many molecules. (Henceforth, we will drop the 
“S,M” subscripts for both QS,M;k and cS,M;k.) This is the “molecular” ordering denoted in Table 9.2 
for N2. For N2 at Re, we find that c5 = 0.959 and w5 = 0.919 for this ordering and spin function, 
indicating that N2 does indeed have a well-defined set of singlet coupled pairs—one σ bond and 
two π bonds. This is assumed to be the case in HF theory, but in GVB theory, it is not required, 
rather, it is a direct result of using the variational principle to determine the optimum 
wavefunction. If we optimize the orbitals in a GVB wavefunction with Θ0,0 ≡ Θ5, the energy 
increases by just 4.15 kcal/mol, which is a direct measure of the impact of forcing the bonds in 
N2 to be perfectly paired. We refer to this type of wavefunction as a restricted GVB (rGVB) 
wavefunction. 
In Fig. 9.4 we plot the weights of the five spin functions for N2(X1Σg+) as a function of 
ΔR = R – Re (Re = 1.101 Å) for the molecular ordering. At R = ∞, the weight of the perfect 
pairing spin function, Θ5, is 0.500 as is the sum of the weights of the other four spin functions. 
This combination of spin functions is required to represent the wavefunction for the separated 
atoms, N(4S) + N(4S), if the molecular ordering is used for the orbitals. As ΔR decreases, w5 
increases and w1–w4 decrease. As might be expected, the weight of the spin function that has the 
σ orbitals, ( , ), coupled into a singlet, Θ3 (αβααββ), decreases less rapidly that the weights 
of the other spin functions. 
 ϕa1  ϕa2
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There are two other orbital orderings that are important for N2. These are also listed in 
Table 9.2. The second orbital ordering is the “quasi-atomic” ordering, which places the two σ 
bonding orbitals first, the two π orbitals on one of the atoms next, and the two π orbitals on the 
other atom last. When combined with Q3 (αβααββ), the corresponding rGVB(quasi-atomic) 
wavefunction describes a traditional, singlet coupled σ bond with the electrons in the more 
weakly interacting π orbitals on the two centers being antiferromagnetically coupled as they are 
in the atoms.  This is the type of spin coupling that was found to be optimum for C2. The third 
ordering lists all of the orbitals on one atom first and all of the orbitals on the other atom next. 
When this ordering is combined in an rGVB wavefunction with Θ1 (αααβββ), all of the 
electrons on the two atoms are antiferromagnetically coupled. This is the “atomic” ordering. The 
corresponding rGVB(atomic) wavefunction corresponds to a spin-extended Hartree-Fock 
(SEHF) wavefunction.48 
In Table 9.3, we list the GVB energies and spin coupling weights for the three orbitals 
orderings for the N2 molecule at Re. To quantify the impact of restricting the spin function 
associated with a particular orbital ordering, we optimized the rGVB wavefunctions that 
combined the given orbital orderings with the optimum spin functions for that ordering: Θ5 for 
the molecular ordering, Θ3 for the quasi-atomic ordering, and Θ1 for the atomic ordering. We 
also list ΔErGVB = ErGVB – EGVB, where ErGVB is the energy obtained when the orbitals for the 
given ordering is combined with the dominant spin function for that ordering and the orbitals are 
optimized. As noted above, the energy of the rGVB wavefunction with the molecular ordering, 
rGVB(molecular), which is the GVB(PP) wavefunction, lies just 4.15 kcal/mol above the energy 
of the full GVB wavefunction at the Re of N2. The other orbital orderings/spin functions are less 
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favorable—the rGVB(quasi-atomic) wavefunction is in error by 9.37 kcal/mol, while the error in 
the rGVB(atomic) wavefunction is 10.55 kcal/mol. 
Although a visual examination of the orbitals associated with the three rGVB 
wavefunctions shows some differences, more revealing are the changes in the overlaps for the 
three sets of orbitals. Given the close similarity of the GVB and rGVB(molecular) wavefunctions 
at Re, it is not surprising that the overlaps are essentially the same for these two sets of orbitals, 
0.89 (σ) and 0.69 (π). For the other rGVB wavefunctions significant changes in the overlaps only 
occur when the spin coupling of the associated orbitals changes. Thus, the singlet coupled σ pair 
in the rGVB(quasi-atomic) wavefunction has essentially the same overlap as in the 
rGVB(molecular) wavefunction (0.89), but there is a significant increase in the overlap of the π 
bonding pairs, to 0.75. Similarly, we find that there is a significant increase in the overlap of the 
σ orbital pair in the atomic wavefunction, to 0.97. In fact, in the atomic wavefunction, the σ pair 
is almost a doubly occupied orbital in which case Sσσ′ ≡ 1. This increase in the overlaps must help 
compensate for the less favorable spin coupling of the electrons in the associated orbitals. 
As shown in Fig. 9.4, the weights of the five spin functions for the molecular ordering 
vary as a function of ΔR. This is also the case for the quasi-atomic and atomic coupling ordering 
of the orbitals. (Refer to Fig. B.1 and B.2 in the Appendix for a detailed discussion.) Fig. 9.5 is a 
plot with the weights of the three dominant spin functions for the three orbital orderings as a 
function of ΔR. (Note: because of the different orbital orderings used in the three GVB 
wavefunctions, these weights do not sum to 1.) At large distance, ΔR = 3.0 Å, the dominant spin 
coupling for the atomic ordering has a weight of unity; that for the quasi-atomic ordering has a 
smaller weight of 0.667; and the perfect pairing spin function for the molecular ordering has the 
smallest weight at 0.500. As ΔR decreases, the weight of the atomic coupling decreases 
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continuously, while the weight of perfect pairing coupling increases continuously. On the other 
hand, the weight of the quasi-atomic coupling increases initially, reaching a maximum at ΔR ≈ 
0.45 Å, and then decreases. Thus, the bonding in N2 can be partitioned into three regions where 
each of the three spin functions dominates. Near Re the perfect pairing with three singlet-coupled 
pairs dominates; at large distances, the atomic coupling dominates; and at an intermediate 
distance, when ΔR ≈ 0.3–0.5 Å, the quasi-atomic coupling function with one singlet-coupled pair 
dominates. As will also be discussed in Section 9.3.3.2, the changes in the weights of the 
different spin couplings in P2 and As2 at their equilibrium geometry may contribute to their 
smaller bond energies and higher reactivities.  
9.3.1.3 Comparison of the GVB and HF descriptions of N2 
The HF wavefunction is not able to describe bond breaking in N2, so comparison of the 
GVB and HF wavefunctions will be restricted to Re. As can be seen in Table 9.1, all of the 
computed spectroscopic constants are predicted much more accurately by GVB theory than HF 
theory: Re improves by 0.030 Å, De improves by 49.34 kcal/mol, and we improves by 359.2 cm-1. 
As we showed above and will elaborate on below, substantial improvements are to be expected 
in multiply bonded systems because the π pairs in multiply bonded system are not well described 
by a HF wavefunction. 
The results of HF and selected GVB calculations at Re = 1.101 Å are summarized in 
Table 9.4. At this distance, the GVB energy is 51.89 kcal/mol below the HF energy (the energy 
difference is less at the optimum Re’s for the two wavefunctions, see Table 9.1). To better 
understand the source of the errors in the HF wavefunction relative to the GVB wavefunction, 
we performed two GVB calculations that limited the number of active orbitals in the calculation. 
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In the first case, we doubly occupied the σ bonding orbitals, describing the four electrons in the 
π orbitals using a GVB wavefunction. This wavefunction gave an energy that was 41.45 
kcal/mol below the HF energy (10.44 kcal/mol above the GVB energy). In the second case, we 
doubly occupied the π bonding orbitals, describing the σ bonding orbitals by a GVB pair. This 
wavefunction gave an energy that was only 7.97 kcal/mol below the HF energy (43.92 kcal/mol 
above the GVB energy). Clearly, the double occupancy restriction is far more deleterious for the 
π orbitals (20.72 kcal/mol per pair) than for the σ orbitals (7.97 kcal/mol per pair). This finding 
was expected—the overlap of the σ orbitals (0.89) is much greater than that of the π orbitals 
(0.69) and the closer the overlap is to 1, the more accurate the HF description will be. 
The GVB wavefunction allows all five spin couplings associated with the six electrons 
involved in bonding in N2. The rGVB(molecular)/GVB(PP) wavefunction uses only the perfect 
pairing spin function and, thus, is closely related to the HF wavefunction—it represents each of 
the doubly occupied bonding molecular orbitals as a pair of GVB orbitals in which the electrons 
are also singlet coupled. The GVB(PP) energy lies 47.74 kcal/mol below the HF energy and just 
4.15 kcal/mol above the GVB energy at Re = 1.101 Å. Thus, around Re, the major error is 
associated with the double occupancy requirement, not in the limitation to the perfect pairing 
spin function. 
9.3.2 Comparison of the GVB description of N2 and C2 
As shown above, around its equilibrium geometry N2(X1Σg+) is well described by a 
wavefunction that is a product of three singlet coupled pairs corresponding to one σ and two π 
bonds. The perfect pairing weight, wPP(Q5), is 0.919 with the energy penalty associated with 
using only the spin coupling being a rather modest 4.15 kcal/mol. In contrast, the GVB 
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wavefunction for C2(X1Σg+) is not described at all well by a product of four electron pairs: wPP = 
0.669, with the optimum GVB(PP) wavefunction having an energy that is 20.42 kcal/mol above 
the full GVB energy. We found that the best single GVB configuration for C2 corresponded to a 
quasi-atomic configuration with a single σ bond and the remaining three electrons on each of the 
carbon atoms antiferromagnetically coupled. The corresponding optimum rGVB(quasi-atomic) 
wavefunction has an energy that is just 10.85 kcal/mol above the full GVB energy. This error is 
similar to that for the corresponding rGVB wavefunction for N2 (9.37 kcal/mol), which is 
consistent with the fact that the weights of the quasi-atomic configuration in the full GVB 
wavefunctions are nearly the same, 0.841 (N2) and 0.842 (C2). However, the energy difference 
associated with the quasi-atomic description of C2 is 2½ times the error associated with the 
perfect pairing description of N2. So, this single GVB configuration is not totally adequate either. 
In fact, as we showed in our earlier paper, the electronic structure of C2 is quite complicated: an 
accurate GVB wavefunction consists of a combination of both the quasi-atomic and molecular 
configurations. 
To further explore the similarly between N2 and C2, we carried out both full and restricted 
GVB calculations on the two molecules with the atomic spin coupling and atomic orbital 
ordering. The weights of the atomic spin functions in the full GVB wavefunctions are also very 
similar in the two molecules: 0.772 (N2) and 0.774 (C2). In this case, however, the error for the 
corresponding rGVB wavefunction of C2 is significantly larger than that in N2: 13.67 kcal/mol 
(C2) versus 10.85 kcal/mol (N2). Nonetheless, comparing these and the above calculations it is 
easy to see that the outlier in the comparison of the GVB wavefunctions of N2 and C2 is the role 
of the perfect pairing configuration—N2 is well described by the rGVB(molecular)/GVB(PP) 
wavefunction, whereas C2 is not. As noted in our earlier paper, the reason for the decreased 
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importance of the perfect pairing function is straightforward—singlet coupling the four electrons 
in the σ orbitals in C2 leads to strong Pauli repulsions between the two pairs. This is the same 
reason that Be2 is barely bound (2.7 kcal/mol49) and B2 is weakly bound (69.6 kcal/mol9). 
The above interpretation of the nature of the bonding in C2 has recently been criticized by 
Danovich et al.6 They noted that delocalization of the GVB orbitals results in the inclusion of 
ionic character in the wavefunction and claimed that, in molecules with multiple bonds, the result 
would be a systematic bias against the perfect pairing spin coupling. To support this argument, 
they cited the results of the calculations of Goodgame and Goddard on Cr2.50,51 We suspect that 
the situation is more complicated than this. Although dynamical electron correlation may well 
affect the contribution of the perfect pairing spin coupling in a molecule relative to the other spin 
couplings, it is not clear that this would result in a systematic bias against the perfect pairing spin 
function. In fact, the present calculations on N2, which show that the perfect pairing 
configuration is dominant around Re for this multiply bonded molecule, provides a convincing 
counter argument.  
9.3.3 Comparison of the GVB descriptions of N2 with P2 and As2 
In this section, P2(X1Σg+) and As2(X1Σg+) will be discussed and compared to N2(X1Σg+). 
As the second row and third row homologs of N2, P2 and As2 have longer bond distances and 
much weaker bond energies. An over-riding question is: Is the bonding in P2 and As2 the same as 
in N2 and, if not, how do they differ? 
9.3.3.1 Potential energy curves and spectroscopic constants of P2 and As2 
Table 9.5 summarizes the calculated properties of the ground states of P2 and As2 
obtained with various theoretical methods and Fig. 9.6 is a composite plot of the calculated GVB 
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and MRCI+Q potential energy curves for the three Pn2 molecules. Two general trends are 
obvious: for all theoretical methods, the equilibrium distances (Re) increase and the binding 
energies (De) decrease down the Periodic Table, in agreement with experiment and expectations. 
For P2, the calculated bond length at the CCSD(T) level is 1.902 Å with a binding energy of 
112.99 kcal/mol. For As2, the corresponding numbers are 2.120 Å and 87.01 kcal/mol. Both of 
these results are in reasonably good agreement with the available experiments data on these 
molecules as are the calculated fundamental frequencies. Relative to the CCSD(T) results, the 
GVB calculations yield bond distances that are too long by 0.015 Å in P2 and 0.026 Å in As2 and 
the calculated dissociation energies are too small by 39.75 kcal/mol (P2) and 37.57 kcal/mol 
(As2). In N2, the GVB calculations recovered 76% of De[CCSD(T)]; in P2 and As2 the 
corresponding percentages are 65% and 57%, respectively. Although this might be taken to 
imply that the GVB wavefunction is less accurate for the heavier homologs in the pnictogen 
series, it should be noted that the absolute errors are actually much smaller in P2 and As2 than in 
N2 (52.67 kcal/mol). It is interesting that the errors in P2 and As2 differ by just over 2 kcal/mol. 
As is common in isoelectronic species of elements in the same group in the Periodic 
Table, there is a dramatic change in the properties of as one progress up (or down) a column. The 
De’s of As2 and P2 differ by just 23% while those of P2 and N2 differ by 98%. This is one of the 
many manifestations of the first row anomaly. Below we analyze the GVB wavefunctions for P2 
and As2 and compare these results to those for N2 to gain insights into the changes in the bonding 
in these species. 
9.3.3.2 Analysis of the GVB wavefunctions of P2 and As2 
As noted in Section 9.2, the GVB wavefunctions of P2 and As2 have the same general 
form as N2, differing only in the number of doubly occupied core orbitals. Although the spin 
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functions are the same for any six-electron singlet state, the spatial orbitals and spin function 
coefficients will be different for all three molecules. Thus, even though N2, P2 and As2 are 
valence isoelectronic species, the nature of the bonding may be different.  
Orbitals and orbital overlaps. Fig. 9.7 shows the GVB orbitals for P2 as a function of the 
internuclear distance, ΔR, with ΔR = R – Re and Re = 1.906 Å (the result from the MRCI 
calculation). Again, only four GVB active orbitals are shown. At large distances, ΔR = 2.0 Å, the 
GVB active orbitals are simply the atomic 3p orbitals on two P(4S) atoms. As the distance 
decreases, the orbitals hybridize and delocalize into the bonding region. Compared to N2, ( ϕa3 , 
 
ϕa4 ) appear to delocalize less onto the other atom but build in 3d character more strongly as the 
internuclear distance decreases. The doubly occupied 3s orbitals behave similar to the 2s orbitals 
in N2, polarizing away from the forming σ bond pair. The overlaps between the active orbitals 
are plotted in Fig. 9.8 for all three molecules. At Re, S12 = 0.88 (σ bonding orbitals) and S34 = 
0.62 (π bonding orbitals) for P2, compared to 0.89 and 0.69 for N2. Both overlaps are smaller 
than those for N2, especially S34. The π orbitals, ( ϕa3 ,  ϕa4 ), are clearly not able to overlap quite 
as effectively in P2 as in N2.  Comparing the orbital overlap plots for P2 with N2, we see that the 
increase in S12 and S34 begin at a larger ΔR for P2 than for N2. This is a direct result of the much 
larger size of the phosphorus 3p orbital compared to the nitrogen 2p orbital (<r3p> = 2.32 a0 
versus <r2p> = 1.41 a0). 
Fig. 9.9 shows the GVB orbitals of As2 as a function the internuclear distance (with only 
four of the six GVB active orbitals shown as usual).  At long distances, ΔR = 2.0 Å, the GVB 
active orbitals are the atomic 4p orbitals on two As(4S) atoms. As the distance decreases, the 
orbitals hybridize into the bonding region and delocalize onto the other atom. As in N2 and P2, 
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the σ orbitals, ( ϕa1 , ϕa2 ), hybridize and delocalize more strongly as ΔR decreases. As in P2, the π 
orbitals, ( ϕa3 , ϕa4 ), are less delocalized and build in a noticeable measure of 4d character as ΔR 
decreases. Comparing the orbital overlaps in Fig. 9.8, we see that the π orbital overlaps decreases 
noticeably going down the column in the Periodic Table. At Re, S12 = 0.85 (σ) and S34 = 0.56 (π) 
for As2, compared to 0.89 and 0.69 for N2 and 0.88 and 0.62 for P2. The difference between the 
overlaps of the σ and π bonding orbitals also increases down the column. It is 0.20 for N2, 0.26 
for P2 and 0.29 for As2. It is worthwhile noting that for the arsenic atom <r4p> = 2.51 a0; thus, the 
4p orbital in arsenic is only about 10% larger than the 3p orbital in phosphorus, which correlates 
well with the similarity of the overlap plots for the σ and π orbitals of P2 and As2. 
Spin functions and weights. Table 9.6 summarizes the results of the full and restricted 
GVB calculations for the three orbital orderings of the active orbitals for P2 and As2 at Re. The 
dominant spin function weights for the molecular, quasi-atomic and atomic ordering are 0.882, 
0.859 and 0.821 for P2 and 0.871, 0.873 and 0.830 for As2. In comparison, the weights are 0.919, 
0.841, and 0.772 for N2. Thus, in both P2 and As2 the perfect pairing spin coupling is less 
important compared to the other two spin couplings with the quasi-atomic spin coupling 
becoming more and more comparable to the molecular (perfect pairing) coupling—a direct 
reflection of the decreased overlap between the π bonding orbitals in P2 and As2. Even though 
the perfect pairing spin coupling still has the largest weight in P2 and nearly the largest weight in 
As2, it is clear that both of these species are beginning to deviate from the traditional single σ and 
double π bond description. In As2 the molecular and quasi-atomic spin couplings are essentially 
equivalent. 
These changes in the weights of the various spin couplings are reflected in the energy 
differences, ΔErGVB = ErGVB – EGVB. In N2, these differences are 4.15 (molecular), 9.36 (quasi-
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atomic) and 10.55 kcal/mol (atomic). So, the perfect pairing spin function results in a 
significantly smaller error, relative to the full GVB energy, than the other two spin functions. In 
P2 the differences are 3.78 (molecular), 5.25 (quasi-atomic), and 5.07 kcal/mol (atomic), and in 
As2 they are 4.25 (molecular), 4.82 (quasi-atomic), and 5.19 kcal/mol (atomic). Clearly, the 
importance of the quasi-atomic coupling becomes more and more important progressing down 
the column. 
The variations in the weights of the dominant spin functions for the molecular, quasi-
atomic and atomic orbital orderings are plotted as a function of the internuclear distance, ΔR, in 
Fig. 9.10. (Note: because of the different orbital orderings used in the three GVB wavefunctions, 
these weights do not sum to 1.) Although the functional dependence of the weights for P2 and 
As2 are similar to that for N2, the steady growth in the importance of the quasi-atomic and atomic 
spin couplings from N2 to As2 is clearly evident in the figure. In addition, the curves shift to the 
left relative to Re down the Periodic Table. Thus in N2, the atomic coupling dominates at large R, 
ΔR ≳ 0.5 Å; the quasi-atomic coupling is only important in a relatively limited intermediate 
region, ΔR ≈ 0.3–0.5 Å; and the molecular coupling is dominant around Re, ΔR < 0.3 Å. At very 
short separations, ΔR < 0.0 Å, the molecular coupling weight continues to increase as ΔR 
decreases, reaching a plateau, while those of the two other couplings decrease with decreasing 
ΔR. In P2, the atomic spin coupling also has the largest weight at large R (ΔR ≳ 0.4 Å), while the 
quasi-atomic spin coupling is most important in a somewhat larger intermediate region (ΔR ≈ 
0.1–0.4 Å). Below ΔR ≈ 0.1 Å, the molecular (perfect pairing) spin coupling has the largest 
weight. In As2, this trend continues. The atomic coupling is largest for ΔR ≳ 0.35 Å, but, most 
importantly, the quasi-atomic coupling now dominates in the region from ΔR ≈ 0.35 Å to Re. The 
molecular coupling becomes truly dominant only at distances shorter than Re. Even then, the 
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relative importance of the molecular coupling compared to the other two couplings is not as great 
as in N2—the difference between the perfect pairing weight and the quasi-atomic weight 
decreases from N2, P2 to As2.   
The changes in the spin coupling from N2 to As2, which is directly related to the smaller 
overlaps of the 3p and 4p orbitals, could well contribute to the weaker bonds in P2 and As2, 
especially weaker π bonds. These latter molecules have a much larger contribution from the 
quasi-atomic spin coupling and retain a larger contribution from the atomic spin coupling than 
does N2. Thus, it is reasonable to view N2 as possessing a triple bond, while P2 and As2 have 
more complicated bonding nature. One way to quantify the magnitude of the effect of the 
changes in the spin coupling is to compute the energy of the corresponding restricted GVB 
wavefunction. In general, we find that bonds are stronger in molecules with the perfect pairing 
spin function (molecular coupling). For C2, where quasi-atomic coupling is more important than 
perfect pairing, the bond strength lies between that of single and double carbon-carbon bonds 
both of which are well described by the perfect pairing spin coupling. The increased importance 
of the quasi-atomic coupling would also be expected to impact the chemical reactivities of the 
heavier homologs—it should be easier to form bonds with the electrons in orbitals that are 
antiferromagnetically coupled than those that are singlet coupled. For example, C2 is only 
present in carbon vapor at high temperatures52, and once cooled down, the vapor aggregates into 
graphite or other fullerenes. In contrast, N2 is very stable at room temperature and it is very 
difficult to convert N2 into other compounds.  
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9.4 Conclusions 
Generalized valence bond (GVB) theory provides a more accurate, consistent and 
detailed description of the electronic structure of molecules than does Hartree-Fock (HF) theory. 
The GVB wavefunction includes the most important non-dynamical correlation effects and, thus, 
is able to provide a more consistent description of molecules. For example, for both N2 and C2, 
the GVB wavefunction recovers 75-78% of the dissociation energies of these two molecules. In 
contrast, the HF wavefunction recovers slightly more than 50% of the bond energy of N2 but 
only 13% of the bond energy in C2. The flexibility of the GVB wavefunction also allows a better 
understanding of the spin coupling of the electrons in the active orbitals. For most molecules the 
perfect pairing spin coupling is dominant around the equilibrium geometry, which is consistent 
with the spin coupling assumed in the HF wavefunction. However, not all molecules can be so 
described. In fact, this is not the case in C2. Forcing the electrons in C2 to be paired into four 
singlet pairs increases the GVB energy by more than 20 kcal/mol. 
For molecules like Pn2, with six electrons directly involved in the bonding, there are five 
different spin couplings that must be considered. Three of these couplings are very important in 
describing the electronic structure of N2, P2 and As2, as represented diagrammatically in Fig. 
9.11:  
• molecular coupling, which is a product of three singlet spin functions (perfect pairing), 
describes a set of well defined σ and π bonds; 
• quasi-atomic coupling, which couples the two electrons in the s bonding orbitals into a 
singlet and then couples the remaining electrons in the π orbitals into triplets as they are 
in the nitrogen atom, describes a well defined σ bond, with weaker binding associated 
with the anti-ferromagnetic coupling of the electrons in the π orbitals; and 
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• atomic coupling, which couples all of the electrons, in both the σ and π orbitals, on 
each atom into quartets as they are in the separated atoms (full antiferromagnetic 
coupling); this represents the weakest binding at Re with significant distortions of the 
associated GVB orbitals. 
It should be noted that, although the bond energies are larger for the molecular coupling in all 
three molecules, the bond energies are still quite large for both the quasi-atomic and atomic 
couplings. This is a direct result of the substantial overlaps between the orbitals on the two 
pnictogen atoms. 
N2 is viewed by chemists as having one σ bond and two π bonds. Indeed, the perfect 
pairing spin coupling with three singlet-coupled pairs has the largest weight by far at Re, wPP = 
0.919, with this GVB configuration representing nearly 92% of the GVB wavefunction. 
Therefore, the GVB description of the bonding in N2 is consistent with the usual triple bond 
assignment. At Re, imposing the perfect pairing restriction raises the GVB energy by only 4 
kcal/mol. The remainder of the error in the dissociation energy of N2, 57 kcal/mol, is due to 
dynamical correlation of the electrons. 
 The description of the bonding becomes somewhat more complicated as one proceeds 
down the Group 15 column from N2 to As2, largely a result of the weaker overlap of the π 
bonding orbitals in P2 and As2. For P2, the weight of the perfect pairing spin coupling is less that 
in N2, 0.882 versus 0.919. In addition, the differences between the weights of the three spin 
couplings are smaller, with the molecular coupling having only a slightly larger weight than the 
quasi-atomic coupling, 0.882 versus 0.859, respectively.  This trend continues in As2, where the 
weights of the molecular and quasi-atomic couplings are essentially identical: 0.871 (molecular) 
versus 0.873 (quasi-atomic). Although we do not yet have a way to fully quantify the magnitude 
 269 
of the effect of the change in the spin coupling on, for example, bond strengths or chemical 
reactivity, our results to date suggest that the bonds in molecules where the perfect pairing spin 
function is dominant will be stronger and less reactive than those in molecules for which this is 
not the case. C2 is an example of this. For this molecule, where the quasi-atomic spin coupling is 
dominant at Re, the bond strength lies between that of a single and a double carbon-carbon bond. 
The smaller bond energy and chemical reactivity of P2 and As2 may also be related to the 
increased importance of the quasi-atomic spin coupling in these two molecules. 
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Tables  
Table 9.1 Equilibrium bond distances (Re), dissociation energies (De), 
harmonic vibrational frequencies (we ), and total energies (Ee) for the 
ground (X1Σg+) state of N2. Basis set: aug-cc-pVQZ. 
Method Re (Å) De (kcal/mol) we (cm-1) Ee (a.u.) 
HF 1.066 122.04 2728.9 -108.9949332 
GVB 1.096 171.38 2369.7 -109.0735645 
val-CASSCF 1.104 213.17 2339.2 -109.1401656 
MRCI+Q 1.101 223.56 2339.9 -109.4066188 
CCSD(T) 1.101 224.05 2354.5 -109.4072429 
Expt’l a 1.098 228.4 2358.6  
a Ref. 9. 
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Table 9.2 Important orbital orderings and associated dominant symbolic 
spin functions for the homonuclear pnictogen diatomic molecules: N2, P2 
and As2. A and B are labels for the two nitrogen atoms and z is the 
intermolecular axis. For the detailed form of the symbolic spin functions, 
see the Appendix. 
 
Ordering 
 
a1 
 
a2 
 
a3 
 
a4 
 
a5 
 
a6 
Symbolic 
Spin Function 
Molecular  2pzA 2pzB 2pxA 2pxB 2pyA 2pyB αβαβαβ 
Quasi-atomic 2pzA 2pzB 2pxA 2pyA 2pxB 2pyB αβααββ 
Atomic 2pzA 2pxA 2pyA 2pzB 2pxB 2pyB αααβββ 
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Table 9.3 GVB and rGVB Energies, spin function weights, orbital 
overlaps, and energy differences for the three orbital orderings for 
N2(X1Σg+) at Re = 1.101 Å. See Table 9.2 for the three orbital 
orderings. 
 Molecular Quasi-atomic Atomic 
EGVB (a.u.) -109.073480 
 w1 0.0169 0.0169 0.7722 
 w2 0.0085 0.0339 0.0298 
 w3 0.0300 0.8407 0.0895 
 w4 0.0254 0.0000 0.0814 
 w5 0.9192 0.1085 0.0271 
 Sss¢ 0.89 
 Spp¢ 0.69 
ErGVB (a.u.) -109.066870 -109.058550 -109.056666 
 Sss¢ 0.89 0.89 0.97 
 Spp¢ 0.69 0.75 0.74 
ΔErGVB (kcal/mol) 4.15 9.37 10.55 
 
  
 273 
Table 9.4 Comparison of GVB and HF descriptions 
of N2(X1Σg+) at Re = 1.101 Å. Total energies, Ee, are 
in hartrees; energy differences, ΔEe, in kcal/mol. 
 Active Space Ee ΔEe 
HF None -108.990787 0.0 
GVB 2 (σ) -109.003496 -7.97 
GVB 4 (π) -100.056839 -41.45 
GVB 6 (σ, π) -109.073481 -51.89 
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Table 9.5 Equilibrium bond distances (Re), bond energies (De), 
harmonic vibrational frequencies (we ) and total energy (Ee) for the 
ground (X1Σg+) states of P2 and As2. Basis sets: aug-cc-pV(Q+d)Z (P2) 
and aug-cc-pVQZ-PP (As2). 
Method Re (Å) De (kcal/mol) we (cm-1) Ee (a.u.) 
P2 
HF 1.850 40.10 913.8 -681.5005951 
GVB 1.917 73.24 732.3 -681.5534187 
val-CASSCF 1.920 96.80 756.4 -681.5909640 
MRCI+Q 1.906 112.74 771.9 -681.8348580 
CCSD(T) 1.902 112.99 782.6 -681.8363730 
Expt’l a 1.893 116.9 780.8  
As2 
HF 2.050 13.00 510.1 -662.4406673 
GVB 2.146 49.44 376.2 -662.4984789 
val-CASSCF 2.136 70.93 409.0 -662.5329901 
MRCI+Q 2.124 87.50 418.4 -662.7444722 
CCSD(T) 2.120 87.01 427.1 -662.7446652 
Expt’l a 2.103 92.0 429.5  
a Ref. 9.  
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Table 9.6 Energies, spin function weights, orbital overlaps, 
and energy differences for the three orbital orderings for P2 
and As2 at Re. Re = 1.906 Å (P2) and 2.124 Å (As2). 
 Molecular Quasi-atomic Atomic 
  P2 
EGVB 
(hartrees) 
-681.553346 
 Sss 0.88 
 Spp 0.62 
 wk 0.882 (k=5) 0.859 (k=3) 0.821 (k=1) 
ErGVB 
(hartrees) 
-681.547327 -681.544978 -681.545265 
 Sss¢ 0.88 0.88 0.96 
 Spp¢ 0.63 0.67 0.66 
DErGVB 
(kcal/mol) 
3.78 5.25 5.07 
  As2 
EGVB 
(hartrees) 
-662.498289 
 Sss¢ 0.85 
 Spp¢ 0.56 
 wk 0.871 (k=5) 0.873 (k=3) 0.830 (k=1) 
ErGVB 
(hartrees) 
-662.491513 -662.490601 -662.490017 
 Sss¢ 0.83 0.83 0.95 
 Spp¢ 0.58 0.61 0.61 
DErGVB 
(kcal/mol) 
4.25 4.82 5.19 
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Figures  
!
Figure 9.1 Potential energy curves of N2(X1Σg+) at four levels of theory; the CCSD(T) curve is 
very close to the MRCI+Q curve around Re. Basis set: aug-cc-pVQZ. 
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Figure 9.2 GVB orbitals of N2(X1Σg+) as a function of ΔR; ΔR = R – Re, Re = 1.101 Å. GVB 
active orbitals are on the left side of the vertical divider, and doubly occupied valence orbitals 
are on the right side. Basis set: aug-cc-pVQZ. 
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Figure 9.3 Orbital overlaps for the σ and π bonding orbitals of N2(X1Σg+) as a function of ΔR; 
ΔR = R – Re; Re = 1.101Å. 
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Figure 9.4 The weights of the five spin functions of N2(X1Σg+) for the molecular ordering as a 
function of ΔR; ΔR = R - Re, Re = 1.101 Å. 
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Figure 9.5. The dominant spin coupling weights for the three different orbital orderings of 
N2(X1Σg+) as a function of ΔR; ΔR = R – Re, Re = 1.101Å. 
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Figure 9.6 Composite potential energy curves for N2, P2 and As2. Only the GVB and MRCI+Q 
curves are plotted for each molecule. Basis sets: aug-cc-pVQZ (N2), aug-cc-pV(Q+d)Z (P2) and 
aug-cc-pVQZ-PP (As2). 
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Figure 9.7 GVB orbitals of P2(X1Σg+) as a function of ΔR; ΔR = R – Re, Re = 1.906 Å. The active 
GVB orbitals are on the left side of the vertical divider, and the doubly occupied valence orbitals 
are on the right side. Basis set: aug-cc-pV(Q+d)Z. 
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Figure 9.8 Orbital overlaps for the σ and π bonding orbitals of N2, P2 and As2 as a function of 
ΔR = R – Re; Re = 1.101 Å (N2), 1.906 Å (P2), and 2.124 Å (As2).  
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Figure 9.9 GVB orbitals of As2(X1Σg+) as a function of ΔR; ΔR = R – Re, Re = 2.124 Å. GVB 
active orbitals are on the left side of the vertical divider, and doubly occupied valence orbitals 
are on the right side. Basis set: aug-cc-pVQZ-PP. 
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Figure 9.10 The dominant spin coupling weights for the three orbital orderings as a function of 
ΔR for N2, P2 and As2. ΔR = R – Re; Re = 1.101 Å (N2), 1.906 Å (P2) and 2.124 Å (As2). Since 
different orbital orderings are used here, the three weights do not sum to one. 
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Figure 9.11 Diagrammatic representation of the three spin couplings in Pn2. A red line denotes a 
singlet coupled electron pair. 
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Chapter 10  
Conclusions 
 
In this dissertation, we discussed the nature of the bonding in a number of prototypical 
molecules using generalized valence bond (GVB) theory. Chapter 1 discussed the general 
motivations that led to the use of GVB theory to understand chemical bonding and build a 
predictive model of bonding that is rigorous, intuitive and flexible. Chapter 2 discussed the 
methods used in our investigations of chemical bonding, with a detailed description of the GVB 
wavefunction. In that and subsequent chapters we showed that the GVB wavefunction: 
• Is more accurate as well as more consistent than Hartree-Fock theory, the basis of 
molecular orbital (MO) theory. 
• Accounts for non-dynamical correlation effects in both atoms and molecules, a major 
failing of the HF wavefunction. 
• Is interpretable in terms of concepts that are widely used by chemists (bond pairs, 
lone pairs, etc.). 
• Describes bond breaking and making properly, which is essential to connect the 
electronic structure of molecules with that of the atoms of which it is composed, and 
describe many chemical phenomena, including chemical reactions.  
The GVB wavefunction is divided into a spatial function and a corresponding spin 
function. The spatial function is a product of doubly occupied core and valence orbitals and 
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singly occupied active orbitals, with the choice of the active orbitals depending on the molecule 
being studied. The use of a single set of spatial orbitals makes the GVB wavefunction compact, 
compared to a MCSCF wavefunction, and accurate, compared to a HF wavefunction where 
orbitals are all doubly occupied. Upon molecular formation, the GVB orbitals undergo changes 
that reflect the presence of the other atom(s), e.g., they may contract or expand, hybridize or 
polarize, and even delocalize on the other atom(s), all of which can be intuitively understood 
using well-known chemical concepts. At the same time, the spin function changes from that 
appropriate for the separated atoms to that appropriate for the molecule. 
The spin function is a linear combination of spin functions that are appropriate for the 
given number of electrons in the active orbitals and given spin multiplicity. The coefficients of 
the spin functions are variationally optimized along with the orbitals. We normally use Kotani 
spin functions because of the orthogonality and genealogical construction of these functions. The 
perfect pairing spin function is the most recognized spin function in the Kotani set, with the spins 
of the electrons being singlet coupled into pairs as much as possible. This is the spin coupling 
assumed in a HF wavefunction: the two electrons in each doubly occupied molecular orbital are 
singlet coupled. For many molecules at their equilibrium geometries, the perfect pairing spin 
coupling is the dominant spin function with a weight (square of its coefficient) of over 90%, 
making it possible to assign normal σ and π bonds to molecules. However, perfect pairing spin 
coupling may not be dominant at all points along a chemical reaction pathway and may not be 
dominant even for some molecules at their equilibrium geometries. In these situations, other spin 
functions may be more important in describing the spin correlation in the molecules.  
The dissertation discussed various examples of using GVB theory to understand chemical 
bonding in molecules. GVB theory can describe single and multiple covalent bonds and led to 
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the discovery of a new type of bond—the recoupled pair bond. This new bond accounts for the 
structures and energetics of hypervalent molecules such as SF6 and PF5. It also connects these 
traditional hypervalent molecules with “normal” molecules like CH4 and SiH4. In all of these 
species, the central atom’s nominal valence, i.e., the number of singly occupied orbitals in the 
ground state of the atom, is exceeded. Recoupled pair bonds are formed by recoupling the spins 
of the electrons in the central atom’s lone pair to form bonds, enabling the atom to form more 
bonds than what would be expected from its nominal valence. However, there are profound 
differences between recoupled pair bonds formed by recoupling a 2s lone pair as in CH4 and a 3p 
lone pair as in SF4. The differences between s- and p-recoupled pair bonding account for many 
differences between the chemistry of the first row elements and the second row elements. As 
expected in GVB theory, the recoupled pair bonding model is intuitive, connecting the molecules 
with its constituting atoms/fragments; rigorous, capturing the most important non-dynamical 
correlation in molecules; flexible and general, encompassing all atoms whose realized valence 
exceeds its nominal valence; predictive, enabling reasonably predictions of the structures and 
energetics of the ground and low-lying states of the molecules.  
Chapters 3, 4 and 5 discussed the fundamental aspects of recoupled pair bonding along 
with a detailed analysis of the GVB wavefunctions of the molecules of interest. Chapter 3 
discussed recoupled pair bonding with monovalent ligands, Chapter 4 discussed the formation of 
recoupled pair bond dyad with monovalent ligands, and Chapter 5 discussed recoupled pair 
bonding with trivalent ligands. Chapter 6 discussed carbon hydrides and silicon hydrides and 
considered, in particular, the role of recoupled pair bonding inn the ground and low-lying excited 
states of these species. Chapter 7 discussed the ground states and transition states for inversion of 
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FnNH(3-n) and FnPH(3-n) (n=0–3), and how s- and p-recoupled pair bonding affect the structures 
and energetics of these species.  
Another major application of GVB discussed in this dissertation involved utilizing the 
flexibility in the spin degrees of freedom of the GVB wavefunction to understand the nature of 
chemical bonding in molecules when perfect pairing is not the dominant coupling. Chapter 8 
discussed C2 as an example. The nature of the bonding in C2 has been a topic of hot debate in 
recent years, and people have argued that the bond in C2 is a double bond, a triple bond, or, even, 
a quadruple bond. However, such an assignment of σ and π bonds automatically assumes that the 
perfect pairing spin coupling accounts for a major fraction of the wavefunction (typically > 
90%). However, we found that perfect pairing spin function in the GVB wavefunction of C2 is 
not dominant at the equilibrium geometry of C2, 100wPP = 67%. Instead, the spin function with 
the largest weight is a quasi-atomic spin coupling, corresponding to a single σ bond between the 
two carbon atoms with the electrons in the remaining orbitals on the two atoms high spin coupled 
on each center, which are then coupled to give an overall singlet state (i.e., an antiferromagnetic 
spin coupling). The work on C2 led us to investigate other molecules that have previously been 
viewed as containing multiple bonds. Chapter 9 discussed the nature of the bonding in N2, P2 and 
As2. It was found that N2 is the only diatomic pnictogen molecule where perfect pairing is clearly 
dominant at Re. As one progresses down the column in the Periodic Table, the weight of the 
quasi-atomic spin coupling increases. This change in the dominant spin coupling may well be 
related to the difference in bond strengths and chemical reactivities of N2, P2, and As2.  
We are in the process of investigating a number of other interesting and related molecular 
systems, which are not presented in this dissertation. These include:  
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• CFn, CCln, SiFn and SiCln—to understand how ligands affect s- and p-recoupled pair 
bonding; 
• NF2 and NCl2 as well as NH2, PH2, PF2 and PCl2—to understand how the nitrogen 
atom forms both s- and p-recoupled pair bonds depending on the nature of the 
ligands, and how this contributes to multiple low-lying 2A1 states;  
• Be2 and B2 as well as the mixed diatomic molecules BeC, BeB and BC—to compare 
to C2 and enhance our understanding of 2 center-4 electron bonding;  
• C2, Si2, C2H2, Si2H2, C2H4 and Si2H4—to understand the origins of the differences 
between carbon and silicon species; and 
• Cr2—to understand the nature of the bonding in transition metal species and why the 
“sextuple” bond in Cr2 is so weak.  
In summary, GVB theory has enabled us to systematically study the nature of the 
bonding in a number of prototypical molecular species and develop new concepts as needed to 
explain the bonding in “unusual” molecules. The ultimate goal is to understand the driving forces 
behind the formation of molecules and use the fundamental knowledge gained in small 
molecular systems to understand, design and control other molecules, even much larger 
molecules, and materials.  !
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Appendix A 
Supplementary Information for Chapter 3‡ 
 
GVB calculations with many non-orthogonal active orbitals are computationally 
expensive, although most chemical processes of interest can be described with only a limited 
number of active orbitals. In the past, perfect pairing (PP) and strong orthogonality (SO) 
constraints were used to reduce the cost of GVB calculations. For most molecules near their 
equilibrium geometries, these constraints are of minor consequence, providing results in good 
agreement with fully optimized GVB calculations. In the GVB(PP) wavefunction, the electrons 
and orbitals are grouped into geminal pairs, which are singlet coupled (perfect pairing), with a 
spin function appropriate for the state of the molecule used for the electrons in any non-paired 
orbitals. In the GVB(SO) wavefunction, all of the spin functions, 
 
ΘS ,M ;k
na , are included in the 
wavefunction, but the orbitals in each pair of predominately singlet-coupled orbitals (quasi- or 
proto-geminal pairs) are constrained to be orthogonal to all of the other orbitals. In the 
GVB(PP/SO) wavefunction both constraints are imposed. The GVB(PP/SO) wavefunction has 
an especially close relationship to the HF wavefunction: it corresponds to describing a doubly 
occupied orbital in the HF wavefunction with a pair of singly occupied orbitals in which the 
electrons are singlet coupled. !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from:  
Dunning, T. H., Jr; Xu, L. T.; Takeshita, T. Y. J. Chem. Phys. 2015, 142, 034113!
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In this Supplemental Material of Chapter 3, we report the results of GVB(SO) ands 
GVB(PP/SO) calculations on the X2Π and a4Σ– states of CF and SF and compare these results 
with those from the GVB calculations. The GVB(SO) and GVB(PP/SO) wavefunctions can 
describe the a4Σ– states of CF and SF in both the separated atom and molecular limits, but, 
because of the PP restriction, the GVB(PP/SO) wavefunction cannot provide a detailed 
description of the interchange of the orbitals in these two states. Therefore, we report the results 
of the GVB(PP/SO) calculations only near the equilibrium geometries of the molecules. We also 
report an assessment of the impact of dynamical correlation on the GVB description of the a4Σ– 
states of CF and SF. 
The GVB(SO) and GVB(PP/SO) calculations were carried out using the Molpro1,2 fully 
variational CASVB program3-5 with the Kotani spin basis.6,7 Augmented correlation consistent 
basis sets of quadruple zeta quality (aug-cc-pVQZ) were used for carbon and fluorine,8 while the 
corresponding d-function augmented sets [aug-cc-pV(Q+d)Z] were used for sulfur.9 These basis 
sets provide accurate solutions of the electronic Schrödinger equation. 
A.1 GVB(SO) and GVB(PP/SO) Calculations on the Ground and First Excited 
State of CF 
The calculated GVB(SO) and GVB(PP/SO) equilbrium bond distances (Re) and bond 
energies (De) for the CF(X2Π) and CF(a4Σ–) states are listed in Table A.1, along with the results 
from the GVB calculations. 
For both the X2Π and a4Σ– states of CF, the GVB(PP/SO) and GVB(SO) calculations 
provide results in quite good agreement with the GVB calculations. For the X2Π state, the errors 
in De are just 1.16 and 0.59 kcal/mol, respectively, and the errors in Re are just 0.003 and 0.002 
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Å, respectively. For the a4Σ– state, the corresponding errors are significantly larger—4.17 and 
3.26 kcal/mol and 0.017 and 0.013 Å, respectively—although still modest. 
The GVB(SO) orbitals for the CF(a4Σ–) state at Re are plotted in Figure A.1, along with 
those for the GVB wavefunction. Only one of the π orbitals of each type is plotted (ϕa4, φv2). The 
two sets of orbitals are remarkably similar, with φa3 having a slight amount of antibonding 
character in the GVB(SO) wavefunction that is not present in the GVB orbital. This is a result of 
the requirement that ϕa3 be orthogonal to the (ϕa1, ϕa2) orbitals and illustrates the connection 
between the orbital overlaps found in GVB calculations and the antibonding character introduced 
into the orbitals in GVB(SO) and GVB(PP/SO) calculations. 
The changes in the weights of the two dominant spin functions for both the GVB and 
GVB(SO) wavefunctions are plotted in Figure A.2 and the characteristics of the coupling region 
are summarized in Table A.2. Although the GVB(SO) wavefunction builds in spin function 
 
Θ3
2,
3
2;3
5  as the orbitals interchange, the recoupling region is much broader than for the GVB 
wavefunction, with a somewhat different signature. The recoupling begins slightly earlier, ΔR = 
1.05 Å, but continues until ΔR = 0.22 Å. The maximum is at smaller ΔR than for the GVB 
wavefunction, 0.54 Å, but of nearly the same magnitude, w3 = 0.20. The full width at half 
maximum (FWHM) for the recoupling region of the GVB(SO) wavefunction is 0.58 Å, more 
than twice that for the GVB wavefunction (0.27 Å). Imposition of the orthogonality constraint 
between the pair of orbitals (ϕa1, ϕa2) and ϕa3 clearly interferes with the recoupling (interchange) 
of the orbitals—the orbitals are still recoupled, but the process is much more drawn out. 
The overlaps of the GVB (ϕa1, ϕa2, ϕa3) and GVB(SO) (ϕa1, ϕa2) orbitals are plotted in 
Figure A.3 (without the “a” subscript) and the overlaps of these three orbitals at Re are listed in 
Table A.3. The value of S12, the overlap between the bonding orbitals, at Re is similar in the 
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GVB(SO) wavefunction and the GVB wavefunction, 0.84 versus 0.80. However, the dependence 
of S12 on ΔR is quite different. The dependence of S12 on ΔR for the GVB(SO) wavefunction is 
similar to that for the GVB wavefunction for ΔR > 0.7 Å, but, at distance less than this, the two 
curves are markedly different. In contrast to the marked dip in the overlap of the bonding orbitals 
in the GVB wavefunction, S12 for the GVB(SO) wavefunction increases almost continuously as 
R approaches Re, although there is a small dip in the curve around ΔR ~ 0.25 Å. 
In the GVB wavefunction, the repulsive Pauli interactions between the electrons in ϕa3 
and (ϕa1, ϕa2) is represented by the non-zero overlaps shown in Figure A.3. In the GVB(SO) 
wavefunction, orbital ϕa3 is orthogonal to (ϕa1, ϕa2) and these same repulsive interactions are 
now represented by the antibonding character in orbital ϕa3. 
A.2 GVB(SO) and GVB(PP/SO) Calculations on the Ground and First Excited 
State of SF 
The calculated GVB(SO) and GVB(PP/SO) equilbrium bond distances (Re) and bond 
energies (De) for the SF(X2Π) and SF(a4Σ–) states are listed in Table A.4, along with those from 
the GVB calculations. 
Although the GVB(PP/SO) and GVB(SO) results are comparable to the GVB results for 
the SF(X2Π) state, the differences are more dramatic for the SF(a4Σ–) state, especially for the 
GVB(PP/SO) calculations. In the latter case, neither the GVB(PP/SO) or GVB(SO) potential 
curves are bound relative to the separated atoms, De = -6.76 and -1.04 kcal/mol, respectively, 
although the GVB potential energy curve itself is just barely bound, De = 1.70 kcal/mol. The 
errors in Re track those in De, being negligible in the X2Π state but significantly larger for the 
GVB(PP/SO) calculations on the a4Σ– state. 
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The GVB(SO) orbitals for the SF(a4Σ–) state at Re are plotted in Figure A.4, along with 
those for the GVB wavefunction. Again, only one of the π orbitals of each type is plotted (ϕa4, 
φv2). Although the singly occupied active orbital ϕa4 and the doubly occupied valence orbitals, 
(ϕv1, ϕv2, ϕv4), are very similar in the two wavefunctions, the remaining active orbitals, (ϕa1, ϕa2, 
ϕa3), differ. Of particular significance is the fact that the amount of antibonding character in the 
unpaired orbital, ϕa3, is much greater in SF than in CF, despite the fact that the relative bond 
length in SF is much longer than in CF. This reflects the higher overlap between the ϕa3 orbital 
and the paired (ϕa1, ϕa2) orbitals found in the GVB calculations and is directly correlated with 
the larger overlap of the sulfur 3p lobe orbitals and the much longer, weaker bond in SF. 
The changes in the weights of the two dominant spin functions for both the GVB and 
GVB(SO) wavefunctions are plotted in Figure A.5 and the characteristics of the coupling region 
are summarized in Table A.2. In SF, the results of the GVB(SO) calculations differ significantly 
from those of the GVB calculations. As expected, the recoupling region is, once again, much 
broader for the GVB(SO) wavefunction than for the GVB wavefunction. However, the 
difference is far more dramatic for the SF(a4Σ–) state than for the CF(a4Σ–) state. Recoupling 
begins at ΔR = 0.78 Å and is still 55% of its maximum value (0.17) at Re. Although the onset of 
the recoupling process is similar for the GVB and GVB(SO) wavefunctions, the recoupling is far 
from complete for the GVB(SO) wavefunction at Re. 
The overlaps of the GVB (ϕa1, ϕa2, ϕa3) and GVB(SO) (ϕa1, ϕa2) orbitals are plotted in 
Figure A.6 (again without the “a” subscript) and the overlaps of these three orbitals at Re are 
listed in Table A.3. Again, there is a significant difference in the behavior of S12 for ΔR ≲ 0.5 Å, 
with the overlap of the orbitals from the GVB(SO) wavefunction essentially achieving its value 
at Re, 0.91, at ΔR = 0.5 Å.  In this case, there is a significant difference in the overlap between 
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the bonding orbitals at Re: 0.80 (GVB) and 0.91 [GVB(SO)]. 
In the GVB(SO) wavefunction, orbital ϕa3 is orthogonal to orbital (ϕa1, ϕa2). In the GVB 
wavefunction, the repulsive Pauli interactions between the electrons in ϕa3 and (ϕa1, ϕa2) is 
represented by the non-zero overlaps shown in Figure A.6: |S13| = 0.19 and |S23| = 0.60. The latter 
overlap is particularly large and, as a result, the amount of antibonding character in the 
GVB(SO) ϕa3 orbital is much large in the SF(a4Σ–) state than in the CF(a4Σ–) state. 
A.3 Impact of Dynamical Correlation on GVB Descriptions of CF and SF 
Excited States 
The potential energy curves obtained from GVB calculations on the a4Σ– states of CF and 
SF states differ from those from the MRCI+Q calculations, which indicates that dynamical 
correlation may have a significant impact on these weakly bound states. In this section we assess 
the effect of dynamical correlation on the GVB description of these two states by analyzing the 
MRCI wavefunctions to extract approximate GVB orbitals and spin coupling weights as a 
function of ΔR. It is difficult to extract approximate GVB orbitals from such a wavefunction, but 
it is straightforward to extract approximate GVB(SO) orbitals. Approximate GVB(SO) orbitals 
can be obtained from the MRCI wavefunctions by the following transformation: 
 
ϕa1 =
′c1
′c1 + ′c2
σb +
′c2
′c1 + ′c2
σa
ϕa 2 =
′c1
′c1 + ′c2
σb −
′c2
′c1 + ′c2
σa
                                (A.1) 
where (φa1, φa2) are the approximate GVB(SO) orbitals, (σb, σa) are the bonding and anti-
bonding natural orbitals (NOs) from the MRCI calculations, and ( ′c1 ,  ′c2 ) are the renormalized CI 
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vector coefficients for the σb2 and σa2 configurations in the MRCI wavefunction: 
 
′c1 = c1 / c1
2 + c2
2
′c2 = | c2 | / c1
2 + c2
2
                                                            (A.2) 
The approximate GVB(SO) φa3 orbital is just the NO from the MRCI wavefunction with an 
occupation number near one. 
Approximate spin eigenfunction weights for spin functions #3 and #4 were extracted 
from the MRCI wavefunction using the following equations: 
 
w3 = c3
2 / (c1
2 + c2
2 + c3
2 )
w4 = (c1
2 + c2
2 ) / (c1
2 + c2
2 + c3
2 )
                                                    (A.3) 
where (c1, c2, c3) are the coefficients of the σb2, σa2 and σbσa configurations in the MRCI 
wavefunction, respectively, with the electrons in the σbσa configuration being triplet coupled. 
Although the GVB(SO) orbitals and spin function weights obtained in this way are only 
approximate, when compared to the corresponding quantities from the GVB(SO) and/or GVB 
calculations, they provide useful insights into the effect of dynamical correlation on the GVB 
description of recoupled pair bonding. 
A.3.1 The CF(a4Σ–) state  
The differences in the GVB and MRCI potential energy curves for the CF(a4Σ–) state are 
a manifestation of the effect of dynamical correlation on the GVB wavefunctions for the CF(a4Σ–
) state. The GVB(SO) orbitals involved in the recoupled pair bond and the spin function weights, 
(w3, w4), for the CF(a4Σ–) state obtained as described above are plotted in Figures A.7 and A.8. 
As can be seen, the two sets of orbitals—those from the GVB(SO) wavefunction and those 
derived from the MRCI wavefunction—are remarkably similar, indicating that dynamical 
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correlation has only a minor impact on the GVB orbitals of the CF(a4Σ–) state. 
The behavior of the two sets of spin function weights is also similar, although there are 
significant differences in both the positions and magnitudes of the minima and maxima, 
especially the latter. First, the height of the maximum in w3 is reduced to about one fourth of its 
value in the GVB calculations, and, as expected, there is a corresponding decrease in the 
magnitude of the dip in w4, the perfect pairing spin function. In addition, the maxima and minima 
are shifted to somewhat smaller values of ΔR. This indicates that, although spin function #3 still 
plays an important role in the MRCI wavefunction, its contribution is diminished while the 
relative contribution of the PP spin function is increased. Thus, dynamical correlation facilitates 
the recoupling of the electrons in the carbon 2s lone pair, easing the formation of the recoupled 
pair bond. 
A.3.2 The SF(a4Σ–) state  
For the SF(a4Σ–) state we also find that the two sets of orbitals are remarkably similar, 
again indicating that dynamical correlation has only a minor impact on the GVB orbitals of the 
SF(a4Σ–) state. However, the impact of dynamical correlation on the spin coupling weights is far 
more dramatic for this molecular state. First, the height of the maximum in w3 is dramatically 
reduced, as is the magnitude of the dip in w4. In fact, the maxima and dip are vanishingly small 
in the weights derived from the MRCI wavefunction. In addition, the maxima and minima are 
shifted to smaller values of ΔR, although the flatness of the curves makes the magnitude of the 
shifts difficult to reliably determine. These differences indicate a rather dramatic decrease in the 
importance of spin function #3 in the MRCI wavefunction. Thus, dynamical correlation 
dramatically facilitates the recoupling of the electrons in the 3p lone pair, a fact that is consistent 
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with the rather dramatic impact of dynamical correlation on the potential energy curve for this 
state of SF—elimination of the hump and substantial deepening of the potential well. 
It is likely that the dramatic effect of dynamical correlation on the SF(a4Σ–) state is a 
reflection of the impact of dynamical correlation on the Pauli repulsion terms. Because of the 
high overlap of the 3p lobe orbitals in the sulfur atom, Pauli repulsion is much larger in the a4Σ– 
state of SF than in the corresponding CF state. Dynamical correlation will reduce the Pauli 
repulsion terms, which likely accounts for the larger impact of dynamical correlation on the 
excited SF state. 
The above analysis indicates that dynamical correlation has an impact on the GVB 
description of the a4Σ– states of SF and CF. Such correlation has minimal impact on the orbitals 
but it does facilitate the recoupling of the electrons in the lone pair, with the impact on the 
recoupling of the sulfur 3p lone pair being substantially larger than on the carbon 2s lone pair. 
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Tables  
Table A.1 Calculated and experimental bond energies (De) and bond distances (Re) 
for the ground (X2Π) and lowest-lying excited state (a4Σ–) of CF, along with the 
differences in Re and De for the two states. Energies in kcal/mol, distances in Å. 
 CF(X2Π)  CF(a4Σ–)    
Method De  Re  De  Re  Te(ΔDe) ΔRe 
GVB(PP/SO) 95.97 1.273  33.11 1.318  62.86 -0.045 
GVB(SO) 96.54 1.274  34.02 1.322  62.52 -0.048 
GVB 97.13 1.276  37.28 1.335  59.85 -0.060 
Expt’l 132.7±2.4a 1.272b       
aRef. 10, 11. 
bRef. 12. 
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Table A.2 Characteristics of the recoupling regions in the a4Σ– states of CF and 
SF. Distances in Å, magnitude of w3 in normalized units. The GVB(SO) values 
are given in parentheses. 
  Recoupling Region  Maximum in w3 
GVB  Start DR End DR FWHM DR Value 
CF  1.03 (1.05) 0.38 (0.22) 0.27 (0.58) 0.67 (0.54) 0.19 (0.20) 
SF  0.75 (0.78) <0.0 (<<0.0) 0.28 (>0.66) 0.51 (0.43) 0.16 (0.17) 
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Table A.3 Overlaps of the three active GVB σ 
orbitals in the CF(a4Σ–) and SF(a4Σ–) states at 
their respective Re’s. Normalized units. The 
GVB(SO) values for S12 are given in 
parentheses. 
  Favorable Unfavorable 
GVB  S12 S13 S23 
CF  0.80 (0.84) -0.16 -0.43 
SF  0.80 (0.91) -0.19 -0.60 
 ! !
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Table A.4 Calculated and experimental bond energies (De) and bond distances (Re) 
for the ground (X2Π) and lowest-lying excited state (a4Σ–) of SF, along with the 
differences in Re and De for the two states. Energies are in kcal/mol, distances in Å. 
 SF(X2Π)  SF(a4Σ–)    
Method De  Re  De  Re  Te(ΔDe) ΔRe 
GVB(PP/SO) 49.48 1.599  -6.76 1.822  56.24 -0.223 
GVB(SO) 49.57 1.601  -1.04 1.862  50.61 -0.261 
GVB 49.57 1.601  1.70 1.859  47.87 -0.258 
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Figures  
!
Figure A.1 GVB and GVB(SO) valence orbitals of the CF(a4Σ–) state at Re = 1.326 Å. Only the 
πx orbitals (φa4, ϕv2) are plotted. 
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Figure A.2 Spin coupling weights, wk (k = 3, 4), for the GVB and GVB(SO) wavefunctions of 
the CF(a4Σ–) state as a function of ΔR = R – Re; Re = 1.326 Å. 
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Figure A.3 Overlaps of the GVB and GVB(SO) active orbitals for the CF(a4Σ–) state as a 
function of ΔR = R – Re; Re = 1.326 Å. 
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!
Figure A.4 GVB and GVB(SO) valence orbitals of SF(a4Σ–) at Re = 1.904 Å. Only the πx 
orbitals (φa4, ϕv2) are plotted. 
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Figure A.5 Weights of the spin coupling coefficients, wk (k = 3, 4), for the GVB and GVB(SO) 
wavefunctions of the SF(a4Σ–) state as a function of ΔR = R – Re; Re = 1.904 Å. 
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!
Figure A.6 Overlaps of the GVB and GVB(SO) active orbitals for the SF(a4Σ–) state, as a 
function of ΔR = R – Re, Re = 1.904 Å. 
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Figure A.7 GVB(SO) orbitals for the CF(a4Σ–) state from explicit GVB(SO) calculations (top 
row) and those derived from the MRCI calculations (bottom row) at Re (1.326 Å) and at the 
maximum in w3 in the GVB calculations (1.996 Å). 
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Figure A.8 Weights of the spin coupling coefficients, wk (k = 3, 4), for the GVB, GVB(SO) and 
MRCI wavefunctions of the CF(a4Σ–) state as a function of ΔR = R – Re; Re = 1.326 Å. 
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Figure A.9 GVB(SO) orbitals for the SF(a4Σ–) state from explicit GVB(SO) calculations (top 
row) and those derived from the MRCI calculations (bottom row) at Re (1.904 Å) and at the 
maximum in w3 in the GVB calculations (2.422 Å). 
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!
Figure A.10 Weights of the spin coupling coefficients, wk (k = 3, 4), for the GVB, GVB(SO) and 
MRCI wavefunctions of the SF(a4Σ–) state as a function of ΔR = R – Re; Re = 1.904 Å. 
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Appendix B 
Supplementary Information for Chapter 4‡ 
 
GVB(SO) Calculations on SF2(a3B1) 
In Chapter 4, we correlated the increase in the strength of the FAS–FB bond to a decrease 
in the “bad” overlap between the singly occupied orbital left over from formation of the 
recoupled pair bond in the SF(a4Σ–) state and the FA–S bond orbitals. At R(FAS–FB) = ∞, the 
magnitude of these overlaps are (0.19, 0.60), which decreases to (0.10, 0.10) at the optimum 
SF2(a3B1) geometry. To cast these results into language more familiar to most chemists, we can 
require that the orbitals associated with different pairs to be orthogonal to one another as is the 
case in molecular orbital theory. An even closer analogy to MO theory is possible if we only use 
the PP spin function. However, this wavefunction cannot describe the formation of SF2(a3B1) 
from SF(a4Σ–) + F(2P). So, we will use the GVB(SO) wavefunction here. 
In Fig. B.1 we plot the two GVB(SO) orbitals, (φa3, φa4) involved in the new FAS–FB 
bond as a function of ΔR(FAS–FB) for the SF2[3Σ–] configuration of the SF2(a3B1) state. As can 
be seen, at large separations, ΔR = 1.9 Å, the SF bonding orbital has significant antibonding 
character, which can be directly correlated with the overlaps between this orbital and the FAS 
bonding orbitals, especially the bonding orbital centered on the sulfur atom for which S = 0.60. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced in part with permission from:  
Dunning, T. H., Jr; Xu, L. T.; Takeshita, T. Y. J. Chem. Phys. 2015, 142, 034114!
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As ΔR decreases, the antibonding character of the orbital φa3 decreases rather dramatically. This 
is clearly a result of the increasing localization of orbital φa3 on the FB atom as ΔR decreases. 
Thus, in MO terms, one would attribute the large increase in the FAS–FB bond energy to the 
decrease in the antibonding character in orbital φa3, facilitated by the polarity of the FAS–FB 
bond. 
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Figures  
 
Figure B.1 The GVB(SO) bonding orbitals in the 3Σ- linear configuration of the SF2(a3B1) state 
at selected ΔR(FAS–FB) distances. Re = 1.667 Å. 
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Appendix C 
Supplementary Information for Chapter 8‡ 
 
Although the full GVB wavefunction is invariant to the ordering of the spatial orbitals in 
Eq. (8.5) in Chapter 8, the coefficients of the spin functions, {ck}, are not. In this supplementary 
material, we examined two orderings for the orbitals as listed in Table C.1.  The “Molecular” 
orbital ordering with the perfect pairing spin function describes four shared, singlet-coupled pairs, 
while the “Quasi-atomic” orbital ordering with the quasi-atomic spin coupling describes one 
shared, singlet-coupled pair and six electrons (three on each center) that are 
antiferromagnetically coupled, i.e., the three electrons on each center are coupled into a quartet 
and then the two quartets are coupled into a singlet. 
C.1 Variation of the Orbital Overlaps in the GVB Wavefunction for C2 
The GVB orbitals are non-orthogonal unless required by symmetry considerations. In Fig. 
C.1 we plot the unique overlaps of the GVB orbitals as a function of ΔR = R – Re (Re = 1.247 Å) 
for the quasi-atomic orbital ordering. Some overlaps are omitted since they are equivalent by 
symmetry to those plotted, e.g., S58 = S47. The GVB orbitals are not affected by the orbital 
ordering used—they are uniquely defined for a given GVB wavefunction. However, the 
numbering does depend on the orbital ordering. !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced with permission from:  
Xu, L. T.; Dunning, T. H., Jr. J. Chem. Theory Comput. 2014, 10, 195. © 2014 American Chemical Society!
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C.2 Variation of the Weights of the Spin Functions in the GVB Wavefunction of C2 
In Fig. C.2, we plot the weights of the major spin functions,  wk = ck
2 , as a function of ΔR 
= R – Re (Re = 1.247 Å) for the quasi-atomic orbital ordering. The plot of the spin function 
weights for the molecular orbital ordering is given in Chapter 8. 
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Tables  
Table C.1 Molecular and quasi-atomic orderings of 
orbitals. 
 “Molecular”  “Quasi-atomic” 
φ1 = φ2s+A  φ2s+A 
φ2 = φ2s–B  φ2s–B 
φ3 = φ2s–A  φ2s–A 
φ4 = φ2s+B  φ2pxA 
φ5 = φ2pxA  φ2pyA 
φ6 = φ2pxB  φ2s+B 
φ7 = φ2pyA  φ2pxB 
φ8 = φ2pyB  φ2pyB 
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Figures  
 
 
Figure C.1 Plots of the overlaps for the GVB orbitals of the C2(X1Σg+) state as a function of ΔR 
= R – Re (Re = 1.247 Å). The numbers (i) of the orbitals, {φi}, are for the quasi-atomic ordering; 
Sij = S(φi, φj). 
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Figure C.2 Plots of the weights, wk, of the major spin couplings functions for the GVB wave–
function of the C2(X1Σg+) state as a function of ΔR = R – Re (Re = 1.247 Å) for the quasi-atomic 
orbital ordering. 
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Appendix D 
Supplementary Information for Chapter 9‡ 
 
D.1 Spin Coupling Weights of N2 as a Function of ΔR in the Quasi-atomic and Atomic 
Orbital Ordering 
As noted in Chapter 9, three orbital orderings and corresponding dominant spin functions 
are important in the description of the bonding of the pnictogen homonuclear diatomic molecules 
N2, P2 and As2. Although the total GVB wavefunctions and orbitals are independent of the 
orbital orderings, the weights of the five spin functions describing a six-electron singlet state 
differ depending on the ordering. The plot of the weights of the five spin functions for N2(X1Σg+) 
as a function of ΔR = R – Re (Re = 1.101 Å) for the molecular ordering has been discussed in the 
main article. Here, we briefly discuss the weights of the spin functions for the other two orbital 
orderings.  
In Fig. D.1 we plot the weights of the five spin functions for N2(X1Σg+) for the quasi-
atomic ordering as a function of ΔR = R – Re (Re = 1.101 Å). In quasi-atomic ordering, at the 
separated atom limit, a linear combination of the Θ1, Θ2 and Θ3 spin functions describes the GVB 
wavefunction for the two N(4S) atoms with w1 = 0.111, w2 = 0.222, and w3 = 0.667. As ΔR 
decreases, w3 slowly increases, reaching a maximum weight of 0.882 at ΔR = 0.45 Å, then !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!‡!Reproduced with permission from Journal of Chemical Theory and Computation, submitted for publication. 
Unpublished work ©2015 American Chemical Society!
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decreases to 0.841 at Re. w1 and w2 slowly decrease and w5 picks up at about ΔR = 0.7 Å, 
reaching 0.108 at Re. The Θ3 spin function is dominant over the entire range of ΔR.  
In Fig. D.2 we plot the weights of the five spin functions for N2(X1Σg+) for the atomic 
ordering as a function of ΔR = R – Re (Re = 1.101 Å). With this ordering, Θ1 has a weight of 
exactly 1 at the separated atom limit because this spin function when combined with the atomic 
ordering of the orbitals exactly describes the GVB wavefunction for two N(4S) atoms. At ΔR = 
∞, the other four spin functions have zero weights. As the internuclear distance decreases, w1 
starts decreasing noticeably at about ΔR = 1.1 Å with the other four weights increasing at the 
same time. At Re, w1 = 0.772, w3 = 0.089 and w4 = 0.081. Θ1 dominates in the entire process. If 
the spin function for the atomic orbital ordering is limited to Θ1, the corresponding GVB 
wavefunction is equivalent to the spin-extended Hartree-Fock wavefunction. 
D.2 Spin Coupling Weights of P2 and As2 as a Function of ΔR in Three Orbital Orderings 
The general behaviors of the weights of the spin functions are similar for P2 and As2. In 
Fig. D.3, D.4 and D.5, we plot the weights of the five spin functions for P2(X1Σg+) as a function 
of ΔR = R – Re (Re = 1.906 Å) for the molecular, quasi-atomic and atomic ordering. In Fig. D.6, 
D.7 and D.8, we plot the weights of the five spin functions for As2(X1Σg+) as a function of ΔR = 
R – Re (Re = 2.124 Å) for the molecular, quasi-atomic and atomic ordering. The behaviors of 
these weights are summarized below. 
• For the molecular orbital ordering (Fig. D.3 and D.6), Θ5 has a weight of 0.50 at long 
distance for both P2 and As2. Its weight, w1, increases as ΔR decreases, while the 
weights of the other four spin functions decrease at different rates. At Re the weights 
of Θ5 are 0.882 (P2) and 0.871 (As2). 
! 328 
• For the quasi-atomic orbital ordering for P2 (Fig. D.4), w3 = 0.668, w1 = 0.111 and w2 
= 0.221 at ΔR = 3.0 Å. Then, as ΔR decreases, w3 increases to a maximum of 0.884 at 
ΔR = 0.4 Å and then decreases to 0.859 at Re; w1 and w2 decrease but w2 starts 
increasing at ΔR = 0.7 Å and reaches 0.074 at Re. For the quasi-atomic ordering of 
As2 (Fig. D.7), the behaviors of the weights of the five spin functions are similar to 
those in P2. At ΔR = 3.0 Å, w3 = 0.668, w1 = 0.111 and w2 = 0.221; w3 increases to 
0.886 at ΔR = 0.3 Å and then decreases to 0.873 at Re; w1 and w2 decrease as DR 
decreases and w2 starts increasing at ΔR = 0.65 Å and reaches 0.062 at Re. 
• For the atomic ordering of P2 and As2 (Fig. D.5 and D.8), the weight of Θ1 is unity 
until ΔR ≈ 1.2 Å and then decreases as ΔR decreases, similar to N2.  
D.3 Comparison of the HF and GVB Orbitals of N2 at Re 
As noted in the main article, the GVB wavefunction provides a much better description 
of the Pn2 molecules than the HF wavefunction. The GVB wavefunction is defined by the GVB 
orbitals, {ϕvi, φai}, and the spin coupling coefficients {cS,M;k}. In Fig. D.9, we compare the 
orbitals from HF calculations on N2, which are all doubly occupied, with those from GVB 
calculations, which are both doubly occupied (ϕv1, ϕv2) and singly occupied (φa1–φa4). In Fig. 
D.9, we did not plot the p orbitals that are perpendicular to the plane of the paper as these 
orbitals are identical to the p orbitals in the plane. To aid in comparing the two sets of orbitals, 
we also plotted the localized HF orbitals (Pipek-Mezey1) and the natural orbital (NO) form of the 
GVB orbitals. 
As expected, the HF canonical orbitals are very delocalized, while localization of the 
orbitals leads to two 2s-like orbitals (3a1, 4a1) that are polarized out of the bonding region as are 
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the corresponding GVB orbitals, (ϕv1, ϕv2). In addition, the localized σ bonding orbital, 4a1, looks 
very similar to the GVB σ bonding NO, 5a1. The same is true for the HF 1b2 orbital and the GVB 
1b2 NO.  
D.4 Spin Functions for a Six-electron Singlet State  
There are five linearly independent spin functions for a singlet state with six electrons. 
The five spin functions are listed below:  
 
Θ
0 ,0 ;1
6
=
1
36
{3αααβββ + 3βββααα + (αβ + βα )[βααβ − ββαα − (αβ − βα )βα ] + ββ (αααβ − αβαα )
+(ββαα − ααββ )βα − (ααβ + αβα + βαα )(αβ + βα )β }
!
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0 ,0 ;2
6
=
1
72
{[2ααββ − (αβ + βα )αβ ](2αβ − βα ) + [(αβ + βα )(αβ + βα ) − 2ααββ ]βα + 2ββαα (αβ − βα )
+[2(αβ + βα )ββ − 4ββαβ ]αα − (αβ + βα )βααβ }
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(αβ − βα )[(2ααββ − (αβ + βα )(αβ + βα ) − 2ββαα ] !
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The coefficients of these spin functions are variationally optimized at each internuclear distance 
in N2, P2 and As2.  
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Figures  
!
Figure D.1 The weights of the five spin functions of N2(X1Σg+) for the quasi-atomic ordering as 
a function of ΔR; ΔR = R - Re, Re = 1.101 Å. The vertical line indicates the location of Re. 
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Figure D.2 The weights of the five spin functions of N2(X1Σg+) for the atomic ordering as a 
function of ΔR; ΔR = R - Re, Re = 1.101 Å. The vertical line indicates the location of Re. 
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Figure D.3 The weights of the five spin functions of P2(X1Σg+) for the molecular ordering as a 
function of ΔR; ΔR = R - Re, Re = 1.906 Å. The vertical line indicates the location of Re. 
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Figure D.4 The weights of the five spin functions of P2(X1Σg+) for the quasi-atomic ordering as a 
function of ΔR; ΔR = R - Re, Re = 1.906 Å. The vertical line indicates the location of Re. 
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Figure D.5 The weights of the five spin functions of P2(X1Σg+) for the atomic ordering as a 
function of ΔR; ΔR = R - Re, Re = 1.906 Å. The vertical line indicates the location of Re. 
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Figure D.6 The weights of the five spin functions of As2(X1Σg+) for the molecular ordering as a 
function of ΔR; ΔR = R - Re, Re = 2.124 Å. The vertical line indicates the location of Re. 
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Figure D.7 The weights of the five spin functions of As2(X1Σg+) for the quasi-atomic ordering as 
a function of ΔR; ΔR = R - Re, Re = 2.124 Å. The vertical line indicates the location of Re. 
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Figure D.8 The weights of the five spin functions of As2(X1Σg+) for the atomic ordering as a 
function of ΔR; ΔR = R - Re, Re = 2.124 Å. The vertical line indicates the location of Re. 
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Figure D.9 The HF canonical and localized (Pipek-Mezey) orbitals of N2 along with the VB and 
natural orbital (NO) forms of the valence GVB orbitals at Re, Re = 1.101 Å. 
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