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Abstract
Generative adversarial networks (GANs) have enjoyed tremendous empirical suc-
cesses, and research interest in the theoretical understanding of GANs training
process is rapidly growing, especially for its evolution and convergence analysis.
This paper establishes approximations, with precise error bound analysis, for the
training of GANs under stochastic gradient algorithms (SGAs). The approxima-
tions are in the form of coupled stochastic differential equations (SDEs). The anal-
ysis of the SDEs and the associated invariant measures yields conditions for the
convergence of GANs training. Further analysis of the invariant measure for the
coupled SDEs gives rise to a fluctuation-dissipation relations (FDRs) for GANs,
revealing the trade-off of the loss landscape between the generator and the dis-
criminator and providing guidance for learning rate scheduling.
1 Introduction
Generative adversarial networks (GANs) introduced in [8] are generative models between two com-
peting neural networks: a generator network G and a discriminator network D. The generator
networkG attempts to fool the discriminator network by converting random noise into sample data,
while the discriminator networkD tries to identify whether the input sample is faked or true. Since
its introduction to the machine learning community, the popularity of GANs has grown exponen-
tially with a wide range of applications.
Despite the empirical success of GANs, there are well recognized issues in GANs training, such as
the vanishing gradient when the discriminator significantly outperforms the generator [1], the mode
collapse which is believed to be linked with gradient exploding [13], and the challenge of GANs
convergence [3].
In response to these issues, there has been a growing research interest in the theoretical understand-
ing of GANs training. [4] proposed a novel visualization method for the GANs training process
through the gradient vector field of loss functions. In a deterministic GANs training framework,
[12] demonstrated that regularization improved the convergence performance of GANs. [5] and [7]
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analyzed a generic zero-sum minimax game including that of GANs, and connected the mixed Nash
equilibrium of the game with the invariant measure of Langevin dynamics. In addition, various ap-
proaches have been proposed for amelioration, including different choices of network architectures,
loss functions, and regularization. See for instance, a comprehensive survey on these techniques
[14] and the references therein.
Our work. This paper establishes approximations, with precise error bound analysis, for the train-
ing of GANs under stochastic gradient algorithms (SGAs). The approximations are in the form of
coupled stochastic differential equations (SDEs). We then establish the convergence property of the
GANs training via invariant measures of SDEs.
The analysis of the coupled SDEs and the associated invariant measure provides analytical under-
standing of the evolution of GANs parameters. In particular, a) the direction of the parameters
evolution and the fluctuations of the learning curves for these parameters are represented by the
drift and the diffusion terms in the SDEs, with the ratio between the batch size and the learning
rate modulating the fluctuations; b) the regularity conditions for the drift and the volatility in the
SDEs provide guidance to stabilize GANs training; c) the invariant measure for the coupled SDEs
gives rise to the dynamics of training loss and the fluctuation-dissipation relations (FDRs) for GANs.
These FDRs reveal the trade-off of the loss landscape between the generator and the discriminator
and can be used to schedule the learning rate.
Related works. Our analysis on the approximation and the convergence of GANs training is in-
spired by [10] and [11]. The former established the SDE approximation for the parameter evolution
in SGAs applied to pure minimization problems, and the latter surveyed theoretical analysis of deep
learning from two perspectives: propagation of chaos through neural networks and training process
of deep learning algorithms. Other related works on GANs include [5] and [7], which focused on
the equilibrium of the minimax game and its connection with Langevin dynamics. Our focus is the
GANs training process: we establish precise error bounds for the SDE approximations and study the
convergence of GANs training via invariant measures, and analyze their implications for resolving
various challenges in GANs.
Notation. Throughout this paper, the following notations will be adopted.
• The transpose of a vector x ∈ Rd is denoted by xT and the transpose of a matrix A ∈
R
d1×d2 is denoted by AT .
• The set of k continuously differentiable functions over some domain X ⊂ Rd is denoted
by Ck(X ) for k = 0, 1, 2, . . . ; in particular when k = 0, C0(X ) = C(X ) denotes the set of
continuous functions.
• Let p ≥ 1. Lploc(Rd) denotes the set of functions f defined onRd such that for any compact
subset X , ∫X ‖f(x)‖ppdx <∞.
• Let J = (J1, . . . , Jd) be a d-tuple multi-index of order |J | =
∑d
i=1 Ji. For a function f ∈
L1loc, its J
th-weak derivativeDJf ∈ L1loc(Rd) is a function such that for any smooth and
compactly supported test function g,
∫
Rd
DJf(x)g(x)dx = (−1)|J| ∫
Rd
f(x)∇Jg(x)dx.
• The Sobolev spaceW k,ploc (Rd) is a set of functions f on Rd such that for any d-tuple multi-
index J with |J | ≤ k,DJf ∈ Lploc(Rd).
2 GANs training
GANs fall into the category of generative models to approximate an unknown probability distribu-
tion Pr. GANs are minimax games between two competing neural networks, the generator G and
the discriminatorD. The neural network for the generatorG maps a latent random variable Z with
a known distribution Pz to mimic the true distribution Pr. Meanwhile, the other neural network
for the discriminator D will assign a score between 0 to 1 to the generated sample. A higher score
from the discriminator D indicates that the sample is more likely to be from the true distribution.
GANs are trained by optimizingG andD iteratively untilD can no longer distinguish between true
samples and generated samples.
2
GANs training is performed on a data setD = {(zi, xj)}1≤i≤N, 1≤j≤M , where {zi}Ni=1 are sampled
from Pz and {xj}Mj=1 are real image data following the unknown distribution Pr. Let Gθ denote the
generator parametrized by the neural network with the set of parameters θ ∈ Rdθ , and letDω denote
the discriminator parametrized by the other neural network with the set of parameters ω ∈ Rdω .
Then the objective of GANs is to solve the following minimax problem
min
θ
max
ω
Φ(θ, ω), (1)
for some cost function Φ, with Φ of the form
Φ(θ, ω) =
∑N
i=1
∑M
j=1 J(Dω(xj), Dω(Gθ(zi)))
N ·M . (2)
For instance, Φ in the vanilla GANs model [8] is given by
Φ(θ, ω) =
∑N
i=1
∑M
j=1 logDω(xj) + log(1−Dω(Gθ(zi)))
N ·M
while Φ in Wasserstein GANs [2] takes the form
Φ(θ, ω) =
∑N
i=1
∑M
j=1Dω(xj)−Dω(Gθ(zi))
N ·M .
In practice, stochastic gradient algorithm (SGA) is performed in order to solve the minimax problem
(1), where the full gradients of Φ with respect to θ and ω are estimated over a mini-batch B. More
precisely, let B = {(zIk , xJk)}Bk=1 be i.i.d. samples from D with B referred to as the batch size, let
gθ and gω be the full gradients of Φ with respect to θ and ω such that
gθ(θ, ω) = ∇θΦ(θ, ω) =
∑N
i=1
∑M
j=1 g
i,j
θ (θ, ω)
N ·M ,
gω(θ, ω) = ∇ωΦ(θ, ω) =
∑N
i=1
∑M
j=1 g
i,j
ω (θ, ω)
N ·M .
(3)
Here g
i,j
θ and g
i,j
ω denote ∇θJ(Dω(xj), Dω(Gθ(zi))) and ∇ωJ(Dω(xj), Dω(Gθ(zi))), re-
spectively, with differential operators defined as ∇θ :=
(
∂θ1 · · · ∂θd
θ
)T
and ∇ω :=(
∂ω1 · · · ∂ωdω
)T
. Then, the estimated gradients for gθ and gω corresponding to the mini-batch
B are
gBθ (θ, ω) =
∑B
k=1 g
Ik,Jk
θ (θ, ω)
B
, gBω (θ, ω) =
∑B
k=1 g
Ik,Jk
ω (θ, ω)
B
. (4)
Moreover, let ηθt > 0 and η
ω
t > 0 be the learning rates at iteration t = 0, 1, 2, . . . , for θ and ω
respectively, then solving the minimax problem (1) with SGA and alternating parameter updating
implies descent of θ along gθ and ascent of ω along gω at each iteration, i.e.,
ωt+1 = ωt + η
ω
t g
B
ω (θt, ωt),
θt+1 = θt − ηθt gBθ (θt, ωt+1).
(5)
Moreover, within each iteration, the minibatch gradient for θ and ω are calculated on different
batches. In order to emphasize this difference, we use B¯ to represent the mini-batch for θ and B
for that of ω, with B¯ i.i.d.∼ B. That is,
ωt+1 = ωt + η
ω
t g
B
ω (θt, ωt),
θt+1 = θt − ηθt gB¯θ (θt, ωt+1).
(6)
Some practical training of GANs uses simultaneous parameter update between the discriminator and
the generator, leading to a similar yet subtly different form
(θt+1 ωt+1)
T
= (θt ωt)
T
+
(−ηθt gBθ (θt, ωt) ηωt gBω (θt, ωt))T . (7)
For ease of exposition, we will assume throughout the paper, an constant learning rates ηθt = η
ω
t = η,
with η viewed as the time interval between two consecutive parameter updates. Our main focus
is to analyze the alternative update process (6), with brief discussions whenever appropriate the
simultaneous update counterpart from (7).
3
3 Approximation and error bound analysis of GANs training
In this section, we will establish continuous time approximations and error bounds for the GANs
training process prescribed by (6) and (7). The approximations are in the form of coupled SDEs.
To get an intuition of how the form of SDEs emerges, let us start by some basic properties embedded
in the training process. First, let I and J denote the indices independently and uniformly drawn from
{1, . . . , N} and {1, . . . ,M}, respectively, then
E[gI,Jθ (θ, ω)] = gθ(θ, ω), E[g
I,J
ω (θ, ω)] = gω(θ, ω).
If we denote the correspondence covariance matrices as
Σθ(θ, ω) =
∑
i
∑
j [g
i,j
θ (θ, ω)− gθ(θ, ω)][gi,jθ (θ, ω)− gθ(θ, ω)]T
N ·M ,
Σω(θ, ω) =
∑
i
∑
j [g
i,j
ω (θ, ω)− gω(θ, ω)][gi,jω (θ, ω)− gω(θ, ω)]T
N ·M ,
then as the batch size B is sufficiently large, the classical central limit theorem leads to
EB[g
B
θ (θ, ω)] = E
[∑B
k=1 g
Ik,Jk
θ (θ, ω)
B
]
= gθ(θ, ω),
EB[g
B
ω (θ, ω)] = E
[∑B
k=1 g
Ik,Jk
ω (θ, ω)
B
]
= gω(θ, ω);
V arB(g
B
θ (θ, ω)) = V arB
(∑B
k=1 g
Ik,Jk
θ (θ, ω)
B
)
=
1
B
Σθ(θ, ω),
V arB(g
B
ω (θ, ω)) = V arB
(∑B
k=1 g
Ik,Jk
ω (θ, ω)
B
)
=
1
B
Σω(θ, ω),
as well as the following approximation of (5),
ωt+1 = ωt + ηg
B
ω (θt, ωt) ≈ ωt + ηgω(θt, ωt) +
η√
B
Σ
1
2
ω (θt, ωt)Z
1
t ,
θt+1 = θt − ηgBθ (θt, ωt+1) ≈ θt − ηgθ(θt, ωt+1) +
η√
B
Σ
1
2
θ (θt, ωt+1)Z
2
t ,
(8)
with Zit
i.i.d.∼ N(0, I) for i = 1, 2 and any iteration t.
Ignoring the difference between t and t+1, then the approximation could be written in the following
form
d
(
Θt
Wt
)
=
[(−gθ(Θt,Wt)
gω(Θt,Wt)
)]
dt+
√
2β−1
(
Σθ(Θt,Wt) 12 0
0 Σω(Θt,Wt) 12
)
dWt, (9)
with β = 2B
η
. This would be the approximation for GANs training with simultaneous parameter
updating under (7). If emphasizing the difference between t and t + 1 thus the interaction between
the generator and the discriminator, then the precise approximation for the GANs training process
for (5) with alternative updates should be
d
(
Θt
Wt
)
=
[(−gθ(Θt,Wt)
gω(Θt,Wt)
)
+
η
2
( ∇θgθ(Θt,Wt) −∇ωgθ(Θt,Wt)
−∇θgω(Θt,Wt) −∇ωgω(Θt,Wt)
)(−gθ(Θt,Wt)
gω(Θt,Wt)
)]
dt
+
√
2β−1
(
Σθ(Θt,Wt) 12 0
0 Σω(Θt,Wt) 12
)
dWt.
(10)
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For ease of subsequent analysis, define b(θ, ω) = b0(θ, ω) + ηb1(θ, ω), with
b0(θ, ω) =
(−gθ(θ, ω)
gω(θ, ω)
)
,
b1(θ, ω) =
1
2
( ∇θgθ(θ, ω) −∇ωgθ(θ, ω)
−∇θgω(θ, ω) −∇ωgω(θ, ω)
)(−gθ(θ, ω)
gω(θ, ω)
)
= −1
2
∇b0(θ, ω)b0(θ, ω)−
(∇ωgθ(θ, ω)gω(θ, ω)
0
)
,
and σ(θ, ω) =
√
2β−1
(
Σθ(Θt,Wt) 12 0
0 Σω(Θt,Wt) 12
)
.
Then (9) and (10) respectively become
d
(
Θt
Wt
)
= b0(Θt,Wt)dt+ σ(Θt,Wt)dWt,
d
(
Θt
Wt
)
= b(Θt,Wt)dt+ σ(Θt,Wt)dWt.
Note that the particular form of SDEs (9) has been assumed heuristically for GANs training in prior
works including[5]. Here we provide precise error bound analysis, and show that the coupled SDEs
are indeed the continuous time approximations of GANs training processes. Moreover, we study
the approximations for both simultaneous and alternating update schemes, where the additional
term in −
(∇ωgθ(θ, ω)gω(θ, ω)
0
)
of b1 in (10) highlights the interaction between the generator
and the discriminator in GANs training process; see also Remark 1. More precisely, regarding the
approximation and error bound of (5) by SDE (10), we have the following theorem.
Theorem 1 Fix an arbitrary time horizon T > 0 and take the learning rate η ∈ (0, 1 ∧ T ) and the
number of iterationsN =
⌊
T
η
⌋
. Suppose that
1. gi,jω is twice continuously differentiable, and g
i,j
θ and g
i,j
ω are Lipschitz, for any i =
1, . . . , N and j = 1, . . . ,M ;
2. Φ is of C3(Rdθ+dω), Φ ∈ W 4,1loc , and for any multi-index J = (J1, . . . , Jdθ+dω) with
|J | =∑dθ+dωi=1 Ji ≤ 4, there exist k1, k2 ∈ N such that
|DJΦ(θ, ω)| ≤ k1
(
1 +
∥∥∥∥
(
θ
ω
)∥∥∥∥
2k2
2
)
for θ ∈ Rdθ , ω ∈ Rdω almost everywhere;
3. (∇θgθ)gθ , (∇ωgθ)gω, (∇θgω)gθ and (∇ωgω)gω are all Lipschitz.
Then, given any initialization θ0 = θ and ω0 = ω, for any test function f ∈ C3 such that for any
multi-index J with |J | ≤ 3 there exist k1, k2 ∈ N satisfying
|∇Jf(θ, ω)| ≤ k1
(
1 +
∥∥∥∥
(
θ
ω
)∥∥∥∥
2k2
2
)
,
we have the following weak approximation,
max
t=1,...,N
|Ef(θt, ωt)− Ef(Θtη,Wtη)| ≤ Cη2 (11)
for constant C ≥ 0, where (θt, ωt) and (Θtη,Wtη) are given by (5) and (10), respectively.
Similarly, the approximation and error bound for (7) by (9) is as follows.
Theorem 2 Fix an arbitrary time horizon T > 0, take the learning rate η ∈ (0, 1 ∧ T ) and the
number of iterationsN =
⌊
T
η
⌋
. Suppose
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1. Φ(θ, ω) is continuously differentiable, Φ ∈ W 3,1loc and for any multi-index J =
(J1, . . . , Jdθ+dω) with |J | =
∑dθ+dω
i=1 Ji ≤ 3, there exist k1, k2 ∈ N such that DJΦ
satisfies
|DJΦ(θ, ω)| ≤ k1
(
1 +
∥∥∥∥
(
θ
ω
)∥∥∥∥
2k2
2
)
for θ ∈ Rdθ , ω ∈ Rdω almost everywhere;
2. g
i,j
θ and g
i,j
ω are Lipschitz for any i = 1, . . . , N and j = 1, . . . ,M .
Then, given any initialization θ0 = θ and ω0 = ω, for any test function f ∈ C2 such that for any
multi-index J with |J | ≤ 2 there exist k1, k2 ∈ N satisfying
|∇Jf(θ, ω)| ≤ k1
(
1 +
∥∥∥∥
(
θ
ω
)∥∥∥∥
2k2
2
)
,
we have the following weak approximation,
max
t=1,...,N
|Ef(θt, ωt)− Ef(Θtη,Wtη)| ≤ Cη (12)
for constant C ≥ 0, where (θt, ωt) and (Θtη,Wtη) are given by (7) and (9), respectively.
Remark 1 Note that in order to achieve an approximation for (7) with the order of O(η2), one
needs to modify (9) into
d
(
Θt
Wt
)
=
[
b0(Θt,Wt)− η
2
∇b0(Θt,Wt)b0(Θt,Wt)
]
dt+ σ(Θt,Wt)dWt. (13)
Comparing (13) and (10), the term −
(∇ωgθ(θ, ω)gω(θ, ω)
0
)
of b1 in (10) thus highlights the inter-
action between the generator and the discriminator.
The approximations of GANs training by coupled SDEs (10) and (9) enable analyzing the evolution
of GANs parameters. In particular,
• The drift terms in the SDEs represent the direction of the parameters evolution, the diffu-
sion terms stand for the fluctuations of the learning curves for these parameters, and the
approximation in the form of SDEs demonstrates precisely how the ratio between the batch
size and the learning rate modulates the fluctuations of SGAs in GANs training.
• The regularity conditions for the drift, the volatility, the derivatives of loss function Φ on
one hand ensure mathematically the well-posedness of (10), on the other hand serve to
tame the growth of the loss function with respect to the model parameters and to avoid the
explosive gradient encountered in the training of GANs.
In addition, these conditions are consistent with well known heuristics and existing practice
in GANs training, such as the introduction of appropriate choices for network architecture
including the depth of the network, and the gradient clipping or gradient penalty.
Proof of Theorem 1. Now we adopt the same proof technique in [10] which was used for approx-
imating a pure minimization problem by SDEs. The proof for Theorem 2 is similar.
Let (θ, ω) denote the initial values for (θ0, ω0) and
∆ = ∆(θ, ω) =
(
θ1 − θ
ω1 − ω
)
be the one-step difference. Let ∆i,j denote the tuple consisting of the i-th and j-th component of
one-step difference of θ and ω, respectively, with i = 1, . . . , dθ and j = 1, . . . , dω. We will estimate
moments of ∆ in order to derive the proper drift and diffusion terms of the corresponding SDE.
Since g
i,j
θ is twice continuously differentiable, i = 1, . . . , N and j = 1, . . . ,M , so is g
B¯
θ . By a
second-order Taylor expansion, we have
∆i,j(θ, ω) =
(
θi1 − θi
ω
j
1 − ωj
)
= η
(
−gB¯θ (θ, ω)i
gBω (θ, ω)j
)
+ η2
(
−{∇ω[gB¯θ (θ, ω))i]}T gBω (θ, ω)
0
)
+O(η3),
6
where gθ(θ, ω)i and gω(θ, ω)j denote the i-th and j-th component of gθ(θ, ω) and gω(θ, ω), respec-
tively.
The proof is complete once we have the following lemma on the moment estimates, based on direct
computations.
Lemma 1 Assume that g
i,j
θ is twice continuously differentiable for any i = 1, . . . , N and j =
1, . . . ,M .
1. The first moment is given by
E[∆i,j ] = η
(−gθ(θ, ω)i
gω(θ, ω)j
)
+ η2
(
{−∇ω[gθ(θ, ω)i]}T gω(θ, ω)
0
)
+O(η3).
2. The second moment is given by
E[∆i,j(∆k,l)T ] =η2
[
1
B
(
Σθ(θ, ω)i,k 0
0 Σω(θ, ω)j,l
)
+
(−gθ(θ, ω)i
gω(θ, ω)j
)(−gθ(θ, ω)k
gω(θ, ω)l
)T]
+O(η3),
where Σθ(θ, ω)i,k and Σω(θ, ω)j,l denote the element at position (i, k) and (j, l) of matri-
ces Σθ(θ, ω) and Σω(θ, ω), respectively.
3. The third moments are all of order O(η3).
4 Convergence of GANs training via invariant measure of SDE
4.1 Convergence of GANs training
In addition to the evolution of parameters in GANs, the convergence of GANs training can be derived
through these coupled SDEs (10) and (9). This is by analyzing the limiting behavior of SDEs,
characterized by their invariant measures. Recall the following definition of invariant measures in
[6].
Definition 1 A probability measure µ∗ ∈ P(Rdθ+dω) is called an invariant measure for{
(Θt Wt)T
}
t≥0
(governed by (10) or (9)) if for any measurable bounded function f ,
∫
E [f(Θt,Wt)|Θ0 = θ,W0 = ω]µ∗(dθ, dω) =
∫
f(θ, ω)µ∗(dθ, dω).
Note that the invariant measure given by Definition 1 captures the convergence of parameter evolu-
tion in the sense of distribution, not path-wise convergence.
Following Theorem 2.3 in [9] for the existence of a unique invariant measure for SDEs, we have
Theorem 3 Assume the following conditions hold for (10).
1. both b and σ are smooth and have bounded derivatives of any order and σ itself is bounded;
2. there exist some positive real numbers r andM0 such that for any (θ ω)
T ∈ Rdθ+dω ,
(θ ω) b(θ, ω) ≤ −r
∥∥∥∥
(
θ
ω
)∥∥∥∥
2
2
, if
∥∥∥∥
(
θ
ω
)∥∥∥∥
2
≥M0;
3. A is uniformly elliptic, i.e., there exists l > 0 such that for any
(
θ
ω
)
,
(
θ′
ω′
)
∈ Rdθ+dω ,
(θ′ ω′)
T
σ(θ, ω)σ(θ, ω)
(
θ′
ω′
)
≥ l
∥∥∥∥
(
θ′
ω′
)∥∥∥∥
2
2
,
7
then (10) admits a unique invariant measure µ∗. (Similar results hold for the invariant measure of
(9) with b replaced by b0).
It is worth noting that condition 2 is a dissipative property of the drift term in the training dynamics
(10): the drift should drive the parameters towards a compact region. This dissipation property
together with the boundedness of the diffusion term, closely related to the Lyapunov condition for
a dynamics system [6], ensures the existence of the invariant measure and hence the convergence
of GANs training. This condition suggests that a proper use of penalty in the GANs objective can
improve the stability of training, see [12].
4.2 Dynamics of training loss and FDR
In fact one can further analyze the dynamics of the training loss based on the SDE approximation;
and derive a fluctuation-dissipation relation (FDR) for the GANs training, given the existence of the
invariant measure.
To see this, let µ = {µt}t≥0 denote the flow of probability measures for
{(
Θt
Wt
)}
t≥0
given by
(10).
Itô’s formula to the smooth function Φ gives the following dynamics of training loss,
Φ(Θt,Wt) = Φ(Θs,Ws) +
∫ t
s
AΦ(Θr,Wr)dr +
∫ T
s
σ(Θr,Wr)∇Φ(Θr,Wr)dWr; (14)
where
Af(θ, ω) = b(θ, ω)T∇f(θ, ω) + 1
2
Tr
(
σ(θ, ω)σ(θ, ω)T∇2f(θ, ω)) , (15)
is the infinitesimal generator for any test function f : Rdθ+dω → R.
The existence of the unique invariant measure µ∗ for (10) suggests that
(
Θt
Wt
)
in (10) converges as
t→∞ to some
(
Θ∗
W∗
)
∼ µ∗. This implies that Eµ∗ [AΦ(Θ∗,W∗)] = 0, By (15), we have
AΦ(θ, ω) =b0(θ, ω)T∇Φ(θ, ω) + ηb1(θ, ω)T∇Φ(θ, ω) + 1
2
Tr(σ(θ, ω)σ(θ, ω)T∇2Φ(θ, ω))
= − ‖∇θΦ(θ, ω)‖22 + ‖∇ωΦ(θ, ω)‖22
− η
2
[
∇θΦ(θ, ω)T∇2θΦ(θ, ω)∇θΦ(θ, ω) +∇ωΦ(θ, ω)T∇2ωΦ(θ, ω)∇ωΦ(θ, ω)
]
+ β−1Tr
(
Σθ(θ, ω)∇2θΦ(θ, ω) + Σω(θ, ω)∇2ωΦ(θ, ω)
)
.
In other words, the evolution of loss function (14) leads to the following FRD relation for GANs
training.
Theorem 4 Assume the existence of an invariant measure µ∗ for (10), then
Eµ∗
[
‖∇θΦ(Θ∗,W∗)‖22 − ‖∇ωΦ(Θ∗,W∗)‖22
]
= β−1Eµ∗
[
Tr
(
Σθ(Θ
∗,W∗)∇2θΦ(Θ∗,W∗)
+ Σω(Θ
∗,W∗)∇2ωΦ(Θ∗,W∗)
)]
−η
2
Eµ∗
[
∇θΦ(Θ∗,W∗)T∇2θΦ(Θ∗,W∗)∇θΦ(Θ∗,W∗)
+∇ωΦ(Θ∗,W∗)T∇2ωΦ(Θ∗,W∗)∇ωΦ(Θ∗,W∗)
]
.
(FDR1)
The FDR for the simultaneous update case of (9) is reduced to
Eµ∗
[
‖∇θΦ(Θ∗,W∗)‖22 − ‖∇ωΦ(Θ∗,W∗)‖22
]
=
β−1Eµ∗
[
Tr
(
Σθ(Θ
∗,W∗)∇2θΦ(Θ∗,W∗) + Σω(Θ∗,W∗)∇2ωΦ(Θ∗,W∗)
)]
.
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This FDR relation for the minimax games in GANs is the counterpart of that for stochastic gradient
descent (SGD) algorithm on a pure minimization problem in [15] and [11]. This relation connects
the microscopic fluctuation caused by the noise of SGAwith the macroscopic dissipation phenomena
related to the loss function. The quantity Tr(Σθ∇2θΦ + Σω∇2ωΦ) demonstrates the link between
noise covariance matrices from SGAs and the loss landscape of Φ. This FDR relation reveals the
trade-off of the loss landscape between the generator and the discriminator. This is different from
the FDR for SGD on pure minimization problem, which exposes the direct evaluation of the loss
landscape such as gradient and Hessian.
Apart from the training loss, applying Itô’s formula to the squared norm of the parameters, we have
the following dynamics
d
∥∥∥∥
(
Θt
Wt
)∥∥∥∥
2
2
= 2
(
Θt
Wt
)T
d
(
Θt
Wt
)
+ Tr
(
σ(Θt,Wt)σ(Θt,Wt)T
)
dt.
Theorem 5 Assume the existence of an invariant measure µ∗ for (9), then
Eµ∗
[
Θ∗,T∇θΦ(Θ∗,W∗)−W∗,T∇ωΦ(Θ∗,W∗)
]
= β−1Eµ∗
[
Tr(Σθ(Θ
∗,W∗) + Σω(Θ∗,W∗))
]
(FDR2)
Quantities in (FDR2) are easy to evaluate, therefore (FDR2) can be used to schedule the learning
rate.
9
Broader impact
As far as the authors are concerned, a) researchers at the intersection of deep learning, stochastic
analysis, game theory and other dynamical systems would potentially benefit from this work; b) no
group of people in the society in particular is expected to be put in disadvantage due to this work;
c) this work is not subject to the failure of the system; and d) data bias is out of the scope of the
potential influence of this work.
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