Alzheimer's Disease (AD) is the most common form of dementia affecting the elderly population worldwide. Many neuroimaging modalities have been used to check the detection and progression of AD of which structural Magnetic Resonance Imaging 
only of our experiences, but also of their temporal structure hence performing associate chaining, positional coding and retrieving background context and thus enabling us to understand the relation between brain and behavior [3] . Other parts of brain normally affected during progression of AD are cerebral cortex, amygdala, hypothalamus, cerebellum; occipital, parietal and frontal lobes, corpus callosum, and thalamus. All these parts are directly or indirectly involved in the distinctive cognitive and behavioral operations and a defect in the performance of them augments impaired decision making [4] [5] [6] [7] [8] .
Current diagnosis of AD relies primarily on the assessment of cognitive impairment through a battery of clinical tests as well as the practitioner's experience in the subjective evaluation of AD. However, research efforts are underway to discover an objective and correct way to identify the disease patterns of which neuroimaging is an important one. MRI is usually the modality of choice for structural brain analysis despite the popularity of other modalities such as Computed Tomography (CT) and Positron Emission Tomography (PET) [10] .
Convolutional Neural Networks (CNNs) which are primarily driven by vision recognition systems inside human brain could reliably predict and decode functional MRI (fMRI) data from humans watching movies despite lacking mechanisms for temporal dynamics or feedback processing [9] . In addition to that, the ubiquitous applications of CNNs can be traced in the classification of AD using PET images 
Hardware Requirements
We run our simulations on a computer containing an NVIDIA GeForce GTX 1080 Ti Graphical Processing Unit (GPU), Intel Core i-7-7800X Central Processing Unit (CPU) running at 3.50 GHz, and 16.0 GB of installed Random Access Memory (RAM).
Software Considerations
We code our simulations in Keras 
Inception Version 3 Model
In Inception modules, a convolutional layer attempts to learn filters to simultaneously and separately map cross-channel and spatial correlations. Inception version 3 uses 
Fig. 1 A canonical Inception version 3 module

Xception Model
Xception model is a novel deep learning neural network model which gets its inspiration from Inception. It uses the idea of depthwise separable convolution which is a spatial convolution not using any non-linearity, independently performed, over channels of an input, followed by a pointwise convolution, hence projecting the channels output onto a new channel space.
Overview of Datasets
The datasets used in the study are divided into two main groups namely Alzheimer and non-Alzheimer subjects. We used 5,120 images from the two classes for training and 1,280 images for validation. We use equal number of samples from both classes In addition, we use 5-fold cross-validation to split our data with each fold having the same structure of training and validation datasets as described in this section. We run our experiments in all folds.
Image Preprocessing
We rescale the images by 255 to feed our pipeline.
Building the Model
We build two models to run our simulations. We use binary cross-entropy as a loss function and stochastic gradient descent (SGD) as the optimization algorithm. We set the initial learning rate of SGD to 10 -4 and employed step decay to decrease the learning rate by half after every 10 epochs. We use gradient clipping to clip the values of the gradients above 0.5 and set the clipping norm to a value of 1. We plot the training accuracy, training loss, validation accuracy and validation loss curves for every fold. The total number of parameters in the model were 55,357,729, of which 55,323,297 were trainable and 34,432 were non-trainable. We trained the model for 100 epochs and set the batch size to 8. 
Xception Model
We use binary cross-entropy as a loss function and SGD as the optimization algorithm. We set the initial learning rate of SGD to 10 -4 and employed step decay to decrease the learning rate by half after every 10 epochs. We use gradient clipping to clip the values of the gradients above 0.5 and set the clipping norm to a value of 1.
We plot the training accuracy, training loss, validation accuracy and validation loss curves for every fold. The total number of parameters in the model were 73,290,793, of which 73,236,265 were trainable and 54,528 were non-trainable. We trained the model for 100 epochs except for the first fold which was trained for 200 epochs. We set the batch size to 8. 
Discussion
For both models, selective training/validation set accuracy and training/validation loss plots for different folds are shown in Fig. 4, Fig. 5, Fig. 6 , and Fig. 7 . We can clearly see a pattern in these curves. The training/validation set accuracies increases with every passing epoch while the loss decreases. The gap in the loss curves for the Xception model is bigger than that in the Inception version 3 model which can be described by small dataset size for training for a model as extreme as Xception. In addition, there are ripples in all curves which represents the learning of gradients by SGD algorithm.
We can clearly see the advantages of using transfer learning for the present task as a small dataset can result in a decent system for the detection of AD.
Comparison with other methods
We compare our results with six recent methods, five of which are based on deep learning, Wavelet [21] is the only non-deep learning based method. For all these methods, we compare the average accuracy and the training set size used to achieve that accuracy. 
Conclusion
To conclude, we show the power of transfer learning for the AD classification task.
We present two deep learning models pretrained on imagenet database of images named Inception version 3 and Xception and show their effectiveness in classifying the images on a small dataset. We found the performance of Inception version 3 model to be better than other machine and deep learning models reported in the literature. The performance of xception model was a bit inferior due to overfitting of model parameters on a smaller dataset.
As a future work, we will explore other datasets and imaging modalities such as functional MRI, PET etc and multiclass classification problem of AD comprising of healthy control subjects, mild cognitive impairment (MCI) subjects and AD subjects with higher CDR rating. We will also explore more holistic approaches to this problem such as exploring new network architectures, tweaking model parameters such as optimization algorithms, as well as getting insights to the learning of different layers of neural network architectures through different visualization approaches.
