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1. Introduction
Denote by Fq a ﬁnite ﬁeld and by F a p-adic ﬁeld. Denote by F , either F or a ﬁnite ﬁeld Fq
with characteristic p, p = 2. Groups will always be considered over F unless states otherwise. When
we discuss the case of p-adic groups, representations will always refer to as smooth representations
without emphasizing the word “smooth”.
Denote by Matm×r the set of m× r matrices and let Matm be the set of square matrices of size m.
Let Pn,n =Mn,nNn,n be the maximal parabolic subgroup of GL2n , with
Mn,n = GLn × GLn,
and
Nn,n :=
{
n(X) =
(
In X
0 In
)
∈ GL2n
}
.
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GLn =
{
d(g) = diag(g, g) ∣∣ g ∈ GLn}
be the diagonal embedding of GLn into Mn,n . Denote by
Sn = GLn Nn,n (1.1)
the Shalika subgroup. The Shalika character is given by
ψSn
(
d(g)n(X)
)= ψ(tr(X)).
Let ρ be an irreducible representation of GL2n .
Deﬁnition 1.1. A linear functional Λρ : Vρ → C is called a Shalika functional of Vρ if it satisﬁes
Λρ
(
ρ(s)v
)= ψSn(s)Λρ(v) for all s ∈ Sn and v ∈ Vρ. (1.2)
We say that Vρ has a Shalika model if there exists a nontrivial Shalika functional Λρ satisfying the
above equation. This deﬁnition is equivalent to
dimHomGL2n
(
ρ, IndGL2nSn ψSn
)
 1,
since HomGL2n (ρ, Ind
GL2n
Sn ψSn )
∼= HomSn (ρ|Sn ,ψSn ) by reciprocity.
Uniqueness of Shalika models for GL2n over p-adic ﬁelds was ﬁrst proved in ‘Uniqueness of linear
periods’ [JR96], by H. Jacquet and S. Rallis via the veriﬁcation of multiplicity freeness of linear models
and the fact that the existence of Shalika models of GL2n implies existence of linear models. The result
is re-obtained by the author in [N07], where cases over ﬁnite ﬁelds and p-adic quaternion division
algebras are treated simultaneously. Hence the dimension of the space HomSn (Vτ ,ψSn ) is at most
one for any irreducible representation Vτ .
Write g−ρ = (gρ)−1 = (g−1)ρ , g ∈ Matn for any operator ρ on Matn , which commutes with the
inverse operator. Let gt be the transpose of a matrix g . Let
νn+1 =
(
νn
1
)
, n ∈ N, where ν1 = (1 ) . (1.3)
Denote by
O2n(ν2n) =
{
g ∈ GL2n
∣∣ gt · ν2n · g = ν2n} and
SO2n(ν2n) = {g ∈ O2n | and det g = 1}
the even orthogonal groups and even special orthogonal group with respect to the form ν2n .
Deﬁne an operator ′ on the set of all square matrices of any degree by
′ : g → g′ = νngtν−1n , for g ∈Matn.
Let P= M¯N¯ be the Siegel parabolic subgroup of SO4n consisting of elements of the following form:
(g, X) =
(
g 0
0 ν g−tν
)(
I2n X
I
)
, g ∈ GL2n and X ′ = −X . (1.4)2n 2n 2n
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Sp2n( J2n) =
{
g ∈ GL2n
∣∣ gt · J2n · g = J2n}, where J2n = ( νn−νn
)
.
The generalized Shalika subgroup H2n of SO4n was introduced in [JngQ07], which is the subgroup
of P consisting of elements (g, X) with g ∈ Sp2n( J2n). That is
H2n =
{
(g, X) ∈ P ∣∣ g ∈ Sp2n( J2n)}.
We write J for J2n , Sp2n = Sp2n( J ) and H = H2n , when n is understood. Deﬁne (generalized Shalika
character) ψH of H2n by letting
ψH
(
(g, X)
)= ψ(tr( J2n Xν2n))= ψ(tr(K X)), where K = (−In In
)
. (1.5)
Deﬁnition 1.2. An anti-involution is a degree two operator on algebras or groups, which reverses the
order of factors.
Next, we introduce some anti-involutions which will play crucial roles in showing multiplicity
freeness of generalized Shalika models.
Deﬁnition 1.3. Deﬁne an operator τn on GL4n and SO4n by
τn : g → gτn = g′−1, where  = diag( J2n,− J2n) ∈ H2n.
Deﬁne another operator J2n on GL2n and Sp2n by
g J2n := − J2ngt J2n.
We write τ = τn , when n is understood.
Lemma 1.4. ′ , τ and J are all anti-involutions. Both ′ and τ preserve H. Furthermore, τ preserves ψH (i.e.
ψ(hτ ) = ψ(h) for h ∈ H).
Lemma 1.5. For g ∈ Matn,
tr(gY ) = 0, for all Y satisfying Y ′ = −Y ⇐⇒ g′ = g; (1.6)
tr(gY ) = 0, for all Y satisfying Y t = −Y ⇐⇒ gt = g. (1.7)
For g ∈Mat2n,
tr(gY ) = 0, for all Y satisfying Y J = Y ⇐⇒ g J = −g. (1.8)
Proof. We will only prove Eq. (1.8) and another two equivalent relations follow similar argument.
Note that
tr T J = tr(− J T t J)= tr T , for all T ∈Mat2n.
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[(
g + g J )(X − X J )]= tr(gX − g J X J )− tr(gX J − g J X)= 0.
Then
tr
(
g + g J )X = tr(g + g J ) (X + XT ) + (X − Xt)
2
= 0, for all X ∈ Mat2n
⇐⇒ tr[(g + g J )Y ]= 0, for all Y satisfying Y J = Y .
Also, for h ∈Mat2n such that
tr(hX) = 0, for all X ∈Mat2n ⇐⇒ h = 0.
Therefore
tr(gY ) = 0, for all Y satisfying Y J = Y ⇐⇒ g J = −g. 
The generalized Shalika character is well deﬁned, since
Lemma 1.6. An element g ∈ GL2n satisﬁes
ψ
(
tr(K X)
)= ψ(tr(K gXg′)), for all X such that X ′ = −X (1.9)
if and only if g ∈ Sp2n.
Proof. Let Y = XK . Then X = Y K and J = ν2nK . Hence X ′ = −X if and only if Y J = Y . Note that
tr(K X) = tr(XK ) = tr Y and
tr(K gXg′) = tr(gXg′K ) = tr(gY K g′K ) = tr(gY g J )= tr(g J gY ).
Hence Eq. (1.9) is equivalent to
tr
(
g J gY
)= tr(Y ), for all Y satisfying Y J = Y ,
which is equivalent to
tr
(
g J g − I2n
)
Y = 0, for all Y satisfying Y J = Y .
By Eq. (1.8), the above is equivalent to
g J g − I2n = −
(
g J g − I2n
) J ⇐⇒ g J g = I2n ⇐⇒ g ∈ Sp2n. 
Deﬁnition 1.7. The generalized Shalika functional of an irreducible admissible representation Vρ of SO4n
is a nonzero functional satisfying
Λρ
(
ρ(h)v
)= ψH2n (h)Λρ(v), for all s ∈ H2n and v ∈ Vρ. (1.10)
We say that Vρ has a generalized Shalika model if there exists a nontrivial generalized Shalika func-
tional Λρ satisfying the above equation.
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proved that generalized Shalika models are disjoint with a series of degenerate Whittaker models.
Also, it is shown in [JngQ07] that the Shalika model on GL2n(F) and the generalized Shalika model
on SO4n(F) are compatible with respect to a unitarily parabolic induction.
For an irreducible, unitary, supercuspidal representation (τ , Vτ ) of GL2n(F), we consider the uni-
tarily induced representation I(s, τ ) of SO4n(F) from the Siegel parabolic subgroup P = M¯N¯, where
the Levi part M ∼= GL2n . More precisely, a section φτ,s in I(s, τ ) is a smooth function from SO4n(F)
to Vτ , such that
φτ,s
(
m(a)ng
)= |deta| s2+ 2n−12 τ (a)φτ ,s(g),
where m(a) ∈M with a ∈ GL2n(F). In other words, one has
I(s, τ ) = IndSO4n(F)P(F)
(|det | s2 · τ ).
We recall from [JngQ07] the following result.
Theorem 1.8. (See Theorem 3.1 [JngQ07].) The induced representation I(s, τ ) admits no nonzero generalized
Shalika functionals except that s = 1. When s = 1, I(1, τ ) admits a nonzero generalized Shalika functional if
and only if the supercuspidal datum τ admits a nonzero Shalika functional. In this case, the generalized Shalika
functionals of I(1, τ ) are unique and the nonzero generalized Shalika functionals of I(1, τ )must factor through
the unique Langland’s quotient J(1, τ ).
The above theorem states the hereditary properties of induced representation between Shalika
models of GL2n and generalized Shalika models of SO4n for irreducible, unitary, supercuspidal repre-
sentations on GL2n . We may wonder if Shalika models of GL2n and generalized Shalika models of SO4n
share more common properties. One of the interesting questions in representation theory is multi-
plicity freeness. The multiplicity freeness of Shalika models of GL2n is known, and the uniqueness of
generalized Shalika models for SO4n will be established in the following theorem.
Theorem 1.9. Let SO4n = SO(4n, F ), where F is either a ﬁnite ﬁeld Fq with characteristic p, p = 2, or a p-adic
ﬁeld F . Then
dimHomSO4n
(
Vπ , Ind
SO(4n,F )
H2n ψH2n
)
 1, n ∈ N
for any irreducible admissible representation Vπ of SO4n.
2. Common strategy
Let G be a ﬁnite group and Vπ be a representation of G . By Schur’s lemma,
Vπ is multiplicity free if and only if HomG(Vπ , Vπ ) ∼= (C)k,
where k is the number of irreducible components of Vπ . Then
Vπ is multiplicity free if and only if the endomorphism algebra HomG(Vπ , Vπ ) is abelian.
Moreover, when Vπ = IndGHρ is an induced representation, HomG(Vπ , Vπ ) is explicitly characterized
by Mackey theorem.
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i = 1,2. Denote
S = { :G → HomC(π1,π2) ∣∣(h2gh1) = π2(h2) ◦ (g) ◦π1(h1), hi ∈ Hi}.
As a vector space, HomG(Ind
G
H1π1, Ind
G
H2π2) is isomorphic to S. Given any  ∈ S, the corresponding inter-
twining operator
T ∈ HomG
(
IndGH1π1, Ind
G
H2π2
)
is given by T( f1) =  ∗ f1 for f1 ∈ IndGH1π1 , where the convolution
 ∗ f1(x) = 1|G|
∑
g∈G

(
xg−1
)
f1(g).
Especially, when H1 = H2,π1 = π2 , the algebra AutG(IndGH1π1) is isomorphic to (S, ·), where the multipli-
cation · is given by
1 · 2(g) =
∑
x∈G
1
(
gx−1
) ◦ 2(x), i ∈ S.
In order to show that the endomorphism algebra is abelian, identifying an anti-involution to inter-
change the order of factors is a common strategy. If for some anti-involution σ on G ,
T σ = T , for all T ∈ AutG
(
IndGH1π1
)
,
then
T1 ◦ T2 = (T1 ◦ T2)σ = T σ2 ◦ T σ1 = T2 ◦ T1.
Hence AutG(Ind
G
H1π1) is abelian. The analogue of this method in p-adic case is “Gelfand–Kazhdan
criterion”.
Let C∞c (X) denote the space of smooth, compactly supported functions on an l-adic space X (in the
sense of [BZ76]). Let D(X) denote the space of linear functionals on C∞c (X). Given a p-adic group G ,
deﬁne actions Lg and Rg on G;C∞c (G) and D(G) as the following:
Lg · x = gx; Rg · x = xg−1;
(Lg · f )(x) = f
(
g−1x
); (Rg · f )(x) = f (xg);
(Lg · T )( f ) = T (Lg−1 · f ); (Rg · T )( f ) = T (Rg−1 · f ),
where g, x ∈ G; f ∈ C∞c (G) and T ∈ D(G).
Theorem 2.2. (See [GK75], or refer to [SZ08] for a more general version on Gelfand–Kazhdan criterion.) Let ψ
and ψσ be characters of a closed unimodular subgroup H of G. Suppose that there is an anti-involution σ of G
so that σ stabilizes H, ψ(hσ ) = ψσ (h), and σ acts trivially on all distributions T so that
T (Lhη) = ψ(h) · T (η); T (Rhη) = ψσ (h)−1 · T (η) for η ∈ C∞c (G).
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(
π ; IndGHψ
) · dimHomH(ResGH π˜ ;ψσ ) 1,
where π is any irreducible representation of G and π˜ its contragradient.
By the above argument, to prove multiplicity freeness amounts to showing the following lemma.1
Lemma 2.3 (Key Lemma). For each g ∈ SO4n, there exist h, r ∈ H2n (depending on g) such that one of the
following conditions holds:
Condition 1. hgr−1 = g, and ψH2n (hr−1) = 1.
Condition 2. hgr−1 = g′ , and ψH2n (hr−1) = 1.
Remark 2.4. If g satisﬁes Condition 1 (resp. 2), then g′ , g−1 and sgt , s, t ∈ H2n will also satisfy the
same condition (with different h, r). Hence we also say that a H×H-double coset satisﬁes Condition 1
or 2 if “one of its elements does”.
3. Proof of Lemma 2.3
Now we consider generalized Shalika model for SO4n for an arbitrary ﬁx n ∈ N. Denote by g˜ the
embedding of g ∈ GL2n into SO4n . More precisely,
g˜ =
(
g
g′−1
)
∈ SO4n, for g ∈ GL2n.
Through Bruhat decomposition, we can see a complete set of representatives for double cosets of
H2n\SO4n/H2n can be chosen as ĜL2nW ĜL2n , where ĜL2n is the diagonal embedding of GL2n ↪→ SO4n
and W is the Weyl group of SO4n . Similarly, Ŝp2n will denote the diagonal embedding of Sp2n
into SO4n . Moreover, a complete set of representatives for double cosets of H2n\SO4n/H2n can be
chosen as
{p˜wk g˜ | p, g ∈ GL2n, 0 k n},
where
wk =
⎛⎜⎜⎝
I2k
I2n−2k
I2n−2k
I2k
⎞⎟⎟⎠ , 0 k n.
Let U2n denote the upper triangular maximal unipotent subgroup of GL2n and W (GL2n) the Weyl
group of GL2n , identiﬁed with the group of permutation matrices in GL2n . Here we introduce some
results regarding admissibility and matrix identities, which will be used in the proof of Lemma 2.3.
Lemma 3.1. (See [JR92b, Lemma 2].) Every nonsingular skew symmetric matrix of degree 2n can be written in
the form
s = uσλ ut
1 The involution τ = τn in Deﬁnition 1.3 will play the role of σ in Theorem 2.2. To shorten the computation and notation, we
avoid work on τ directly and prove Lemma 2.3 with respect to involution ′ ﬁrst. Then Lemma 4.4 regarding similar conditions
with ′ replaced by τ follows.
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σ 2 = 1, σλσ−1 = −λ.
Proposition 3.2. Let A be a nonsingular skew symmetric matrix of degree 2n. Then there exists a B ∈ GL2n
such that
B ABt = −A. (3.1)
Proof. Write A = uσλ ut for some u ∈ U2n , and λ is a diagonal matrix in GL2n , σ ∈ W (GL2n) such
that
σ 2 = 1, σλσ−1 = −λ.
Note that σ = σ t = σ−1, since σ ∈ W (GL2n) and σ 2 = I2n . Let B = uσu−1. Then
B ABt = (uσu−1)(uσλut)(u−tσ tut)= uσ 2λσ tut
= u(λσ t)ut = u(−σλ)ut = −A. 
Let D2n be the set of diagonal matrix in GL2n . Denote
A = {η = σλ ∣∣ λ ∈ D2n, σ ∈ W (GL2n), σ 2 = 1, σλσ−1 = −λ}.
We recall the deﬁnition of monomial matrices.
Deﬁnition 3.3. If in every row and every column of A ∈ GLn there is exactly one nonzero entry, then
A is a monomial matrix. We denote the set of monomial matrix by Mo. Then A ⊂ Mo. We also call
an m×n matrix generalizedmonomial matrix if there is at most one nonzero entry in each row and
each column. Denote by GMo the set of generalized monomial matrices.
To simplify the calculation of admissibility of double cosets, we extend the notion of generalized
Shalika groups as follows. Let A be any nonsingular skew symmetric matrix of degree 2n. Deﬁne
HA = Ŝp2n(A)N¯,
where elements in HA are (h, X) ∈ P with h ∈ Sp2n(A), and
Sp2n(A) =
{
x ∈ GL2n
∣∣ xt Ax = A}.
Let
g ∈ GL2n satisfying A = g−t J2ng−1.
Then
Sp2n(A) = gSp2n( J2n)g−1 and gHg−1 = HA .
Deﬁne a character ψHA on HA by
ψHA (h, X) = ψ
(
tr(AXν2n)
)
, (h, X) ∈ HA . (3.2)
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ψHA
(
(h,0)(1, X)
(
h−1,0
))= ψHA (1,hX h′)
= ψ(tr(AhXν2n ht))
= ψ(tr(ht AhXν2n))
= ψ(tr(A Xν2n)) for h ∈ Sp2n(A).
When A = J2n , HA = H2n is the generalized Shalika group as deﬁned before, and ψHA = ψH2n .
Deﬁnition 3.4. For A, B both skew symmetric, we say that a double coset HBwHA , w ∈ SO4n(F ) is
admissible if
ψHA
(
(h, X)
)= ψHB (w(h, X)w−1), for all (h, X) ∈ w−1HBw ∩ HA . (3.3)
Remark 3.5. If g ∈ SO4n satisﬁes Condition 1, then
hgr−1 = g and ψH
(
hr−1
) = 1, for some h, r ∈ H.
Then
g−1hg = r ∈ H ∩ g−1Hg and ψH(h) = ψH(r).
Therefore g ∈ SO4n satisﬁes Condition 1 if and only if HgH is not admissible.
Lemma 3.6. The double coset HB wHA is admissible if and only if Hp˜w g˜H is admissible, where g, p ∈ GL2n
and A = g−t J2n g−1, B = pt J2np.
Lemma 3.7. For 1 k n−1, to consider the admissibility of all Hp˜wk g˜H, p, g ∈ GL2n, it suﬃces to consider
the admissibility of all double cosets in the form of
Hη2wku˜1Hη1 , with u1 =
(
v1
v3
)
, v1 ∈ U2k, v3 ∈ U2(n−k), η1, η2 ∈ A. (3.4)
Or, equivalently we may consider the admissibility of all double cosets in the form of
Hη2 u˜2wku˜1Hη1 , with u1 =
(
I2k
v3
)
, u2 =
(
v4
I2n−2k
)
, (3.5)
where v4 ∈ U2k, v3 ∈ U2(n−k) , η1, η2 ∈ A.
Proof. For 1 k n− 1, consider any representative
Hp˜wk g˜H, where p˜, g˜ ∈ ĜL2n.
Let B = pt J2np, A = g−t J2n g−1. By Lemma 3.1, there exist u1,u2 ∈ U2n , η1, η2 ∈ A such that B =
ut2η2u2, and A = u−t1 η1u−11 . Since Hp˜wk g˜H is admissible if and only if Hη2 u˜2wku˜1Hη1 is admissible,
we may work on Hη2 u˜2wku˜1Hη1 instead. For ﬁxed k, 1 k n − 1, write
u1 =
(
v1 v2
v
)
; u2 =
(
v4 v5
v
)
,3 6
446 C. Nien / Journal of Algebra 323 (2010) 437–457where v1, v4 ∈ U2k , v2, v5 ∈ Mat2k×2(n−k) , v3, v6 ∈ U2(n−k) . Then
w−1k u˜2wk = w−1k
⎛⎜⎜⎝
v4 v5
v6
v∗6 v∗5
v∗4
⎞⎟⎟⎠wk =
⎛⎜⎜⎝
v4
v∗6
v5
v∗5
v6
v∗4
⎞⎟⎟⎠
=
⎛⎜⎜⎝
v4
v∗6
v6
v∗4
⎞⎟⎟⎠
⎛⎜⎜⎝
I2k
I2(n−k)
v−14 v5
v−∗6 v∗5
I2(n−k)
I2k
⎞⎟⎟⎠ .
Since ⎛⎜⎜⎝
I2k
I2(n−k)
v−14 v5
v−∗6 v∗5
I2(n−k)
I2k
⎞⎟⎟⎠ ∈ N¯
(symmetrically, we can take representative u1 with v2 part trivial) and
( v4
v∗6
) ∈ U2n , by replacing u1
with u′1 =
( v4
v∗6
)
u1,
Hη2 u˜2wku˜1Hη1 = Hη2wku˜′1Hη1 .
Now it suﬃces to consider the admissibility of double cosets in the form
Hη2wku˜1Hη1 , with u1 =
(
v1
v3
)
, v1 ∈ U2k, v3 ∈ U2(n−k), η1, η2 ∈ A.
Or, equivalently we may consider the admissibility of
Hη2 u˜2wku˜1Hη1 , with u1 =
(
I2k
v3
)
, u2 =
(
v4
I2n−2k
)
,
where v4 ∈ U2k , v3 ∈ U2(n−k) , η1, η2 ∈ A. 
Before we prove Lemma 2.3, we cite two auxiliary propositions.
Proposition 3.8. (See the proof of Corollary 3.2 [GoGu07].) For any g ∈ GL2n(F ), there exist Q 1, Q 2 ∈
Sp2n( J
′), such that
gt = Q 1gQ 2,
where the symplectic form J ′ is given by
( In
−In
)
.
Proposition 3.9. For any g ∈ GL2n, there exist P1, P2 ∈ Sp2n( J ) satisfying
g′ = ν2ngtν2n = P1gP2.
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νn
In
)
gt
(
νn
In
)
= Q 1
((
νn
In
)
g
(
νn
In
))
Q 2.
Then
g′ =
(
In
νn
)((
νn
In
)
gt
(
νn
In
))(
In
νn
)
=
(
In
νn
)(
Q 1
(
νn
In
)
g
(
νn
In
)
Q 2
)(
In
νn
)
= P1gP2,
where P1 =
( In
νn
)
Q 1
( νn
In
)
, P2 =
( νn
In
)
Q 2
( In
νn
) ∈ Sp2n( J ). 
To show that Lemma 2.3 holds, it suﬃces to show that any admissible double coset satisﬁes Con-
dition 2, and we will replace Condition 2 with a stronger one, Condition 3.
Condition 3. We say that a double coset HλH satisﬁes Condition 3, if there exists a representative γ
such that s1γ s2 = γ ′, for some s1, s2 ∈ Ŝp2n .
Then the following lemma implies Lemma 2.3.
Lemma 3.10. Any admissible double coset satisﬁes Condition 3.
Proof. We proceed by induction on n ∈ N of SO4n to show that any admissible double coset satisﬁes
Condition 3. For n = 1, the case of SO(4), Sp2 = SL2, there are two kinds of representatives for the
double cosets of H2\SO(4)/H2: ĜL2nw0ĜL2n and ĜL2nw1ĜL2n .
(1) For k = 0, w0 =
( I2
I2
)
. Representatives can be chosen to be in the form of(
g
(g′)−1
)
, with g ∈ GL2.
Then by Proposition 3.9, there exist P1, P2 ∈ Sp2 such that
g′ = P1gP2.
Hence (
g
(g′)−1
)′
=
(
P1
(P ′1)−1
)(
g
(g′)−1
)(
(P ′2)−1
P2
)
,
and
( g
(g′)−1
)
satisﬁes Condition 3.
(2) For k = 1, w1 = I4, representatives can be chosen to be in the form g˜ , with g ∈ GL2/Sp2 =
{diag(a,1) | a ∈ F∗}. Let
n1(x) =
⎛⎜⎝
1 x
1 −x
1
⎞⎟⎠ .
1
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n2(x) = g˜n1 g˜−1 =
⎛⎜⎝
1 ax
1 −ax
1
1
⎞⎟⎠ ,
and ψH(n1) = ψ(−2x),ψH(n2) = ψ(−2ax). Hence H g˜H is admissible only when a = 1. As for
a = 1, g˜ = I4, it apparently satisﬁes Condition 3.
Now we assume Condition 3 holds for every admissible double coset HλH in SO(4n − 4).
In the case of SO4n , there are n + 1 kinds of representatives for H2n\SO4n/H2n , and they are
ĜL2nwkĜL2n , 0 k n. We discuss them in three setups.
(1) For k = 0, w0 =
( I2n
I2n
)
. Representatives can be chosen to be in the form of
(
g
(g′)−1
)
, with g ∈ GL2n.
By the same argument as in the ﬁrst case of SO(4), we can see that
( g
g−′
)
satisﬁes Condition 3.
(2) For k = n, wn = I4n , representatives can be chosen to be in the form g˜ , with g ∈ GL2n/Sp2n . Let
n1(X) =
(
I2n X
I2n
)
, where X ′ = −X .
Then
n2(X) = g˜n1 g˜−1 =
(
I2n gXg′
I2n
)
and ψH(n1(X)) = ψ(tr(K X)),ψH(n2(X)) = ψ(tr(K gXg′)). By Lemma 1.6, H g˜H is admissible if and
only if g ∈ Sp2n . In the case of g ∈ Sp2n , g˜ apparently satisﬁes Condition 3.
(3) For 1  k  n − 1, consider any representative in the form of Hp˜wk g˜H, p, g ∈ GL2n . By
Lemma 3.7, we may work on
Hη2 u˜2wku˜1Hη1 , for some u1 =
(
I2k
v3
)
, u2 =
(
v4
I2k
)
, η1, η2 ∈ A,
such that pt Jp = ut2η2u2 := θ2, g−t J g−1 = u−t1 η1u−11 := θ1.
We assume that Hp˜wk g˜H is admissible, which is equivalent to Hη2 u˜2wku˜1Hη1 or Hθ2wkHθ1 is
admissible. Write j = 2n − 2k. Let
n1 = n1(Z) =
⎛⎜⎝
I2k Z
I j
I j
I2k
⎞⎟⎠ , where Z ∈Mat2k, Z ′ = −Z .
Then n1 ∈ N¯ and
wk n1(wk)
−1 = n1.
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ψHθ2
(
n1(Z)
)= ψHθ1 (n1(Z)), for all Z satisfying Z ′ = −Z .
That is
ψ
(
tr
(
θ2
(
0 Z
0 0
)
ν2n
))
= ψ
(
tr
(
θ1
(
0 Z
0 0
)
ν2n
))
,
for all Z satisfying Z ′ = −Z . Write
θ2 =
(
α2k×2k β2k× j
γ j×2k δ j× j
)
, θ1 =
(
a2k×2k b2k× j
c j×2k d j× j
)
,
where subscripts denote the sizes of the matrices. Since
tr
(
θ2
(
0 Z
0 0
)
ν2n
)
= tr
((
α β
γ δ
)(
0 Z
0 0
)
ν2n
)
= tr(αZν2k),
now we have
ψ
(
tr(αZν2k)
)= ψ(tr(aZν2k)), for all Z satisfying Z ′ = −Z . (3.6)
Let Zν2k = Y , then Y t = −Y . Eq. (3.6) is equivalent to
ψ
(
tr(α − a)Y )= 0, for all Y satisfying Y t = −Y . (3.7)
Since both α and a are skew symmetric, we obtain α = a by Lemma 1.5.
Let
n3 = n3(X) =
⎛⎜⎝
I2k X
I j −X ′
I j
I2k
⎞⎟⎠ , where X ∈Mat2k× j.
Let
n4 = n4(X) = wkn3(wk)−1 =
⎛⎜⎝
I2k X
I j
I j −X ′
I2k
⎞⎟⎠ .
Admissibility guarantees that
if
(
I2k X
I j
)
∈ Sp(θ2), then ψ
(
tr
(
θ1
(
X 0
0 −X ′
)
ν2n
))
= 1. (3.8)
Note that
( I2k X
I j
) ∈ Sp(θ2) if and only if
αX = 0 and Xtβ = −γ X = (Xtβ)t . (3.9)
Write Xtβ = Y , then Y t = Y and
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(
θ1
(
X 0
0 −X ′
)
ν2n
)
= tr
(
ν2n
(
a2k×2k b2k× j
c j×2k d j× j
)(
X 0
0 −X ′
))
= tr(ν jc X − ν2kbX ′) = 2 tr(−ν2kbX ′). (3.10)
Consider the following two cases:
(a) If a = α = 0, then 2k = j = n and b, c, β,γ are of full rank. Then we have
ψ
(
2 tr
(−ν2kbν2kYβ−1ν2k))= ψ(2 tr(−β−1bν2kY ))= 1, (3.11)
for all Y satisfying Y t = Y , by Lemma 1.5 which is equivalent to
(
β−1bν2k
)t = −β−1bν2k. (3.12)
Next we go back to work on the double coset Hp˜wk g˜H, where pt Jp = θ2, and g˜−t J g˜−1 = θ1. Then
g = ( g1 g2 ), and p = ( p1 p2 ), for some gi, pi,∈ GL2k . Representative of the double coset Hp˜wk g˜H
p˜wk g˜ =
⎛⎜⎜⎝
p1g1
p2(g′2)−1
(p′2)−1g2
(p′1)−1(g′1)−1
⎞⎟⎟⎠
can be replace by wkh˜, where
h =
(
h1
h2
)
, with h1 = p1g1, h2 =
(
p′2
)−1
g2.
Set
πk = wkh˜ =
⎛⎜⎜⎝
h1
(h′2)−1
h2
(h′1)−1
⎞⎟⎟⎠ .
Then
π ′k =
⎛⎜⎜⎝
h−11
h−12
h′2
h′1
⎞⎟⎟⎠ .
Now we claim that there exist
T1 =
(
t1
t−
′
1
)
, T2 =
(
t2
t−
′
2
)
∈ Sp4k, such that T˜1πk T˜2 = π ′k. (3.13)
Eq. (3.13) is equivalent to ﬁnd t1, t2 ∈ GL2k such that
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t1h1t2 = h−11
(t′1)−1(h′2)−1t2 = h−12
⇐⇒
{
t2 = h−11 t−11 h−11
t−12 h′2t′1 = h2
(3.14)
⇐⇒
{
t2 = h−11 t−11 h−11
h1t1h1h′2t′1 = h2.
(3.15)
Since
θ2 = J , θ1 = h−t Jh−1 =
(
h−t1 ν2kh
−1
2
−(h−t1 ν2kh−12 )t
)
,
hence
b = h−t1 ν2kh−12 and β = ν2k.
Eq. (3.12) becomes
bt = −b. (3.16)
By Proposition 3.2, there exists H ∈ GL2k such that
Hb−t Ht = −b−t = b−1.
Let
t1 = h−11 H and t2 = h−11 t−11 h−11 .
Then b−t = h1ν2kht2 and
h1t1h1h
′
2t
′
1 = H
(
h1ν2kh
t
2
)
tt1ν2k =
(
Hb−t Ht
)(
(h1)
−tν2k
)
= b−1(bh2) = h2.
Then Eq. (3.15) holds and Condition 3 holds for πk .
(b) In the case a = α = 0, let ai0, j0 = αi0, j0 = 0 for some 1 i0, j0  2k. For any matrix g , we write
g = (gi, j) for its entries. Recall from (3.5)
θ2 = ut2η2u2, θ1 = u−t1 η1u−11 ,
where u1 =
( I2k
v3
)
, u2 =
( v4
I2k
)
, η1, η2 ∈ A. Write
η1 =
(
A B
C D
)
and η2 =
(
P Q
R S
)
.
Then
θ1 =
(
a b
c d
)
=
(
A Bv−13
v−t3 C v
−t
3 Dv
−1
3
)
,
θ2 =
(
α β
γ δ
)
=
(
vt4P v4 v
t
4Q
Rv S
)
. (3.17)4
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a = α = A = vt4P v4 with ai0, j0 = 0,
then A = P by Lemma 3.11 (see the next lemma) and the i0-row of B (respectively Q ) is zero. Then
bi0,κ = 0 for all κ , since b = Bv−13 . Note that
Hη2u2wku1Hθ1 = Hη2u2wku1n3(X)Hθ1 ,
where
n3(X) =
⎛⎜⎝
I2k X
I j −X ′
I j
I2k
⎞⎟⎠ ∈ N¯, X ∈ Mat2k× j.
Since
u˜2wku˜1n3(X) = u˜2n˜4(X)wku˜1,n4(X) =
(
I2k Xv
−1
3
I j
)
,
Hθ3wkHθ1 = Hθ2wkHθ1 ,
where
θ3 =
(
n4(X)
)t
θ2n4(X) =
(
vt4P v4 v
t
4Q + (vt4P v4)Xv−13∗ ∗
)
.
The i0-th row of vt4P v4 is nonzero, so we may assume that the i0-th row of v
t
4Q + (vt4P v4)Xv−13
is zero by choosing suitable X . Similar argument holds for the j0-row and we may assume that the
i0, j0-th rows and columns of θ3 and θ1 have their only one nonzero term (respectively) appearing in
a = α.
By deleting the i0, j0, 4n+1-i0, (4n+1- j0)-th rows and columns of wk , we obtain a wˇk ∈ SO(4n−
4). Let θˇ1 (respectively θˇ3) be the skew symmetric matrix of size n−2 obtained by deleting the i0, j0-
th rows and columns from θ1 (respectively θ3). Then any element f ∈ Spθˇ1 (respectively f ∈ Spθˇ3 ) can
be embedded as f ∈ Spθ1 (respectively Spθ3 ) by adding the i0, j0-th rows and columns such that the
entries in the i0, j0-th rows and columns of f are all zeros except
f i0,i0 = 1 and f j0, j0 = 1.
This embedding gives a nature embedding of H
θˇ3
wˇkHθˇ1 into Hθ3wkHθ1 and it respects the in-
volution ′ on SO4n and SO4n−4. Also, the admissibility of Hθˇ3 wˇkHθˇ1 follows the same property ofHθ3wkHθ1 . Note,
if p,q satisfy pt Jp = qt Jq, then pq−1 ∈ Sp J and Hp˜ = Hq˜.
Hence
Hp˜1wk g˜1H = Hp˜2wk g˜2H
for all pti Jpi = θ3 and g−ti J g−1i = θ1, i = 1,2.
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(p0)
t J (p0) = θˇ3 and (g0)−t J (g0)−1 = θˇ1.
Then Hp˜0 wˇk g˜0H ⊂ SO4n−4 is admissible, since Hθˇ3 wˇkHθˇ1 is admissible. By induction assumption,
Hp˜0 wˇk g˜0H satisﬁes Condition 3, and then so does its embedding in Hp˜wk g˜H. Therefore, Hp˜wk g˜H
satisﬁes Condition 3. 
Lemma 3.11. Assume that A, P ∈ Matk are skew symmetric and generalized monomial matrices such that
ut Pu = A for some u ∈ Uk. Then A = P .
Proof. We will proceed by induction. For k = 2, either P = 0 or P = ( 0 s−s 0). In either case, it is easy
to see that A = P if ut Pu = A for some u ∈ U2.
Next we assume that the conclusion is true for matrices of size n such that 2  n < k. Let P =
(Pi, j), A = (Ai, j).
(1) If the ﬁrst row of P is zero, then so is its ﬁrst column by skew symmetry. Write
P =
(
0 0
0 P4
)
, u =
(
1 ∗
0 u1
)
, A =
(
A1 A2
A3 A4
)
∈Matk,
where P4,u1, A4 ∈ Matk−1. Then ut Pu =
( 0 0
0 ut1 P4u1
) = A. Therefore the ﬁrst row and the ﬁrst
column of A are both zeros and by induction assumption A4 = P4. Hence A = P .
(2) Assume that P1,i = 0 for some i = 2k. Then the ﬁrst row of ut Pu = A is
(0, . . . ,0, P1,i, P1,iui,i+1, . . . , P1,iui,k).
Since A is generalized monomial,
ui,i+1 = · · · = ui,k = 0 and A1,i = P1,i .
Write
P =
( P1 ∗ P2
∗ 0 0
P3 0 P4
)
, u =
(u1 ∗ u2
0 1 0
0 0 u3
)
, A =
( A1 A2 A3
A4 A5 A6
A7 A8 A9
)
,
where P1,u1, A1 ∈ Mati−1, P4,u3, A9 ∈Matk−i . Then
ut Pu =
( T1 ∗ T2
∗ ∗ ∗
T3 ∗ T4
)
,
where
( T1 T2
T3 T4
)= vt Q v , with
v =
(
u1 u2
u3
)
∈ Uk−1 and Q =
(
P1 P2
P3 P4
)
∈ Matk−1.
By induction assumption (
A1 A3
A A
)
=
(
P1 P2
P P
)
.7 9 3 4
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both skew symmetric and monomial. Therefore A = P .
(3) Assume that P1,2k = 0. Write
P =
( P1,2k
P1
−P1,2k
)
, u =
(1 ∗ ∗
u1 ∗
1
)
,
where P1 is a 2k − 2 × 2k − 2 skew symmetric, generalized monomial matrix and u1 ∈ U2k−2.
Note that
ut Pu =
( P1,2k
ut1P1u1 ∗−P1,2k ∗ ∗
)
= A.
By comparing the entries of A = ut Pu and induction assumption, we obtain A = P . 
4. Main theorem
We start with recalling results in [BJ03], which states the relation between irreducible representa-
tions of O(2n,F ) and their restrictions to SO(2n,F), n 1. Let
s =
⎛⎜⎝
In−1
0 1
1 0
In−1
⎞⎟⎠ ∈ O(2n,F).
Then
O(2n,F) = SO(2n,F)  {1, s},
where s acts on SO(2n,F) by conjugation. For a representation (Vπ0 ,π0) of SO(2n,F), deﬁne another
representation sπ0 on the same vector space Vπ0 with action given by sπ0(g) = π0(sgs−1).
Denote by sˆ the nontrivial character of O(2n,F) given by{
sˆ(g) = 1,
sˆ(sg) = −1, for g ∈ SO(2n,F).
Let G0 = SO(2n,F) and G = O(2n,F).
Lemma 4.1. (See Lemma 4.1 [BJ03].)
(1) For any admissible representation π0 of G0 and any admissible representation π of G0 (π0 and π are not
necessarily irreducible), we have
rGG0 ◦ iGG0(π0) ∼= π0 ⊕ sπ0, iGG0(π0) ∼= iGG0(sπ0),
iGG0 ◦ rGG0(π) ∼= π ⊕ sˆπ, rGG0(sˆπ) ∼= rGG0(π),
where i denotes the induction functor and r denotes the restriction.
(2) Let σ be an irreducible admissible representation of G and σ0 be an irreducible subquotient of rGG0σ . Then
σ0 ∼= sσ0 if and only if σ ∼= sˆσ .
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iGG0(σ0)
∼= σ ⊕ sˆσ and rGG0(σ ) ∼= σ0.
(b) If σ0 ∼= sσ0 , then
iGG0(σ0)
∼= σ and rGG0(σ ) ∼= σ0 ⊕ sσ0.
Lemma 4.2. 2 Let (Vπ ,π) be an irreducible representation of SO(2n,F). Then its contragradient π˜ is isomor-
phic to sπ .
Proof. Denote by (Vσ ,σ ) an irreducible representation of O(2n,F). By the theorem (on p. 91, Sec-
tions II, II.I of [MVW87]), the contragradient σ˜ of σ is isomorphic to σ δ , with σ δ acting on Vσ by
σ δ(g) = δσ (g)δ−1,
where δ satisﬁes δtν2nδ = νt2n . By choosing δ to be ν2n ∈ O(2n,F), every irreducible representation of
O(2n,F) is self-contragradient. Now Lemma 4.1 implies that π˜ is isomorphic to sπ . 
Lemma 4.3. If π0 admits a nontrivial generalized Shalika model, then so does its contragradient π˜0 .
Proof. Assume that
π0 ∼= π˜0 and note that π˜0 ∼= sπ0.
Write IndO(4n,F)SO(4n,F)π0 = π . Since
dimHomO(4n,F)
(
π, IndO(4n,F)H ψH = IndO(4n)SO4n
(
IndSO4nH ψH
))
∼= dimHomSO(4n,F)
(
rO(4n,F)SO(4n,F)π, Ind
SO(4n,F)
H ψH
)
 1,
we can ﬁnd a function 0 = f ∈ IndO(4n,F)H ψH such that(〈
ρg · f
∣∣ g ∈ SO(4n,F)〉,ρ)∼= Vπ0 and(〈
ρg(ρs · f )
∣∣ g ∈ SO(4n,F)〉,ρ)∼= Vsπ0 ,
where ρ denotes the right translation. Denote
f˜ = f |O(4n,F)−SO(4n,F).
Since f is an element in IndO(4n,F)H ψH ,
fˆ := ρs · f˜ : SO(4n,F) → C satisﬁes fˆ (hx) = ψH(h) fˆ (x) for h ∈ H, x ∈ SO(4n,F).
2 I am very thankful to Dubravka Ban for her sharing this result and reference.
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ρg( fˆ )
∣∣ g ∈ SO(4n,F)〉,ρ)∼= Vsπ0
serves as a nontrivial generalized Shalika model for Vsπ0 , which completes the proof. 
Lemma 4.4. For each g ∈ SO4n, there exist h, r ∈ H2n (depending on g) such that one of the following condi-
tions holds:
Condition 4. hgr−1 = g, and ψH2n (hr−1) = 1.
Condition 5. hgr−1 = gτ , and ψH2n (hr−1) = 1.
Proof. For g ∈ SO4n(F ), if
hgr−1 = g′, such that ψH2n
(
hr−1
)= 1.
Then
(h)g(r)−1 = g′−1 = gτ and ψH2n
(
(h)(r)−1
)= 1. 
Now we ready for the proof of our main theorem.
Proof of Theorem 1.9. Let F be either a ﬁnite ﬁeld with characteristic p, p = 2, or a p-adic ﬁeld.
(1) In the case of ﬁnite ﬁelds, we obtain
HomSO(4n,Fq)
(
Ind
SO(4n,Fq)
H ψH, Ind
SO(4n,Fq)
H ψH
)
is abelian,
which implies the uniqueness of the generalized Shalika model for SO(4n,Fq) as we mentioned
in Section 2.
(2) In the case of p-adic ﬁelds, by Theorem 2.2, we obtain
dimHomSO(4n,F)
(
σ0; IndSO(4n,F)H ψH
) · dimHomH(ResSO(4n,F)H σ˜0;ψH) 1,
for any irreducible representation σ0 of SO(4n,F). By reciprocity,
HomH
(
ResSO(4n,F)H σ˜0;ψH
)∼= HomSO4n(σ˜0; IndSO(4n,F)H ψH).
Assume that σ0 admits a nontrivial generalized Shalika model, and then so does its contragra-
dient σ˜0 by Lemma 4.3. Hence dimHomSO(4n,F)(σ0; IndSO(4n,F)H ψH)  1 and the uniqueness of
generalized Shalika model holds. 
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