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Abstract
Despite recent progress in computer vision, fine-grained in-
terpretation of satellite images remains challenging because
of a lack of labeled training data. To overcome this limitation,
we propose using Wikipedia as a previously untapped source
of rich, georeferenced textual information with global cover-
age. We construct a novel large-scale, multi-modal dataset by
pairing geo-referenced Wikipedia articles with satellite im-
agery of their corresponding locations. To prove the efficacy
of this dataset, we focus on the African continent and train
a deep network to classify images based on labels extracted
from articles. We then fine-tune the model on a human-
annotated dataset and demonstrate that this weak form of
supervision can drastically reduce the quantity of human-
annotated labels and time required for downstream tasks.
1 Introduction
Deep learning has been the driving force behind the recent
improvements in fundamental computer vision tasks, includ-
ing image classification, image segmentation, object detec-
tion and tracking, etc. (Russakovsky et al. 2015; Lin et al.
2014; Han et al. 2018). These deep models, however, require
training on high quality, large-scale datasets, and building
these datasets is typically very costly. In particular, over-
head, satellite images are specifically difficult and expensive
to label because of humans’ unfamiliarity with aerial per-
spectives (Christie et al. 2018).
One effective way to reduce the amount of training data
needed is to perform pre-training on an existing, previously
annotated dataset, such as ImageNet (Deng et al. 2009), and
transfer the learned weights to the domain of interest (Raina
et al. 2007; Dai et al. 2009). However, the success of this
approach diminishes if the underlying distributions and/or
compositions of the pre-training and target datasets are not
sufficiently similar. Such a problem is exceptionally pro-
nounced in the satellite imagery space, as the entire frame
of reference and perspective of an aerial image is altered
compared to a natural image. This has the unfortunate effect
of rendering natural image datasets, such as ImageNet, less
useful as pre-training mechanisms for downstream computer
vision tasks in the satellite domain (Pan, Yang, and others
2010).
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Because direct annotation is expensive, researchers have
considered many creative ways to provide supervision with-
out explicit labels. These include unsupervised (Kingma et
al. 2014), label-free (Ren et al. 2018; Stewart and Ermon
2017), and weakly supervised learning methods (Ratner et
al. 2017). A particularly effective strategy is to leverage co-
occurrence statistics in a dataset, e.g., predict the next frame
in a video, a missing word in a sentence (Mikolov et al.
2013), encourage a model to learn similar representations
in the nearby satellite images (Jean et al. 2018), or pre-
dict relationships between entities such as images and text
co-occurring together. For example, leveraging co-occurring
images and hashtags, Mahajan et al. build a very large scale
image recognition dataset consisting of more than 3 billion
Instagram images across 17000 weakly-supervised labels
obtained from textual hashtags and their WordNet (Miller
1995) synsets. After pre-training on this extremely large
dataset, they report 84% top-1 accuracy on the downstream
ImageNet classification task, equating to a 5% improvement
over the same model trained from scratch on ImageNet.
Inspired by their work, we construct a new multimodal
dataset by pairing geo-referenced Wikipedia articles with
satellite images corresponding to the article’s location.
To the best of our knowledge, this is the first time that
Wikipedia has been used in conjunction with satellite im-
ages, and with 2.4 million potential article-image entries
(if we were to collect all the images), our approach yields
the largest labeled satellite image dataset ever assembled.
Additionally, as shown in Fig. 3, our approach is the first
to provide comprehensive coverage of the entire world. By
treating an article as an information rich label, we obtain
highly detailed physical and qualitative context for each im-
age. For example, the article of Kampala1 contains excerpts
such as “Kampala was named the 13th fastest growing city
on the planet, with an annual population growth rate of 4.03
percent by City Mayors. Kampala has been ranked the best
city to live in East Africa,” highlighting the amount of in-
formation contained in Wikipedia articles. Additionally, de-
mographic, environmental, and social information is often
readily available in structured form in many Wikipedia ar-
ticles. Another exciting dimension that can be utilized to
understand satellite images is the accessibility of Wikipedia
1https://en.wikipedia.org/wiki/Kampala
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Figure 1: Some of the satellite images labeled with Wikipedia articles. Zooming-in is recommended to visualize features.
articles over time, as using alterations in article content and
distribution over time for a region could be helpful in detect-
ing changes and predicting economic or population growth,
etc. We believe that the scale, coverage, and richness of this
novel combination of crowdsourced annotations and satellite
images will enable new advances in computer vision and a
wide range of new applications.
In this paper, we demonstrate the effectiveness of this
approach for pre-training deep models for satellite image
classification, as in (Mahajan et al. 2018). We label satel-
lite images with curated summarization tags extracted from
the article via an efficient, automated process. For sim-
plicity, we focus on a subset of 127000 images from the
African continent, an area where ground labels are partic-
ularly scarce (Jean et al. 2016). We then train a CNN archi-
tecture to predict these tags from their images. This network
is then evaluated on a downstream hand-labeled dataset, as
in (Jean et al. 2018), where we prove that it attains more
than 6% higher accuracy compared to networks trained from
scratch. We believe this novel combination of visual and tex-
tual information will enable new applications for research
in the social sciences, economics, sustainability, etc., via
machine learning, computer vision, and natural language
processing. In particular, it will complement existing data
sources from surveys and open data portals such as Open
Street Maps (OSM), which typically lack global coverage
and provide more coarse information.
2 Pairing Rich Crowdsourced Annonations
from Wikipedia to Satellite Images
2.1 Motivation
Wikipedia is a large-scale, crowdsourced database spanning
302 languages with over 47 million articles for numerous
topics, entities, figures, events, etc (Wikipedia 2018). Of
these 47 million articles, about 11% are contained by the
English version. Out of these approximately 5 million arti-
cles, we found that roughly 1 million, or nearly 20%, are
geolocated, meaning there is a latitude and a longitude asso-
ciated with the article and implying it is possible to acquire
a satellite image of its location from space (see Fig. 1).
Figure 2: An example Wikipedia article, with its coordinates
boxed in red on the right-hand side. Observe the physical
details about the bridge included in the article as well. Figure
1 contains this article’s paired “Bridge” image.
Our key observation is that there is often a close relation-
ship between the information in the article and the visual
content of the corresponding image. Indeed, we can think of
the article as an extremely detailed “caption” for the satellite
image, providing an often-comprehensive textual represen-
tation of the satellite image, or an information rich label.
This label often contains structured data in the form of ta-
bles, called infoboxes, as well as raw text, allowing for the
extraction of information about the physical state and fea-
tures of the entity (e.g., elevation, age, climate, population).
For example, text can be extracted from Fig. 2’s infobox in-
dicating that the “Nelson Mandela Bridge” is 284m long,
27m wide, and crosses over 42 railroad lines. However, in-
formation stored in the less-structured body section of the
article may be much more difficult to process and may re-
quire Natural Language Processing tools to extract at scale.
Also, not all geolocated articles, such as those about histor-
ical battles or events, have a meaningful relationship with
their corresponding satellite images.
Figure 3: Scatter plot of all geolocated Wikipedia articles.
The article coordinates are drawn on a figure without any
basemap. The familiar continents’ shapes emerge because
of the inherent spatial distribution of the articles.
2.2 Collecting Wikipedia Articles
The initial step for accomplishing our defined goal involved
the acquisition of an English Wikipedia data dump of arti-
cles2, though, in the future, we plan to explore non-English
Wikipedias to supplement the dataset. A Wikipedia article
dump is stored as one large XML file containing all stan-
dard articles as well as numerous technical article stubs (e.g.,
internal communication pages, page redirects, etc.). Thus,
in order to analyze each relevant article individually, we
first parsed the XML file into its constituent articles, net-
ting roughly 5 million standard, titled articles. To isolate
those which were geolocated, we then iterated through these
5 million articles and used regular expressions to find strings
matching one of the archetypal coordinate patterns, such as:
(1) coord|lat|lon|display = title
(2) for d ∈ {N,S,E,W} :
coord|deg|min|sec|d|deg|min|sec|d|display = title
This resulted in the acquisition of 1.02 million articles pos-
sessing coordinates.
The global distribution of these articles can be seen in Fig.
3, plotted by their lat-lon. Of interest is the scatter plot’s
precise definition of geographic features, especially coasts,
without being overlaid on any map, and its reflection of un-
derlying socioeconomic patterns. For example, South Africa
and the eastern USA are, respectively, more complete than
the Sahara Desert and parts of the central/western USA,
facts which reflect article density’s likely correlation with
geographic remoteness and population density. Also of in-
terest is the apparent abundance of articles in certain regions,
such as Syria, Iran, and North Korea, where OSM contains
sparse data (Mnih and Hinton 2012; Maggiori et al. 2017;
Audebert, Le Saux, and Lefe`vre 2017). This global article
coverage will likely improve even more with the inclusion
of non-English Wikipedias as well.
2https://dumps.wikimedia.org/enwiki/
2.3 Pairing Articles with Satellite Images
There are numerous ways to pair this global geolocated ar-
ticle dataset with satellite images. First, if the intended ap-
plication of the dataset has a temporal dimension, the dates
on which the satellite images were taken could be synced
with temporal information from the articles, when available.
This would maximize the temporal facet of Wikipedia by
ensuring the image - article pairings were as correlated as
possible. Applications with low noise thresholds might ex-
amine obtaining multiple images across multiple dates and
satellites to reduce cloud cover issues. Additionally, differ-
ent applications will likely require images of different sizes,
capturing different amounts of spatial context around the
article’s coordinates and reflecting confidence levels into
the accuracy of the coordinates. Environmental applications,
e.g., studying heat emission from power plants, might re-
quire infrared or multispectral satellite images of their lo-
cations to detect temperature changes, in addition to optical
bands (Kim et al. 2006). Similarly, research into the diffu-
sion of religious buildings might pair information from the
articles with high-resolution, small ground sample distance
(GSD) images.
3 Weakly Supervised Satellite Image
Classification
Exemplifying the diverse application possibilities high-
lighted in the last section, we instantiate a general Wikipedia
article - satellite image framework for the weak supervision
of image classification models (Ratner et al. 2017). That is,
we explore whether it is possible to learn how to interpret
satellite images using knowledge extracted from Wikipedia
articles (see Figure 4). Additionally, to keep things practical,
we extract images from only a subset of about 60000 articles
from the African continent, out of the 1.02 million geolo-
cated articles distributed globally. We believe our proof-of-
concept is proven especially robust and generalizable since
it succeeds even while utilizing data from Africa, given this
is one of the the most data sparse regions on earth both in
general and in English Wikipedia. Also, it positions us well
to apply our research to a social task (e.g., predicting health
or socioeconomic outcomes using machine learning) in the
future using NLP tools and the textually rich information
from the articles.
3.1 Extracting Weak Labels from Wikipedia
Articles
In order to transition the current state of our dataset, contain-
ing 1.02 million geolocated Wikipedia articles, into a form
where it could be used to reliably and precisely label satellite
images, we first needed to engineer a standardized, easily-
interpretable labeling system for articles. In general, each
Wikipedia article containing an infobox, or a sequence of
key-value data pairs at the beginning of an article, also pos-
sesses a template term which specifies the fields the infobox
possesses. This term, which we call a “raw label”, functions
as a highly granular and disparate label for an article (e.g.
“communes de france”, “new york train station”) assigned
by whoever authored the article. Using regular expressions,
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Figure 4: The workflow of the proposed method: (1) Extract labels from articles using our labeling pipeline. (2) Match articles
with images of their coordinates. (3) Pre-train on a large-scale dataset using the Wikipedia labels. (4) Transfer learned weights
to a down-stream task.
we were able to extract a raw label from 80% of all geolo-
cated articles since they appear in the same position, at the
head of the infobox, for each article; the 20% we were un-
able to extract a raw label from did not possess infoboxes.
When aggregated, we found there to be 978 unique raw la-
bels across the 1.02 million geolocated articles.
Subsequently, to reduce this label space to a manageable
size, we manually created a sequence of 97 keywords L
which we observed appeared often throughout the raw la-
bels and also represented classes of entities discernible via
satellite imagery. If the size of L is not large enough or
its keywords are not detailed enough, label noise increases
dramatically and labels are able to be extracted for signif-
icantly fewer articles. Also, the creation of detailed labels
allows for the application of the dataset to other domains
(e.g. social sciences). L is displayed in Fig. 5. After this,
we clustered similar keywords in L into 6 different broad
categories, or clusters - “Ephemeral”, “Buildings”, “Infras-
tructure”, “Place”, “Nature”, and “Others” - and placed them
in an order such that they 1) filtered out articles which fell
into labels not detectable via satellite imagery (in the case
of “Ephemeral” and “Other”) and 2) minimized noise in the
labels, since the terms in one cluster are searched for be-
fore the terms in the next cluster. Experimental creation and
ordering of these clusters with such goals in mind led to
the final sequence shown in Fig. 5, with “Nature” follow-
ing “Place”, etc. Within each cluster, we hierarchically struc-
tured the terms such that they progressed from specific en-
tities (e.g. “airport”) to generic ones (e.g. “building”), with
terms possessing the same level of specificity (e.g. “bank”
and “library”) randomly ordered among themselves.
To then label an article, we began with the leftmost cluster
in the hierarchy, iterated through each keyword term within
it, from top to bottom, and searched for the keyword in the
article’s raw label. If we found the term, we assigned it as
the article’s label. If not, we iterated through all the “Cat-
egory” hyperlinks the article contained, which Wikipedia
uses to group similar articles together and most articles pos-
sess at the end of their bodies, and searched for the term
in each one. If we discovered the term, then we set it as
the article’s label; if not, we repeated the entire process for
the next term. This continued for all 97 possible keywords,
moving to the next term in the cluster until the cluster was
exhausted and then continuing on to the next cluster to the
right. If, after trying all 97, no term was matched, we left
the article unlabeled. Using this pipeline, we obtained labels
for 96%, or 980000, of the 1.02 million geolocated articles
across all 97 classes. Verifying this deterministic keyword
labeling pipeline on a dataset of 500 hand-labeled articles
revealed an accuracy of 94%, with certain labels containing
more noise than others.
3.2 Label Verification with Neural Language
Models
During this labeling process, we also trained a Doc2Vec
model (Le and Mikolov 2014) on the full Wikipedia article
corpus and explored utilizing it to label articles and validate
the label curation process previously described. Doc2Vec is
an NLP method which takes in a corpus of documentsD and
maps each document d ∈ D to a vector y(d) ∈ Rn in an n-
dimensional vector space, where n is specified by the user.
Documents which possess similar meanings are mapped to
similar vectors, allowing a comparison to be made between
any two documents in D. The model also maps each word
it encounters in D to an n-dimensional vector. In particular,
it assigns a vector representation y(l) to each of the 97 key-
words used in the previous section and shown in Fig. 5. In
our experiments, we set n to be 300.
In order to label a target article d using this model, we at-
tempted to directly compare y(d) with y(l) for all possible
labels, picking the closest one. However, this approach was
not successful, achieving less than 50% top-1 accuracy. In-
stead, we propose an approach where we use the (weighted)
average similarity between y(l) and the vector representa-
tion of all the words in y(d). Specifically, we partition an
article d into 5 sections: its body, category, hyperlinks, etc.
For each section, we compute the average (cosine) similar-
ity between y(l) and all the words in the section, based on
their Doc2Vec representations. We then define the score of
each label l as the weighted similarity between l and each
section, where the 5 weights for the 5 sections are learnable
parameters, which allows us to upweight the importance of
certain sections. After iterating over all 97 candidates, the
label l with the highest score is assigned to the article.
For example, in Fig. 6, the model labels the article “’Ain
Gazal Statues” as “museum” since its label vector y(l)
incurred the highest score in the labelling process. Even
though our deterministic keyword pipeline fails to extract a
Figure 5: The keyword hierarchy for labeling articles, searching each column top to bottom beginning with the leftmost column.
label for this article, numerous labels in the top 6 it predicts
(e.g. “museum”, “cemetery”, “cathedral”) are quite similar
to its ground truth (“artifact”).
Figure 6: Doc2Vec class scores for an article. Notice that our
current pipeline is unable to extract a label for it (e.g. “Cu-
rated Label”), but the model predicts numerous labels in its
top 6 which are very close to its ground truth “Raw Label”,
“artifact”, a class our keyword pipeline does not search for.
The neural model performed well, achieving 95% top-
5 accuracy and 70% top-1 accuracy in matching the label
given via our deterministic pipeline. As demonstrated by
Fig. 6, the neural model was able to label articles which our
deterministic pipeline had been unable to. We leave as fu-
ture work the combination of the two approaches to improve
accuracy and the direct use of distributed vector representa-
tions (such as the one in Fig. 6) as weak labels.
3.3 Acquiring Matching Satellite Imagery
After assigning a curated label for 96% of the 1.02 million
geolocated articles (about 980000) using the previously de-
scribed pipeline, we needed images to augment our dataset.
While there are several ways to do this image-article pair-
ing, we utilized images of dimensions 1000×1000 pixels
and a ground sampling distance of 0.3m. We also considered
RGB and grayscale images in the dataset and didn’t perform
any filtering to remove cloudy images. The images in our
Wikipedia dataset are the most recent images from Digital-
Globe satellites in our areas of interest. This is essential, as
we utilized the most recent Wikipedia articles dump file.
First, from the 980000 geolocated and labeled articles, we
removed those which possessed labels that can not be rep-
resented by visual features, leaving us with roughly 958000
articles across 84 classes. Those classes removed included
all labels in the “Ephemeral” and “Other” clusters as well
as “subway station” and “cave”. We then took a subset of
60000 African articles, which reduced the number of article
classes to 71. Then, for all classes we felt could be encom-
passed in a 300m×300m area (e.g. building, school, etc.),
we acquired a satellite image centered at the coordinates of
each article. For certain classes (e.g. road, airport, bridge,
oil field, bay, etc) which usually have key features beyond
the 300m×300m grid, we collected 9 images per article to
make full use of the information. With the core image once
again oriented on the article’s coordinates, we overlapped
multiple images by 150m to cover a 600m×600m area. For
classes of natural objects, such as forest, island, sea, etc.,
which contained an “area” field in their infobox, we obtained
300m×300m images, overlapping by 150m and totaling the
minimum of either their “area” value or 2km2, surrounding
the article’s centroid coordinates. This process left us with
127000 images across 71 classes (Fig. 7). We would like to
note, however, that applying this system globally would net
2.4 million images, distributed across 84 classes, according
to our current pipeline.
We will publicly release the code we used to produce the
dataset upon publication to encourage further research into
jointly utilizing Wikipedia and satellite images.
3.4 Post-processing Labels Considering
Overhead Images
After parsing and labeling the Wikipedia articles, we col-
lected 127000 satellite images from Africa. Inspecting a
sample of these images and their corresponding labels, we
observed mutually-inclusive labels such as university, col-
lege, and school. Although such objects are categorized into
correct categories, it is almost impossible to tell the differ-
ence between them by looking at overhead images (e.g., uni-
versity vs. college). Thus, to avoid having different labels
represented by similar visual features, we engaged in manual
merging operations. By iterating through a sample of images
across all 71 labels, we determined which classes should go
Figure 7: Scatter plot of all images extracted from Africa,
which a deep network is pre-trained on. No basemap is used.
under each of the 10 general labels we created, shown in
Fig. 8. We experimented with different numbers of merged
classes, starting from 2 and increasing to 14, but ultimately
10 labels outperformed the others slightly, while keeping
the labels unchanged performed worse than all merged-label
datasets. This verified that using mutually-inclusive labels
would have created issues when training the network. One
way to grapple with these mutually-inclusive labels is to de-
sign a hierarchical loss function that can tackle the mutually-
inclusive labels as in (Redmon and Farhadi 2016). Addition-
ally, the similarities between the labels can be modeled us-
ing the Doc2Vec network, and the similarity scores can then
be integrated into the loss function to avoid a large penalty
when, for example, the model predicts school for a univer-
sity target label, etc. We leave this as future work.
Figure 8: African image distribution for the 10 merged-label
version of the dataset.
4 Weak Supervision Experiments
As the labels produced by our automatic procedure are in-
herently noisy, we evaluate the effectiveness of the dataset
by pre-training deep models for satellite image classifica-
tion. Specifically, we quantify the quality of the learned rep-
resentations in a downstream classification task (via trans-
fer learning). To achieve this, we use a recently released
large-scale satellite image recognition dataset named func-
tional map of the world (fMoW) (Christie et al. 2018). The
fMoW dataset consists of both multispectral and RGB im-
ages and contains about 83000 unique bounding boxes from
large satellite images representing labeled objects. It also
comes with temporal views from the same scenes. One can
get more than 200000 samples by including temporal views
in the dataset, however, they are not considered in this study
as our goal is not to beat the benchmark but to prove the
strength of the representations learned using information
from Wikipedia.
4.1 Experimenting on the fMoW Dataset
In our initial step, we pre-trained a deep convolutional net-
work on our 127000 satellite image dataset, hoping to learn
useful representations for down-stream tasks. The network
used in our experiments was a 50-layer ResNet CNN (He et
al. 2016), and we utilized the Adam optimization method in
both our pre-training and fine-tuning experiments (Kingma
et al. 2014). During the pre-training stage, we tuned the
learning rate and batch size to 0.001 and 64, respectively.
After training on our large-scale dataset, weakly labeled
with Wikipedia articles, we fine-tune the network on a
dataset with perfect annotations to verify that large-scale
pre-training helps with the down-stream task. Because the
fMoW dataset contains 83000 training images from 62
classes, we experiment with different numbers of training
images for the fine-tuning task to quantify the effectiveness
of the representations learned in the pre-training stage. How-
ever, the validation dataset is left unchanged, and the pre-
trained model fine-tuned on the fMoW dataset is compared
to the same model trained from scratch on the fMoW dataset.
Fine-tuning We use the ResNet50 model pre-trained on
the Wikipedia dataset and transfer the weights for classi-
fication on the fMoW dataset. There are two classical ap-
proaches in fine-tuning a deep network: (1) training all lay-
ers, and (2) freezing all the layers other than the classifi-
cation layer. Our experiments favor the first approach, and
we only include results from the first method in the rest of
the paper. The classification layer of the model, on the other
hand, is changed to perform 62-way classification to match
the number of labels in the fMoW dataset. Finally, resized,
224×224 pixel RGB images are used as input to the model
as in the pre-training task.
Training from Scratch In this step, the ResNet50 model
is trained from scratch on the fMoW dataset. All the hyper-
parameters are kept similar to the model pre-trained on the
Wikipedia dataset, following the practice suggested in (Ma-
hajan et al. 2018). To be consistent with the pre-trained
model, resized, 224×224 pixel RGB images are used.
4.2 Results
In the first task, we perform experiments on the full fMoW
training set and train a model from scratch and fine-tune the
one pre-trained on the Wikipedia dataset. This way, the qual-
ity of the representations learned on the pre-training task can
be quantified. Table 1 shows the results on the test split of
the fMoW dataset.
As seen in Table 1, on a down-stream task with lim-
ited samples, the model pre-trained on the 127000 images
from the Wikipedia dataset outperforms the one trained from
Model ResNet50(trained from scratch)
ResNet50
(pre-trained on Wikipedia)
Accuracy
(66000 Samples) 33.84 (%) 36.78 (%)
Accuracy
(30000 Samples) 27.23 (%) 33.38 (%)
Accuracy
(20000 Samples) 22.38 (%) 29.24 (%)
Table 1: Top-1 accuracy performance on fMoW’s test split.
scratch on the target task by more than 6%. As expected, the
gap between two models increases as the number of training
samples are decreased from 66000 to 20000. It should be
highlighted that both models should improve with the use of
further training data.
In our next experiment, we select classes that individually
co-exist in both our Wikipedia and fMoW datasets so that
the learned representations are tested purely on the classes
that are represented at a reasonable scale in our pre-training
task, as in (Mahajan et al. 2018). The goal of this task is
to understand how much having similar classes in both pre-
training and down-stream task helps in improving accuracy
in the down-stream task.
Model ResNet50(trained from scratch)
ResNet50
(pre-trained on Wikipedia)
Accuracy
(22000 Samples) 49.97 (%) 55.07 (%)
Accuracy
(11000 Samples) 45.18 (%) 50.73 (%)
Table 2: Top-1 accuracy performance on the test split of the
fMoW dataset on 19 classes that are represented reasonably
in our Wikipedia dataset. Both models are trained on either
22000 or 11000 images from 19 categories sampled from
the train split of the fMoW dataset.
As seen in Table 2, pre-training on our Wikipedia dataset
improves the accuracy by 6% compared to the baseline
model on our target task containing 22000 images from 19
categories. By comparing Table 2 to Table 1, we can con-
clude that building a large-scale dataset that represents the
classes existing in the target task is a better way of pre-
training than the one where the target task contains classes
unrepresented in the pre-training task at a reasonable scale.
Finally, we conduct experiments on three-way classifica-
tion tasks by sampling three classes from the train split of
fMoW. The class pairs selected in this case are also repre-
sented as individual classes in our Wikipedia dataset from
Africa, with 683, 13543, and 14712 samples for stadium,
airport, and lake respectively.
As seen in Table 3, the ResNet50 model pre-trained on
our Wikipedia-labeled image recognition task outperforms
the same model trained from scratch by a large margin. As
an extreme case, we only used 64 samples from three classes
to fine-tune the pre-trained model. With about 82% top-1
accuracy, the pre-trained model performs similarly to the
baseline ResNet50 model trained on the 1200 samples. On
the other hand, as expected, the performance of the baseline
Model ResNet50(trained from scratch)
ResNet50
(pre-trained on Wikipedia)
Accuracy
(64 Samples) 58.94 (%) 82.03 (%)
Accuracy
(500 Samples) 71.09 (%) 86.72 (%)
Accuracy
(1200 Samples) 82.81 (%) 90.63 (%)
Table 3: Top-1 accuracy performance on the test split
of the fMoW dataset on three classes (airport, sta-
dium, lake or pond) that are represented reasonably in our
Wikipedia dataset. Even with a small number of training
samples, the model pre-trained on Wikipedia dataset can
achieve reasonable performance.
model improves with an increase in the number of training
samples. These results clearly indicate that weakly super-
vised training using Wikipedia labels can be highly benefi-
cial for substantially reducing the amount of human labeled
data required in down-stream tasks.
Classification on fMoW without Fine-tuning Apart
from fine-tuning and testing the model on the fMoW dataset,
one can also test the learned representations in the pre-
training stage without any fine-tuning in the down-stream
task. In this direction, we choose a number of classes that
co-exist in the Wikipedia and fMoW datasets. These classes
are airport, bridge, dam, stadium, lake, and port. In the train-
ing stage, we exclude samples from the other classes in the
African Wikipedia dataset and train the model on only sam-
ples from these six classes. The network is then tested on
the fMoW samples from the same classes without doing any
fine-tuning on the train split of the fMoW dataset. By using
only weak supervision considering Wikipedia labels from
Africa, we obtained 53.4% accuracy on the fMoW dataset
containing samples from all around the world. We expect
that scaling up our approach to collect images worldwide
would further boost the accuracy on the fMoW dataset.
5 Conclusion
In this study, we proposed a novel combination of satellite
images and crowdsourced annotations from georeferenced
Wikipedia articles. To the best of our knowledge, this is the
first time that Wikipedia has been used this way. Our ap-
proach yields a large scale, multimodal dataset combining
rich visual and textual information for millions of locations
all over the world, and including additional languages be-
yond English will likely improve coverage even more. In
this paper, we use rather crude information automatically
extracted from the articles to teach a neural network how
to interpret the corresponding satellite images, and show
that this pre-training step leads to accuracy improvements
on standard benchmark tasks. More broadly, we believe this
approach will open new research avenues both in computer
science and the social sciences. In this vein, fine-grained
spatial information extracted from the articles could com-
plement existing data sources, especially in the developing
world where data is typically very scarce.
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