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Abstract
Neural text classification models typically
treat output labels as categorical variables
which lack description and semantics. This
forces their parametrization to be depen-
dent on the label set size, and, hence, they
are unable to scale to large label sets and
generalize to unseen ones. Existing joint
input-label text models overcome these is-
sues by exploiting label descriptions, but
they are unable to capture complex label re-
lationships, have rigid parametrization, and
their gains on unseen labels happen often
at the expense of weak performance on the
labels seen during training. In this paper,
we propose a new input-label model which
generalizes over previous such models, ad-
dresses their limitations, and does not com-
promise performance on seen labels. The
model consists of a joint non-linear input-
label embedding with controllable capacity
and a joint-space-dependent classification
unit which is trained with cross-entropy loss
to optimize classification performance. We
evaluate models on full-resource and low- or
zero-resource text classification of multilin-
gual news and biomedical text with a large
label set. Our model outperforms monolin-
gual and multilingual models which do not
leverage label semantics and previous joint
input-label space models in both scenarios.
1 Introduction
Text classification is a fundamental NLP task with
numerous real-world applications such as topic
recognition (Tang et al., 2015; Yang et al., 2016),
sentiment analysis (Pang and Lee, 2005; Yang
et al., 2016), and question answering (Chen et al.,
2015; Kumar et al., 2015). Classification also ap-
pears as a sub task for sequence prediction tasks
such as neural machine translation (Cho et al.,
2014; Luong et al., 2015), and summarization
(Rush et al., 2015). Despite the numerous stud-
ies, existing models are trained on a fixed label
set using k-hot vectors and, therefore, treat target
labels as mere atomic symbols without any partic-
ular structure to the space of labels, ignoring po-
tential linguistic knowledge about the words used
to describe the output labels. Given that seman-
tic representations of words have been shown to
be useful for representing the input, it is reason-
able to expect that they are going to be useful for
representing the labels as well.
Previous work has leveraged knowledge from
the label texts through a joint input-label space,
initially for image classification (Weston et al.,
2011; Mensink et al., 2012; Frome et al., 2013;
Socher et al., 2013). Such models generalize to
labels both seen and unseen during training, and
scale well on very large label sets. However, as we
explain in Section 2, existing input-label models
for text (Yazdani and Henderson, 2015; Nam et al.,
2016) have the following limitations: (i) their em-
bedding does not capture complex label relation-
ships due to its bilinear form, (ii) their output layer
parametrization is rigid because it depends on the
dimensionality of the encoded text and labels, and,
(iii) they are outperformed on seen labels by clas-
sification baselines trained with cross-entropy loss
(Frome et al., 2013; Socher et al., 2013).
In this paper, we propose a new joint input-label
model which generalizes over previous such mod-
els, addresses their limitations, and does not com-
promise performance on seen labels (see Figure
1). The proposed model is comprised of a joint
non-linear input-label embedding with control-
lable capacity and a joint-space-dependent classi-
fication unit which is trained with cross-entropy
loss to optimize classification performance.1 The
need for capturing complex label relationships
is addressed by two non-linear transformations
which have the same target joint space dimension-
1Our code is available at: github.com/idiap/gile
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ality. The parametrization of the output layer is
not constrained by the dimensionality of the in-
put or label encoding, but is instead flexible with a
capacity which can be easily controlled by choos-
ing the dimensionality of the joint space. Training
is performed with cross-entropy loss, which is a
suitable surrogate loss for classification problems,
as opposed to a ranking loss such as WARP loss
(Weston et al., 2010) which is more suitable for
ranking problems.
Evaluation is performed on full-resource and
low- or zero-resource scenarios of two text clas-
sification tasks, namely on biomedical semantic
indexing (Nam et al., 2016) and on multilingual
news classification (Pappas and Popescu-Belis,
2017) against several competitive baselines. In
both scenarios, we provide a comprehensive abla-
tion analysis which highlights the importance of
each model component and the difference with
previous embedding formulations when using the
same type of architecture and loss function.
Our main contributions are the following:
(i) We identify key theoretical and practical lim-
itations of existing joint input-label models.
(ii) We propose a novel joint input-label embed-
ding with flexible parametrization which gen-
eralizes over the previous such models and
addresses their limitations.
(iii) We provide empirical evidence of the supe-
riority of our model over monolingual and
multilingual models which ignore label se-
mantics, and over previous joint input-label
models on both seen and unseen labels.
The remainder of this paper is organized as fol-
lows. Section 2 provides background knowledge
and explains limitations of existing models. Sec-
tion 3 describes the model components, training
and relation to previous formulations. Section
4 describes our evaluation results and analysis,
while Section 5 provides an overview of previous
work and Section 6 concludes the paper and pro-
vides future research directions.
2 Background: Neural Text
Classification
We are given a collection D = {(xi, yi), i =
1, . . . , N} made of N documents, where each
document xi is associated with labels yi =
{yij ∈ {0, 1} | j = 1, . . . , k}, and k is the
total number of labels. Each document xi =
{w11, w12, . . . , wKiTKi} is a sequence of words
grouped into sentences, with Ki being the num-
ber of sentences in document i and Tj being the
number of words in sentence j. Each label j has
a textual description comprised of multiple words,
cj = {cj1, cj2, . . . , cjLj | j = 1, . . . , k} with Lj
being the number of words in each description.
Given the input texts and their associated labels
seen during the training portion of D, our goal is
to learn a text classifier which is able to predict
labels both in the seen, Ys, or unseen, Yu, label
sets, defined as the sets of unique labels which
have been seen or not during training respectively
and, hence, Y ∩ Yu = ∅ and Y = Ys ∪ Yu.2
2.1 Input Text Representation
To encode the input text, we focus on hierarchical
attention networks (HANs), which are competitive
for monolingual (Yang et al., 2016) and multilin-
gual text classification (Pappas and Popescu-Belis,
2017). The model takes as input a document x and
outputs a document vector h. The input words and
label words are represented by vectors in IRd from
the same3 embeddings E ∈ IR|V|×d, where V is
the vocabulary and d is the embedding dimension;
E can be pre-trained or learned jointly with the
rest of the model. The model has two levels of
abstraction, word and sentence. The word level is
made of an encoder network gw and an attention
network aw, while the sentence level similarly in-
cludes an encoder and an attention network.
Encoders. The function gw encodes the sequence
of input words {wit | t = 1, . . . , Ti} for each sen-
tence i of the document, noted as:
h(it)w = gw(wit), t ∈ [1, Ti], (1)
and at the sentence level, after combining the in-
termediate word vectors {h(it)w | t = 1, . . . , Ti} to
a sentence vector si ∈ IRdw (see below), where
dw is the dimension of the word encoder, the func-
tion gs encodes the sequence of sentence vectors
{si | i = 1, . . . ,K}, noted as h(i)s . The gw and
gs functions can be any feed-forward (DENSE) or
recurrent networks, e.g. GRU (Cho et al., 2014).
Attention. The αw and αs attention mechanisms,
which estimate the importance of each hidden
2Note that depending on the number of labels per docu-
ment the problem can be a multi-label or multi-class problem.
3This statement holds true for multilingual classification
problems too if the embeddings are aligned across languages.
state vector, are used to obtain the sentence si and
document representation h respectively. The sen-
tence vector is thus calculated as follows:
si =
Ti∑
t=1
α(it)w h
(it)
w =
Ti∑
t=1
exp(v>ituw)∑
j exp(v
>
ijuw)
h(it)w ,
(2)
where vit = fw(h
(it)
w ) is a fully-connected net-
work with Ww parameters. The document vector
h ∈ IRdh , where dh is the dimension of the sen-
tence encoder, is calculated similarly, by replacing
uit with vi = fs(h
(i)
s ) which is a fully-connected
network with Ws parameters, and uw with us,
which are parameters of the attention functions.
2.2 Label Text Representation
To encode the label text we use an encoder func-
tion which takes as input a label description cj and
outputs a label vector ej ∈ IRdc ∀j = 1, . . . , k. For
efficiency reasons, we use a simple, parameter-
free function to compute ej , namely the average
of word vectors which describe label j, namely
ej =
1
Lj
∑Lj
t=1 cjt, and hence dc = d in this
case. By stacking all these label vectors into a ma-
trix, we obtain the label embedding E ∈ IR|Y|×d.
In principle, we could also use the same encoder
functions as the ones for input text, but this would
increase the computation significantly; hence, we
keep this direction as future work.
2.3 Output Layer parametrizations
2.3.1 Typical Linear Unit
The most typical output layer, consists of a linear
unit with a weight matrix W ∈ IRdh×|Y| and a
bias vector b ∈ IR|Y| followed by a softmax or
sigmoid activation function. Given the encoder’s
hidden representation h with dimension size dh,
the probability distribution of output y given input
x is proportional to the following quantity:
p(y|x) ∝ exp(W>h+ b). (3)
The parameters in W can be learned separately or
be tied with the parameters of the embeddingE by
setting W = ET if the input dimension of W is
restricted to be the same as that of the embedding
E (d = dh) and each label is represented by a
single word description i.e. when Y corresponds
to V and E = E . In the latter case, Eq. 3 becomes:
p(y|x) ∝ exp(Eh+ b). (4)
Either way, the parameters of such models are typ-
ically learned with cross-entropy loss, which is
suitable for classification problems. However, in
both cases they cannot be applied to labels which
are not seen during training, because each label
has learned parameters which are specific to that
label, so the parameters for unseen labels cannot
be learned. We now turn our focus to a class of
models which can handle unseen labels.
2.3.2 Bilinear Input-Label Unit
Joint input-output embedding models can gener-
alize from seen to unseen labels because the pa-
rameters of the label encoder are shared. The
previously proposed joint input-output embedding
models by Yazdani and Henderson (2015) and
Nam et al. (2016) are based on the following bi-
linear ranking function f(·):
f(x, y) = EWh, (5)
where E ∈ IR|Y|×d is the label embedding and
W ∈ IRd×dh is the bilinear embedding. This func-
tion allows one to define the rank of a given label
y with respect to x and is trained using hinge loss
to rank positive labels higher than negative ones.
But note that the use of this ranking loss means
that they do not model the conditional probability,
as do the traditional models above.
Limitations. Firstly, the above formula can only
capture linear relationships between encoded text
(h) and label embedding (E) throughW . We argue
that the relationships between different labels are
non-linear due to the complex interactions of the
semantic relations across labels but also between
labels and different encoded inputs. A more ap-
propriate form for this purpose would include a
non-linear transformation σ(·), e.g. with either:
(a) σ(EW)︸ ︷︷ ︸
Label structure
h or (b) E σ(Wh)︸ ︷︷ ︸
Input structure
. (6)
Secondly, it is hard to control their output layer
capacity due to their bilinear form, which uses a
matrix of parameters (W) whose size is bounded
by the dimensionalities of the label embedding
and the text encoding. Thirdly, their loss function
optimizes ranking instead of classification perfor-
mance and thus treats the ground-truth as a ranked
list when in reality it consists of one or more inde-
pendent labels.
Summary. We hypothesize that these are the rea-
sons why these models do not yet perform well on
seen labels compared to models which make use
of the typical linear unit, and they do not take full
advantage of the structure of the problem when
tested on unseen labels. Ideally, we would like to
have a model which will address these issues and
will combine the benefits from both the typical lin-
ear unit and the joint input-label models.
3 The Proposed Output Layer Paramet-
rization for Text Classification
We propose a new output layer parametrization for
neural text classification which is comprised of a
generalized input-label embedding which captures
the structure of the labels, the structure of the en-
coded texts and the interactions between the two,
followed by a classification unit which is indepen-
dent of the label set size. The resulting model
has the following properties: (i) it is able to cap-
ture complex output structure, (ii) it has a flexi-
ble parametrization which allows its capacity to
be controlled, and (iii) it is trained with a classi-
fication surrogate loss such as cross-entropy. The
model is depicted in Figure 1. In this section, we
describe the model in detail, showing how it can
be trained efficiently for arbitrarily large label sets
and how it is related to previous models.
3.1 A Generalized Input-Label Embedding
Let gin(h) and gout(ej) be two non-linear projec-
tions of the encoded input, i.e. the document h,
and any encoded label ej , where ej is the jth row
vector from the label embedding matrix E , which
have the following form:
e′j = gout(ej) = σ(ejU + bu) (7)
h′ = gin(h) = σ(V h+ bv), (8)
where σ(·) is a nonlinear activation function such
as ReLU or Tanh, the matrix U ∈ IRd×dj and bias
bu ∈ IRdj are the linear projection of the labels,
and the matrix V ∈ IRdj×dh and bias bv ∈ IRdj are
the linear projection of the encoded input. Note
that the projections for h′ and e′j could be high-
rank or low-rank depending on their initial dimen-
sions and the target joint space dimension. Also
let E ′ ∈ IR|Y|×dj be the matrix resulting from pro-
jecting all the outputs ej to the joint space, i.e.
gout(E).
The conditional output probability distribution
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Figure 1: Each encoded text and label are projected to
a joint input-label multiplicative space, the output of
which is processed by a classification unit with label-
set-size independent parametrization.
can now be re-written as:
p(y|x) ∝ exp(E ′h′)
∝ exp(gout(E)gin(h))
∝ exp(σ(EU + bu)︸ ︷︷ ︸
Label Structure
σ(V h+ bv)︸ ︷︷ ︸
Input Structure
)
. (9)
Crucially, this function has no label-set-size de-
pendent parameters, unlike W and b in Eq. 3. In
principle, this parametrization can be used for both
multi-class and multi-label problems by defining
the exponential in terms of a softmax and sigmoid
functions respectively. However, in this paper we
will focus on the latter.
3.2 Classification Unit
We require that our classification unit parameters
depend only on the joint input-label space above.
To represent the compatibility between any en-
coded input text hi and any encoded label ej for
this task, we define their joint representation based
on multiplicative interactions in the joint space:
g
(ij)
joint = gin(hi) gout(ej), (10)
where  is component-wise multiplication.
The probability for hi to belong to one of the k
known labels is modeled by a linear unit which
maps any point in the joint space into a score
which indicates the validity of the combination:
p
(ij)
val = g
(ij)
jointw + b, (11)
where w ∈ IRdj and b are a scalar variables. We
compute the output of this linear unit for each
known label which we would like to predict for
a given document i, namely:
P
(i)
val =

p
(i1)
val
p
(i2)
val
. . .
p
(ik)
val
 =

g
(i1)
jointw + b
g
(i2)
jointw + b
. . .
g
(ik)
jointw + b
 . (12)
For each row, the higher the value the more likely
the label is to be assigned to the document. To ob-
tain valid probability estimates and be able to train
with binary cross-entropy loss for multi-label clas-
sification, we apply a sigmoid function as follows:
yˆi = pˆ(yi|xi) = 1
1 + e−P
(i)
val
. (13)
Summary. By adding the above changes to the
general form of Eq. 9 the conditional probabil-
ity p(yi|xi) is now proportional to the following
quantity:
exp
(
σ(EU + bu)(σ(V h+ bv) w) + b
)
. (14)
Note that the number of parameters in this equa-
tion is independent of the size of the label set,
given that U , V , w and b depend only on dj , and
k can vary arbitrarily. This allows the model to
scale up to large label sets and generalize to un-
seen labels. Lastly, the proposed output layer ad-
dresses all the limitations of the previous models,
as follows: (i) it is able to capture complex struc-
ture in the joint input-output space, (ii) it provides
a means to easily control its capacity dj , and (iii)
it is trainable with cross-entropy loss.
3.3 Training Objectives
The training objective for the multi-label classifi-
cation task is based on binary cross-entropy loss.
Assuming θ contains all the parameters of the
model, the training loss is computed as follows:
L(θ) = − 1
Nk
N∑
i=1
k∑
j=1
H(yij , yˆij), (15)
where H is the binary cross-entropy between the
gold label yij and predicted label yˆij for a docu-
ment i and a candidate label j.
We handle multiple languages according to Fi-
rat et al. (2016) and Pappas and Popescu-Belis
(2017). Assuming that Θ = {θ1, θ2, ..., θM} are
all the parameters required for each of the M lan-
guages, we use a joint multilingual objective based
on the sum of cross-entropy losses:
L(Θ) = − 1
Z
Ne∑
i
M∑
l
k∑
j=1
H(y(l)ij , yˆ(l)ij ), (16)
where Z = NeMk with Ne being the num-
ber of examples per epoch. At each iteration,
a document-label pair for each language is sam-
pled. In addition, multilingual models share a
certain subset of the encoder parameters during
training while the output layer parameters are kept
language-specific, as described by Pappas and
Popescu-Belis (2017). In this paper, we share
most of the output layer parameters, namely the
ones from the input-label space (U, V, bv, bu), and
we keep only the classification unit parameters (w,
b) language-specific.
3.4 Scaling Up to Large Label Sets
For a very large number dj of joint-space di-
mensions in our parametrization, the computa-
tional complexity increases prohibitively because
our projection requires a large matrix multiplica-
tion between U and E, which depends on |Y|. In
such cases, we resort to sampling-based training,
by adopting the commonly used negative sampling
method proposed by Mikolov et al. (2013). Let
xi ∈ IRd and yik ∈ {0, 1} be an input-label pair
and yˆik the output probabilities from our model
(Eq. 14). By introducing the sets kpi and k
n
i , which
contain the indices of the positive and negative la-
bels respectively for the i-th input, the loss L(θ) in
Eq. 15 can be re-written as follows:
= − 1
Z
N∑
i=1
k∑
j=1
[
yij log yˆij + y¯ij log (1− yˆij)
]
= − 1
Z
N∑
i=1
[ kpi∑
j=1
log yˆij +
kni∑
j=1
log (1− yˆij)
]
,
(17)
where Z = Nk and y¯ij is (1 − yij). To reduce
the computational cost needed to evaluate yˆij for
all the negative label set kni , we sample k
∗ la-
bels from the negative label set with probability
p = 1|kni | to create the set k
n
i . This enables training
on arbitrarily big label sets without increasing the
computation required. By controlling the number
of samples we can drastically speed up the train-
ing time, as we demonstrate empirically in Sec-
tion 4.2.2. Exploring more informative sampling
methods, e.g. importance sampling, would be an
interesting direction of future work.
3.5 Relation to Previous Parametrizations
The proposed embedding form can be seen as
a generalization over the input-label embeddings
with a bilinear form, because its degenerate form
is equivalent to the bilinear form of Eq. 5. In par-
ticular, this can be simply derived if we set one
of the two non-linear projection functions in the
second line of Eq. 9 to be the identity function,
e.g. gout(·) = I , set all biases to zero, and make
the σ(.) activation function linear, as follows:
σ(EU + bu)σ(V h+ bv) = (EI) (V h)
= EV h , (18)
where V by consequence has the same number
of dimensions as W ∈ IRd×dh from the bilinear
input-label embedding model of Eq. 5.
4 Experiments
The evaluation is performed on large-scale
biomedical semantic indexing using the BioASQ
dataset, obtained by Nam et al. (2016), and on
multilingual news classification using the DW cor-
pus, which consists of eight language datasets ob-
tained by Pappas and Popescu-Belis (2017). The
statistics of these datasets are listed in Table 1.
4.1 Biomedical Text Classification
We evaluate on biomedical text classification
to demonstrate that our generalized input-label
model scales to very large label sets and performs
better than previous joint input-label models on
both seen and unseen label prediction scenarios.
4.1.1 Settings
We follow the exact evaluation protocol, data and
settings of Nam et al. (2016), as described below.
We use the BioASQ Task 3a dataset, which is a
collection of scientific publications in biomedical
research. The dataset contains about 12M docu-
ments labeled with around 11 labels out of 27,455,
which are defined according to the Medical Sub-
ject Headings (MESH) hierarchy. The data was
minimally pre-processed with tokenization, num-
ber replacements (NUM), rare word replacements
(UNK), and split with the provided script by year
so that the training set includes all documents until
2004 and the ones from 2005 to 2015 were kept for
the test set, this corresponded to 6,692,815 docu-
ments for training and 4,912,719 for testing. For
validation, a set of 100,000 documents were ran-
domly sampled from the training set. We report
the same ranking-based evaluation metrics as Nam
et al. (2016), namely rank loss (RL), average pre-
cision (AvgPr) and one-error loss (OneErr).
Dataset Documents Labels
abbrev. # count # words w¯d # count w¯l
BioASQ 11,705,534 528,156 214 26,104 35.0
DW 598,304 884,272 436 5,637 2.3
– en 112,816 110,971 516 1,385 2.1
– de 132,709 261,280 424 1,176 1.8
– es 75,827 130,661 412 843 4.7
– pt 39,474 58,849 571 396 1.8
– uk 35,423 105,240 342 288 1.7
– ru 108,076 123,493 330 916 1.8
– ar 57,697 58,922 357 435 2.4
– fa 36,282 34,856 538 198 2.5
Table 1: Dataset statistics: #count is the number of
documents, #words are the number of unique words in
the vocabulary V , w¯d and w¯l are the average number of
words per document and label respectively.
Our hyper-parameters were selected on valida-
tion data based on average precision as follows:
100-dimensional word embeddings, encoder, at-
tention (same dimensions as the baselines), joint
input-label embedding of 500, batch size of 64,
maximum number of 300 words per document and
50 words per label, ReLU activation, 0.3% nega-
tive label sampling, and optimization with ADAM
until convergence. The word embeddings were
learned end-to-end on the task.4
The baselines are the joint input-label models
from Nam et al. (2016), noted as [N16], namely:
• WSABIE+: This model is an extension of
the original WSABIE model by Weston et al.
(2011), which instead of learning a ranking
model with fixed document features, it jointly
learns features for documents and words, and
is trained with the WARP ranking loss.
• AiTextML: This model is the one proposed
by Nam et al. (2016) with the purpose
of learning jointly representations of docu-
ments, labels and words, along with a joint
input-label space which is trained with the
WARP ranking loss.
The scores of the WSABIE+ and AiTextML base-
lines in Table 2 are the ones reported by Nam et al.
(2016). In addition, we report scores of a word-
level attention neural network (WAN) with DENSE
encoder and attention followed by a sigmoid out-
4Here, the word embeddings are included in the parameter
statistics because they are variables of the network.
Model Layer form Dim Seen labels Unseen labels Params
abbrev. output #count RL AvgPr OneErr RL AvgPr OneErr #count
[N
16
] WSABIE+ EWht 100 5.21 36.64 41.72 48.81 0.37 99.94 722.10M
AiTextML avg EWht 100 3.54 32.78 25.99 52.89 0.39 99.94 724.47M
AiTextML inf EWht 100 3.54 32.78 25.99 21.62 2.66 98.61 724.47M
B
as
el
in
es WAN W>ht – 1.53 42.37 11.23 – – – 55.60M
BIL-WAN [YH15] σ(EW)Wht 100 1.21 40.68 17.52 18.72 9.50 93.89 52.85M
BIL-WAN [N16] EWht 100 1.12 41.91 16.94 16.26 10.55 93.23 52.84M
O
ur
s
GILE-WAN σ(EU)σ(V ht) 500 0.78 44.39 11.60 9.06 12.95 91.90 52.93M
− constrained dj σ(EW)σ(Wht) 100 1.01 37.71 16.16 10.34 11.21 93.38 52.85M
− only label (Eq. 6a) σ(EW)ht 100 1.06 40.81 13.77 9.77 14.71 90.56 52.84M
− only input (Eq. 6b) Eσ(Wht) 100 1.07 39.78 15.67 19.28 7.18 95.91 52.84M
Table 2: Biomedical semantic indexing results computed over labels seen and unseen during training, i.e. the
full-resource versus zero-resource settings. Best scores among the competing models are marked in bold.
put layer, trained with binary cross-entropy loss.5
Our model replaces WAN’s output layer with a
generalized input-label embedding layer and its
variations, noted GILE-WAN. For comparison, we
also compare to bilinear input-label embedding
versions of WAN for the model by Yazdani and
Henderson (2015), noted as BIL-WAN [YH16],
and the one by Nam et al. (2016), noted as BIL-
WAN [N16]. Note that the AiTextML parameter
space is huge and makes learning difficult for our
models (linear wrt. labels and documents). In-
stead, we make sure that our models have far fewer
parameters than the baselines (Table 2).
4.1.2 Results
The results on biomedical semantic indexing on
seen and unseen labels are shown in Table 2. We
observe that the neural baseline, WAN, outper-
forms WSABIE+ and AiTextML on the seen la-
bels, namely by +5.73 and +9.59 points in terms
of AvgPr respectively. The differences are even
more pronounced when considering the ranking
loss and one error metrics. This result is compati-
ble with previous findings that existing joint input-
label models are not able to outperform strong su-
pervised baselines on seen labels. However, WAN
is not able to generalize at all to unseen labels,
hence the WSABIE+ and AiTextML have a clear
advantage in the zero-resource setting.
In contrast, our generalized input-label model,
5 In our preliminary experiments, we also trained the neu-
ral model with a hinge loss as WSABIE+ and AiTextML, but
it performed similarly to them and much worse than WAN,
so we did not further experiment with it.
GILE-WAN, outperforms WAN even on seen la-
bels, where our model has higher average preci-
sion by +2.02 points, better ranking loss by +43%
and comparable OneErr (−3%). And this gain is
not at the expense of performance on unseen la-
bels. GILE-WAN, outperforms WSABIE+, Ai-
TextML variants6 by a large margin in both cases,
e.g. by +7.75, +11.61 points on seen labels and by
+12.58, +10.29 points in terms of average preci-
sion on unseen labels, respectively. Interestingly,
our GILE-WAN model also outperforms the two
previous bilinear input-label embedding formula-
tions of Yazdani and Henderson (2015) and Nam
et al. (2016), namely BIL-WAN [YH15] and BIL-
WAN [N16] by +3.71, +2.48 points on seen la-
bels and +3.45 and +2.39 points on unseen la-
bels, respectively, even when they are trained with
the same encoders and loss as ours. These mod-
els are not able to outperform the WAN baseline
when evaluated on the seen labels, namely they
have−1.68 and−0.46 points lower average preci-
sion than WAN, but they outperform WSABIE+
and AiTextML on both seen and unseen labels.
Overall, the results show a clear advantage of our
generalized input-label embedding model against
previous models on both seen and unseen labels.
4.1.3 Ablation Analysis
To evaluate the effectiveness of individual com-
ponents of our model, we performed an ablation
study (last three rows in Table 2). Note that when
we use only the label or only the input embedding
6Namely, avg when using the average of word vectors and
inf when using inferred label vectors to make predictions.
in our generalized input-label formulation, the di-
mensionality of the joint space is constrained to
be the dimensionality of the encoded labels and
inputs respectively, that is dj=100 in our experi-
ments.
All three variants of our model outperform
previous embedding formulations of Nam et al.
(2016) and Yazdani and Henderson (2015) in all
metrics except from AvgPr on seen labels where
they score slightly lower. The decrease in AvgPrec
for our model variants with dj=100 compared to
the neural baselines could be attributed to the dif-
ficulty in learning the parameters of a highly non-
linear space with only a few hidden dimensions.
Indeed, when we increase the number of dimen-
sions (dj=500), our full model outperforms them
by a large margin. Recall that this increase in ca-
pacity is only possible with our full model defini-
tion in Eq. 9 and none of the other variants allow
us to do this without interfering with the original
dimensionality of the encoded labels (E) and input
(ht). In addition, our model variants with dj=100
exhibit consistently higher scores than baselines in
terms of most metrics on both seen and unseen la-
bels, which suggests that they are able to capture
more complex relationships across labels and be-
tween encoded inputs and labels.
Overall, the best performance among our model
variants is achieved when using only the label em-
bedding and, hence, it is the most significant com-
ponent of our model. Surprisingly, our model with
only the label embedding achieves higher perfor-
mance than our full model on unseen labels but it
is far behind our full model when we consider per-
formance on both seen and unseen labels. When
we constrain our full model to have the same di-
mensionality with the other variants, i.e. dj=100,
it outperforms the one that uses only the input em-
bedding in most metrics and it is outperformed by
the one that uses only the label embedding.
4.2 Multilingual News Text Classification
We evaluate on multilingual news text classifica-
tion to demonstrate that our output layer based
on the generalized input-label embedding outper-
forms previous models with a typical output layer
in a wide variety of settings, even for labels which
have been seen during training.
4.2.1 Settings
We follow the exact evaluation protocol, data and
settings of Pappas and Popescu-Belis (2017), as
described below. The dataset is split per language
into 80% for training, 10% for validation and 10%
for testing. We evaluate on both types of labels
(general Yg, and specific Ys) in a full-resource
scenario, and we evaluate only on the general la-
bels (Yg) in a low-resource scenario. Accuracy is
measured with the micro-averaged F1 percentage
scores.
The word embeddings for this task are the
aligned pre-trained 40-dimensional multi-CCA
multilingual word embeddings by Ammar et al.
(2016) and are kept fixed during training.7 The
sentences are already truncated at a length of 30
words and the documents at a length of 30 sen-
tences. The hyper-parameters were selected on
validation data as follows: 100-dimensional en-
coder and attention, ReLU activation, batch size
of 16, epoch size of 25k, no negative sampling
(all labels are used) and optimization with ADAM
until convergence. To ensure equal capacity to
baselines, we use approximately the same number
of parameters ntot with the baseline classification
layers, by setting:
dj ' dh ∗ |k
(i)|
dh + d
, i = 1, . . . ,M, (19)
in the monolingual case, and similarly, dj '
(dh ∗
∑M
i=1 |k(i)|)/(dh + d) in the multilingual
case, where k(i) is the number of labels in lan-
guage i.
The hierarchical models have Dense encoders
in all scenarios (Tables 3, 6, and 7), except from
the varying encoder experiment (Table 4). For
the low-resource scenario, the levels of data avail-
ability are: tiny from 0.1% to 0.5%, small from
1% to 5% and medium from 10% to 50% of the
original training set. For each level, the aver-
age F1 across discrete increments of 0.1, 1 and
10 are reported respectively. The decision thresh-
olds, which were tuned on validation data by Pap-
pas and Popescu-Belis (2017), are set as follows:
for the full-resource scenario it is set to 0.4 for
|Ys| < 400 and 0.2 for |Ys| ≥ 400, and for the
low-resource scenario it is set to 0.3 for all sets.
The baselines are all the monolingual and multi-
lingual neural networks from Pappas and Popescu-
Belis (2017)8, noted as [PB17], namely:
7The word embeddings are not included in the parameters
statistics because they are not variables of the network.
8For reference, in Table 4 we also compare to a logistic
regression trained with unigrams over the full vocabulary and
Models Languages (en + aux→ en) Languages (en + aux→ aux) Stat.
Yg abbrev. de es pt uk ru ar fa de es pt uk ru ar fa avg
[P
B
17
] M
on
o NN (Avg) 50.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53.1 70.0 57.2 80.9 59.3 64.4 66.6 57.6
HNN (Avg) 70.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67.9 82.5 70.5 86.8 77.4 79.0 76.6 73.6
HAN (Att) 71.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71.8 82.8 71.3 85.3 79.8 80.5 76.6 74.7
M
ul
ti MHAN-Enc 71.0 69.9 69.2 70.8 71.5 70.0 71.3 69.7 82.9 69.7 86.8 80.3 79.0 76.0 74.1
MHAN-Att 74.0 74.2 74.1 72.9 73.9 73.8 73.3 72.5 82.5 70.8 87.7 80.5 82.1 76.3 76.3
MHAN-Both 72.8 71.2 70.5 65.6 71.1 68.9 69.2 70.4 82.8 71.6 87.5 80.8 79.1 77.1 74.2
O
ur
s M
on
o GILE-NN (Avg) 60.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60.3 76.6 62.1 82.0 65.7 77.4 68.6 65.2
GILE-HNN (Avg) 74.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71.3 83.3 72.6 88.3 81.5 81.9 77.1 77.1
GILE-HAN (Att) 76.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74.2 83.4 71.9 86.1 82.7 81.0 77.2 78.0
M
ul
ti GILE-MHAN-Enc 75.1 74.0 72.7 70.7 74.4 73.5 73.2 72.7 83.4 73.0 88.7 82.8 83.3 77.4 76.7
GILE-MHAN-Att 76.5 76.5 76.3 75.3 76.1 75.6 75.2 74.5 83.5 72.7 88.0 83.4 82.1 76.7 78.0
GILE-MHAN-Both 75.3 73.7 72.1 67.2 72.5 73.8 69.7 72.6 84.0 73.5 89.0 81.9 82.0 77.7 76.0
Ys Models de es pt uk ru ar fa de es pt uk ru ar fa avg
[P
B
17
] M
on
o NN (Avg) 24.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21.8 22.1 24.3 33.0 26.0 24.1 32.1 25.3
HNN (Avg) 39.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39.6 37.9 33.6 42.2 39.3 34.6 43.1 38.9
HAN (Att) 43.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44.8 46.3 41.9 46.4 45.8 41.2 49.4 44.2
M
ul
ti MHAN-Enc 45.4 45.9 44.3 41.1 42.1 44.9 41.0 43.9 46.2 39.3 47.4 45.0 37.9 48.6 43.8
MHAN-Att 46.3 46.0 45.9 45.6 46.4 46.4 46.1 46.5 46.7 43.3 47.9 45.8 41.3 48.0 45.8
MHAN-Both 45.7 45.6 41.5 41.2 45.6 44.6 43.0 45.9 46.4 40.3 46.3 46.1 40.7 50.3 44.5
O
ur
s M
on
o GILE-NN (Avg) 27.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27.5 28.4 29.2 36.8 31.6 32.1 35.6 29.5
GILE-HNN (Avg) 43.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43.4 42.0 37.7 43.0 42.9 36.6 44.1 42.2
GILE-HAN (Att) 45.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47.3 47.4 42.6 46.6 46.9 41.9 48.6 45.9
M
ul
ti GILE-MHAN-Enc 46.0 46.6 41.2 42.5 46.4 43.4 41.8 47.2 47.7 41.5 49.5 46.6 41.4 50.7 45.1
GILE-MHAN-Att 47.3 47.0 45.8 45.5 46.2 46.5 45.5 47.6 47.9 43.5 49.1 46.5 42.2 50.3 46.5
GILE-MHAN-Both 47.0 46.7 42.8 42.0 45.6 42.8 39.3 48.0 47.6 43.1 48.5 46.0 42.1 49.0 45.0
Table 3: Full-resource classification results on general (upper half) and specific (lower half) labels using mono-
lingual and bilingual models with DENSE encoders on English as target (left) and the auxiliary language as target
(right). The average bilingual F1-score (%) is noted avg and the top ones per block are underlined. The monolin-
gual scores on the left come from a single model, hence a single score is repeated multiple times; the repetition is
marked with consecutive dots.
• NN: A neural network which feeds the av-
erage vector of the input words directly to a
classification layer, as the one used by Kle-
mentiev et al. (2012).
• HNN: A hierarchical network with encoders
and average pooling at every level, followed
by a classification layer, as the one used by
Tang et al. (2015).
• HAN: A hierarchical network with encoders
and attention, followed by a classification
layer, as the one used by Yang et al. (2016).
• MHAN: Three multilingual hierarchical net-
works with shared encoders, noted MHAN-
Enc, shared attention, noted MHAN-Att,
and shared attention and encoders, noted
MHAN-Both, as the ones used by Pappas and
Popescu-Belis (2017).
To ensure a controlled comparison to the above
baselines, for each model we evaluate a ver-
sion where their output layer is replaced by our
generalized input-label embedding output layer
over the top-10% most frequent words by Mrini et al. (2017),
noted as [M17], which use the same settings and data.
using the same number of parameters; these
have the abbreviation “GILE” prepended in their
name (e.g. GILE-HAN). The scores of HAN and
MHAN models in Tables 3, 6 and 7 are the ones re-
ported by Pappas and Popescu-Belis (2017), while
for Table 4 we train them ourselves using their
code. Lastly, the best score for each pairwise com-
parison between a joint input-label model and its
counterpart is marked in bold.
4.2.2 Results
Table 3 displays the results of full-resource docu-
ment classification using DENSE encoders for both
general and specific labels. On the left, we display
the performance of models on the English sub-
corpus when English and an auxiliary language
are used for training, and on the right, the perfor-
mance on the auxiliary language sub-corpus when
that language and English are used for training.
The results show that in 98% of comparisons on
general labels (top half of Table 3) the joint input-
label models improve consistently over the cor-
responding models using a typical sigmoid clas-
sification layer. This finding validates our main
hypothesis that the joint input-label models suc-
Models Languages Statistics
abbrev. en de es pt uk ru ar fa nl fl
[M
17
] LogReg-BOW 75.8 72.9 81.4 74.3 91.0 79.2 82.0 77.0 26M 79.19
LogReg-BOW-10% 74.7 70.1 80.6 71.1 89.5 76.5 80.8 75.5 5M 77.35
[P
B
17
] HAN-BIGRU 76.3 74.1 84.5 72.9 87.7 82.9 81.7 75.3 377K 79.42
HAN-GRU 77.1 72.5 84.0 70.8 86.6 83.0 82.9 76.0 138K 79.11
HAN-DENSE 71.2 71.8 82.8 71.3 85.3 79.8 80.5 76.6 50K 77.41
O
ur
s GILE-HAN-BIGRU 78.1 73.6 84.9 72.5 89.0 82.4 82.5 75.8 377K 79.85
GILE-HAN-GRU 77.1 72.6 84.7 72.4 88.6 83.6 83.4 76.0 138K 79.80
GILE-HAN-DENSE 76.5 74.2 83.4 71.9 86.1 82.7 82.6 77.2 50K 79.12
Table 4: Full-resource classification results on general (Yg) topic labels with DENSE and GRU encoders. Reported
are also the average number of parameters per language (nl), and the average F1 per language (fl).
cessfully exploit the semantics of the labels, which
provide useful cues for classification, as opposed
to models which are agnostic to label semantics.
The results for specific labels (bottom half of Ta-
ble 3) demonstrate the same trend, with the joint
input-label models performing better in 87% of
comparisons.
In Table 5, we also directly compare our em-
bedding to previous bilinear input-label embed-
ding formulations when using the best monolin-
gual configuration (HAN) from Table 3, exactly
as done in Section 4.1. The results on the general
labels show that GILE outperforms the previous
bilinear input-label models, BIL [YH15] and BIL
[N16], by +1.62 and +3.3 percentage points on av-
erage respectively. This difference is much more
pronounced on the specific labels, where the label
set is much larger, namely +6.5 and +13.5 percent-
age points respectively. Similarly, our model with
constrained dimensionality is also as good or bet-
ter on average than the bilinear input-label models,
by +0.9 and +2.2 on general labels and by -0.5 and
+6.1 on specific labels respectively, which high-
lights the importance of learning non-linear rela-
tionships across encoded labels and documents.
Among our ablated model variants, as in previous
section, the best is the one with only the label pro-
jection but it still worse than our full model by -
5.2 percentage points. The improvements of GILE
against each baseline is significant and consistent
on both datasets. Hence, in the following experi-
ments we will only consider the best of these al-
ternatives.
The best bilingual performance on average is
that of the GILE-MHAN-Att model, for both gen-
eral and specific labels. This improvement can
be attributed to the effective sharing between la-
HAN Languages
Yg output layer en de es pt uk ru ar fa
Linear [PB17] 71.2 71.8 82.8 71.3 85.3 79.8 80.5 76.6
BIL [YH15] 71.7 70.5 82.0 71.1 86.6 80.6 80.4 76.0
BIL [N16] 69.8 69.1 80.9 67.4 87.5 79.9 78.4 75.1
GILE (Ours) 76.5 74.2 83.4 71.9 86.1 82.7 82.6 77.2
- constrained dj 73.6 73.1 83.3 71.0 87.1 81.6 80.4 76.4
- only label 71.4 69.6 82.1 70.3 86.2 80.6 81.1 76.2
- only input 55.1 54.2 80.6 66.5 85.6 60.8 78.9 74.0
Ys output layer en de es pt uk ru ar fa
Linear[PB17] 43.4 44.8 46.3 41.9 46.4 45.8 41.2 49.4
BIL [YH15] 40.7 37.8 38.1 33.5 44.6 38.1 39.1 42.6
BIL [N16] 34.4 30.2 34.4 33.6 31.4 22.8 35.6 38.9
GILE (Ours) 45.9 47.3 47.4 42.6 46.6 46.9 41.9 48.6
- constrained dj 38.5 38.0 36.8 35.1 42.1 36.1 36.7 48.7
- only label 38.4 41.5 42.9 38.3 44.0 39.3 37.2 43.4
- only input 12.1 10.8 8.8 20.5 11.8 7.8 12.0 24.6
Table 5: Direct comparison with previous bilin-
ear input-label models, namely BIL [YH15] and BIL
[N16], and with our ablated model variants using the
best monolingual configuration (HAN) from Table 3
on both general (upper half) and specific (lower half)
labels. Best scores among the competing models are
marked in bold.
bel semantics across languages through the joint
multilingual input-label output layer. Effectively,
this model has the same multilingual sharing
scheme with the best model reported by Pappas
and Popescu-Belis (2017), MHAN-Att, namely
sharing attention at each level of the hierarchy,
which agrees well with their main finding. In-
terestingly, the improvement holds when using
different types of hierarchical encoders, namely
Models General labels Specific labels
abbrev. # lang. nl fl nl fl
[P
B
17
] HAN 1 50K 77.41 90K 44.90
MHAN 2 40K 78.30 80K 45.72
MHAN 8 32K 77.91 72K 45.82
O
ur
s GILE-HAN 1 50K 79.12 90K 45.90
GILE-MHAN 2 40K 79.68 80K 46.49
GILE-MHAN 8 32K 79.48 72K 46.32
Table 6: Multilingual learning results. The columns
are the average number of parameters per language
(nl), average F1 per language (fl).
DENSE GRU, and biGRU, as shown in Table 4,
which demonstrate the generality of the approach.
In addition, our best models outperform logis-
tic regression trained either on top-10% most fre-
quent words or on the full vocabulary, even though
our models utilize many fewer parameters, namely
377K/138K vs. 26M/5M. Increasing the capacity
of our models should lead to even further improve-
ments.
Multilingual learning. So far, we have shown
that the proposed joint input-label models outper-
form typical neural models when training with one
and two languages. Does the improvement remain
when increasing the number of languages even
more? To answer the question we report in Table
6 the average F1-score per language for the best
baselines from the previous experiment (HAN and
MHAN-Att) with the proposed joint input-label
versions of them (GILE-HAN and GILE-MHAN-
Att) when increasing the number of languages (1,
2 and 8) that are used for training. Overall, we ob-
serve that the joint input-label models outperform
all the baselines independently of the number of
languages involved in the training, while having
the same number of parameters. We also replicate
the previous result that a second language helps
but beyond that there is no improvement.
Low-resource transfer. We investigate here
whether joint input-label models are useful for
low-resource languages. Table 7 shows the low-
resource classification results from English to
seven other languages when varying the amount of
their training data. Our model with both shared en-
coders and attention, GILE-MHAN, outperforms
previous models in average, namely HAN (Yang
et al., 2016) and MHAN (Pappas and Popescu-
Belis, 2017), for low-resource classification in the
majority of the cases.
Levels [PB17] Ours
range HAN MHAN GILE-MHAN
en
→
de 0.1-0.5% 29.9 39.4 42.9
1-5% 51.3 52.6 51.6
10-50% 63.5 63.8 65.9
en
→
es 0.1-0.5% 39.5 41.5 39.0
1-5% 45.6 50.1 50.9
10-50% 74.2 75.2 76.4
en
→
pt 0.1-0.5% 30.9 33.8 39.6
1-5% 44.6 47.3 48.9
10-50% 60.9 62.1 62.3
en
→
uk 0.1-0.5% 60.4 60.9 61.1
1-5% 68.2 69.0 69.4
10-50% 76.4 76.7 76.5
en
→
ru 0.1-0.5% 27.6 29.1 27.9
1-5% 39.3 40.2 40.2
10-50% 69.2 69.4 70.4
en
→
ar 0.1-0.5% 35.4 36.6 46.1
1-5% 45.6 46.6 49.5
10-50% 48.9 47.8 61.8
en
→
fa 0.1-0.5% 36.0 41.3 42.5
1-5% 55.0 55.5 55.4
10-50% 69.2 70.0 69.7
Table 7: Low-resource classification results with vari-
ous sizes of training data using the general labels.
The shared input-label space appears to be help-
ful especially when transferring from English to
German, Portuguese and Arabic languages. GILE-
MHAN is significantly behind MHAN on trans-
ferring knowledge from English to Spanish and to
Russian in the 0.1-0.5% resource setting, but in the
rest of the cases they have very similar scores.
Label sampling. To speedup computation it is
possible to train our model by sampling labels, in-
stead of training over the whole label set. How
much speed-up can we achieve from this label
sampling approach and still retain good levels of
performance? In Figure 2, we attempt to answer
this question by reporting the performance of our
GILE-HNN model when varying the amount of
labels (%) that it uses for training over English
general and specific labels of the DW dataset. In
both cases, the performance of GILE-HNN tends
to increase as the percentage of labels sampled in-
creases, but it levels off for the higher percentages.
For general labels, top performance is reached
with a 40% to 50% sampling rate, which translates
to a 22% to 18% speedup, while for the specific
labels, it is reached with a 60% to 70% sampling
rate, which translates to a 40% to 36% speedup.
Figure 2: Varying sampling percentage for general and
specific English labels. (Top) GILE-HNN is compared
against HNN in terms of F1 (%). (Bottom) The runtime
speedup over GILE-HNN trained on the full label set.
The speedup is correlated to the size of the label
set, since there are many fewer general labels than
specific labels, namely 327 vs 1,058 here. Hence,
we expect even higher speedups for bigger label
sets. Interestingly, GILE-HNN with label sam-
pling reaches the performance of the baseline with
a 25% and 60% sample for general and specific
labels respectively. This translates to a speedup of
30% and 50% respectively compared to a GILE-
HNN trained over all labels. Overall, these results
show that our model is effective and that it can also
scale to large label sets. The label sampling should
also be useful in tasks where the computation re-
sources may be limited or budgeted.
5 Related Work
5.1 Neural text Classification
Research in neural text classification was initially
based on feed-forward networks, which required
unsupervised pre-training (Collobert et al., 2011;
Mikolov et al., 2013; Le and Mikolov, 2014) and
later on they focused on networks with hierarchi-
cal structure. Kim (2014) proposed a convolu-
tional neural network (CNN) for sentence clas-
sification. Johnson and Zhang (2015) proposed
a CNN for high-dimensional data classification,
while Zhang et al. (2015) adopted a character-level
CNN for text classification. Lai et al. (2015) pro-
posed a recurrent CNN to capture sequential infor-
mation, which outperformed simpler CNNs. Lin
et al. (2015) and Tang et al. (2015) proposed hi-
erarchical recurrent neural networks and showed
that they were superior to CNN-based models.
Yang et al. (2016) demonstrated that a hierarchi-
cal attention network with bi-directional gated en-
coders outperforms previous alternatives. Pappas
and Popescu-Belis (2017) adapted such networks
to learn hierarchical document structures with
shared components across different languages.
The issue of scaling to large label sets has
been addressed previously by output layer approx-
imations (Morin and Bengio, 2005) and with the
use of sub-word units or character-level modeling
(Sennrich et al., 2016; Lee et al., 2017) which is
mainly applicable to structured prediction prob-
lems. Despite the numerous studies, most of the
existing neural text classification models ignore
label descriptions and semantics. Moreover, they
are based on typical output layer parametrizations
which are dependent on the label set size, and
thus are not able to scale well to large label sets
nor to generalize to unseen labels. Our output
layer parametrization addresses these limitations
and could potentially improve such models.
5.2 Output Representation Learning
There exist studies which aim to learn output rep-
resentations directly from data without any se-
mantic grounding to word embeddings (Srikumar
and Manning, 2014; Yeh et al., 2018; Augen-
stein et al., 2018). Such methods have a label-
set-size dependent parametrization, which makes
them data hungry, less scalable on large label sets
and incapable of generalizing to unseen classes.
Wang et al. (2018) addressed the lack of seman-
tic grounding to word embeddings by proposing
an efficient method based on label-attentive text
representations which are helpful for text classi-
fication. However, in contrast to our study, their
parametrization is still label-set-size dependent
and thus their model is not able to scale well to
large label sets nor to generalize to unseen labels.
5.3 Zero-shot Text Classification
Several studies have focused on learning joint
input-label representations grounded to word se-
mantics for unseen label prediction for images
(Weston et al., 2011; Socher et al., 2013; Norouzi
et al., 2014; Zhang et al., 2016; Fu et al., 2018),
called zero-shot classification. However, there are
fewer such studies for text classification. Dauphin
et al. (2014) predicted semantic utterances of text
by mapping them in the same semantic space with
the class labels using an unsupervised learning ob-
jective. Yazdani and Henderson (2015) proposed
a zero-shot spoken language understanding model
based on a bilinear input-label model able to gen-
eralize to previously unseen labels. Nam et al.
(2016), proposed a bilinear joint document-label
embedding which learns shared word representa-
tions between documents and labels. More re-
cently, Shu et al. (2017) proposed an approach for
open-world classification which aims to identify
novel documents during testing but it is not able
to generalize to unseen classes. Perhaps, the most
similar model to ours is from the recent study by
Pappas et al. (2018) on neural machine translation,
with the difference that they have single-word la-
bel descriptions and they use a label-set-dependent
bias in a softmax linear prediction unit, which is
designed for structured prediction. Hence, their
model can neither handle unseen labels nor multi-
label classification, as we do here.
Compared to previous joint input-label models,
the proposed model has a more general and flexi-
ble parametrization which allows the output layer
capacity to be controlled. Moreover, it is not re-
stricted to linear mappings, which have limited
expressivity, but uses nonlinear mappings, similar
to energy-based learning networks (LeCun et al.,
2006; Belanger and McCallum, 2016). The link to
the latter can be made if we regard P (ij)val in Eq. 11
as an energy function for the i-th document and the
j-th label, the calculation of which uses a simple
multiplicative transformation (Eq. 10). Lastly, the
proposed model performs well on both seen and
unseen label sets by leveraging the binary cross-
entropy loss, which is the standard loss for classi-
fication problems, instead of a ranking loss.
6 Conclusion
We proposed a novel joint input-label embedding
model for neural text classification which gener-
alizes over existing input-label models and ad-
dresses their limitations while preserving high per-
formance on both seen and unseen labels. Com-
pared to baseline neural models with a typical out-
put layer, our model is more scalable and has bet-
ter performance on the seen labels. Compared to
previous joint input-label models, it performs sig-
nificantly better on unseen labels without compro-
mising performance on the seen labels. These im-
provements can be attributed to the the ability of
our model to capture complex input-label relation-
ships, to its controllable capacity and to its training
objective which is based on cross-entropy loss.
As future work, the label representation could
be learned by a more sophisticated encoder, and
the label sampling could benefit from importance
sampling to avoid revisiting uninformative labels.
Another interesting direction would be to find a
more scalable way of increasing the output layer
capacity, for instance using a deep rather than
wide classification network. Moreover, adapting
the proposed model to structured prediction, for
instance by using a softmax classification unit in-
stead of a sigmoid one, would benefit tasks such
as neural machine translation, language model-
ing and summarization, in isolation but also when
trained jointly with multi-task learning.
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