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(0.1) p: any parabolic subalgebra of g, we have the complex flag manifold (0.2) X = Gc/P: all Int(g)-conjugates of p, where P is the parabolic subgroup of G.: that is the analytic subgroup for p. Here G acts on X through its adjoint action on g. Since we will only be interested in the G orbits and their structure, we may, and do, assume that (0. 3) Gr is simply connected and semisimple, and that G C GC.
The G-orbit structure of X is well understood (see [13] ). There are only finitely many orbits, in particular there are open orbits. If x E X, let Px be the corresponding parabolic subalgebra of g; that is, if x = gP, then Px = Ad(g)p. Let ( " -denote the complex conjugation of gc over g. Then Px n px contains a Cartan subalgebra of g of the form [ = io OR C, where ho is a Cartan subalgebra of go. Let A = A(g, [) denote the root system. Fix Here pen is the nilradical of Px and Pr is a reductive complement. Given j and A+(g, [) , every parabolic subalgebra of g is Int(g)-conjugate to one of the forms (0.5) for a unique set 1D of simple roots.
In the context of equations (0.4), one knows from [13] , Thm. Conditions (0.9) are automatic if K contains a Cartan subgroup of G, that is, if rank K = rank G, in particular if V is compact. They are also automatic if P is a Borel subgroup of G. More generally they are equivalent (cf. [13] , Thm. 6.7) to the condition that p be Int(g)-conjugate to the parabolic subalgebra of g that is opposite to p.
Whether D is measurable or not, t n Px is a parabolic subalgebra of t, for A+ consists of all roots whose value on some element ( E to n [ Thus MD has a natural structure of a complex manifold. The point of this paper is to prove the following theorem:
THEOREM 0.13. Let D be a measurable open G orbit on a complex flag manifold X = Ge/P. Then the linear cycle space MD is a Stein manifold.
Some time ago, R.O. Wells, Jr. and I gave an argument for Theorem 0.13 in the case where V is compact (see [12] , Thm. 2.5.6). That argument made essential use of an exhaustion function of W. Schmid [9] and techniques from integral geometry. Recently D.N. Akhiezer and S.G. Gindikin found some combinatorial problems2 with the proof, and I found a problem3 in the use of Schmid's exhaustion function.
The new elements in the present proof of Theorem 0.13 are the idea behind the reorganization that settles the combinatorial problems in [12] ; the somewhat more serious use of semisimple structure theory and the structure of bounded symmetric domains; an exhaustion function [10] for D, whose Levi form has the appropriate number of negative eigenvalues; and a variation on classical methods (see [6] and [2] ; or [5] , ?2.6) for constructing certain sorts of strictly plurisubharmonic exhaustion functions.
In the situation we consider in Section 3, the circle of ideas considered by Docquier and Grauert in [3] and by Andreotti and Narasimhan in [1] suggests the path from a certain plurisubharmonic function OM on MD to a strictly plurisubharmonic exhaustion function and, thus, to the Stein condition on MD. I wish to thank Alan Huckleberry for steering me to the work of Docquier and Grauert [3] and Andreotti and Narasimhan [1] .
Structure of the complex isotropy subgroup
In this section we work out the structure of the Gc-stabilizer L of the maximal compact-linear subvariety Y in our open orbit D = G(x) _ G/V. At this point we do not need to assume measurability of D. The starting point is the following lemma, which is obvious. In general, G(C, P, X, D, K and Y break up as direct products according to any decomposition of go as a direct sum of ideals or, equivalently, any decomposition of G as a direct product. Here we are taking advantage of assumption (0.3). So for purposes of determining the group L specified in equations (0.12) and just above, we may, and do, assume that G and go are noncompact and simple. This is equivalent to the assumption that G/K is an irreducible Riemannian-symmetric space of noncompact type.
We will say that G is of hermitian type if the irreducible Riemanniansymmetric space G/K carries the structure of a hermitian-symmetric space.
Let 0 be the Cartan involution of G with the fixed point set K. We also write 0 for its holomorphic extension to GC and its differential on go and g. Now g decomposes as t+s into ?1-eigenspaces of 0. Our irreducibility assumption says, exactly, that the adjoint action of K on so = go nf i is irreducible. Thus G is of hermitian type if and only if this action fails to be absolutely irreducible. Then there is a positive root system 'A+ = 'A+(g, [) Proof. We first run through certain structural possibilities for G and p.
The group V = G n P, is compact in Cases 1 and 2 below, is noncompact in Cases 3 and 4, and can be either compact or noncompact in Cases 5 and 6. Case 1. G is of hermitian type with P, C KCS-. Then S+ n PX = {1}.
Since p, is a parabolic subalgebra of g, it contains one or both root spaces g?, for every root a. Now S_ c P,. As K normalizes S_, it follows that S_ C E. So KcS_ c K?E c L C Gc. But KCS_ is a maximal parabolic subgroup of GC and, thus, is a maximal subgroup. We conclude that L = KCE = KCS_ and G n L = K.
Case 2. G is of hermitian type with P, C KCS+. Arguing as in Case 1, we conclude that L = KCE = KCS+ and G n L = K. If the isotropy subgroup V of G at x E D is compact, then L = Kc, for every component of L meets its maximal compact subgroup, which is L n Gu. If e E L n Gu, we choose k E K C Gu such that ?k leaves x fixed. Now fk E Gu n P, But X -Gc/Px A Gu/(Gu n Px) is simply connected and so Gu n Px is connected. However Gu n Px = V C K whenever V is compact. So e E K c LO, proving L = Kr when V is compact.
Whether V is compact or not, G n L = K, because K is a maximal subgroup of G.
Case 6. G is not of hermitian type. Then t is a maximal subalgebra of g; so the identity component Lo = Kr. As in Case 5, it follows that G n L = K in general, and L = Kc when V is compact. Now the proof of Proposition 1.3 is almost complete. In fact, it is complete if V is compact or if we are in the situation of Cases 1, 2,3 or 4 above. To complete the proof in all cases we must prove that (1.4) NGu (K) n Px C L and meets every topological component of L. Let g E NGu(K) n Px. In order to show that g E L we must prove the following: if k1 E K, then there exists k2 E K such that gkl(x) = k2(x). In other words, we must show that if k1 E K, then there exists k2 E K such that Ad(g)Pk1(x) = Pk2(X) By assumption on g we can use k2 = gk1g-1.
Let ?eE L. We must show that its topological component ?LO meets NGu(K) n Px. Arguing as in Case 5 above, we may assume that e E Gu n Px.
There is nothing to prove except in Cases 5 and 6 above, where I = t, so we may suppose that e normalizes t. Now e normalizes gu n t = to and, hence, normalizes K. Thus e E NGu(K) n Pi, as required.
We have proved condition (1.4), completing the proof of Proposition 1.3. It is an open subset of GC, and MD C Mx V GC/L consists of the cosets gL with g E Gc{D}. Evidently MD is stable under the action of G. Thus
GC{D} is a union of double cosets GgL with g E GC.
The proof of Theorem 2.1 will consist of showing that only the identity double coset occurs in GC. The case where V is compact is so much easier than the general case, here, that we indicate the argument separately. With V compact we have P, c L and thus have the holomorphic fibration (2.4) 7r: X-MX given by gP, --gL.
Here 7r(D) is the bounded symmetric domain {gL I g E G} and the gY, g E Gr, are the fibers of (2.4). Thus MD is the bounded symmetric domain {gL I g E G}, as asserted.
We return to the general case, where V may be noncompact. The double cosets GgL of statement (2.3) are in one-to-one correspondence with the G orbits on MX. Those orbits are given as follows ( [13] , Ch. III, or see [14] (ii) Gc{D} = Uc~c GcL.
So, if crc2 E C, then cruE, E C for every subset A' C E. In particular, if c2 f C whenever 0 $ E c 41', then C = {1} and Gc{D} = GL. Now proving Theorem 2.1 is reduced to the proof that c2 f C for all nonempty subsets E c T.
Since S_ C L n Px, Q = L n PX is a parabolic subgroup of GC and W = Gc/Q is a complex flag manifold. Consider the holomorphic projections 1r': W X by gQ F--gPx, Since F' is a complex flag manifold of V1C, since V(w) is open in F' and since K is a maximal compact subgroup of V, here V(w) is a bounded symmetric domain and F' is its compact dual. We have the usual positive definite hermitian inner product on g, given by (2.10) 77) = -b((,-r7) for C, E P, where b is the Killing form. Use the associated length function to define (2.11) 11(11: operator norm of Ad((): g -* g for ( E g, where t = P', the complexified Lie algebra of V. A convexity theorem of R. Hermann (see [14] , p. 286) says that the bounded symmetric domain G(z) = 7r"(D) = {exp(()(z) ( E s+ with 11(11% < 1}.
We will need that result in the following form:
LEMMA 2.12. Everyg E G has the expressiong = exp((i+?2).k.exp(rj), where i7 E s-, k E Kc, (2 E Ad(k)(to ns+), and where (1 E s+ is orthogonal to Ad(k)(0 n s+). There is a number a = aG > 0 such that, in this expression,
11(ijg <aGs
Proof. The inclusion G c exp(s+)Kc exp(.s), say, g = exp(() . k exp(7.), is standard. It is one of the main steps in the proof of the Harish-Chandra embedding gK -*( E s+ of G(z) = G/K as a bounded symmetric domain in the complex euclidean space s+.
Let 11f11 (no subscript) denote the norm on g associated to the positive definite hermitian inner product (2.10). Let a aG > 0 be large enough that II(II < aGII(I for all ( E s+. Then, since we know 11Ki + 4211p < 1, the triangle inequality for the euclidean norm | gives us |i < aG (1 < aG|| < aG, as asserted.
We now pull back our operator-norm information from G(z) to D. The right-hand side of (2.18) is decomposed as in the statement of Lemma 2.13. The reason is that Ad(k"')-1(exp(i73))s"' E S-, kk3k"' E Kc, and (i + (2 + Ad(k)(3 E s+. Evidently k3 E Vc n Kc normalizes t n S+. Similarly k"' E Px-0 n Kc normalizes Px n s+. But, since s-C Px and t = Pr we have Px n s+ = t n s+. Now (2 + Ad(k) 3 E Ad(k)(t n s+) = Ad(kk3k"')(t n s+) and (1 E s+ is orthogonal to Ad(k)(t n s+) = Ad(kk3k"')(t n s+), as asserted.
Given equation (2.14) and assumption (2.17), we have proved that (1 = and, in particular, that Hli % = K %. But our construction is such that manifold and b is a C' function on it, the set defined by the vanishing of the differential in the K-variable, Z = {(g, k) E W x K I dK0(g, k) = 0}, is a C' subvariety of W x K. Observe that Z is a union of subvarieties, one of which is
We have a well-defined CO map f: Z -* MD given by f(g, k) = gY. If (g, k) E Z, then q(gk(x)) = b(g,k) bM(gY). Since f: Z -* MD is CO and surjective, and since 4iz is CW, now OM is C. 5 The result unfortunately is stated in [10] for arbitrary open orbits, but it is obvious that the proof there is for the measurable case. It is not clear whether the result holds in the nonmeasurable case. We constructed this exhaustion function in order to show that D is (s + l)-complete, in the sense of Andreotti and Grauert, so that cohomologies Hq(D; F) = 0 whenever q > s and Y -* D is a coherent analytic sheaf. The measurable case was sufficient for our representation-theoretic applications [11] , where the parabolic subgroup P is a Borel subgroup of G. 6 A C2 function f on a complex manifold is called plurisubharmonic if the hermitian form L(f) is positive semidefinite at every point, and strictly plurisubharmonic if L(f) is positive definite everywhere. See [6] , [2] or the exposition in [5] , ?2.6.
By construction, b(g, k) is constant in the second variable k E K. The Levi form ?(Q) has its positive eigenvalues in directions transversal to the compact subvarieties gY = gK(x). So the Levi form 1 The next step in proving our theorem is to modify OM to obtain a strictly plurisubharmonic exhaustion function on MD. As mentioned at the end of the Introduction, the idea behind this modification is suggested by results of Docquier and Grauert ([3] , or see [1] ). Proof. Since M is Stein, we have (see [2] , [7] ; or [5] , Thm. 5.3.9) 
