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Abstract
This paper is an introduction to work motivated by the question “can multipartite entan-
glement be detected by homological algebra?” We introduce cochain complexes associated to
multipartite density states whose cohomology detects factorizability. The kth cohomology com-
ponents of such cochain complexes produce tuples of (k+1)-body operators that are non-locally
correlated due to the non-factorizability of the state. Associated Poincare´ polynomials are in-
variant under local invertible linear transformations (automorphisms that decompose as tensor
products of automorphisms). These complexes can be considered as a step toward realizing
mutual information as an Euler characteristic. We motivate the definition of the “state index”
associated to a multipartite state: a three-parameter function which is invariant under local in-
vertible transformations, well-behaved under tensor products of states, and interpolates between
multipartite mutual information and the integer-valued Euler characteristics of our complexes.
We compute cohomologies and state indices of multipartite W and GHZ states. The approach
in this paper is directed toward practitioners of finite-dimensional quantum mechanics, although
the machinery developed generalizes far beyond. Some results are applicable in infinite dimen-
sions and should be generalizable to the context of quantum field theory. In order to compensate
for the long length, a detailed summary is provided in the introduction section.
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1 Introduction
We begin by considering two famous “factorizability” questions:
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(C) Let Ω = Ω1 × · · · × Ωn be a Cartesian product of finite sets; suppose we are handed a
probability measure µ : Ω → R≥0, is µ a product measure? I.e. does µ = µ1 × · · · × µn for
some µi : Ωi → C?
(Q) Let H = H1⊗ · · · ⊗Hn be a tensor product of Hilbert spaces; suppose we are handed a state
ψ ∈ H, does ψ = ψ1 ⊗ · · · ⊗ ψn for some ψi ∈ Hi?
The first question is one of classical probability theory: one is asking if random variables associ-
ated to Ωi (C-valued functions Ωi → C) are independent of random variables associated to Ωj for
j 6= i. On the other hand, the second question is quantum mechanical in nature: states that fail
to factorize in such a way are called entangled, and play a fundamental role in quantum informa-
tion/computation [1, 2]. The study of entangled states has also found its way into high-energy
physics—particularly after the work of Ryu-Takayanagi [3], relating entanglement entropy (a nu-
merical measure of entanglement in a field-theoretic state) of states in a conformal field theory
to the area of minimal surfaces in a gravity dual theory in one spatial dimension higher. Some of
these ideas have discrete, computationally accessible versions [4, 5, 6] using the techniques of tensor
networks [7, 8, 9] and error correcting codes.
Expressed purely algebraically, both questions are special cases of a more general question of
the form:
(QC) Given an algebra of random variables A (an algebra over a field k) that factorizes as a tensor
product A = ⊗ni=1Ai and an expectation value linear functional E : A → k, does E : A → k
factorize as a tensor product of expectation values on each Ai? I.e. are there expectation
values Ei : Ai → k such that E(a1⊗ a2⊗ · · ·⊗ ak) = E1(a1)E2(a2) · · ·En(an) for all ai ∈ Ai?
In question (C), A is the commutative algebra of C-valued functions on Ω, and (Q) is a ques-
tion about the non-commutative algebra of (bounded) endomorphisms of H. Serious practitioners
of non-commutative measure theory would tell us that the algebra of random variables A here
should be taken to be a non-commutative W ∗-algebra: special types of C∗-algebras that abstract
von Neumann algebras,1 and the expectation value to be a normal state. In finite-dimensions
W ∗-algebras and C∗-algebras algebras are isomorphic to direct sums (i.e. Cartesian products of
algebras) of matrix algebras and normal states are uniquely associated to direct sums/tuples of
density operators.
In practice, the tensor factors of the algebra of random variables are associated to disjoint “local”
subsystems or “observers”: e.g. lattice sites, individual atoms in a molecule, disjoint regions on a
spatial slice of spacetime, disjoint causal diamonds, etc. The failure to factorize is indicative of “non-
local” or “global” correlations among subsystems. Those words in quotation marks—particularly
“global”—should set off some cohomological alarms, indicating that perhaps there is some cochain
complex whose cohomology captures how badly an expectation value fails to factorize. Yet the
reader should not be convinced simply by a couple of vague analogies, so we provide the following
diagram of boxes and squiggly arrows as further evidence.
1Lovers of two-dimensional topological field theory might take A to be a commutative Fro¨benius algebra; most of
the results in this paper are generalizable to this situation.
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Factorizability
Descent of data to subsystems:
all global data comes from gluing
local data: E(
∑
ij ai ⊗ bj) =
1
E(1)
∑
ij E(ai ⊗ 1)E(1 ⊗ bj).
Failure to Factor-
ize/“(weak) Entanglement”
Obstruction to descent: E(a⊗ b) 6=
1
E(1)E(a⊗ 1)E(1⊗ b) for some (a, b)
To elaborate on this diagram: because any random variable is decomposable as a sum of ten-
sor products of local random variables, an expectation value is factorizable if and only if it can
be reconstructed via sums and products of local expectation values, i.e. “glued together from lo-
cal data”. Hence, the failure to be factorizable is captured by tuples of local random variables
(a1, · · · , ak) such that E(a1 ⊗ · · · ⊗ ak) 6= E1(a1)E2(a2) · · ·Ek(ak)—where Ek is (up to a pro-
portionality constant) given by the pullback of E along the embedding Ak ↪→ ⊗ni=1Ai defined by
ak 7→ 1A1 ⊗ 1A2 ⊗ · · · ⊗ 1Ak−1 ⊗ ak ⊗ 1Ak+1 ⊗ · · · ⊗ 1An ; these are precisely tuples of variables with
non-local correlations. This should be a somewhat more convincing argument for cohomology, as
cohomological techniques are precisely designed for extracting those globally defined quantities that
fail to be completely determined by locally defined ones; in this situation, the cohomology compo-
nents should be directly related to tuples of operators with non-local correlations representing the
obstructions to factorization.
On the other hand, there are already plenty of numerical quantities that measure how states fail
to factorize, especially in the bipartite situation (two tensor factors); in this paper, our focus will
be on a particularly famous one: the mutual information and its multipartite versions. Suppose
we are given observers2 A and B, each whom is equipped with an associated local algebra of
random variables AA and AB (respectively). Then given the data of an expectation value functional
E : AA ⊗AB → C, we associate the real-valued quantity
I2 = SA + SB − SAB
where AB is a shorthand notation for the joint system of A and B, and ST, for T ∈ {A,B,AB}
denotes the entropy associated to the system T. When the entropy is defined properly, I2 is always
a positive quantity, and vanishes if and only if the expectation value on AB factorizes. As the
name suggests, I2 is a quantitative measure of the information that is shared between the disjoint
subsystems A and B; hence, a good measure of non-local correlations. For more than two systems,
there are several possible generalizations of the mutual information; one approach takes seriously
the inclusion-exclusion nature of the sum of entropies in the definition of I2: for an expectation
value E :
⊗
p∈P Ap → C, where the indexing set P is ordered and of size n, we define
In :=
n∑
k=0
(−1)k
 ∑
{T⊆P :|T |=k+1}
ST

2Also referred to as “primitive subsystems” or “tensor factors” throughout this paper.
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where the second nested sum is over all joint subsystems of k elements of P . The multipartite
mutual information In vanishes if there is any subsystem—represented by a subset of P—that is
independent in the sense that the expectation value functional factorizes with respect to a partition
defined by that subsystem and its complement. In this sense, multipartite mutual information can
be thought of as a measure of the information that is shared between all possible subsystems due
to any non-local correlations induced by the expectation value functional.3 The inclusion-exclusion
sum defining mutual information has the superficial appearance of an Euler characteristic of some
chain complex, with the sum of entropies of systems of size k acting as the dimension of the kth
cochain component; so one might ask if there is an associated cochain complex whose associated
Euler characteristic (an alternating sum of dimensions) is related to mutual information. Because
we expect a cochain complex to be a much richer mathematical object than a numerical quantity,
if one were able to produce such a complex, we would likely gain further insight: i.e. we might
be able to find out not only a numerical measure of the amount of information that is shared
between subsystems, but specifically what information is shared. This was already indicated above
where we conjectured the cohomology of such complexes should be related to non-locally correlated
operators, i.e. those operators representing shared information among disjoint subsystems.
Moreover, cohomology maintains information about how objects are glued together in contrast
to the Euler characteristic which only depends on the number of things being glued together.
This property of this Euler characteristic is advantageous for ease of computability, but at the
cost of information. One can have two cochain complexes with different cohomologies but the
same Euler characteristic, or an individual cochain complex with vanishing Euler characteristic
but non-trivial cohomology. As an extreme example of both phenomena: the Euler characteristic
of any orientable compact manifold of odd-dimension is vanishing, making it useless for detecting
the difference between two such manifolds, let alone detecting the information about the topology
(as opposed to the calculation of homology or cohomology). Similarly, there may be situations
where the mutual information of two states are identical, but are distinguished at the level of
cohomology or the mutual information of a state is vanishing despite non-vanishing cohomology.
This latter situation cannot happen for bipartite systems—where mutual information completely
determines factorizability—but can happen for tripartite systems: e.g. the GHZ and W-states both
have vanishing tripartite mutual informations, but are clearly entangled states.
Cochain complexes motivated by the above discussion are more than just fantastical musings;
in this paper we will provide an exposition of definitions and results that will be elaborated and
expanded upon in forthcoming papers, likely with a more sophisticated approach. We limit our
approach primarily to the purely quantum mechanical: where algebras of random variables are
given by endomorphisms on Hilbert spaces, and expectation value functionals are given by tracing
with respect to density states. In the spirit of maintaining a reasonable length, and to appeal to a
wide audience of both physicists and mathematicians, we resist the urge to utilize categorical and
homotopical techniques that have not yet found their way into the physics lingo (beyond a few spe-
cialists). This certainly has disadvantages, but emphasizes that the ideas here are primarily linear
algebraic in nature; our approach is sufficient for the reader to engage in concrete computations
which should be especially appealing to physicist readers.
3Unlike the bipartite mutual information, however, tripartite and higher mutual informations can take on negative
values.
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1.1 Provided Software
“Alpha” versions of software for calculating the cohomologies of multipartite states are provided in
the arXiv source of this paper; the most up-to-date versions are available on GitHub.4 There are
two versions of this software corresponding to implementations in Mathematica and Octave/Matlab.
Both versions are able to compute dimensions of cohomology components (which may be thought
of as coefficients of associated Poincare´ polynomials); the Mathematica version is able to output
explicit generators for each cohomology component. Some documentation is provided for both ver-
sions (in the form of a quick-start notebook for the Mathematica version). Readers are encouraged
to experiment with this software, using this paper as a guideline for definitions and observations of
the properties of associated cohomologies.5
The reader with either no knowledge of homological techniques, or an itching impatience can
use the software as a black box and employ the following famous schematic.
Phase 1
Insert N -partite Den-
sity State ρ{1,··· ,N} ∈
Dens(
⊗N
i=1Hi)
Phase 2
?
Phase 3
Profit:
Degree N − 1 poly-
nomials with positive
integer coefficients
The strange patterns in its output should hopefully be enough inspiration to dig deeper.
1.2 Summary and Key Results
In order to compensate for the long length of this paper, we provide a detailed summary; the
reader can reference particular sections for even further detail. This paper can be divided into two
parts which can, for the most part, be read independently. The first part consists of sections §3-7
and is focused on the construction of cohomology and its properties. The second part, which is
contained in §8, is an exposition focused on a motivation of the state index via an attempt to realize
multipartite mutual information as an Euler characteristic of some cohomology theory. The ideas
of both sections are mildly mixed together in §9, which consists of some concrete computations.
1.2.1 Cohomology For Bipartite Density States
In the first part of this paper we apply homological techniques to the study of bipartite density
states: density states on the tensor product of two Hilbert spaces. Formally a bipartite density
state is given by a tuple of data (HA,HB, ρAB) where:
• A and B label the two tensor factors or primitive subsystems,
• HA and HB are finite-dimensional Hilbert spaces,6 and
4See: https://github.com/tmainiero/homological-tools-4QM-octave and https://github.com/tmainiero/
homological-tools-4QM-mathematica
5As a disclaimer: this software was written in a very early stage of the author’s understanding; as a result, its
implementation uses ‘co-Cˇech” rather than the Cˇech techniques suggested in this paper. However, it is possible to
verify the resulting cochain complexes are chain isomorphic via a “sign-correcting” chain isomorphism. The author
intends to rectify this with updated software in future versions of this paper.
6Most of the results in this paper generalize appropriately to infinite dimensions. See §3.
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• ρAB is a positive-semidefinite trace 1 endomorphism ofHA⊗HB i.e. a density state onHA⊗HB.
To lighten notation we denote such a tuple of data as a boldface version of its density state ρAB.
From any bipartite density state ρAB we construct associated chain complexes
g(ρAB) = · · · ←− 0←− C
∂g0←− g0(ρAB)
∂g1←− g1(ρAB)←− 0←− · · · ,
e(ρAB) = · · · ←− 0←− C
∂e0←− e0(ρAB)
∂e1←− e1(ρAB)←− 0←− · · · ,
and cochain complexes
G(ρAB) = · · · −→ 0 −→ C
d−1G−→ G0(ρAB)
d0G−→ G1(ρAB) −→ 0 −→ · · · ,
E(ρAB) = · · · −→ 0 −→ C
d−1E−→ E0(ρAB)
d0E−→ E1(ρAB) −→ 0 −→ · · · .
In Prop. 6.2 it is shown that the cochain complexes are the canonically duals of the chain complexes:
G(ρAB)
∼= [g(ρAB)]∨ ,
E(ρAB)
∼= [e(ρAB)]∨ ;
which results isomorphisms:
Hk [G(ρAB)]
∼= Hk [g(ρAB)]∨ ,
Hk [E(ρAB)]
∼= Hk [e(ρAB)]∨ ,
for k ∈ Z. With this in mind, we primarily focus on cochain complexes and cohomology (rather
than complexes and homology). Letting C(ρAB) denote one of the cochain complexes above, its
components are of the form
C0(ρAB) = B(ρA)× B(ρB),
C1(ρAB) = B(ρAB)
where ρX is the reduced density state on HX, and—for any density state H on a Hilbert space
H—B(ρ) is one of the building blocks of §4. In particular, B(ρ) is constructed as a subspace of
A(H)—the space of (bounded) endomorphisms of H—that depends on the data of the density
state ρ. The coboundary maps of the cochain complexes are constructed by “tensoring by the
appropriate identity” (the trace-pairing dual of partial trace maps), followed by an projection onto
the subspace of operators of interest. A pictorial example of such a composition of maps is the
following:
A(HA) A(HAB)
B(ρA) B(ρAB)
a 7→ a⊗ 1B
projAB
(1)
Where the form of the linear map labelled “projAB” depends on the building block B(ρAB) and
involves either right multiplication or compression (left and right multiplication) by the support
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projection of ρAB: the orthogonal projection onto the image of ρAB. Then, for instance, the map
d0C takes the form:
d0C(a, b) = projAB [a⊗ 1B − 1A ⊗ b] .
The map d−1C acts by sending λ ∈ C to (λ sρA , λ sρB). The fact that the coboundary of our (co)chain
complexes square to zero relies on a compatibility condition between the support projections of
reduced density states. The key lemmata here are Lem. 6.1 (and its manifestation in terms of
partial traces: Lem. 6.2).
Because the building blocks are explicit subspaces of algebras of operators, an element of either
the first or second cohomology components is identifiable with an equivalence classes of operators.
In particular, the zeroth cohomology components ker(d0C)/ image(d
0
C) of either cochain complex is
identifiable with equivalence classes of pairs of operators/random variables (a, b) ∈ A(HA)×A(HB).
Following some of the ideas outlined in the previous section, our hope is that such elements act as
obstructions to factorizability of the density state ρAB (or, equivalently, its associated expectation
value functional). This is indeed the case in the context of the cochain complex G(ρAB) (referred
to as the GNS complex ).
The building blocks B(ρ) used to construct G(ρAB) are denoted GNS(ρ); they are formed by
noticing that to each density state ρ ∈ Dens(H) there is an associated left module GNS(ρ)—dubbed
the GNS module—for the algebra A(H) of (bounded) endomorphisms of the Hilbert space H;7 it
can be realized as a left submodule of A(H). In finite dimensions there is a canonical isomorphism
(of left A(H)-modules):
GNS(ρ) ∼= H⊗ image(ρ)∨ ↪→ A(H)
with the action of A(H) acting on the left tensor component in the obvious manner. On one hand,
the GNS module is a precursor to the Gelfand-Neumark-Segal representation—this is what inspires
its name—but in this paper we emphasize that it can be identified with representatives of right
essential equivalence classes of operators (c.f. Def. 5.1): a non-commutative generalization of the
notion of “almost-everywhere” equivalence classes of functions that appear in commutative measure
theory.
The zeroth cohomology component of G(ρAB) is identifiable with operators on separate tensor
components that are “maximally correlated”. Let us make this statement more precise: to the
bipartite density state ρAB we associate (c.f. Def. 6.8):
• A sesquilinear form Cov : A(HA) × A(HB) → C that measures the covariance between
operators associated to different tensor components (a linear measure of “global correlations”);
• Quadratic forms VarX : A(HX)→ C, for X ∈ {A,B}.
Then, as with the covariance and variances one encounters in classical probability theory, one can
use Cauchy-Schwarz arguments to show that the square of the covariance is bounded above by the
product of variances. Quoting Lem. 6.7: for any pair of local8 operators (a, b) ∈ A(HA) × A(HB)
7By “module” we mean a module in the purely algebraic sense: i.e. a module for the underlying C-algebra of
A(H).
8Throughout this paper the word “local” will be used to refer to quantities associated to or operations on each
tensor factor/primitive subsystem. When partitioning up the tensor factors in a different manner, the word “local”
is in reference to the new tensor factors/primitive subsystems defined by the components of the partition.
9
we have
|Cov(a, b)|2 ≤ VarA(a) VarB(b).
The quantities Cov and VarX restrict to functions on the subspace GNS(ρX);
9 this allows us to make
sense of the following identification;
Corollary: (C.f. Cor. 6.2)
H0[G(ρAB)] =
{
(a, b) ∈ GNS(ρA)× GNS(ρB) :
Cov(a, b) = VarA(a) = VarB(b)
and
Tr[ρAa] = Tr[ρBb]
}/
{Cov = 0},
where {Cov = 0} is shorthand for {(a, b) ∈ GNS(ρA)× GNS(ρB) : Cov(a, b) = 0}.
This is in harmony with what was said in §1: there should be some cohomology theory that
encodes the failure to recover global expectation values from local ones—more precisely, this co-
homology theory should encode pairs of operators (a, b) such that the expectation value of a ⊗ b
cannot be constructed as the product of expectation values. A quantitative measure of the failure
of such a factorization of expectation values is given by the magnitude of the covariance; in this
sense, non-trivial elements of H0[G(ρAB)] represent the “worst offenders”.
When the density state ρAB is a pure bipartite state, then one can use the covariance saturation
condition to compute the zeroth cohomology component of the GNS complex explicitly in terms of
a Schmidt decomposition.
Theorem: (C.f. Thm. 6.7)
Let ρAB be a pure bipartite density state with ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗ HB.
Decompose ψ as:
ψ =
S∑
i=1
√
piξ
A
i ⊗ ξBi
for positive coefficients {pi}Si=1 ⊆ R>0 and orthonormal vectors {ξXi }Si=1 ⊂ HX—i.e. a Schmidt
decomposition of ψ—then
H0[G(ρAB)] = spanC
[
(eAij , e
B
ij) : i, j = 1, · · · , S
]
/ spanC{(sA, sB)}
where sX denotes the support projection of ρX (the orthogonal projection onto the image of
ρX), and
e
X
ij := ξ
X
i ⊗
(
ξXj
)∨ ∈ GNS(ρX)
for X ∈ {A,B}. In particular, dimH0[G(ρAB)] = S2 − 1, where S is the Schmidt rank of ψ
(equivalently, dimH0[G(ρAB)] = rank(ρA)
2 − 1 = rank(ρB)2 − 1).
9As mentioned above, GNS(ρX is canonically isomorphic to the module of right essential equivalence classes: which
is formed as a quotient of A(H) by a left-ideal. Luckily Cov and VarX descend naturally to this quotient.
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Because the cohomology of bipartite complexes are concentrated in degrees 0 and 1, one can de-
termine the dimension of one cohomology component from the other by an Euler characteristic
computation. It follows that for a pure bipartite density state as in the theorem:
dimH1[G(ρAB)] = (dA − S)(dB − S) (2)
which provides a very coarse measure of how far ψ is from being “maximally entangled”.
The building blocks for the components of the cochain complex E(ρAB) are identifiable with
spaces of endomorphisms of GNS(ρ) that are equivariant with respect to the left A(H)-action—a
vector space we call Com(ρ): it is canonically identifiable with (bounded) endomorphisms on the
image of ρ
Com(ρ) ∼= End[image(ρ)] ↪→ A(H).
Com(ρ) is a purely algebraic version of what is referred to as the “commutant” in C∗-algebra theory,
so we call E(ρAB) the commutant complex.
10 The commutant complex and its cohomology might
be considered as a subtle way of recovering some information about the module structure of the
GNS representation: information that is lost when forgetting down from modules to vector spaces
when computing cochain complexes and cohomology.
The cohomology components of the cochain complex E(ρAB) can also be computed for a pure
bipartite density state ρAB with ρAB = ψ ⊗ ψ∨ as:
H1[E(ρAB)] = 0,
H0[E(ρAB)] = {(a, b) ∈ Com(ρA)× Com(ρB) : 〈ψ, aψ〉 = 〈ψ, bψ〉 = 0}/spanC{(sA, sB)}.
Here the zeroth cohomology component does not have an interpretation as correlated operators,11
however, the Schmidt rank does make a reappearance if we compute the dimensions.
Theorem 1.1: (C.f. Thm. 6.2)
Let ρAB be a bipartite density state with ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗HB, then
dimHk[E(ρAB)] =
{
2(S2 − 1) , if k = 0
0 , otherwise
where S is the Schmidt rank of ψ (equivalently given as rank (TrX[ψ ⊗ ψ∨]) for X ∈ {A,B}).
In particular ψ is factorizable if and only if Hk[E(ρAB)] = 0 for all k.
All of these (co)chain complexes obey some desirable properties outlined in §6.3. In particular,
they are equivariant under local invertible transformations: invertible linear maps applied to the
Hilbert space on each tensor factor (c.f. Def. 6.4 and Def. 7.6). As a result, their associated Poincare´
polynomials should be invariant under local invertible transformations.12
10Although we are working with purely algebraic structures—in particular we forget the inner product on GNS(ρ)—it
happens that the space of equivariant endomorphisms of the underlying algebraic module agrees with the commutant
in the C∗-algebraic sense; so this terminology is not misleading.
11For instance, if ρ is pure as Thm. 6.7, then (0, eBij) is the representative of a non-trivial cohomology class for all
1 ≤ i, j ≤ S; but this pair of operators has zero covariance.
12The set of equivalence classes of multipartite pure states up to local invertible equivalence coincides with the
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Given that the Schmidt rank classifies pure bipartite density states up to local invertible trans-
formations, then as corollary of the results above we have that the Poincare´ polynomials:
PG(ρAB) := dimH
0[G(ρAB)] + y dimH
1[G(ρAB)],
PE(ρAB) := dimH
0[E(ρAB)] + y dimH
1[E(ρAB)].
provide complete invariants of pure bipartite states up to local invertible transformations.
Remark 1.1: (C.f. Rmk. 6.6)
Suppose ρAB is a pure bipartite density state with Schmidt rank S then, by the above
discussion, its Poincare´ polynomials are given by:
PG(ρAB) := P [G(ρAB)] = (S
2 − 1) + (dA − S)(dB − S)y,
PE(ρAB) := P [E(ρAB)] = 2(S
2 − 1).
Spanning over all bipartite density states, there are min(dA, dB) possibilities for each Poincare´
polynomial, each uniquely labelled by the Schmidt rank. In particular the Poincare´ polyno-
mials completely classify pure bipartite density states up to local invertible transformations.
As summarized in the above remark, both GNS and commutant cohomologies are separately
good measures of factorizability/entanglement for a pure bipartite density state. However, the
situation for mixed states is more subtle. There are vanishing theorems for the zeroth cohomology
components when the density state is support factorizable: a weaker condition than factorizability
(c.f. §6.4.1), however the converse does not hold true as there are bipartite density states with trivial
cohomology but not support factorizable (c.f. Ex. 6.3).13 Details for the mixed state situation are
present in §6.4.3.
1.2.2 Cohomology for Multipartite Density States
In §7 we introduce multipartite generalizations of the bipartite (co)chain complexes introduced in
§6.14 Generalizing the formal definition for a bipartite density state, an N -partite density state,
N ≥ 2 is formally a tuple (P, (Hp)p∈P , ρ), where
• P is an ordered set of size |P | = N , whose elements are called tensor factors or primitive
subsystems,
• (Hp)p∈P is a tuple of (finite-dimensional) Hilbert spaces indexed by P , and
• ρ is a unit trace positive semidefinite endomorphism of ⊗p∈P Hp.
notion of an SLOCC (Stochastic Local Operations and Classical Communication) class: classes of states that can be
transformed into one another (with non-zero probability) via completely positive maps living inside the class of Local
Operations and Classical Communication. So, using this language, Poincare´ polynomials are SLOCC invariants. The
collection of SLOCC equivalence classes is naturally a projective variety; we do not explore if these polynomials are
compatible with the algebraic structure of this projective variety.
13Moreover, there are separable states with non-trivial cohomology.
14Although it is not emphasized in this paper, the cochain complexes arise as Cˇech complexes constructed from
presheaves of vector spaces over the space of tensor factors (thought of as equipped with the discrete topology) and
open covers given by the complement of each tensor factor.
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Once again, when the tuple of Hilbert spaces is understood, we denote such a tuple of data by the
boldface quantity ρP .
Using the same building blocks as previously, we construct the GNS (cochain) complex :
G(ρP ) := · · · −→ 0 −→ C
d−1G−→ G0(ρP )
d0G−→ G1(ρP )
d2G−→ · · · d
N−2
G−→ GN−1(ρP ) −→ 0 −→ · · ·
and the commutant (cochain) complex
E(ρP ) := · · · −→ 0 −→ C
d−1E−→ E0(ρP )
d0E−→ E1(ρP )
d1E−→ · · · d
N−2
E−→ EN−1(ρP ) −→ 0 −→ · · ·
Along with chain complex versions g(ρP ) and e(ρP ), once again satisfying (c.f. Prop. 7.6):
G(ρAB)
∼= [g(ρAB)]∨ ,
E(ρAB)
∼= [e(ρAB)]∨ .
Letting C be one of the cochain complexes, above, the non-trivial components of degree −1 ≤
k ≤ N are defined using building blocks:
Ck(ρP ) =
∏
{T⊆P :|T |=k+1}
B(ρT ),
where:
• ρT is the reduced density state associated to the subset/subsystem T ⊆ P ;
• B = GNS for the GNS complex G(ρP ), and B = Com for the commutant complex E(ρP ).
In §7.4.1 we give a geometric picture of these complexes.15 We begin by visualizing the standard
(N−1)-simplex whose vertices are labelled by elements of the ordered set P , call it ∆P . Dimension
k-faces of this simplex are in bijective correspondence with size k + 1 subsets of P . With this in
mind, let FT denote the dimension (|T | − 1)-simplex associated to the set |T |; then we have an
assignment:
Faces of ∆P −→ Subspaces of operators
FT 7−→ B(ρT ) ≤ A(HT ).
where HT :=
⊗
t∈T Ht. Elements of the set of k-cochains Ck(ρP ) are precisely sections of this
assignment over the k-skeleton of ∆P : the union of all faces of dimension k. In particular, an
element R ∈ Ck(ρP ) can be thought of as consisting of as an assignment of an element
RT ∈ B(ρT ) ⊆ A
(⊗
t∈T
Ht
)
= {Operators/random variables associated to subsystem T}.
to each face FT with |T | = k + 1. The coboundary is constructed as an alternating sum over the
(k + 1)-possible ways of lifting to the (k + 1)-skeleton. For example, returning to the bipartite
situation: given a 1-cochain
15This picture is not specific to the complexes we have developed, it is a general property of cochain complexes
arising from Cˇech cohomology of a presheaf.
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ARA
B
RB
we have the coboundary:
A B
(d0CR)AB = projAB [RA ⊗ 1B − 1A ⊗RB]
Given a tripartite density state ρABC over the set of tensor factors (A,B,C), and a 0-cochain
Q ∈ C0(ρABC), we have the coboundary:
A
QA
B
QB
C
QC
A B
C
(d0CQ)AB
(d 0
C Q
)
BC
(d
0 C
Q
) A
C
d0C : C
0(ρABC)→ C1(ρABC)
where
(d0Q) :

AB 7→ projAB(1A ⊗QB −QA ⊗ 1B)
AC 7→ projAC(1A ⊗QC −QA ⊗ 1C)
BC 7→ projBC(QB ⊗ 1C −QB ⊗ 1C)
.
Given a 1-cochain R ∈ C1(ρABC), we have the coboundary:
A B
C
A B
C
RAB
R
BC
R
A
C
(d1R)ABC
d1C : C
1(ρABC)→ C2(ρABC)
Here the coboundary d1R is specified by its value on the only 2-face FABC:
(d1CR)ABC = projABC [1A ⊗RBC − ΣABC,B (RAC ⊗ 1B) +RAB ⊗ 1C] ,
where ΣABC,B is a reshuffling of tensor factors, and projABC consists of a projection to the subspace
B(ρABC) by either right multiplication or compression by support projections.
In §7.4.2 we describe how non-zero classes in multipartite GNS or commutant cohomology
consist of (equivalence classes) of tuples of operators that exhibit non-local correlations indicative
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of non-factorizability (a generalization of the story for bipartite GNS cohomology). When k ≤ N−2,
elements of ker(dkC)—a.k.a. k-cocycles—are those sections over the k-skeleton that satisfy linear
relations of the form
k+1∑
l=0
(−1)lR∂lV ∼V 0 (3)
for each k-face FV , where:
• R∂lV ∈ B(ρ∂lV ) denotes the value of the cochain R on the lth boundary face F∂lV of FV :
Letting V (l) denote the lth element of V , then ∂lV = V \V (l);
• R∂lV is the lift of R∂lV to an element of A(HV ): Letting V (l) denote the lth element of V and
∂lV = V \V (l) be the lth face of, R∂lV := ΣV,l
(
R∂lV ⊗ 1V (l)
)
, where V (l) is the lth element
of V , ∂lV = V \V (l), and Σ(V,l) is a reshuffling of tensor factors;
• ∼V is the equivalence relation on operators in A(HV ) defined by: a ∼V b if projV a = projV b
for a, b,∈ A(HV ). (Once again, projV is an appropriate projection onto the subspace B(ρV ).)
The relation (3) is indicative of possible non-trivial, non-local correlations between distinct tensor
factors. This is most evident in the bipartite situation, where the cocycle condition for 0-chains
reduces to
RA ∼AB RB. (4)
However, there are trivial solutions to (3) that we are not interested in if we are seeking indicators
of non-factorizability. For example: if we are studying the GNS complex for some bipartite density
state ρAB = (HA,HB, ρAB), then it follows from our discussion above that the relation (4) is
equivalent to a saturation of covariance condition:
Cov(RA, RB) = VarA(RA) = VarB(RB) (5)
on pairs of operators (RA, RB) ∈ GNS(ρA) × GNS(ρB). There is a trivial solution to (5) given by
RX = sX (the support projection of ρX), this is the unique solution for which the covariance and
variances in (5) vanish. The trivial solution is also the only solution that exists for the factorizable
bipartite density state (HA,HB, ρA⊗ ρB) constructed from the reduced density states ρA and ρB of
ρAB, and it descends in a precise way to a solution of (5) for ρAB.
In general, given an arbitrary multipartite density state ρP , one can construct an associated
“fully factorizable” multipartite density state from the reduced density states ρ{p}, p ∈ P of ρP .
Solutions to (3) for this associated factorizable state descend to solutions to (3) for ρP , but such
solutions should be considered trivial as the full factorizable state cannot have any associated non-
trivial, non-local correlations along the boundaries of any face FV . As it so happens the subspace
of trivial solutions is equivalent to the subspace image(dk−1C ) when k ≤ N − 2. As a result, when
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k ≤ N − 2 we have the identification:
Hk [C(ρP )] = ker(d
k
C)/ image(d
k−1
C )
=

Sections of FT 7→ B(ρT ) over the
k-skeleton of the (N − 1)-simplex
that exhibit possible non-local cor-
relations along each face: i.e. solu-
tions to (28).

/
Trivial solutions to (28): i.e. those
solutions that do not encode cor-
relations due to non-factorizability
of ρP along the boundaries of any
face.
 .
As described in §5, when k ∈ {0, · · · , N − 2}, a representative of a non-zero classes in Hk[C(ρP )]
is identifiable with a section of FT → B(ρP ) that exhibits non-trivial, non-local correlations along
the boundary of at least one (k+ 1)-face: a property indicative of non-factorizability of ρP . Fig. 1
provides an explicit 1-cocycle representative of a non-trivial GNS cohomology class for the tripartite
GHZ state.
From another perspective: we can think of a k-cochain as an assignment to each size (k + 1)
subset of tensor factors a (k+ 1)-body operator16 implementable or detectable by an observer with
access to that collection of tensor factors. The operators in such an assignment always live inside
an appropriate version of the building blocks we have constructed. In particular, when considering
GNS cohomology, the operators in such an assignment live inside of the GNS building blocks, and
can be thought of as canonical representatives of right essential equivalences class of operators. A
k-cocycle (0 ≤ k ≤ N − 2) with non-trivial cohomology class is then a k-cochain where there is at
least one size k + 2 subset of tensor factors V ⊆ P such that an observer with access to the tensor
factors of V can see correlations among the (k + 2), (k + 1)-body operators that arise from the
assignments of the k-cochain to the size k + 1 subsets that are given by removing a single element
of V .
We do not offer as satisfying of an interpretation for the cohomology component in degree N−1:
the highest degree component that might be non-trivial. However, as described at the end of § 7.4.3,
non-trivial representatives in this component consist of N -body operators that cannot be written
as a linear combination of lifts of (N − 1)-body operators up to the equivalence relation ∼V . The
ability to write a N -body operator as such a linear combination is indicative of correlations; so we
should expect the dimension for HN−1 [C(ρP )] to be larger for multipartite density states that are
more strongly correlated. This is, in fact, the case for the GNS cohomology of a pure bipartite state
where the dimension of the first cohomology component is coarse measure of how far the state is
from maximal entanglement (c.f. (2) above).
A brute force computation of GNS or commutant cohomologies involves computing reduced
density states associated to all subsystems. If our initial state is pure and we are given the collec-
tion of all such reduced density states, one can in principle work out the factorizability properties
of the original state. In this sense, using cohomology (computed via brute force) to detect factor-
izability might not seem advantageous from a computational perspective. On the other hand, the
cohomologies provide a natural way of encoding all the partial trace information into one mecha-
nism that allows us to answer factorizability questions more easily. Moreover, when a state fails
to be factorizable, the actual cohomology components provide correlated tuples of operators that
16An operator that can only act non-trivially on (k + 1)-tensor factors.
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A B
C

0 0 0 0
0 0 0 −1
−1 0 0 0
0 0 0 0


0 0 0 2
0 0 0 0
0 0 0 0
2 0 0 0

0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0

Figure 1: 1-cocycle representative of a non-trivial GNS cohomology class for the GHZ state
1√
2
(
|0〉⊗3 + |1〉⊗3
)
. The matrices are defined with respect to the ordered basis (|0〉 , |1〉). A table
of generators for the GNS cohomology components of the tripartite GHZ and W-states is provided
in App. F.
encode the obstructions to being factorizable; Poincare´ polynomials can be used as quantitative
measure of how badly certain factorizability fails (i.e. an entanglement measure for pure states).
As described in §7.5, the multipartite complexes obey generalizations of the basic properties
enjoyed by their bipartite specializations: once again they are equivariant under local invertible
transformations, making their associated Poincare´ polynomials local invertible invariants. More-
over, the multipartite complexes of a tensor product of multipartite density states (Def. 7.7) is
given by the tensor product of chain complexes up to a shift in degree.
Theorem: (C.f. Thm. 7.3) Cochains for Factorizable States
Let ρP and ϕQ be N and M partite density states, then there are canonical isomorphisms:
G(ρP ⊗ϕQ) ∼=
(
G(ρP )⊗G(ϕQ)
)
[1];
E(ρP ⊗ϕQ) ∼=
(
E(ρP )⊗ E(ϕQ)
)
[1].
Thus, combined with the Ku¨nneth theorem for cochain complexes over a field of characteristic zero,
the cohomology of a tensor product of states is the tensor product of states up to a shift. Stated
in terms of Poincare´ polynomials
PG(ρP ) :=
|P |−1∑
k=0
yk dimHk [G(ρP )] ∈ Z[y],
PE(ρP ) :=
|P |−1∑
k=0
yk dimHk [E(ρP )] ∈ Z[y].
we have the following corollary.
17
Corollary: (C.f. Cor. 7.1)
Let ρP and ϕQ be multipartite density states, then we have a factorization of Poincare´
polynomials:
PG(ρP ⊗ϕQ) = yPG(ρP )PG(ϕQ),
PE(ρP ⊗ϕQ) = yPE(ρP )PE(ϕQ).
Given the behavior of cohomologies under tensor product of multipartite density states, it be-
comes relatively straightforward to demonstrate show that cohomologies of the multipartite com-
plexes can detect the presence of factorizability over the set of tensor factors.
Corollary: (C.f. Cor. 7.2)
Let ρP be a pure, fully factorizable N -partite density state, then:
• The only non-vanishing cohomology component of G(ρP ) is in degree N − 1 with
dimHN−1[G(ρP )] =
∏
p∈P
(dimHp − 1);
• The complex E(ρP ) has vanishing cohomology: dimHk[E(ρP )] ≡ 0 for all k ∈ Z.
This a corollary of Thm. 7.4: a general statement for support factorizable mixed density states. One
can also try to detect factorizability with respect to an arbitrary partition. Given a multipartite
density state ρP and a partition λ of P of length L, we can construct an L-partite “coarsening”
λ[ρP ] of the |P |-partite density state ρP : a multipartite density state over the set of tensor factors
labelled by the L components of the partition λ. Thus, given a multipartite density state over a set
of tensor factors P , one can compute GNS/commutant cohomologies of any coarsening associated
to a given partition of P .
Theorem: (C.f. Thm. 7.8)
Let ρP be a pure N -partite density state and λ a partition of P of length ≥ 2.
1. If there exists a coarsening η ≥ λ such that Hk[G(η[ρP ])] or Hk[E(η[ρP ])] 6= 0 for some
k < |η| − 1, then ρP is λ-entangled.
2. ρP is λ-entangled if and only if there exists a length 2 coarsening η ≥ λ such that
H0[G(η[ρP ])] 6= 0.
3. ρP is λ-entangled if and only if there exists a length 2 coarsening η ≥ λ such that
H0[E(η[ρP ])] 6= 0.
The first statement is just an application of the previous corollary, and the latter two statements
follow from the fact that a state is factorizable with respect to a partition if and only if it is factor-
izable with respect to every bipartite coarsening of that partition; moreover, bipartite cohomologies
provide necessary and sufficient conditions for the presence of factorizability. Hence, if we are trying
to answer questions about factorizability with respect to a given partition, then it suffices to focus
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on GNS or commutant cohomologies of bipartite coarsenings of that partition. On the other hand,
if one is interested in factorizability with respect to any partition, one can compute cohomologies
for the finest partition, keeping the following theorem in mind.
Theorem: (C.f. Thm. 7.9)
If ρP is λ-(support) factorizable for some |λ| = L, then Hk[G(ρP )] = 0 and Hk[E(ρP )] = 0
for all k ≤ L− 2.
Equivalently, if ρP is λ-factorizable for some |λ| = L, then the Poincare´ polynomials
PG(ρP ) :=
|P |−1∑
k=0
yk dimHk [G(ρP )] ∈ Z[y],
PE(ρP ) :=
|P |−1∑
k=0
yk dimHk [E(ρP )] ∈ Z[y].
are divisible by yL−2. When ρP is pure we conjecture that the converse is true: i.e. we are
guaranteed that λ-factorizability with respect to some λ is detected by a non-trivial cohomology
component.
Conjecture: (C.f. Conj. 7.1)
Suppose ρP is a pure multipartite density state.
1. PG(ρP ) is divisible by y
k ⇐⇒ ρP is λ-factorizable for some |λ| = k + 2.
2. PE(ρP ) is divisible by y
k ⇐⇒ ρP is λ-factorizable for some |λ| = k + 2.
(This is the contrapositive of Conj. 7.1, which is stated in terms of the notion of “complete-k-
entanglement” introduced in Def. 7.16.) So, roughly speaking, non-zero elements of kth cohomol-
ogy components—representable by
( |P |
k+1
)
-tuples of (k + 1)-body operators—can be thought of as
obstructions to the factorizability of ρP with respect to all length ≤ (k + 2) partitions.
1.2.3 Tripartite Computational Results
§9 is a testing ground for multipartite cohomologies. We begin with tripartite states noting that,
for qubit systems and tripartite pure states, it is known [10] that there are six distinct equivalence
classes of states under local invertible transformations (known as SLOCC equivalence classes): the
class corresponding to factorizable states, three bipartite entangled classes (corresponding to the
three possible bipartite partitions of three elements), the class represented by the GHZ state
1√
2
(|000〉+ |111〉) ∈ spanC{|0〉 , |1〉}⊗3,
and the class represented by the W state
1√
3
(|001〉+ |010〉+ |100〉) ∈ spanC{|0〉 , |1〉}⊗3.
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In this section we state explicit computations of associated cohomologies of the tripartite W-state
and GHZ-states as well as higher generalizations. Secondly, the tripartite mutual informations of
both the W-state and GHZ state are vanishing: meaning that, if there is any shared information
between all three tensor factors, the (tripartite) mutual information fails to detect it. On the other
hand, the Poincare´ polynomials associated to these states, are non-trivial:
PG(GHZ) = PG(W) = 1 + 6y.
Because the polynomials are identical, GNS Poincare´ polynomials cannot distinguish between the
SLOCC equivalence classes of the W and GHZ states. Nevertheless, the presence of a non-
vanishing cohomology component in degree 0 indicates that (modulo shifts by 3-tuples of iden-
tity operators) there is a one-dimensional family of 3-tuples of operators encapsulating shared
correlations/information among all three tensor factors, and (modulo coboundaries) there is a
six-dimensional family of 3-tuples of operators encapsulating correlations between pairs of tensor
factors. These are representative of the “shared information” that the tripartite mutual information
fails to detect.
Moreover, despite the fact that one cannot distinguish the SLOCC equivalence class of the
GHZ state from the W-state via Poincare´ polynomials of GNS cohomology, Poincare´ polynomials
associated to commutant cohomologies do distinguish the SLOCC classes of these two states:
PE(GHZ) = 7 + 7y,
PE(W) = 3 + 3y.
In §9.2 we also formulate conjectures about the form of Poincare´ polynomials of (N ≥ 3)-partite
versions of the GHZ and W-states based upon software aided computations.
1.2.4 The State Index and a Path Toward a Categorification of Mutual Information
In §8 we take a diversion to outline how these (co)chain complexes can be thought of as steps
toward the goal of a categorification of entropy/mutual information.17 After some motivation, a
quantity called the state index is introduced: to a multipartite density state ρP , the state index
X(ρP ) is a function on C3 that is valued in the ring of polynomials C[w] in a formal variable w:18
X(ρP ) : C3 −→ C[w]
(α, q, r) 7−→ w|P |∑∅⊆T⊆P (−1)|T | dim(HT )α [Tr(ρT )q]r ,
where, HT :=
⊗
t∈T Ht. The formal variable w can be thought of as a book-keeping device that
keeps track of the number of tensor factors under consideration, although for the purposes of this
paper it suffices to evaluate it at, e.g. w = ±1. The state index has the advantage of having
properties one would expect from an “Euler characteristic” of some associated (non-commutative)
geometry associated to each density state.
17One can view this section as an introductory motivation for a forthcoming paper.
18Although the state index and its properties are very precisely defined, most of §8 is spent on its motivation. The
motivational discussion is largely schematic to keep with the spirit of avoiding use of sophisticated technology.
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Theorem: (C.f. Thm. 8.1)
Let ρP and ϕQ denote multipartite density states.
1. For any fixed w ∈ C, the index Xw(ρP ) is an entire function in in the parameters α, q,
and r.
2. The state index is invariant under local invertible transformations of multipartite states.
3. Xw(ρP ⊗ϕQ) = Xw(ρP )Xw(ϕQ).
4. For any 0 ≤ i < j ≤ |P | − 1, we have
Xw(ρP ) = −w
[
Xw(ρ∂iP ) + X
w(ρ∂jP )− Xw(λij [ρP ])
]
,
where ρ∂kP is the reduction of ρP to a (|P |− 1)-partite density state after tracing over
the (k + 1)th tensor factor in P , and λij [ρP ] is the (|P | − 1)-partite coarsening one
obtains after merging together the (i+ 1)th and (j + 1)th elements of P into a single
tensor factor.
One can recover the Euler characteristics of complexes defined in this paper by studying the
q → 0 limit of the state index; on the other hand, multipartite mutual information emerges from
a study of the q → 1 limit (more precisely, by studying derivatives, or q-derivatives in this limit).
The situation is summarized in the diagram below.
State Index:
Xw=1α,q,r(ρP ) :=
∑
∅⊆T⊆P (−1)|T | dim(HT )α [Tr(ρT )q]r
Tsallis/Re´nyi Deformed Mutual Information:
Iq,r(ρP ) =
∑
T⊆P (−1)|T |−1STRq,r (ρT )
Mutual Information:
I(ρP ) =
∑
T⊆P (−1)|T |−1SvN(ρT ) ∈ R
∑
∅⊆T⊆P (−1)|T | dim(HT )α rank(ρT )r
−χ [G(ρP )] ∈ Z −χ [E(ρP )] ∈ Z
α
→ 0
×
1
r(
q−
1)
q → 1
q →
0
(α
, r
)
=
(1
, 1
) (α
, r)
=
(0, 2)
In §9 the state index is computed for (generalized) W and GHZ states.
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1.3 Related Work
This work is closely related to that of Baudot and Bennequin [11] (J.P. Vigneaux provides an excel-
lent detailed exposition in [12]), who constructed cochain complexes of functions on spaces of proba-
bility measures such that mutual informations (and their Tsallis q-deformations, which also appear
naturally in our story) arise as generators of the first cohomology component. The technology
outlined here, however, is associated to a fixed measure rather than the space of measures—hinting
at an interpretation of mutual informations as Euler characteristics rather than cocycles. Yet, the
two theories are undoubtedly intimately related; an approach via the perspective of obstruction
theory and classifying stacks might help formalize a precise connection.
A large part of the ideas behind the categorification of mutual information are inspired by
the work of Baez, Fritz, and Leinster [13, 14] who realize entropy of measures on a finite set as
continuous functors out of a suitable topological category of such measures. There are also certainly
connections with the work of Drummond-Cole, Park, and Terilla [15, 16, 17, 18] who approach
(non-commutative) probability theory from an A∞/L∞-perspective. In fact, one sophisticated
version of our (co)chain complexes actually admit the structure of a differential graded module
for a differential graded algebra (at least when working with finite dimensional Hilbert spaces);
hence, the resulting cohomology should be an A∞-module of some A∞-algebra. Very little is
known about these higher algebraic structures at the moment, but—drawing vague analogies with
the way that Massey products can identify subtle linkage properties of knot complements in the
three sphere—one might speculatively hope, for instance, that such higher structures can detect
the Borromean-like entanglement properties of the famous tripartite Greenberger-Horne-Zeilinger
(GHZ) state.
1.4 Future Directions
Beyond the search for new measures of entanglement and correlations, the author is compelled to
mention some other possible future directions with a bias toward interests that overlap with some
high energy physicists.
1. Link invariants in (Quantum) Chern-Simons with compact gauge group: Chern-
Simons theory is a topological field theory specified by the data of compact Lie Group G and
a level k ∈ H4(BG,Z) [19, 20]. Given a (framed) N -component link L on the three sphere
S3, one can study its complement L := S3\N(L), where N(L) is a tubular neighborhood of
L specified by the framing; the boundary of L is a disjoint union of N -tori. Chern Simons
assigns to L a pure multipartite state |L〉 ∈ (HT 2)⊗N , where HT 2 is the (finite-dimensional)
Hilbert space assigned to the two-torus. Entanglement properties of these states were studied
in [21, 22, 23]. By taking Poincare´ polynomials of GNS/commutant cohomologies of such
states, produce (framing-independent) link invariants (given by positive integer coefficient
polynomials). Even for Abelian Chern-Simons (i.e. with G = U(1)r) these polynomials are
non-trivial. The relationship of these invariants to known link invariants remains unexplored.
2. A possible cohomological/geometric approach to a proof of Strong Subadditivity:
Strong subadditivity of quantum entropies is a non-trivial statement, first proven by Leib and
Ruskai [24]. However, Ryu-Takayanagi formulae lead to a very simple geometric interpretation
of quantum strong subadditivity; the caveat is that these formulae only hold for small class
of states that have a holographic interpretation. Such an approach only holds for states that
22
have a holographic interpretation [25]. The homological techniques touched upon in this
paper are not bound to this limitation.
3. The study of how cohomology varies in families of states: any good geometric struc-
ture should be studied in families. A deeper understanding of the cohomological constructs of
this paper would likely follow from a study of how cohomology varies with families of states.
For instance: as mentioned below, if one varies mixed states within particular families, our
cohomologies are “piecewise constant”, with possible jumps across loci where the ranks of
the density states change. Although such a jumping behavior might be simple, it would be
interesting to explore if it can be quantified. One might also wish to understand cohomologies
of non-commutative families of density states [26]. Such an approach is particularly adapted
to the C∗/W ∗-algebraic origins of this work: a family over a topological space X, can be
rephrased in terms of, for instance, modules for the commutative algebra of functions on X;
it is not too far fetched to speculate that passing to non-commutative algebras might lead to
the emergence of new phenomena and significant insight.
4. The study of cohomologies associated to completely positive maps: following the
discussion of [26], the study of non-commutative families is the study of generalizations of
the results here from density states—thought of as defining a completely positive map from a
C∗-algebra into C—to completely positive maps. The Kasparov bimodule is a generalization
of the GNS module to completely positive maps; one can possibly generalize the results here
using such a bimodule as a basic building block.
Disclaimer
When working with mixed density states we avoid the use of the word “entanglement” as our
homological computations are better adapted to the detection of the failure a very weak form of
factorizability (or lack-thereof) called “support factorizability”. For pure states, support factoriz-
ability and the usual notion of factorizability coincide. However, support factorizability does not
imply factorizability, or even separability. Nevertheless, the homological technology developed here
is quite general; so it would not be surprising if future work demonstrated that it can be used to
understand the entanglement of mixed states (defined as the failure of separability).
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2 Terminology and Notation
In this section we introduce some basic (mostly standard) notation. It can be skipped and returned
to as needed. The first occurrences of particularly important definitions throughout the paper will
be highlighted in blue.
1. The algebra of operators Hilbert/vector space H will be denoted as A(H). The space of trace
class operators on H will be denoted as S(H). Because we restrict our attention to finite
dimensions in the majority of this paper the adjectives “bounded” and “trace-class” are not
necessary.
2. If H is a Hilbert space, then Dens(H) is the (convex) set of density states on H. When H 6= 0
this is the set of positive semidefinite trace 1 operators. When H = 0 we take Dens(H) = {0}.
3. The symbols ρ and ϕ, along with subscript decorations, will be reserved for density states.
4. Elements of A(H) will be denoted with lowercase Latin letters (e.g. r, a and b); elements of
S(H) will be denoted with Greek letters (e.g. γ, α, β).
The following are some linear algebraic remarks.
1. Beyond §3, all vector spaces in this paper will be finite dimensional vector spaces over C.
With this in mind, we will occasionally say “vector spaces” instead of “finite dimensional
complex vector spaces”.
2. For any two vector (or Hilbert) spaces V and W , the vector space of homomorphisms from
V to W will be denoted as Hom(V,W ).
3. The dual Hom(V,C) of a vector space V will be denoted V ∨. (In the infinite dimensional
generalizations of the results of this paper, we work with Banach spaces instead of vector
spaces and V ∨ is replaced with the continuous dual of bounded linear maps from V to C.)
The reader is expected to have a passing familiarity with the notion of (co)chain complexes,
but we review some relevant definitions here to set up appropriate notation. Complexes and
cochain complexes will be denoted in non-italicized font. Instead of using the common technique of
notationally distinguishing cohomological grading from homological grading via the placement of a
bullet (e.g. C• vs C•) we will write chain complexes in lowercase and cochain complexes in upper
case.
1. A cochain complex (of complex vector spaces) C is the data of a collection of vector spaces
(Cn)n∈Z (referred to as components) and linear maps (referred to as coboundary maps) (dn :
Cn → Cn+1)n∈Z satisfying dn+1 ◦ dn = 0 for all n ∈ Z (equivalently image(dn) ≤ ker(dn+1)
for all n). As a notational shorthand, sometimes we will simply write:
C = · · · d−3−→ C−2 d−2−→ C−1 d1−→ C0 d0−→ C1 d1−→ C2 d2−→ · · · .
Elements of ker(dk) are called k-cocycles.
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2. A chain complex (of complex vector spaces) c is the data of a collection of vector spaces (cn)n∈Z
and linear maps (referred to as boundary maps) ∂n : cn → cn−1 such that ∂n−1 ◦ ∂n = 0 for
all n ∈ Z (equivalently image(∂n) ≤ ker(∂n−1) for all n). As with cochain complexes, we will
occasionally use the shorthand
c = · · · ∂−2←− c−2 ∂−1←− c0 ∂1←− c0 ∂1←− c1 ∂2←− c2 ∂3←− · · ·
3. A (co)chain complex is bounded if only finitely many components are non-trivial. In this
paper we will only consider bounded complexes.
4. Given cochain complexes C and D, a cochain morphism σ : C → D is a collection of linear
maps (σk : Ck → Dk)k∈Z such that σk+1 ◦ dk = dk ◦ σk for all k ∈ Z. A chain morphism
between chain complexes is defined similarly. A (co)chain isomorphism is a cochain morphism
that is componentwise an isomorphism.
5. The cohomology of a cochain complex C with coboundary d is the graded vector space H[C] =⊕
k∈ZH
k[C] whose kth component Hk[C]—referred to as the kth cohomology—is defined as
Hk[C] := ker(dk)/ image(dk−1)
similarly the homology of a chain complex c is the graded vector space H[c] =
⊕
k∈ZHk[c]
whose kth component Hk[c]—referred to as the kth homology—is defined as
Hk[c] := ker(∂k)/ image(∂k+1).
6. The Euler characteristic of a cochain complex C is defined as
χ(C) :=
∑
k∈Z
(−1)k dimCHk[C],
although (as a corollary of the rank-nullity theorem for vector spaces), one can calculate it
directly from the dimensions of cochain complexes:
χ(C) =
∑
k∈Z
(−1)k dimC Ck.
The definition of the Euler characteristic of a chain complex is syntactically identical:
χ(c) :=
∑
k∈Z
(−1)k dimCHk[c] =
∑
k∈Z
(−1)k dimC ck.
7. The Poincare´ polynomial of a cochain complex C is a polynomial (which we take to be in the
variable “y”) defined as:
PC :=
∑
k∈Z
yk dimCH
k[C] ∈ Z[y].
with the definition for chain complexes once again defined by lowering indices.
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We also offer some remarks for the overly pedantic reader (or for the overly pedantic writer)
1. It is notationally and computationally convenient to work throughout with embedded sub-
spaces rather than abstract vector spaces. An embedded subspace ιW : W ↪→ V of a vector
space V is a linear injection from W into V . For any vector space V , we can think of it as an
embedded subspace in a trivial way: idV : V → V . The tensor product of two embedded sub-
spaces ιW : W ↪→ V and ιY : Y ↪→ X is the embedded subspace ιW⊗ιY : W⊗Y ↪→ V ⊗X. Ev-
ery vector space in this paper (including cohomology components) should be secretly thought
of as an embedded subspace. However, to prevent a proliferation of unnecessary notation, we
will employ the convenient (and widespread) abuse of conflating an embedded subspace with
its image.
2. The direct sum of vector spaces is denoted as V ⊕W and the Cartesian product as V ×W .
These two notions give precisely the same vector space, however when we write V ⊕W we
are emphasizing its properties as a categorical coproduct, and when we write V ×W we are
emphasizing its properties as a categorical product. Roughly speaking this means that V ⊕W
should be secretly thought of as a vector space along with the two maps ιV : V → V ⊕W
and ιW : W → V ⊕W given by ιV : v 7→ v ⊕ 0 and ιW : w 7→ 0 ⊕ w. On the other hand,
V ×W should be secretly thought of as a vector space along with the two projection maps
V ×W → V and V ×W →W .
3 Algebras and States
LetH be a Hilbert space; we allowH to be infinite dimensional in this section. Denote the algebra of
bounded endomorphisms (“operators”) on H as A(H), the subset of self-adjoint bounded operators
(“observables”) as A(H)s.a. = {a ∈ A(H) : a = a∗}, and the (convex) set of of density states
(positive semidefinite operators with unit trace19) on H as Dens(H). The trace supplies a pairing:
Dens(H)×A(H)s.a. −→ R
(ρ, r) 7−→ Tr[ρr].
However, it is often easier complexify things and work with A(H)—which might be thought of as
the space of “complexified observables” via the decomposition a = aR+ iaI into self-adjoint aR and
aI)—and the space of trace-class operators:20
S(H) := {γ ∈ A(H) : Tr[γ] <∞},
which might be thought of as the space of “complexified” density states either via the polar
decomposition theorem, or a combination of the self-adjoint and Jordan decompositions: γ =
Tr(γ)
[
(γR+ − γR−) + i(γI+ − γI−)
]
for γR± , γI± ∈ Dens(H). The trace pairing extends to a bilinear
map:
S(H)×A(H) −→ C
(γ, r) 7−→ Tr[γr].
19If H is the trivial Hilbert space then “unit trace” should be replaced with zero trace.
20A(H) is a C∗-algebra, in particular it is an associative C-algebra. The space of self-adjoint operators on the other
hand do not have an associative algebra structure, but rather the structure of a Jordan C∗-algebra, a somewhat less
popular notion.
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If we equip A(H) with the operator norm, and S(H) with the trace norm, then we can use this
trace pairing to define an isometric isomorphism (of Banach spaces)
(−)Tr : A(H) ∼−→ S(H)∨
r 7−→ rTr := (Tr[(−)r] : γ 7→ Tr[γr])
where (−)∨ is denoting the continuous dual (bounded linear maps into C equipped with its usual
norm). On the other hand, the map
E− : S(H) −→ A(H)∨
γ 7−→ (Eγ : r 7→ Tr[γr])
is an isometric embedding, but is not an isomorphism when H is infinite dimensional (elements in
the image of this map are called normal linear functionals).
In this paper we will only work with finite dimensional H; all subtle analytic conditions vanish
and one can work purely in the realm of linear algebra. In particular, all endomorphisms of H are
trace class and bounded; hence, at the level of vector spaces, then we can write A(H) = End(H) =
S(H). Secondly, the map E− is also an isomorphism; giving an identification between End(H)∨
and End(H). Nevertheless, we will continue to write A(H) and S(H) and avoid using E− as an
isomorphism in order to make the generalizations to infinite dimensions obvious and distinguish
when we are secretly thinking of things as “operators” vs. “complexified states”.
This paper is about quantum mechanics. However, this notation might also allow some readers
to guess at the correct classical, or mixed quantum-classical versions of the constructions here. In
general A(H) can be replaced by a W ∗-algebra (or von Neumann algebra with choice of a particular
representation) and S(H) with its predual (which are canonically embedded into a subspace of
continuous linear functionals of the W ∗ algebra in a representation there is an isometric surjection
into S(H) from the Banach space of trace class operators. In the purely commutative situation
we can replace A(H) with the (commutative) algebra of essentially bounded functions on some
measurable space and S(H) with the space of measures on that measurable space (if we only care
about measure spaces given by a finite collection of points, we can replace A(H) with the algebra
of C-valued functions on a finite set).
4 Building Blocks
Throughout the remainder of this paper H will always be a finite dimensional Hilbert space, A(H)
its algebra of endomorphisms, S(H) the vector space of complexified density states (which is just
the underlying vector space of the algebra of endomorphisms in finite dimensions), and Dens(H)
the (convex) set of density states on H. We begin with a definition critical to the construction of
our (co)chain complexes.
Definition 4.1
Let ρ ∈ Dens(H), then the support projection of ρ–denoted sρ ∈ A(H)—is the orthogonal
projection onto image(ρ) ⊆ H.
From the support projection we will build cochain complexes using following building blocks of
vector subspaces of A(H). (The names of these building blocks will be justified in §5.)
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Definition 4.2
Let ρ ∈ Dens(H), then define the embedded subspaces.a
GNS(ρ) := sρA(H) ≤ A(H)
Com(ρ) := sρA(H) sρ ≤ A(H).
aFor any algebra A and element x ∈ A, we use the common notation Ax := {ax : a ∈ A} and yAx =
{yax : a ∈ A}.
As a somewhat more explicit description: note that a density state ρ supplies an orthogonal decom-
position H ∼= I ⊕ K where I := image(ρ) and K := ker(ρ) = image(ρ)⊥. Using this decomposition
we can identify the C-algebra of endomorphisms A(H) with the algebra of 2× 2 block matrices of
the form
r =
I K( )
rII rIK I
rKI rKK K
(6)
where rII ∈ End(I), rKI ∈ Hom(I,K), rIK ∈ Hom(K, I) and rKK ∈ End(K). Then we have
GNS(ρ) =
{( ∗ 0
∗ 0
)}
≤ A(H),
Com(ρ) =
{( ∗ 0
0 0
)}
≤ A(H).
Note, furthermore, that there are canonical isomorphisms (of C-vector spaces)
GNS(ρ) ∼= Hom[image(ρ),H] ∼= H⊗ image(ρ)∨
Com(ρ) ∼= End[image(ρ)] ∼= image(ρ)⊗ image(ρ)∨.
However it is helpful (both computationally and notationally) to consider GNS(ρ) and Com(ρ) as
embedded subspaces in A(H).
The building blocks for chain complexes are defined as:
Definition 4.3
Let ρ ∈ Dens(H),
gns(ρ) := sρ S(H) ≤ S(H)
com(ρ) := sρ S(H) sρ ≤ S(H).
In finite dimensions, A(H) = S(H) = End(H) (as vector spaces), so we immediately have com(H) =
Com(H); however, as alluded to in §3 this finite-dimensional accident is somewhat misleading in the
context of interpretation and generalizability; so we continue to distinguish between our usage of
com(ρ) and Com(ρ)
Using the trace pairing, the building blocks for cochain complexes are canonically isomorphic
to the duals of the building blocks for chain complexes. Indeed, recall the map
(−)Tr : A(H) ∼−→ S(H)∨ (7)
r 7−→ (γ 7→ Tr[γr]), (8)
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introduced in §3. Its restrictions provide isomorphisms:21
(−)Tr|GNS(ρ) : GNS(ρ) ∼−→ gns(ρ)∨ (9)
and
(−)Tr|Com : Com(ρ) ∼−→ com(ρ)∨. (10)
5 Building Blocks and Right Essential Equivalence Classes
It is worthwhile to take a moment to give a meaning to the cochain building blocks of the previous
section. We begin with a sensible definition.
Definition 5.1
Two operators x, y ∈ A(H) are right essentially equivalent with respect to ρ if
Tr[ρr∗x] = Tr[ρr∗y],
for all r ∈ A(H). Equivalently, x and y are right essential equivalent if x− y ∈ Nρ where
Nρ := {z ∈ A(H) : Tr(ρr∗z) = 0 for all r ∈ A(H)}.
When ρ is understood, we will simply say x and y are “right essentially equivalent”.
From the definition we see that Nρ is a vector space; this observation allows us to verify that right
essential equivalence satisfies the axioms of an equivalence relation on the set A(H). The notion of
right essential equivalence is a non-commutative generalization of the notion of almost everywhere
(a.e.) equivalence of measurable functions (“commutative random variables”) on a measurable
space equipped with some fixed measure, and Nρ is the generalization of functions a.e. equivalent
to zero. Indeed, a Cauchy-Schwarz argument shows that
Nρ = {z ∈ A(H) : Tr(ρz∗z) = 0}
which is the non-commutative version of the statement that a.e. zero functions are precisely those
whose absolute square integrates to zero.
Right essential equivalence is compatible with left multiplication by elements of A(H) as Nρ is
a left ideal: given any z ∈ Nρ we have az ∈ Nρ for any a ∈ A(H). As a result, the set of right
essential equivalence classes22
A(H)/Nρ
forms a left A(H)-module. We claim that this module is canonically isomorphic as a left module
to GNS(ρ), after equipping the latter with a left-module structure given by left multiplication by
elements of A(H). To verify this claim we begin with the following proposition.
21We can also use the map E− defined in §3 to get maps gns(ρ)→ GNS(ρ)∨ and com(ρ)→ Com(ρ)∨. In finite dimen-
sions such maps are isomorphisms; in infinite dimensions they are not isomorphisms, but (isometric) embeddings.
22This is the non-commutative generalization of the space of essentially bounded functions on a measurable space
modulo the two-sided ideal of measure zero essentially bounded functions. In the non-commutative world, we have
either left or right ideals of measure zero functions. The distinction between left and right ideals comes from the
non-equivalent choices of what is meant by the absolute square of a function: either z∗z or zz∗.
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Proposition 5.1
Nρ = A(H)(1− sρ).
Proof. We leave the proof as an exercise. As a hint: one can use non-degeneracy of the trace pairing
to show that Nρ = {x ∈ A(H) : x√ρ = 0}.
This proposition meshes with our intuition if we think ofNρ as generalizing the ideal of functions
that are a.e. equivalent to zero: in classical measure theory, the ideal of such functions only depends
on where the measure is non-zero (i.e. the support of the measure), as opposed to its finer details.
Moreover, the proposition gives us an explicit way to verify right essential equivalence.
Corollary 5.1
Let x, y ∈ A(H), then x and y are right essentially equivalent with respect to ρ if and only
if x sρ = y sρ.
Moreover, for every equivalence class x+Nρ ∈ A(H)/Nρ, the element x sρ ∈ GNS(ρ) is independent
of the choice of representative x ∈ Nρ. Thus, in combination with the above corollary, we have
that the quotient map
q : A(H) −→ A(H)/Nρ
x 7−→ x+Nρ
has a (well-defined) section:23
s : A(H)/Nρ −→ A(H)
x+Nρ 7−→ x sρ .
Moreover q and s are equivariant with respect to the left action of A(H). This gives us the following:
Proposition 5.2
GNS(ρ) and A(H)/Nρ are isomorphic as left A(H) modules using the maps s and q|GNS(ρ).
The following remark describes the relationship of the module of right essential equivalence
classes to the GNS representation.
Remark 5.1: Right Essential Equivalence Classes and the GNS Representation
The module A(H)/Nρ is a precursor to the Gelfand-Neumark-Segal (GNS) representation:
we can equip A(H)/Nρ with a non-degenerate Hermitian inner product given by the descent
of the pairing (x, y) 7→ Tr[ρx∗y]. The result is a Hilbert space;a the left module structure
gives this Hilbert space the structure of a ∗-representation of A(H). In this sense, giving
A(H)/Nρ the name GNS module might be appropriate. The results of this paper most easily
generalize to infinite dimensions when we think of A(H)/Nρ as a Banach module equipped
23I.e. a map such that q ◦ s is the identity map on A(H)/Nρ.
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with the operator norm. In fact, there is a whole family of “Lp-norms” one can place on
A(H)/Nρ: the L2-norm gives the GNS representation, while the L∞-norm is morally the
structure we consider in this paper.
aIn infinite dimensions we would need to take a completion of A(H)/Nρ
Just as GNS(ρ) = A(H) sρ is naturally a left A(H)-submodule of A(H), the subspace Com(ρ) =
sρA(H) sρ is naturally a C-subalgebra.24 As an (non-embedded) algebra it is canonically isomorphic
to End[image(ρ)]. To give the relationship of this algebra to right essential equivalence classes we
introduce the following lemma.
Lemma 5.1
Let k be a field, A be an associative k-algebra, L ⊆ A a left ideal of A, and A(A/L) the
left A modulea given by action via left multiplication. Define I := {a ∈ A : La ⊂ L}, then
the k-algebra of equivariant endomorphisms EndA [A(A/L)] is isomorphic to (I/L)
op, via the
descent of the right multiplication mapb
r : Iop −→ EndA [A(A/L)]
c 7−→ (n+ L 7→ nc+ L).
aAssuming the usual postcomposition of endomorphisms as our multiplication: m(φ1, φ2) = φ1 ◦ φ2.
bIf A is an C-algebra with multiplication (x, y) 7→ x ·y, then Aop is the C-algebra with the same underlying
C-vector space, but with multiplication (x, y) 7→ y · x.
Proof. The proof is a straightforward generalization of Schur’s lemma. See Appendix A.
Applying this to our situation where k = C, A = A(H) and L = Nρ = A(H)(1 − sρ) we have
I = sρA(H) sρ +Nρ. We can see this explicitly if we recall the block matrix decomposition of an
element r ∈ A(H) (described above (6)):
r =
I K( )
rII rIK I
rKI rKK K
.
Using this decomposition:
L =
{( ∗ ∗
0 0
)}
= A(H)(1− sρ)
so it is easy to see that
I =
{( ∗ 0
∗ ∗
)}
= sρA(H) sρ +A(H)(1− sρ)
In the same manner that the quotient module A(H)/Nρ was canonically identified with the sub-
module A(H) sρ via application of support projections, we can identify the quotient algebra I/L
with the subalgebra sρA(H) sρ. As a result, we have the following.
24Indeed, the product of any two elements in sρA(H) sρ is in sρA(H) sρ.
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Proposition 5.3
The right action of the subalgebra sρA(H) sρ on A(H) provides a canonical isomorphism be-
tween the algebra of equivariant isomorphisms of the submodule A(H) sρ and (sρA(H) sρ)op.
In the C∗-algebraic world where one considers ∗-representations, the algebra of equivariant
endomorphisms usually goes by the name “commutant” (this is the origin of our notation Com and
com); the commutant of a ∗-representation of a C∗-algebra is also a C∗-algebra.25 In fact one can
show that the endomorphisms given by the right action of sρA(H) sρ, thought of as a C∗-algebra,
is isomorphic to the commutant of the GNS representation associated to ρ (see Rmk. 5.1).
Unfortunately, our tools in this paper are too brutish, and when we pass to (co)homology (and
Poincare´ polynomials) we will forget any underlying module structures and only remember the
structure of underlying vector spaces. However, Prop. (5.3) shows us that the complexes of vector
spaces built out of Com(ρ) depend on the module structures that were forgotten when constructing
complexes out of GNS(ρ); in this way, we can still encode partial information about forgotten module
structure while only working with vector spaces.
6 Bipartite Complexes
The following definition and notation for bipartite (density) states emphasizes that the Hilbert
spaces in the factorization are part of the data.
Definition 6.1
1. A bipartite density state is a tuple (HA,HB, ρAB) whereHA andHB are non-zero Hilbert
spaces and ρAB ∈ Dens(HA ⊗HB).
2. Given a bipartite density state (HA,HB, ρAB) we define the associated reduced density
states:
ρA := TrB [ρAB] ∈ Dens(HA),
ρB := TrA [ρAB] ∈ Dens(HB).
3. When no confusion can arise, the support projection sρX will be denoted by sX and left
ideal NρX will be denoted NX for X ∈ {AB,A,B}.
4. A bipartite state (HA,HB, ρAB) is pure if ρAB is pure (i.e. ρAB = ψ ⊗ ψ∨ for some
ψ ∈ HA ⊗HB). A bipartite state is mixed if it is not pure.
5. In the following sections a bipartite density state will be denoted by boldface version of
its associated density state, i.e. ρAB will denote (HA,HB, ρAB), with the Hilbert spaces
HA and HB being understood.
Our definition of a bipartite density state includes the situation where one of HA or HB might be a
one-dimensional Hilbert space. Such an extreme situation might not be considered a bipartite state
in practice, however all of our results follow easily using the definition provided above. One can
25Furthermore, it is a von Neumann algebra
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further generalize the above definition to allow for zero Hilbert spaces, but this only complicates
the statements of the results in this paper without much payoff.
6.1 Cochain Complexes
Begin with a bipartite density state ρAB = (HA,HB, ρAB). Then we define the GNS cochain complex
(or just GNS complex ):
G(ρAB) := · · · → 0 −→ C
d−1G−→ GNS(ρA)× GNS(ρB)
d0G−→ GNS(ρAB) −→ 0→ · · · (11)
and the commutant cochain complex (or just commutant complex ):
E(ρAB) := · · · → 0 −→ C
d−1E−→ Com(ρA)× Com(ρB)
d0E−→ Com(ρAB) −→ 0→ · · · (12)
where the coboundaries on G(ρAB) are given by
d−1G : λ 7−→ (λ sA, λ sB),
d0G : (a, b) 7−→ (1A ⊗ b− a⊗ 1B) sAB,
and the coboundaries on E(ρAB) are given by
d−1E : λ 7−→ (λ sA, λ sB),
d0E : (a, b) 7−→ sAB (1A ⊗ b− a⊗ 1B) sAB .
It remains to verify that these are actually cochain complexes: i.e. the coboundaries satisfy dn+1 ◦
dn = 0. This is a straightforward corollary of the following lemma.
Lemma 6.1: Compatibility of supports
(sA⊗ sB) sAB = sAB.
Proof. A straightforward proof follows by showing that for any a ∈ NρA we have a ⊗ 1B ∈ NρAB
and then applying Prop. 5.1. Alternatively, in finite dimensions, one can prove this statement by
showing:
image(ρAB) ≤ image(ρA)⊗HB,
image(ρAB) ≤ HA ⊗ image(ρB).
which is an exercise in linear algebra.26
26One possible way is to verify this fact using Schmidt decompositions and properties of positive semidefinite
operators.
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6.2 Chain complexes
We define chain complexes27
g(ρAB) := · · · ← 0←− C
∂g0←− gns(ρA)⊕ gns(ρB)
∂g1←− gns(ρAB)←− 0← · · · ,
named the GNS chain complex and
e(ρAB) := · · · ← 0←− C
∂e0←− com(ρA)⊕ com(ρB)
∂e1←− com(ρAB)←− 0← · · · ,
named the commutant chain complex ; the boundary maps of either complex are given by the
restricting the following maps to the appropriate domain:
∂0 : α⊕ β 7−→ Tr[α] + Tr[β],
∂1 : γ 7−→ 0A ⊕ TrA[γ]− TrB[γ]⊕ 0B = (−TrB[γ])⊕ (TrA[γ]) ,
where 0X ∈ S(HX) is the zero element. In the construction of the cochain complexes it was
immediately clear that the coboundaries landed in the appropriate spaces, but it was not obvious
that they squared to zero. On the other hand, the maps above clearly satisfy the square zero
condition “∂−1 ◦∂0 = 0”, but their restrictions do not obviously land in the appropriate spaces (one
might expect that the expressions should be compressed by left/right multiplications of support
projections). The following lemma—which can be taken to be the “predual” of the compatibility
of supports lemma—shows that these coboundaries do indeed land in the appropriate spaces.
Lemma 6.2
Let γ ∈ gns(ρAB); define Ac := B and Bc := A. Then TrXc [γ] ∈ gns(ρX) for X ∈ {A,B}.
Similarly if γ ∈ com(ρAB), then TrXc [γ] ∈ com(ρX).
Proof. Begin with γ ∈ gns(ρAB), we will show that TrA[γ] ∈ gns(ρB) by verifying sB TrA[γ] = TrA[γ].
Via Lemma 6.1: sAB = (sA⊗ sB) sAB = (1A ⊗ sB) sAB; so, (1A ⊗ sB)γ = γ. Hence, TrA[γ] =
TrA[(1A ⊗ sB)γ] = sB TrA[γ]. To verify the last equality note that
Tr{TrA[(1A ⊗ sB)γ]b} = Tr[(1A ⊗ sB)γ(1A ⊗ b)]
= Tr[(1A ⊗ b sB)γ]
= Tr[sB TrA(γ)b],
for all b ∈ A(HB). The proof that γ ∈ com(ρAB)⇒ TrXc [γ] ∈ com(ρX) follows similar reasoning.
6.3 Basic Properties of the Bipartite Complexes
We first explore a few simple properties and isomorphisms of the complexes we have constructed.
6.3.1 Descent to Support Equivalence Classes
Our (co)chain complexes are defined directly in terms of the support projections of density states.
27As remarked in §2, the switch between the notation × and ⊕ is notation is a hint at the manner in which the
coboundaries of the complexes are constructed (and provides insight into generalizations of the theory here). However,
one should keep in mind that V ×W and V ⊕W are canonically isomorphic as vector spaces. While an element of
V ×W is written as a pair (v, w) we will denote elements of V ⊕W as v ⊕ w.
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Definition 6.2
Two density states ρ, ϕ ∈ Dens(H) are said to be support equivalent if sρ = sϕ.
It is not hard to see that support equivalence is an honest equivalence relation on density states.
Moreover, the following shows that this equivalence relation is compatible with partial traces.
Lemma 6.3
If ρAB, ϕAB ∈ Dens(HA ⊗ HB) are support equivalent, then their reduced density matrices
are support equivalent.
Proof. Let a ∈ NA, then by definition:
0 = Tr[ρAa
∗a] = Tr[ρABa∗a⊗ 1B]
but the right hand side vanishes if and only if a⊗ 1B ∈ NρAB = A(H)(1− sρAB) = A(H)(1− sϕAB) =
NϕAB (where we have used Prop. 5.1). Using this we can show NρA = NϕA ; it is then straightforward
to verify that sρA = sϕA . Repeating the argument we have sρB = sϕB .
With Lem. 6.3 in mind, we introduce a definition of support equivalence for bipartite density
states that live on the same Hilbert space decomposition.
Definition 6.3
Two bipartite density states ρAB = (HA,HB, ρAB) and ρ′AB = (HA,HB, ρ′AB) are support
equivalent if ρAB is support equivalent to ρ
′
AB.
The following is immediate via definition and Lem. 6.3.
Proposition 6.1
The (co)chain complexes constructed above only depend on support equivalence classes: i.e.
if ρAB and ϕAB are support equivalent then G(ρAB) = G(ϕAB) and E(ρAB) = E(ϕAB) (and
similarly for the corresponding chain complexes).
As a result, our (co)chain complexes, and hence their (co)homologies, will not depend on some
of the finer details of density states. In particular, if we have a density state ρAB with spectral
decomposition
ρAB =
∑
i∈I
λiPi
for some eigenvalues {λi}i∈I ⊆ (0, 1]>0 and projections {Pi}i∈I ∈ A(HA ⊗HB), then because our
cohomologies will only depend on the projection
sAB =
∑
i∈I
Pi,
we can vary the eigenvalues λi inside of (0, 1]>0 without changing the associated chain complexes.
Furthermore, for density states of rank > 1, there are non-commuting density states with the
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same support projection; hence, there are support equivalent density states with incompatible
spectral decompositions. Generalizing the results here in a manner that depends on finer details
of the spectral decomposition will require a more sophisticated approach than presented in this
paper. Alternatively, this “bug” can turn, be considered a “feature”: namely our (co)homologies
are invariants of families of density states that vary within a given support equivalence class (a
linear/convex subspace of the convex space of density states).
Remark 6.1
Every subspace of a finite dimensional Hilbert space can be realized as the image of the
support projection of some density state. With this observation we have a bijective corre-
spondence:
Pairs (HA,HB)
of Hilbert spaces
along with a support
equivalence class
of states ρAB ∈
Dens(HA ⊗ HB).
Pairs (HA,HB) of
Hilbert spaces along
with a subspace
V ≤ HA ⊗ HB.
so by Prop. 6.1 we can think of our (co)chain complexes as associated to the data of a pair
(HA,HB) along with a subspace V ≤ HA ⊗ HB. However, to emphasize the applicability
to individual states in quantum mechanics (and with an eye toward generalizability) we
continue to think of our (co)chain complexes as associated to density states.a
aIn infinite dimensions this bijective correspondence holds true with subspaces V ⊆ HA ⊗ HB that are
closed and of countable dimension (separable). From a von Neumann algebraic perspective, such subspaces
are in correspondence with (weakly closed) left ideals of A(HA) ⊗sp A(HB) := A(HA ⊗HB), where “⊗sp” is
the spatial tensor product of von Neumann algebras.
6.3.2 Trace duality for Chains and Cochains
Recall that the dual of a chain complex (of C-vector spaces):
c = · · · ∂−2←− c−2 ∂−1←− c−1 ∂0←− c0 ∂1←− c1 ∂2←− c2 ∂3←− · · ·
is the cochain complex c∨ given by:
c∨ = · · · (∂−2)
∨
−→ (c−2)∨ (∂−1)
∨
−→ (c−1)∨ (∂0)
∨
−→ (c0)∨ (∂1)
∨
−→ (c1)∨ (∂2)
∨
−→ (c2)∨ (∂3)
∨
−→ · · ·
i.e. the cochain complex with components (c∨)k := (ck)∨ = Hom(ck,C) and coboundaries
dk := (∂k+1)
∨ : (c∨)k −→ (c∨)k+1
ω 7−→ ω ◦ ∂k+1.
At the end of §4 we showed that the building blocks for cochain complexes were isomorphic to the
duals of chain complexes using restrictions of the map (−)Tr defined by partial application of the
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trace pairing. We can use these isomorphisms to define componentwise maps:
· · · // 0 //

C //
σ−1G =id

GNS(ρA)× GNS(ρB) //
σ0G=(−)TrA ×(−)TrB

GNS(ρAB) //
σ1G=(−)TrAB

0 //

· · ·
· · · // 0 // C // [gns(ρA)]∨ × [gns(ρB)]∨ // [gns(ρAB)]∨ // 0 // · · ·
(13)
and
· · · // 0 //

C //
σ−1E =id

Com(ρA)× Com(ρB) //
σ0E=(−)TrA ×(−)TrB

Com(ρAB) //
σ1E=(−)TrAB

0 //

· · ·
· · · // 0 // C // [com(ρA)]∨ × [com(ρB)]∨ // [com(ρAB)]∨ // 0 // · · ·
(14)
One can check that all squares above commute: i.e. our componentwise defined maps commute with
coboundaries and so are honest chain maps (which is a fancy manifestation of the trace-pairing
duality/adjunction between tensoring by the identity maps and partial traces); so we have the
following.28
Proposition 6.2
Componentwise application of restrictions of (−)Tr defines a cochain isomorphisms.
σG : G(ρAB)
∼−→ [g(ρAB)]∨
σE : E(ρAB)
∼−→ [e(ρAB)]∨ .
The cohomology of a dual of a chain complex (of C-vector spaces) is isomorphic to the dual of the
homology of the chain complex: i.e. Hk[c∨] ∼−→ (Hk[c])∨ via the (well-defined) map29
hkc : H
k[c∨] −→ (Hk[c])∨
[f : c 7→ f(c)] 7−→ ([c] 7→ f(c))
where the square brackets on the second line denote classes in (co)homology (e.g. [c] denotes the
homology class of the chain c). Hence, we have isomorphisms.
hkG ◦ (σkG)∗ : Hk [G(ρ)] ∼−→ Hk [g(ρ)]∨ ,
hkE ◦ (σkE)∗ : Hk [G(ρ)] ∼−→ Hk [e(ρ)]∨ .
As a result of this isomorphism, we will specialize most of our results to the cochain/cohomological
realm, with the understanding that the appropriate version is given by taking the appropriate duals
(at least in finite dimensions).
6.3.3 Equivariance Under Permutation of Tensor Factors
The following is a straightforward exercise.
28In Prop. 7.6 one can find a sketch of a proof of a generalization of Prop. 6.2 to the multipartite situation.
29If we were working with chain complexes R-modules for some ring R, this map would have a kernel given by
Ext1(ck−1, R) This group vanishes if R is a field (i.e. complexes of vector spaces over field).
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Proposition 6.3
Let ρAB = ((HA,HB), ρAB) be a bipartite density state; suppose u : HA ⊗HB → HB ⊗HA is
the obvious reshuffling map and define the bipartite density state ρBA := ((HB,HA), uρu∗).
Then there are (canonical) chain isomorphisms
UG : G(ρAB)
∼−→ G(ρBA)
UE : E(ρAB)
∼−→ E(ρBA).
6.3.4 Equivariance under Local Unitary/Invertible Transformations
If the cochain complexes defined so far encapsulate interesting information about the entanglement
properties of bipartite states, then one should expect that they transform nicely under “local”
unitary transformations: i.e. unitary transformations on each tensor factor.30 We formalize the
definition of such transformations with the notation we have developed. As we will see, it is helpful
to give a generalize our definition to include arbitrary invertible transformations that might not be
unitary.
Definition 6.4
Let ρAB := (HA,HB, ρAB) and ϕAB = (KA,KB, ϕAB) be bipartite density states. A local
invertible transformation l : ρAB → ϕAB is a pair of invertible linear mapsa (lA : HA →
KB, lB : HA → KA) such that ϕAB = lρABl−1. When lA and lB are unitary (l−1X = l∗X), we
call the pair (lA, lB) a local unitary transformation.
aIn infinite dimensions we require these to be bounded.
Lemma 6.4
Let l : H → K be an invertible linear transformationa and ρ ∈ Dens(H), then the appropriate
restrictions of the map
A(H) −→ A(K)
r 7−→ lrl−1
gives isomorphisms of vector spaces:
GNS(l) : GNS(ρ)
∼−→ GNS(lρl−1),
Com(l) : Com(ρ)
∼−→ Com(lρl−1).
aBounded for infinite dimensional Hilbert spaces.
Proof. Note that slρl−1 = l sρ l
−1. Hence, if r sρ = r we must have
lrl−1 slρl−1 = lrl−1l sρ l−1 = lrl−1
30The adjective “local” is being used synonymously here with “tensor factor”, however nothing about our setup
implies that the tensor factors are associated to any specific underlying geometry.
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thus, r ∈ GNS(ρ) ⇒ lrl−1 ∈ GNS(lρl−1); by a similar argument, we have r ∈ Com(ρ) ⇒ lrl−1 ∈
Com(lρl−1). Showing these maps are isomorphisms is straightforward.
Theorem 6.1
Let ρAB := (HA,HB, ρAB) and ϕAB = (KA,KB, ϕAB) be bipartite density states; suppose
l : ρAB → ϕAB is a local unitary transformation given by (lA : HA → KA, lB : HB → KB),
then there are induced chain isomorphisms
G(l) : G(ρAB)
∼−→ G(ϕAB)
E(l) : E(ρAB)
∼−→ E(ϕAB)
given componentwise by
· · · // 0 //

C //
G−1(l)=id

GNS(ρA)× GNS(ρB) //
G0(l)=GNS(lA)×GNS(lB)

GNS(ρAB) //
G1(l)=GNS(lA⊗lB)

0 //

· · ·
· · · // 0 // C // GNS(lAρAl−1A )× GNS(lBρABl−1B ) // GNS(lABρABl−1AB) // 0 // · · ·
and
· · · // 0 //

C //
E−1(l)=id

Com(ρA)× Com(ρB) //
E0(l)=Com(lA)×Com(lB)

Com(ρAB) //
E1(l)=Com(lA⊗lB)

0 //

· · ·
· · · // 0 // C // Com(lAρAlA)× Com(lBρABlB) // Com(lABρABlAB) // 0 // · · ·
More generally, one can define a local completely positive map between density states as a
pair of completely positive maps that plays nicely with support projections; such maps induce
chain morphisms.31 However, because we will not explicitly need such technology we leave the
appropriate definitions and statements (which should make an appearance in future work) as an
exercise for the interested reader.
Because every cochain map induces a map in cohomology we have the following corollary.
Corollary 6.1
The G and E cohomology groups of bipartite density states related by a local invertible
transformation are canonically isomorphic. In particular, the Poincare´ polynomials
PG(ρAB) := dimH
0[G(ρAB)] + dimH
1[G(ρAB)]y ∈ Z[y],
PE(ρAB) := dimH
0[E(ρAB)] + dimH
1[E(ρAB)]y ∈ Z[y]
are invariant under local invertible transformations of ρAB.
31More generally, completely positive maps that admit a decomposition into Kraus operators that factorize (known
as separable operations [27]), and play nicely with support projections, will induce chain morphisms.
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6.3.5 Poincare´ Polynomials as SLOCC Invariants
Because local unitary transformations are a special case of local invertible transformations, the
discussion above establishes equivariance of our cohomology groups (Poincare´ polynomials) under
local unitary transformations. In particular, the corresponding Poincare´ polynomials only depend
on local unitary equivalence classes of density states (two density states being local unitary equiv-
alent if there exists a local unitary transformation between them). However, because Thm. 6.1
and Cor. 6.1 actually pertain to invertible linear transformations, they only depend equivalence
classes of density states defined by local invertible transformations. In the context of pure density
states, such equivalence classes can be interpreted as equivalence classes of (pure) states that are
(stochastically) related by a special class of quantum operations dubbed LOCC (local operations
and classical communication) (see, e.g. [27, §16.4]); in this context, local invertible equivalence
classes of pure density states are known as SLOCC equivalence classes and Cor. 6.1 shows that
the Poincare´ polynomials PG and PE are SLOCC invariants for pure bipartite density states (i.e.
they only depend on SLOCC equivalence classes).32 Although we will not make use of such an
operational perspective, we will adopt this terminology for the remainder of this section if only
for the reason that “SLOCC equivalence class” is a more succinct phrase than “local invertible
equivalence class”.
Restricting our attention to pure bipartite density states, it is easy to see that the Schmidt
rank is also a invariant under local invertible transformations; moreover, two states with the same
Schmidt rank are equivalent under local invertible transformations. Hence, the Schmidt rank is
a complete local SLOCC invariant: its value determines a unique equivalence class. Thus, there
are min(dA, dB) SLOCC equivalence classes of pure bipartite density states, each uniquely labelled
by the corresponding Schmidt rank. As a result, we should only see at most min(dA, dB) possible
Poincare´ polynomials associated to pure bipartite density states on with Hilbert space tensor factors
of dimensions dA and dB. As we will see (c.f. Rmk. 6.6), these Poincare´ polynomials are explicit
functions of the Schmidt rank, and are complete SLOCC invariants: there are precisely min(dA, dB)
possible polynomials, each uniquely labelling an SLOCC equivalence class.
This might not seem particularly impressive: the Schmidt rank, which is easily computable,
already forms a very good SLOCC invariant. The computation of Poincare´ polynomials for bi-
partite pure states, offers no further advantage. However, multipartite SLOCC/local-invertible
equivalence classes have a much more complicated structure. In the generalization of our cohomo-
logical technology to multipartite density states, the Poincare´ polynomials associated to the pure
multipartite density states are SLOCC invariants and it is not unreasonable to speculate that they
might form a useful tool for distinguishing SLOCC equivalence classes. As proof of concept of such
an application, in §9.1.2 (and §9.2.3) we distinguish the SLOCC equivalence classes of tripartite
(and multipartite) GHZ and W-states via their commutant Poincare´ polynomials.
6.3.6 Comparison of the Bipartite GNS and Commutant (Co)homologies
There are natural chain morphisms between the GNS and commutant complexes. For any ρ ∈
Dens(H) we automatically have an inclusion of building blocks
iρ : com(ρ) ↪−→ gns(ρ). (15)
32Note that these polynomials might not be invariant polynomials associated to the standard algebraic structure
on the space of SLOCC equivalence classes, thought of as quotient of a projective space.
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Taking the dual map i∨ρ and utilizing the canonical identifications com(ρ)∨ ∼= Com(ρ) and gns(ρ) ∼=
GNS(ρ) (c.f. equations (10) and (9)) we have the surjective linear map:
Πρ : GNS(ρ) −→ Com(ρ) (16)
r 7−→ sρ r. (17)
If we work with a bipartite state ρAB ∈ Dens(HA ⊗ HB) and define iX := iρX and ΠX := ΠρX for
X ∈ {A,B,AB}, then we then have componentwise maps
· · · 0oo Coo gns(ρA)⊕ gns(ρB)oo gns(ρAB)oo 0oo · · ·oo
· · · 0oo
OO
Coo
i−1:=id
OO
com(ρA)⊕ com(ρB)oo
i0:=iA⊕iB
OO
com(ρAB)oo
i1:=iAB
OO
0oo
OO
· · ·oo
(18)
and
· · · // 0 //

C //
Π−1:=id

GNS(ρA)× GNS(ρB) //
Π0:=ΠA×ΠB

GNS(ρAB) //
Π1:=ΠAB

0 //

· · ·
· · · // 0 // C // Com(ρA)× Com(ρB) // Com(ρAB) // 0 // · · ·
(19)
(with ik and Pk being defined as the zero map for k 6= −1, 0, 1).
Proposition 6.4
The maps above assemble into a (co)chain morphisms
i : e(ρAB) −→ g(ρAB),
Π : G(ρAB) −→ E(ρAB).
where, moreover i (resp. P ) is componentwise injective (resp. surjective).
Proof. We need only show commutativity with the coboundary. This follows by working through
the definitions of the coboundaries along with an application of Lem. 6.2 (for i) or Lem. 6.1 (for
Π).
The kernel of a chain morphism M : C → D is a cochain complex ker(M) formed by taking
componentwise kernels and restrictions of coboundaries of C. Let ker(Π) denote the kernel of the
cochain morphism P defined above. Then, by componentwise surjectivity of P , we have a short
exact sequences of cochain complexes:
0 −→ ker(Π) ι−→ G(ρAB) Π−→ E(ρAB) −→ 0
where ι is the obvious inclusion. We can think of ker(Π) as a complex built33 from the building
block ker(Πρ) = (1− sρ)A(H) sρ; using the block matrix decomposition of §4:
ker(Πρ) =
{(
0 0
∗ 0
)}
∼= Hom(image(ρ), ker(ρ)).
33In fact, one can also build a cochain complex using the ideals Nρ as building blocks.
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The induced long exact sequence in cohomology is:
0 H0[ker(Π)] H0[G(ρAB)] H
0[E(ρAB)]
H1[ker(Π)] H1[G(ρAB)] H
1[E(ρAB)] 0,
ι0∗ P 0∗
δ0
ι1∗ P 1∗
(20)
where δ0 is the Bockstein homomorphism.34
Similarly we can define the cokernel of any map of complexes; because i is just realizing e as a
subcomplex of g then coker(i) is the quotient complex g(ρAB)/e(ρAB) and we end up with a short
exact sequence:
0←− g(ρAB)/e(ρAB) pi←− g(ρAB) i←− e(ρAB)←− 0,
(where pi is the componentwise projection map) and an associated long exact sequence
0 H0[e(ρAB)] H0[g(ρAB)] H0[e(ρAB)]
H1[e(ρAB)] H1[g(ρAB)] H1[e(ρAB)] 0.
(pi0)∗ (i0)∗
δ0
(pi1)∗ (i1)∗
By taking duals we recover the story in cohomology.
Remark 6.2
The fact that one gets (co)chain maps is deeply related the fact that the process of taking (the
underlying vector space of) equivariant endomorphisms of a module (for a C-algebra) with
distinguished cyclic point is functorial. On the other hand, the surjective map gns(ρ) −→
com(ρ) given by γ 7→ γ sρ and its dual inclusion Com(ρ) ↪→ GNS(ρ) do not produce (co)chain
maps.
6.4 Factorizability and Cohomology
Next we would like to understand the extent that the (co)homologies of our (co)chain complexes
detect factorizability of a density state. For pure density states, the notion of factorizability relevant
to our purposes is the standard one. However, for mixed density states the situation is more
complex, and the notion of factorizability relevant to our (co)homological approach will be a weaker
notion we call support factorizability. In the next section we introduce some relevant definitions of
factorizability and its generalizations.
6.4.1 Factorizabilia
We begin with the most straightforward definition of factorizability.
34As an easy corollary of this long exact sequence, we have that dimH1[E(ρAB)] ≤ dimH1[G(ρAB)].
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Definition 6.5
A bipartite density state ρAB is factorizable if ρAB = ρA ⊗ ρB.
This definition of factorizability is equivalent to the factorizability of the expectation value func-
tional EρAB , i.e. EρAB(a ⊗ b) = EρA(a)EρB(b) for all (a, b) ∈ A(HA) × A(HB) (see also Lem. 6.6).
Moreover, it generalizes the natural notion of factorizability for vectors in a Hilbert space.
Proposition 6.5
If ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗HB, then ρAB is factorizable if and only if ψ = ψA ⊗ ψB
for some ψX ∈ HX (i.e. ψ is factorizable).
Quantum informatics students learn early that factorizability of a pure state can be accomplished
by a computation of partial traces.
Proposition 6.6
A unit norm vector ψ ∈ HA ⊗ HB can be written as ψ = ψA ⊗ ψB if and only if
rank (TrX[ψ ⊗ ψ∨]) = 1, where X is one of A or B.
Because our (co)chain complexes can only detect properties of density states up to support
equivalence, it is more appropriate to focus our attention on the following variant of factorizability
(which we will see is a strictly weaker than factorizability for mixed states).
Definition 6.6
A bipartite density state ρAB is support factorizable if ρAB is support equivalent to ρA ⊗ ρB
(equivalently, sAB = sA⊗ sB).
Similar to factorizability for pure states, we can easily check for support factorizability by
computing ranks of partial traces.35
Proposition 6.7
If ρAB is a (finite rank) bipartite density state, then rank(ρAB) ≤ rank(ρA) rank(ρB) with
equality if and only if ρAB is support factorizable.
a
aThis also holds for finite rank density states in infinite dimensions.
Proof. This is an immediate consequence of the compatibility of supports lemma (Lem. 6.1).
The following is immediate.
Proposition 6.8
If a bipartite density state is factorizable, then it is support factorizable.
Restricting our attention to pure states, the converse of Prop. 6.8 holds (we leave the proof of
the following as a simple exercise).
35Although, if our state is mixed, it is not guaranteed that the ranks of partial traces over disjoint subsystems are
equal; so really we must compute partial traces over both subsystems if our state is not pure.
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Proposition 6.9
Suppose ρAB is a bipartite density state such that rank(ρAB) = 1 (i.e. ρAB is a pure) then
ρAB is factorizable if and only if it is support factorizable.
However, the converse of Prop. 6.8 does not hold in general for mixed factorizable states as the
following counter-example demonstrates.
Example 6.1: Support Factorizable but not Factorizable
Let HA and HB be single-qubit Hilbert spaces: two-dimensional Hilbert spaces equipped
with (orthonormal) computational bases {|0X〉 , |1X〉} ⊆ HX. Consider the three parameter
family of “diagonal” bipartite states (HA,HB, ρAB) given by:
ρAB = λ1 |0A0B〉 〈0A0B|+ λ2 |0A1B〉 〈0A1B|+ λ3 |1A0B〉 〈1A0B|+
+ (1− λ1 − λ2 − λ3) |1A1B〉 〈1A1B|
where {λi}3i=1 ∈ [0, 1]. It is a straightforward exercise to show that this is factorizable if
and only if (λ1 + λ2) (λ1λ3 + 1) = 0. Thus, a generic choice of {λi}3i=1 ⊆ [0, 1] will provide
a non-factorizable state that is support equivalent to a factorizable state. (For concreteness
we can choose e.g. λ1 = λ2 = 1/3 and λ3 = 1/4).
More generally, we might ask if there are any mixed bipartite density states that are support
factorizable but not separable. Recall a density state is separable if it can be written as a convex
linear combination of factorizable density states. The failure to be separable is usually taken to be
the generalization of entanglement to mixed states.36 The density states in the counter-example
above are all clearly separable from the way we have presented them. There are support factorizable
states that not only fail to be factorizable, but also fail to be separable: i.e. cannot be written as
a convex linear combination of factorizable states.
Example 6.2: Support Factorizable but Entangled (Not Separable)
Let HA and HB be single-qubit Hilbert spaces as in Ex 6.1. Consider the one-parameter
family of bipartite density states (HA,HB, ρAB) given by:
ρAB = λ (|00〉+ |11〉) (〈00|+ 〈11|) + λ
4
1
where 1 = 1A⊗1B is the identity operator on HA⊗HB, and λ ∈ (0, 1). These are commonly
known as “Werner states”. When λ > 1/3 this state fails to satisfy the Peres-Horodecki/PPT
(positive partial transpose) criterion and so must be non-separable. On the other hand, it is
clear that sAB = sA⊗ sB for any λ ∈ (0, 1).
So, not surprisingly, support factorizability is a rather weak property. Nevertheless, it is a
natural property to ask for when studying families of bipartite density states.
36The action of local operations and classical communication (LOCC) on a factorizable density state produces a
separable density states; conversely, every separable density state can be created by acting on a factorizable density
state with LOCC. This characterizes entangled states as precisely those that cannot be generated from factorizable
states via LOCC [28].
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6.4.2 Pure States
As a first step toward understanding what cohomology can tell us about factorizability, we provide
the following easy theorem.
Theorem 6.2
Let ρAB be a bipartite density state with ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗HB, then
dimHk[E(ρAB)] =
{
2(S2 − 1) , if k = 0
0 , otherwise
where S is the Schmidt rank of ψ (equivalently given as rank (TrX[ψ ⊗ ψ∨]) for X ∈ {A,B}).
In particular ψ is factorizable if and only if Hk[E(ρAB)] = 0 for all k.
Proof. By working through the definitions it is easy to see that the degree one cohomology vanishes.
Hence, the dimension of the zeroth cohomology group must equal to the Euler characteristic which
is easily computed to be 2S2 − 2.
In fact, it is straightforward to explicitly compute (co)homology groups: let ρAB be a pure state
as in Thm. 6.2 then:
H1[e(ρAB)] = 0,
H0[e(ρAB)] = {(γA, γB) ∈ com(ρA)× com(ρB) : Tr[γA] = −Tr[γB]}/spanC{(−ρA, ρB)}.
Via the trace pairing duality, then:
H1[E(ρAB)] = 0,
H0[E(ρAB)] = {(a, b) ∈ Com(ρA)× Com(ρB) : Tr[ρAa] = Tr[ρBb] = 0}/spanC{(sA, sB)},
and it follows that the degree 0 (co)homology groups have dimension 2S2 − 2.
The following proposition shows that the zeroth cohomology of G(ρAB) also detects factoriz-
ability of pure states.
Theorem 6.3
Let ρAB be a bipartite density state with ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗ HB, then
H0[G(ρAB)] = 0 if and only if ψ is factorizable.
Proof. If ψ is factorizable then sX for X ∈ {A,B,AB} is a rank 1 projection. Suppose H0[G] = 0,
then by the long exact sequence (20) we have H0[ker(Π)] = 0; as a result, the Euler characteristic
χ = χ[ker(Π)] of ker(Π) must be −dimH1[ker(Π)]. It is a straightforward exercise to calculate
χ = (1− rA)2 + (1− rB)2 − (1− rAB)2
where rX := rank(ρX). Because H
0[ker(Π)] = 0, then we must have
dimH1[ker(Π)] = −χ = −(1− rA)2 − (1− rB)2 + (1− rAB)2.
Because ρAB is pure, then rAB = 1. Further, a dimension must be ≥ 0; so we must have rA = rB = 1;
hence, ψ is factorizable.
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Theorem 6.3 can also be considered as a corollary of Thm. 6.7 below, where we construct non-
trivial cohomology classes and provide the dimension of H0[G(ρAB)] in terms of the Schmidt rank
S. However, it is instructive to supply a quicker construction of non-trivial cohomology classes
(providing another proof of Thm. 6.3). To this end, suppose x is a self-adjoint operator on a finite
dimensional Hilbert space, then x has the spectral decomposition
x =
∑
λ∈σ 6=0(x)
λPλ
where σ 6=0(x) is the non-vanishing set of eigenvalues of x, and Pλ is the projection onto the
eigenspace associated to eigenvalue λ ∈ σ6=0(x). Then for any function f : R → C we can de-
fine a new operator37
f(x) =
∑
λ∈σ6=0
f(λ)Pλ.
The following lemma allows us to provide alternative proofs of Theorems 6.2 and 6.3.
Lemma 6.5
Let ρAB be a pure bipartite density state and f : R→ C a functiona, then (f(ρA), f(ρB)) ∈
A(HA)×A(HB) defines a degree 0 cocycle of both E(ρAB) and G(ρAB).
aIn infinite dimensions we use the Borel function calculus and require f to be Borel-measurable and
essentially bounded.
Proof. Because ρAB is pure, then ρA = ψ ⊗ ψ∨ for some unit vector ψ ∈ HA ⊗ HB (unique up to
multiplication by an element of the unit circle). It is clear that f(ρX) = sX f(ρAB) sX so f(ρX) is
an element of both Com(ρX) and GNS(ρX). Note that (sA⊗f(ρB)− f(ρA)⊗ sA) sAB = 0 if and only if
0 = (sA⊗f(ρB)− f(ρA)⊗ sA)ψ.
With this in hand, the result follows easily by choosing a Schmidt decomposition of ψ and expressing
f(ρA) and f(ρB) as weighted sums of projections onto the orthonormal vectors in this Schmidt
decomposition.
As a special family of cases: note that, by choosing f to be characteristic functions with
sufficiently small support, we can select out pairs of projection operators. When ρAB is pure, its
reduced states have the same spectrum, and these pairs of projection operators are those pairs of
projections onto eigenspaces that are associated to a given eigenvalue. For a generic pure bipartite
state with Schmidt rank S (where “generic” means that the Schmidt coefficients have multiplicity at
most 1), this provides (S − 1)-independent elements of H0[E(ρAB)] and H0[G(ρAB)]. Hence, when
the state is generic, we have just provided an alternative proof to both Thm. 6.2 and Thm. 6.3.
37Note that the right hand side is a well-defined operator for any function of underlying sets f : R → C. This
means, we require no, e.g. continuity properties. (In fact, if we can work with functions only be defined on σ6=0(x), and
extend arbitrarily, if we wish.) In infinite dimensions one can perform similar procedures on self-adjoint operators with
respect to a restricted class of functions (e.g. the continuous functional calculus, holomorphic functional calculus, and
Borel functional calculus). The proper generalization of our discussion here relies on taking f to be Borel measurable
and applying the Borel functional calculus.
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To extend to the case when the state is not generic we use Thm. 6.1: suppose ρAB = ψ ⊗ ψ∨ and
the Schmidt decomposition of ψ has Schmidt coefficients with multiplicity ≥ 1; then we can always
find linear transformations lX : HX → HX, X ∈ {A,B}, such that (lA ⊗ lB)ψ is a unit norm vector
with generic Schmidt decomposition (note that this requires lA and lB to be non-unitary), by an
application of Thm. 6.1.
As yet another way to prove Theorems 6.2 and 6.3 using Lem. 6.5, we can choose f : R → C
to be the function log+ given by log+(λ) = log(λ) for λ > 0 and 0 otherwise; the result is that
(log+(ρA), log+(ρB)) defines a cocycle.
38 It is straightforward to show that, outside of the highly
non-generic case that that all Schmidt coefficients are equal to 1/S (where S is the Schmidt rank),
this cocycle defines a non-trivial cohomology class if S > 1. Once again, one can treat the generic
situation by an application of Thm. 6.1.
Remark 6.3
The operator − log+(ρ) is related to the modular Hamiltonian, alluding to its role in the
modular flow of Tomita-Takesaki.a Traditionally the modular flow is only defined for full
rank states; however, there is nothing wrong with defining it for non-full rank states. In this
sense, the modular Hamiltonians of reduced density states of a pure bipartite state always
form a cocycle, which is (generically) represents a non-trivial cohomology class of either GNS
or commutant cohomology whenever the state is entangled.
aThe flow here is on the GNS representation associated to ρ; the modular flow acts on the GNS repre-
sentation (given by H ⊗ image(ρ)∨ for finite rank ρ)) by right multiplication by the 1-parameter of unitary
elements t 7→ ρit for real t; it commutes with left multiplication by elements of A(H).
6.4.3 Mixed States
We turn our attention to generic, possibly mixed (non-pure) states. In this more general setup, we
have the following weaker version of Thms. 6.3 and 6.2.
Theorem 6.4
If ρAB is support factorizable then H
0[E(ρAB)] = H
0[G(ρAB)] = 0.
Proof. The proof follows from the observation that a⊗sB− sA⊗b = 0 for (a, b) ∈ GNS(ρA)×GNS(ρB)
if and only if a = sA and b = sB.
So, even for mixed states, cohomologies can be used to detect factorizability: the non-vanishing
of either GNS or commutant cohomologies contradicts support factorizability, and hence factor-
izability. However, the converse to Thm. 6.4 is not true for a general mixed state: without pu-
rity, vanishing of cohomologies does not imply factorizability. The first example below provides a
counter-example. The second example shows that there exist separable states (recall that a density
state is separable if it can be written as a convex linear combination of factorizable states) whose
cohomologies are non-vanishing.39
38Our choice of modifying the logarithm to be finite at zero is somewhat immaterial: no matter how we wish to
extend the notion of logarithm log(ρ) as an operator on image(ρ)⊕ ker(ρ), the extension results in the same element
log(ρ) sρ ∈ GNS(ρ) and sρ log(ρ) sρ ∈ Com(ρ).
39One can use the included software to calculate explicit cohomologies of the examples.
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Example 6.3
In the following we suppress the indices A and B and {|0〉 , |1〉} denotes an orthonormal basis
for a qubit Hilbert space (i.e. a two-dimensional Hilbert space).
1. sAB is a strict subprojection of sA⊗ sB (i.e. not support factorizable) but H0[G(ρAB)] =
H0[E(ρAB)] = 0:
(a) ρAB = λ |00〉 〈00|+ (1− λ) |01〉 〈01| for λ ∈ (0, 1);
(b) ρAB = λ |00〉 〈00|+ η |01〉 〈01|+ (1− λ− η) |10〉 〈10| for λ, η ∈ (0, 1].
2. Separable but H0[G(ρAB)], H
0[E(ρAB)] 6= 0:
ρAB = λ |00〉 〈00|+ (1− λ) |11〉 〈11|
for λ > 0. The associated Poincare´ polynomials are PG(ρAB) = 1 + 2y and PE(ρAB) =
5 + 2y.
In §6.5 we present an interpretation of H0[G(ρAB)] in terms of pairs of correlated operators. The
fact that there are separable states with non-vanishing cohomology is related to the fact that
(non-factorizable) separable states can still be associated with correlations between local operators;
because separable states can be constructed from pure factorizable states by local operations and
classical communication [28], one might consider correlation between operators with respect to a
separable state as “classical”.
6.5 Correlation and Cohomology
Next we explore the relationship between the cohomology of G(ρAB) and pairs of operators with
“non-local” correlations.
6.5.1 EPR Pairs
Given a self adjoint operator r ∈ A(H) (a.k.a. an observable), and a density state ρ ∈ Dens(H),
the Born-rule is a way of assigning a probability measure on the spectrum of r. This probability
measure is thought of as the outcome of a “projective measurement” of r: an experiment whose
outcome is an element of the spectrum of r; and modifying the density state associated to the system
to be compatible with this outcome. Given two non-commuting operators q, r ∈ A(H); the Born
rule derived probability measure associated to the outcome of a projective measurement of q, then
r is different than the Born-rule derived probability measure for the projective measurements in the
reversed order. However, for commuting operators, the Born-rule derived probability distributions
are independent of order (an one can even speak of a simultaneous measurement). With this in
mind, we can unambiguously speak of the result of a projective measurement of a pair of operators
(q, r) ∈ A(H)×A(H), the outcome of such a measurement is a pair of real numbers (λ, η) where λ
is in the spectrum of q, η is in the spectrum of r, and such outcomes are distributed according to
the probability measure derived through the Born-rule.
Now given a bipartite density state ρAB = (HA,HB, ρAB), any operators of the form a ⊗ 1B ∈
A(HAB) commute with operators of the form 1A ⊗ b ∈ A(HB) and we can speak of the result of a
projective measurement of the pair (a ⊗ 1B, 1A ⊗ b); for simplicity we will simply say a projective
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measurement of (a, b). If we interpret the tensor factors A and B as spatially disjoint “local”
subsystems, then a measurement of a⊗ 1B can be thought of as a measurement of a by an observer
sitting at the subsystem A and a measurement of 1A ⊗ b as a measurement of b by an observer
sitting at B. If ρAB is a pure entangled (non-factorizable) state, then there are pairs of operators
(a, b) where the outcome of a projective measurement of a is sufficient to determine the outcome
of a projective measurement of b and vice-versa.
To see this we begin with a typical modern version of the Einstein-Podolsky-Rosen gedanken-
experiment one begins with a bipartite system given by qubit Hilbert spaces HA and HB (equipped
with computational bases {|0X〉 , |1X〉}) along with the pure bipartite state given by ρAB = ψbell ⊗
ψ∨bell where
ψBell :=
1√
2
(|0A0B〉+ |1A1B〉) .
Define pX := |0X〉 〈0X| (i.e. the projection operator onto the span of |0X〉) for X ∈ {A,B}. Then a
projective measurement of the pair of operators (pA, pB) in the presence of the state ρAB results
in either the pair (0, 0) (with probability 1/2) or (1, 1) (with probability 1/2). If observers at A
and B know the initial state on the system AB before measurement, the value of the measurement
of pA by an observer at subsystem A automatically and instantaneously knows the result of the
measurement of pB at subsystem B (even if the two are separated by large distance). This sort of
phenomenon is characteristic of pure entangled states.
Remark 6.4
There is a similar, purely classical, phenomenon that also exists for joint probability mea-
sures. For instance, let X be a finite set and µ : X × X → [0, 1] a point-wise defined
probability measure concentrated along the diagonal. Random variables are simply taken to
be C-valued functions on X. The entanglement phenomenon of quantum mechanics, how-
ever, is distinguished by the fact that there are EPR pairs that do not commute: i.e. there
are pairs (a1, b1) and (a2, b2) such that [a1, b1] 6= 0 and [b1, b2] 6= 0. In contrast, all classical
observables/random variables are commutative. See, e.g. [29] for an exposition of the differ-
ences between classical correlations and quantum correlations due to entanglement. When
generalized and restricted to the purely commutative/classical case, the cohomology theory
defined in this paper actually takes into account classical EPR pairs; however, as a reflec-
tion of the fact that entanglement is a quantum mechanical phenomenon, the dimensions of
cohomology groups of, e.g. the Bell state, are different than the dimensions of cohomology
groups associated to a non-factorizable joint probability measure on the set {0, 1}×2. In
particular, the cohomology groups of the Bell state contain non-commuting EPR pairs in
the sense described above.
Using the example above as motivation, we define the notion of an EPR pair in the presence of
an arbitrary bipartite density state.
Definition 6.7
Let ρAB = (HA,HB, ρAB) be a bipartite density state. A pair of self-adjoint operators
(a, b) ∈ A(HA) ×A(HB) is an EPR Pair (associated to ρAB) if the result of any projective
measurement of (a, b) lies on the diagonal of R× R.
I.e. suppose that (a, b) ∈ ker(d0G) with a and b self-adjoint, if an observer associated to the tensor
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factor/subsystem A performs a projective measurement of the variable a, obtaining the eigenvalue
λ, and an observer associated to B performs a simultaneous projective measurement of b, obtaining
the eigenvalue η, then we are guaranteed that λ = η. Requiring the result of any projective
measurement of a to equal the projective measurement of b might appear too strict: more generally
we would like the result of a projective measurement of a to simply determine the value of the
projective measurement of b (encompassing observables that are, perhaps correlated in some non-
linear manner). However, in Appendix B we explain how any pair (a, b) of self-adjoint operators such
that the value of a projective measurement of a determines the value of a projective measurement
of b can be used to construct a new pair (a˜, b) that is an EPR pair by our above definition.
Using the following theorem, we can extract EPR pairs of ρAB (up to shifts by the “trivial”
pair of observables (sA, sB)) from H
0[G(ρAB)].
Theorem 6.5
Let (a, b) ∈ GNS(ρA)× GNS(ρB) be self-adjoint operators.a Then (a, b) ∈ ker(d0G) if and only
if (a, b) is an EPR pair.
aIn particular we must have a ∈ sAA(HA) sA and b ∈ sBA(HB) sB.
Proof. See Appendix B.
Note that all of the explicit cocycles in Lemma. 6.5 are pairs of self-adjoint operators; hence,
this Lemma supplies us with a way of generating EPR pairs.40
Proposition 6.10
Let ρAB be a pure bipartite density state, then (f(ρA), f(ρB)) is an EPR pair for any func-
tiona f : R→ R.
aBorel measurable in infinite dimensions
More generally, one can generate EPR pairs of positive operators from an arbitrary (possibly non-
self adjoint) pair in ker(d0G) using the following observation.
Proposition 6.11
Let (a, b) ∈ ker(d0G), then (a∗a, b∗b) ∈ ker(d0G).
Proof. This follows from the identity (a∗a⊗1B−1A⊗b∗b) sAB = (a⊗1B+1A⊗b)∗(a⊗1B−1A⊗b) sAB
for any (a, b) ∈ A(HA)×A(HB).
6.5.2 Covariance and Cohomology
Not all elements of ker(d0G) are self-adjoint.
41 Nevertheless, we can give a meaning to “maximally
correlated” to any pair of operators by thinking of saturation of their covariance (a linear measure
of correlation). For any two operators x, y ∈ A(HA⊗HB) we define their covariance as Tr[ρABx∗y]−
40Of course, this can be also proven directly from the definition of an EPR pair, without any intermediate reference
to cocycles.
41Or even normal (commute with their adjoint): a more relaxed condition for the notion of a spectral decomposition.
50
Tr[ρABx
∗] Tr[ρABy]; the variance is defined by specializing to x = y. Restricting our attention to
operators of the form x = a⊗ 1B and y = 1A ⊗ b, we present the following definitions.
Definition 6.8
Suppose ρAB is a bipartite density state; for any r ∈ A(HX) define r′ := r − Tr[ρXr], then
define the sesquilinear map
Cov : A(HA)×A(HB) −→ C,
and the quadratic forms
VarA : A(HA) −→ R≥0,
VarB : A(HB) −→ R≥0,
via:
Cov : (a, b) 7−→ Tr[ρAB(a′)∗b′],
VarX : r 7−→ Tr[ρX(r′)∗r′].
The following is easy to show using non-degeneracy of the trace pairing between operators and
states along with the observation that Cov(a, b) = Tr[(ρAB − ρA ⊗ ρB)(a∗ ⊗ b)].
Lemma 6.6
Cov ≡ 0 if and only if ρAB = ρA ⊗ ρB.
In this sense, any pair of operators (a, b) such that Cov(a, b) 6= 0 can be thought of as an obstruc-
tion to factorizability. We claim that the cohomology group H0[G(ρAB)] outputs (right essential
equivalence classes of) such obstructing pairs where Cov is maximized in a precise way. Just as in
commutative probability theory, the (absolute) square of the covariance is bounded above by the
product of variances.
Lemma 6.7
For any (a, b) ∈ A(HA)×A(HB) we have
|Cov(a, b)|2 ≤ VarA(a) VarB(b) (21)
with saturation if and only if a′ ⊗ 1B = λ(1A ⊗ b′) + z for some λ ∈ C and z ∈ NAB (i.e.
a′ ⊗ 1B and λ(1A ⊗ b′) are right essentially equivalent).
Proof. The lemma follows by application of the Cauchy-Schwarz inequality (for possibly degenerate
sesquilinear forms).
Remark 6.5
Notice that Cov, VarA,VarB are invariant under shifts by elements of the left ideals NA
and NB defined in Def. 5.1; so all three of these functions descend to well-defined functions
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on right essential equivalence classes; because the A(H)-module A(H)/Nρ of right essential
equivalence classes is canonically isomorphic to GNS(ρ) (as described in §5), these descents
are canonically identifiable with the restrictions of Cov, VarA, and VarB to the subspaces
GNS(ρX).
The following theorem relates the zeroth cohomology group of G to pairs of operators that
saturate the bound above.
Theorem 6.6
ker(d0G) =
(a, b) ∈ GNS(ρA)× GNS(ρB) :
Cov(a, b) = VarA(a) = VarB(b)
and
Tr[ρAa] = Tr[ρBb]
.
Proof. Suppose (a, b) ∈ ker(d0G); then a ⊗ 1B − 1A ⊗ b ∈ NAB (i.e. a ⊗ 1B and 1A ⊗ b are right
essentially equivalent); it follows that
Tr[ρAa] = Tr[ρAB(1AB)
∗(a⊗ 1B)] = Tr[ρAB(1AB)∗(b⊗ 1A)] = Tr[ρBb]
with this observation it follows that a⊗ 1B − 1A ⊗ b = a′ ⊗ 1B − 1A ⊗ b′; hence,
0 = (a⊗ 1B − 1A ⊗ b) sAB =
(
a′ ⊗ 1B − 1A ⊗ b′
)
sAB;
equivalently, a′⊗1B−1A⊗b′ ∈ NAB. Thus, by Lemma 6.7 we have |Cov(a, b)|2 = VarA(a) VarB(b)⇒
Cov(a, b) = λ
√
VarA(a) VarB(b) for some λ ∈ C with |λ| = 1 (and we take the positive square root
of VarA(a) VarB(b) ≥ 0). Moreover,
Tr
[
ρAB(a
′ ⊗ 1B − 1A ⊗ b′)∗(a′ ⊗ 1B − 1A ⊗ b′)
]
= VarA(a) + VarB(b)− 2 Cov(a, b). (22)
The left-hand-side of the above must vanish as a′ ⊗ 1B − 1A ⊗ b′ ∈ NAB. Because VarA(a) and
VarB(b) are non-negative, the only way the right-hand-side can vanish is if λ = 1; it follows that
Cov(a, b) = VarA(a) = VarB(b). Thus, we have shown
ker(d0G) ⊆ {(a, b) ∈ GNS(ρA)× GNS(ρA) : Cov(a, b) = VarA(a) = VarB(b) and Tr[ρAa] = Tr[ρBb]} .
For the reverse inclusion, suppose (a, b) ∈ GNS(ρA) × GNS(ρB) is such that Cov(a, b) = VarA(a) =
VarB(b) and Tr[ρAa] = Tr[ρBb]. By Lem. 6.7 we have a
′⊗1B−1A⊗ b′ ∈ NAB. But a⊗1B−1A⊗ b =
a′ ⊗ 1B − 1A ⊗ b′ as Tr[ρAa] = Tr[ρBb]; it follows that a⊗ 1B − 1A ⊗ b = 0⇒ (a, b) ∈ ker(d0G).
Note that, the only elements with vanishing variances in GNS(ρX) are elements of the line
spanC{sX}; as a result
{(a, b) : Cov(a, b) = 0} ∩ ker(d0G) = spanC{(sA, sB)},
this is precisely what we quotient by to get H0[G(ρAB)]. We summarize this in the following
corollary.
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Corollary 6.2
H0[G(ρAB)] =
{
(a, b) ∈ GNS(ρA)× GNS(ρB) :
Cov(a, b) = VarA(a),
Cov(a, b) = VarB(b),
Tr[ρAa] = Tr[ρBb]
}/
{(a, b) : Cov(a, b) = 0} .
Alternatively, we can observe that Cov, VarA, and VarB descend to a well-defined functions
Cov : (GNS(ρA)/spanC{sA})× (GNS(ρB)/spanC{sB}) −→ C,
VarA : GNS(ρA)/spanC{sA} −→ C,
VarB : GNS(ρB)/spanC{sB} −→ C.
Then, we have
H0[G(ρAB)]
∼= {([a], [b]) : Cov([a], [b]) = VarA([a]) = VarB([b]) > 0} ,
where [r] is denoting the class r+spanC{sX} ∈ GNS(ρX)/spanC{sX}. Moreover, using the well-defined
map
(GNS(ρX)/spanC{sA}) ∼−→ {r ∈ GNS(ρX) : Tr[ρXr] = 0}
[r] 7−→ r − Tr[ρXr] sX
we have a canonical isomorphism from H0[G(ρAB)] to an explicit subspace of GNS(ρA)× GNS(ρB) ≤
A(HA)×A(HB) consisting of pairs of operators with zero expectation values.
6.6 Bipartite Pure States and Schmidt Decompositions
Using the discussion of the previous section, we can explicitly calculate the zeroth cohomology
group of G(ρAB), when ρAB is pure.
Theorem 6.7
Let ρAB be a pure bipartite density state with ρAB = ψ ⊗ ψ∨ for some ψ ∈ HA ⊗ HB.
Decompose ψ as:
ψ =
S∑
i=1
√
piξ
A
i ⊗ ξBi
for positive coefficients {pi}Si=1 ⊆ R>0 and orthonormal vectors {ξXi }Si=1 ⊂ HX—i.e. a Schmidt
decomposition of ψ—then
H0[G(ρAB)] = spanC
[
(eAij , e
B
ij) : i, j = 1, · · · , S
]
/ spanC{(sA, sB)}
where
e
X
ij := ξ
X
i ⊗
(
ξXj
)∨ ∈ GNS(ρX)
for X ∈ {A,B}. In particular, dimH0[G(ρAB)] = S2 − 1, where S is the Schmidt rank of ψ
(equivalently, dimH0[G(ρAB)] = rank(ρA)
2 − 1 = rank(ρB)2 − 1).
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Proof. The proof involves a usage of Thm. 6.6. We supply the details in Appendix C.
In general, the first cohomology group of G(ρAB) for pure ρAB will not vanish. Indeed, let ρAB
be pure with ρAB = ψ ⊗ ψ∨. The Euler characteristic of G(ρAB) can be calculated easily at the
level of cochains and is given by
χ [G(ρAB)] = S(dA + dB)− (dAdB + 1),
where dX := dimHX, and S the Schmidt rank of ψ. Because this must be equal to the alternating
sum of cohomology groups, and the only non-vanishing cohomology groups are in degrees 0 and 1,
then
dimH0 [G(ρAB)]− dimH1 [G(ρAB)] = S(dA + dB)− (dAdB + 1)
It follows from Thm. 6.7 that
dimH1 [G(ρAB)] = (dA − S)(dB − S)
which might be thought of as a very coarse measure of how far ψ is from being “maximally entan-
gled” (smaller means closer): the Schmidt rank S of a maximally entangled state should be equal
to the smallest of dA or dB (i.e. the ranks of the reduced density matrices should be their maximal
possible values). Being Z-valued, of course, this measure cannot detect the intricate details about
how large the coefficients of the Schmidt decomposition are—only whether they are zero or not.
Remark 6.6
Suppose ρAB is a pure bipartite density state with Schmidt rank S then, by the above
discussion, its Poincare´ polynomials are given by:
PG(ρAB) = (S
2 − 1) + (dA − S)(dB − S)y
PE(ρAB) = 2(S
2 − 1).
Thus, there are min(dA, dB) possible polynomials, each uniquely labelled by the Schmidt
rank. In particular the Poincare´ polynomials associated to pure bipartite density states are
complete SLOCC invariants.
The following remark describes why one should not expect the dimensions of cohomology groups
for generic mixed bipartite states to be simple functions of Schmidt ranks.
Remark 6.7
As mentioned in Example 6.3 the mixed bipartite density state ρAB with
ρAB = λ |00〉 〈00|+ (1− λ) |01〉 〈01|
(λ ∈ (0, 1)) has H0[E(ρAB)] = H0[G(ρAB)] = 0, but the bipartite density state with
ρAB = λ |00〉 〈00|+ (1− λ) |11〉 〈11|
(λ ∈ (0, 1)) has non-trivial cohomology groups. This shows that, in contrast to the situation
for pure states established in Thm 6.7, the dimensions of cohomology groups associated to a
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generic bipartite mixed state are not simply functions of ranks of reduced density matrices
and Schmidt ranks of orthogonal decompositions, and depend sensitively on the relations
between the subspaces image(ρA), image(ρB), and image(ρAB).
7 Multipartite Complexes
We next generalize (co)chain complexes above in the situation above for the case of a density
state on a finite dimensional Hilbert space equipped with an N -partite (N ≥ 1) tensor product
decomposition. It is helpful to define some notation for the data of such a decomposition.
Definition 7.1
Let N be a positive integer. Then a N -partite density state (or multipartite density state if
we suppress mention of N) is a tuple of data (P, (Hp)p∈P , ρ) where
1. P—the set of tensor factors—is a totally ordered set of size |P | = N : i.e. a set equipped
with a bijection to {1, · · · , |P |} that allows one to place a (total) order on P ;
2. (Hp)p∈P is a tuple of (non-zero) Hilbert spaces indexed by P ;
3. ρ ∈ Dens (⊗p∈P Hp) (the order of the tensor product induced by the order on P ).
When the data (Hp)p∈P are understood, we will denote an N -partite density state
(P, (Hp)p∈P , ρ) by the bold symbol ρP . An N -partite density state ρP is pure if ρ is pure;
otherwise it is mixed .
In examples, such as a multipartite density state associated to a lattice of spins, or a state on a
space-time system divided up into causal diamonds, the elements of the set P of tensor factors of
a local assignment can be thought of as primitive/irreducible “subsystems” (hence the letter “P”),
each equipped with a “local degrees of freedom”42 encapsulated by Hp; a more general “subsystem”
is given by an arbitrary subset of P .
Remark 7.1
The total order on the set of tensor factors P required in Def. 7.1 is for computational
convenience. Any two choices of total order on P (related by a permutation of P ) result in
(co)chain isomorphic cochain complexes (c.f. §7.5.3. It is possible to work with a definition
of a multipartite state that does not require a total order on the set of tensor factors, but this
would only complicate the discussion and remain unfaithful to the computationally-oriented
nature of this paper.
Notation 7.1
When convenient, totally ordered sets are denoted are denoted in tuple notation: e.g. P =
(p1, · · · pn) denotes the set P = {p1, · · · , pn} equipped with the total order given by pi < pj
if i < j.
42We do not necessarily assume P is associated to any underlying geometric system, however.
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From the data of an N -partite density state it is useful to develop notation for a few more
quantities.
Definition 7.2
Let (P, (Hp)p∈P , ρ) be an N -partite density state.
1. For each subset T ⊆ P , define:
HT :=
{ ⊗
t∈T Ht, if T 6= ∅
C, if T = ∅ ,
where the order of the tensor product being given by the induced order on elements of
T (e.g. if T = {t1, t2} with t1 < t2 then HT = Ht1 ⊗Ht2).
2. The reduced density state assigned to T ⊆ P is
ρT := TrP\T (ρ) ∈ Dens(HT ),
where P\T denotes the complement of T in P , and TrP\T denotes the partial trace
over HP\T (note that ρ∅ = 1 ∈ Dens(C) by definition). When ρ = ρP is understood,
the support projection sρT of ρT will be denoted sT and the left ideal NρT (c.f. Def. 5.1)
as NT .
To add to our zoo of definitions, the following straightforward notation is also helpful.
Definition 7.3
Let P be a finite set equipped with a total order and T ⊆ P .
1. T (l) is the (l+1)th element of T ( 0 ≤ l ≤ |T |−1) using the induced order on elements
of T ⊆ P .
2. ∂lT := T\T (l): i.e. the set of order |T | − 1 obtained by eliminating T (l) from T .
7.1 Cochain Complexes
Given an N -partite density state ρP := (P, (Hp)p∈P , ρ), we define the cochain complexes
G(ρP ) := · · · −→ 0 −→ C
d−1G−→ G0(ρP )
d0G−→ G1(ρP )
d2G−→ · · · d
N−2
G−→ GN−1(ρP ) −→ 0 −→ · · ·
and
E(ρP ) := · · · −→ 0 −→ C
d−1E−→ E0(ρP )
d0E−→ E1(ρP )
d2E−→ · · · d
N−2
E−→ EN−1(ρP ) −→ 0 −→ · · ·
with components
Gk(ρP ) =
∏
{T⊆P :|T |=k+1}
GNS(ρT ),
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and
Ek(ρP ) =
∏
{T⊆P :|T |=k+1}
Com(ρT ).
For k < −1 and k > N − 1 the coboundaries are trivial; the coboundaries for k = −1 are given by:
d−1G : λ 7−→ (λ sp)p∈P =:
∏
p∈P
(λ sp),
d−1E : λ 7−→ (λ sp)p∈P =:
∏
p∈P
(λ sp),
(the far right hand side just offering an alternative notation for tuples (sp)p∈P ); the coboundaries
for 0 ≤ k ≤ N − 1 defined via alternating sums of linear maps:
dkG =
k+1∑
j=0
(−1)j(∆G)kj ,
dkE =
k+1∑
j=0
(−1)j(∆E)kj .
To define the maps
(∆G)
k
j :
∏
{V⊆P :|V |=k+1}
GNS(ρV ) −→
∏
{T⊆P :|T |=k+2}
GNS(ρT )
and
(∆G)
k
j :
∏
{V⊆P :|V |=k+1}
Com(ρV ) −→
∏
{T⊆P :|T |=k+2}
Com(ρT ),
for 0 ≤ j ≤ k + 1, we first define the “extension maps” that take in an assignment of operators to
each subset of size k + 1 (an element of
∏
|V |=k+1A(HV )) and extend them to an assignment of
operators on sets of size k + 2 by tensoring by the identity at certain positions. Explicitly these
maps are given by
kj :
∏
{V⊆P :|V |=k+1}
A(HV ) −→
∏
{T⊆P :|T |=k+2}
A(HT )
R 7−→
∏
{T⊆P :|T |=k+2}
(kjR)T ,
where43
(kjR)T := Σ(T,j)
(
R∂jT ⊗ 1tj
) ∈ A(HT ),
43We are using the following notation: given a product of vector spaces
∏
l∈S Vl and an element v ∈
∏
l∈S Vl we
let vs ∈ Vs denote the image of the projection ∏l∈S Vl → Vs. Moreover, given a sequence of maps (fl : W → Vl)l∈S ,
we denote the induced map into the product
∏
l∈S Vl as
∏
l∈S fl : W →
∏
l∈S Vl.
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and Σ(T,j) is the reshuffling map
Σ(T,j) : A(H∂jT )⊗A(Ht) −→ A(HT ).
This reshuffling map does “the obvious thing” and is not worthy of much attention, but for total
clarity we define it explicitly: first define the reshuffling of Hilbert spaces
σ(T,j) :
⊗
t∈∂jT
Ht
⊗Htj →⊗
t∈T
Ht
by linearization of
φt1 ⊗ φt2 ⊗ · · ·φtj−1 ⊗  φtj ⊗ φtj+1 ⊗ · · · ⊗ φt|T | ⊗ φtj 7−→ φt1 ⊗ φt2 ⊗ · · ·φt|T |
where T = {t1, · · · , t|T |} with tl < tm for l < m, tr ∈ Htr , and  φtj is a placeholder emphasizing the
absence of the expected tensor factor at the jth position. Then we define:
Σ(T,j) : A(H∂jT )⊗A(Ht) −→ A(HT )
r 7−→ (σ(T,j)) r (σ(T,j))∗ .
With this in hand, the evaluation of (∆G)
k
j and (∆E)
k
j on a k-cochain R (living in the appropriate
domain) are defined by restrictions and support-projection-compressions of the extension maps kj :[
(∆G)
k
jR
]
T
:=
(
kjR
)
T
sT ,[
(∆E)
k
jR
]
T
:= sT
(
kjR
)
T
sT ,
for any subset T ⊆ P with |T | = k + 2.
Summarizing this in a different notation, we have:
(∆G)
k
j : R 7−→
∏
|T |=k+2
[
Σ(T,j)
(
R∂jT ⊗ 1tj
)]
sT .
and
(∆E)
k
j : R 7−→
∏
|T |=k+2
sT
[
Σ(T,j)
(
R∂jT ⊗ 1tj
)]
sT
Proposition 7.1
The above description defines a cochain complex.
Proof. One must show that the coboundaries square to zero. This is a computational exercise that
relies on the compatibility of supports lemma Lem 6.1.
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7.2 Chain Complexes
We define the chain complexes
g(ρP ) := · · · ←− 0←− C
∂g0←− g0(ρP )
∂g1←− g1(ρP )
∂g2←− · · · ∂
g
N−1←− gN−1(ρP )←− 0←− · · ·
and
e(ρP ) := · · · ←− 0←− C
∂e0←− e0(ρP )
∂e1←− e1(ρP )
∂e2←− · · · ∂
e
N−1←− eN−1(ρP )←− 0←− · · ·
with components
gk(ρP ) =
⊕
{T⊆P :|T |=k+1}
gns(ρT ),
and
ek(ρP ) =
⊕
{T⊆P :|T |=k+1}
com(ρT ).
For k < 0 and k > N − 1 the boundary maps are trivial; postponing the definition of the k = 0
boundary maps, the non-trivial boundary maps for k > 0 are defined via alternating sums of linear
maps
∂gk =
k−1∑
j=0
(−1)j(δg) jk
∂ek =
k−1∑
j=0
(−1)j(δe) jk .
where
(δg) jk :
⊕
{V⊆P :|V |=k+1}
gns(ρV )→
⊕
{W⊆P :|W |=k}
gns(ρW )
and
(δe) jk :
⊕
{V⊆P :|V |=k+1}
com(ρV )→
⊕
{W⊆P :|W |=k}
com(ρW ),
are given by restrictions of a map:
τ jk :
⊕
{V⊆P :|V |=k+1}
S(HV ) −→
⊕
{W⊆P :|W |=k}
S(HW )
to the proper domains. To define τ jk , note that every element Γ ∈
⊕
|V |=k+1 S(HV ) can be written
as
⊕
|V |=k=1 ΓW where ΓW ∈ S(HW ); with this in mind we have:
τ jk :
⊕
|V |=k+1
ΓV 7−→
⊕
|W |=k
 ∑
{V⊆P :W=∂jV }
TrP\(∂jV ) [ΓV ]
 ,
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(where the summation in parenthesis is taken to be 0W ∈ S(HW ) if {V ⊆ P : W = ∂jV } = ∅ for a
fixed W and j). The k = 0 boundary maps are given by restrictions of τ 00 ; noting that S(H∅) = C,
τ 00 is given by:
τ 00 :
⊕
p∈P
S(Hp) −→ C,⊕
p∈P
Γp 7−→
∑
p∈P
Tr [Γp] .
Proposition 7.2
The above defines a chain complex.
Proof. The hard part here is showing that the maps (δe) jk and (δ
g) jk defined above are indeed
well-defined: restricted to the appropriate domain, the differentials as defined above land in the
appropriate targets/codomains. This can be shown using Lem 6.2 (the “predual” of the compat-
ibility of supports lemma). After this is shown, the fact that the differentials square to zero is a
straightforward computation in terms of the maps τ jk .
7.3 Unravelling Definitions
It is worthwhile to unravel some of the definitions above for N -partite density states with small N .
In the following sections we focus on cochain complexes.
7.3.1 Unipartite Complexes
Nothing in our definitions prevents us from considering the case of a “unipartite” density state
(∗, (H∗), ρ): a density state on a single tensor factor “∗” (here we abuse notation by denoting both
the one-point set and its single element by ∗). It should be straightforward to see the following
proposition from the definitions.
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Proposition 7.3: Unipartite complex
Let ρ∗ = (∗, (H∗), ρ) be a unipartite density state then G(ρ∗) is the complex concentrated
in degrees −1 and 0 with
G(ρ∗)
−1 = C,
G(ρ∗)
0 = GNS(ρ);
the map δ−10 being the map λ 7→ λ sρ. As a result, its associated cohomology is concentrated
in degree 0 with
H0 [G(ρ∗)] = GNS(ρ)/spanC{sρ}.
Similarly, E(ρ∗) has cohomology concentrated in degree 0 with
H0 [E(ρ∗)] = Com(ρ)/span{sρ};
if ρ∗ is of finite rank, the dimension of this latter vector space is rank(ρ)2 − 1, so can be
considered as a measure of the “purity” of the state.
As often in mathematics, the trivial case of a good definition is far from having trivial applicability.
In §7.6 we will see that the unipartite example is an essential ingredient used to understand the
cohomology of factorizable density states.
7.3.2 Bipartite Complexes Revisited
Next we compare the constructions in §7.1 to the bipartite constructions of the previous sections.
We can work with a bipartite density state ρAB = ((A,B), (HA,HB), ρAB) with A < B. For simplicity
we abuse notation and write the one point sets {A} and {B} as simply A and B (respectively) and
denote the two element (totally ordered) set {A,B} as AB. Then running through our definitions,
we start with the diagram that encodes the non-trivial part of our complex:
C︸︷︷︸
G−1(ρAB)
d−1G−−→ GNS(ρA)× GNS(ρB)︸ ︷︷ ︸
G0(ρAB)
(∆G)
0
0−−−−→−−−−→
(∆G)
0
1
GNS(ρAB)︸ ︷︷ ︸
G1(ρAB)
.
to decode the maps (∆G)
0
1, let R ∈ G(ρAB)0 which we will think of as an assignment of operators
to (the primitive) subsystems: RA = a ∈ GNS(ρA) and RB = b ∈ GNS(ρB). Then[
(∆G)
0
0R
]
AB
= (1A ⊗R∂0(AB)) sAB = (1A ⊗ b) sAB[
(∆G)
0
1R
]
AB
= (R∂1(AB) ⊗ 1B) sAB = (a⊗ 1B) sAB,
or, writing R as a tuple (a, b):
(∆G)
0
0 : (a, b) 7−→ (1A ⊗ b) sAB
(∆G)
0
1 : (a, b) 7−→ (a⊗ 1B) sAB;
and we have
d0G = (∆G)
0
0 − (∆G)01 : (a, b) 7→ [1A ⊗ b− a⊗ 1B] sAB .
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7.3.3 Tripartite Complexes
In this section we work with a tripartite density state ρABC = ((A,B,C), (HA,HB,HABC), ρABC)
with A < B < C, as in the previous section we abuse notation and let, e.g. AB denote the set
{A,B}. The non-trivial part of the cochain complex G(ρABC) is given by studying the diagram:
C︸︷︷︸
G−1(ρAB)
∆−10−−−→ GNS(ρA)× GNS(ρB)× GNS(ρC)︸ ︷︷ ︸
G0(ρABC)
∆00−−→−−→
∆01
GNS(ρAB)× GNS(ρAC)× GNS(ρBC)︸ ︷︷ ︸
G1(ρABC)
∆10−−→
∆11−−→
∆12−−→
GNS(ρABC)︸ ︷︷ ︸
G2(ρABC)
,
where ∆jk := (∆G)
j
k; the non-trivial differentials d
k
G =
∑k−1
j=0(−1)k∆jk : Gk(ρABC)→ Gk+1(ρABC)
act via
d−1G :
{ ∅ 7→ λ 7−→

A 7→ λ sA
B 7→ λ sB
C 7→ λ sC
,
d0G :

A 7→ a
B 7→ b
C 7→ c
7−→

AB 7→ (1A ⊗ b− a⊗ 1B) sAB
AC 7→ (1A ⊗ c− a⊗ 1C) sAC
BC 7→ (1B ⊗ c− b⊗ 1C) sBC
,
d1G :

AB 7→ x
AC 7→ y
BC 7→ z
7−→ { ABC 7→ [1A ⊗ z − Σ(ABC,B)(y ⊗ 1B) + x⊗ 1C] sABC ,
where—in lieu of tuple notation—we are denoting elements of Cartesian products via maps out of
the indexing set of the product.
7.4 An Interpretative Aside
In this section we take a pause to give a geometric picture of the construction of the chain complexes
above. We will use this picture to aid in our understanding of the kth cohomology component
associated to an N -partite density state (where k ≤ N − 2) as encoding non-trivial non-local
correlations between operators associated to a collection subsets of size (k+ 1): a property related
to the non-factorizability of the multipartite density state in question.
7.4.1 Visualization of (Co)-Chains as Sections Over Simplices
The (co)boundary maps of the previous sections can be visualized geometrically. Indeed, suppose
we are handed ρP an N -partite density state. Then we begin by visualizing a standard topological
(N − 1)-simplex whose vertices are labelled by elements of the ordered set P . With this labelling,
faces of dimension k (a.k.a. k-faces) of the simplex are in bijective correspondence with subsets
T ⊆ P of order k + 1. We will denote the face whose vertices are labelled by the subset T by FT ;
the ordering of elements of P induces an orientation on each such face.
Suppose we wish to consider the cochain complex C(ρP ), where C is the GNS complex G or the
commutant complex E. For k ≥ 1, a k-cochain R ∈ Ck(ρP ) is precisely the data of an assignment
of an operator (living in the appropriate subspace) to the faces of dimension k. To see this let B
denote either the GNS building block GNS or commutant building block Com depending on which
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RB
A B
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RAB
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A
C
Figure 2: Left: Representation of a 0-cochain R in the computation of GNS or commutant co-
homologies for a bipartite density state. One associates operators to the 0-simplices/nodes of a
1-simplex. The coboundary of R, which assigns an operator to the 1-simplex, is computed by
taking the alternating sum of values on the boundary of the 1-simplex, with signs determined by
the oriented boundary of the simplex. Right: situation representing a 1-cochain R associated to
GNS/commutant cohomologies of a tripartite density state. Oriented boundaries are computed by
using the standard orientation of the 2-simplex on the page.
cochain complex we are considering; then we begin with the assignment
FT 7−→ B(ρT ) (23)
over all faces {FT : T ⊆ P}. A k-cochain R, which is a choice of RT ∈ B(ρT ) for each subset T
with |T | = k + 1, is a section of this assignment over the k-skeleton of the N -simplex: the ordered
collection of dimension k-faces.
To understand the coboundary map dk : Ck(ρP )→ Ck+1(ρP ), we begin by trying to understand
the intermediate maps
(∆C)
l
k : C
k(ρP )→ Ck+1(ρP ), (24)
for l ∈ {0, · · · , k + 1}. Indeed, fix l, then application of the map (24) can be thought of as the
process of extending a section R over k-faces to a section over on (k + 1) faces by:
1. Supposing that the extension of R to a (k + 1)-face FV is given by looking at its value R∂lV
on the k-face F∂lV (the (l + 1)th-face of FV using the induced lexicographical ordering on
subsets of P );
2. Tensoring by 1V (l) and then reshuffling tensor components to get an element of A(HV );
3. Projecting to the appropriate subspace B (ρV ) ≤ A(HV ) by either right multiplication by
sV (in the case of the GNS complex) or left/right multiplication by sV (in the case of the
commutant complex).
In order to combine the maps (24) into the alternating sum defining the differential, we note that
the oriented boundary of FV is given as a disjoint union over its boundary faces with alternating
choices of orientation:
∂FV =
k+1∐
l=0
(−1)lF∂lV
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where −FT denotes the face FT with the opposite orientation to the one induced by the ordering
of elements of T . The signs used in the decomposition above are precisely the same signs used in
the definition of the differential: (
dkCR
)
V
=
k+1∑
l=0
(−1)l(∆lkR)V
for all V ⊆ P with |V | = k + 2.
The picture for k-chains is similar: for GNS or commutant chain complexes we begin with an
assignment of a vector space b(ρT ) to each face FT , where b is one of gns or com. A k-chain
Γ ∈ ck(ρP ) (where c = g or e) is a section of this assignment over the k-faces; each of the maps
(δc) jk , j = 0, · · · , k−1 are given by using partial traces to determine a section over the (k−1)-faces.
Remark 7.2
The above geometric picture gives an intuitive proof of the statement that commutant
(co)homology must vanish for pure factorizable states. Indeed, note that if ρP is pure
and factorizable, then com(ρT )
∼= C. The commutant chain complex is just the augmented
simplicial chain complex, with C-coefficients, of the standard (|P | − 1)-simplex. This is the
complex whose kth chain component 0 ≤ k ≤ (|P | − 1) is the C-linear vector space spanned
by formal linear combinations of k-faces, with boundary maps ∂k for 0 ≤ k ≤ |P |− 1 defined
by formal linear combinations of oriented boundaries of faces, and with ∂−1 from C (in de-
gree −1) to the degree 0 component sending 1 ∈ C to the formal sum of all 0-simplices. For
the standard |P |-simplex; its homology is the reduced simplicial homology of the standard
(|P |−1)-simplex with C-coefficients which is vanishing in all degrees as the (|P |−1)-simplex
is contractible. Similarly the dual commutant cochain complex is then the augmented sim-
plicial cochain complex where k-cochains are C-linear functions on the set of k-faces of the
(|P | − 1)-simplex.
7.4.2 Cohomology classes and Multipartite Correlations
Let us now try to understand in what sense our cohomologies might encapsulate non-local correla-
tions. Recall that k-cochains (elements of Ck(ρP )) can be understood as sections of the assignment
FT 7→ B(FT )
over the k-skeleton (the union of all k-faces) of the (|P |−1)-simplex. With this in mind, a k-cocycle
R ∈ Ck(ρP ) is a section over the k-skeleton of the (|P | − 1)-simplex such that, for each (k+ 1)-face
FV , the operators on the boundary of FV satisfy the relation:
k+1∑
l=0
(−1)lR∂lV B∼V 0 (25)
where:
• R∂lV is a shorthand notation for tensoring by the support projection and reshuffling:
R∂lV := Σ(l,V )(R∂lV ⊗ sV (l)) ∈ A(HV ),
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• and the equivalence relation B∼V is an equivalence relation on elements of A(HV ) defined by:
r
B∼V m⇔
{
0 = (r −m) sV , if B = GNS (used when computing G(ρP ))
0 = sV (r −m) sV , if B = Com (used when computing E(ρP )) ,
for any r,m ∈ A(HV ).
As the definition suggests, the relation ∼BV depends on the density state ρV (up to support equiv-
alence), but we suppress this dependence to keep our notation reasonable. For those who prefer
extending by the identity operator instead of support projections, it is worth noting that:
R∂lV
B∼V Σ(l,V )(R∂lV ⊗ 1V (l))
so we can think of (25) as equivalent to the statement that:
k∑
l=0
(−1)lΣ(l,V )(R∂lV ⊗ 1V (l)) B∼V 0.
Remark 7.3
Let r,m ∈ A(HV ). Note that r GNS∼ V m is equivalent to the statement that r is right
essentially equivalent to m: c.f. Def. 5.1. In an attempt to give one possible interpretation
to
Com∼ V we note that r Com∼ V m is equivalent to the statement that the right multiplication
action of r and m on elements of GNS(ρV ) = A(HV ) sV (which might be thought of as the
space of canonical representatives of right essential equivalence classes) are indistinguishable
up to right essential equivalence, i.e.
ar
GNS∼ V am
for all a ∈ GNS(ρV ).
We can think of the relation (25) in the following way: suppose the (k + 1)-face V is fixed and we
understand the value of the k-cocycle R on every boundary face of V except one of them; let this
be the mth face (where m ∈ {0, · · · , k + 1}), then (25) allows us to determine this missing value
(tensored by a support projection) up to the equivalence relation
B∼V :
R∂mV
B∼V
∑
l 6=m
(−1)l+mR∂lV .
For instance, referring to Fig. 2:
1. If R is a 0-cycle associated to the GNS/commutant cohomology of a bipartite density state
ρAB, then:
RA
B∼AB RB; (26)
In the case that C = G, by Thm. 6.6, the relation (26) is equivalent to the statement that
Cov(RA, RB) = VarA(RA) = VarB(RB) and Tr[ρARA] = Tr[ρBRB].
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2. if R is a 1-cycle associated to the GNS/commutant cohomology of a tripartite density state
ρABC, we have:
RAC
B∼ABC RAB +RBC.
In general, the right hand side of (25) includes operators associated to subsystems that include the
tensor factor V (m)—a tensor factor that is not included in ∂mV . Thus, the non-zero elements of
the set
SolV (ρP ) :=
{
R ∈
k+1∏
l=0
B (ρ∂lV ) :
k+1∑
l=0
(−1)lR∂lV B∼V 0
}
can be interpreted as those sections over the face V that exhibit possible non-local correlations
between
B∼V equivalence classes of elements in the collection (R∂lV )k+1l=0 . We emphasize the word
“possible” as it might happen that the relation (25) does not convey any interesting information
about the multipartite state in question. For instance:
1. When dealing with a bipartite density state ρAB: the pair of operators (sA, sB) satisfies:
sA = sA⊗ sB = sB
so, regardless of what the density state ρAB associated to the full system AB might be, we
have:
sA
B∼AB sB. (27)
However, this relation does not convey any non-local information between tensor factors:
thinking of sX as a “constant” random variable, it requires the collaboration of zero ob-
servers/tensor factors to measure; moreover, its variance with respect to the reduced density
state ρX is vanishing and the value of its measurement is already known.
2. Suppose we are studying cochain complexes associated to a tripartite state on the (ordered)
set of tensor factors (A,B,C). Then for any 0-cochain F , define its coboundary R = d1CF ;
because every coboundary is a cocycle R must satisfy (25). However, this relation descends
from the equality of operators
sA⊗ sB⊗FC − FA ⊗ sB⊗ sC︸ ︷︷ ︸
RAC
= sA⊗FB ⊗ sC−FA ⊗ sB⊗ sC︸ ︷︷ ︸
RAB
+
sA⊗ sB⊗FC − sA⊗FB ⊗ sC︸ ︷︷ ︸
RBC
.
It is difficult to interpret this equality as some profound non-local relation between operators.
If we are interested in non-trivial non-local correlations, we wish to quotient out by the subspace
spanned by the “trivial” elements of Sol(ρP ): those that do not exhibit any correlations inherent
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to the non-factorizability of ρP . As suggested by the examples such trivial elements seem to be
related to those solutions to (25) that descend from an equality of operators
k+1∑
l=0
(−1)lR∂lV = 0. (28)
To make this statement more precise and convincing, begin by letting ρP = ((Hp)p∈P , ρP ) be an
arbitrary multipartite density state; using the reduced density states ρ{p} := TrP\{P}(ρp) on the one
element subsets {p} ⊆ P we define the associated “fully factorizable” multipartite density state44
ρ˜P =
(Hp)p∈P ,⊗
p∈P
ρ{p}
 . (29)
The assignment (23) associated to ρ˜P is given by FT 7→ B
(⊗
t∈T ρ{t}
)
. Suppose R is a section of
such an assignment over the boundary faces of a fixed face FV ; using the fact that our support
projections factorize as sρ˜T =
⊗
t∈T sρ{t} for any T ⊆ V , it is straightforward to show that R
satisfies the condition (25) if and only if the equality (28) is true. That is:
SolV (ρ˜P ) =
R ∈
k+1∏
l=0
B
⊗
m 6=l
ρV (m)
 : k+1∑
l=0
(−1)lR∂lV = 0
 .
All elements of this set should be considered “trivial” as, ρ˜P is fully factorizable; so no operators
should exhibit non-local correlations due to non-factorizability.
Now let us return to studying sections of FT 7→ B(ρT ) over boundary faces of the face FV for
the assignment given by the arbitrary density state ρP . By the compatibility of supports lemma
(Lem. 6.1), we have the inclusion:
B(ρT ) ⊆ B
(⊗
t∈T
ρ{t}
)
for any subset T ⊆ P . Thus, we can always lift sections of the assignment associated to an arbitrary
multipartite density state ρP to sections of the assignment of its fully factorized form ρ˜P . Hence,
we can make sense of the intersection:
SolV (ρP ) ∩ SolV (ρ˜P ),
whose elements should be considered to be trivial: any element of this intersection is equal to an
element of SolV (ρ˜P ), whose elements cannot be indicators of non-factorizability/non-local corre-
lations because ρ˜P is factorizable. However, comparing sections via the relations ∼BT , T ⊆ P is
more natural than comparison by equality; after all, elements of the subspace B(ρV ) ≤ A(HV ) are
canonical representatives of
B∼V equivalence classes of elements in A(HV ). So really, it is more
natural to consider elements of
TrivV (ρP ) :=
{
R ∈ Sol(ρP ) : ∃Q ∈ Sol(ρ˜P ) such that R∂lV B∼∂lV Q∂lV for 0 ≤ l ≤ k + 1
}
(30)
to be considered trivial. By the discussion above, these are precisely the solutions in Sol(ρP ) that
“descend” (in the sense of
B∼T -equivalence) from solutions of (28).
44Using the notation developed below in Def. 7.7, we have ρ˜P =
⊗
p∈P ρ{p}.
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Remark 7.4
It is worth noting that the condition that R ∈ Sol(ρP ) in the definition (30) is extraneous:
using the compatibility of supports lemma one can show that any section R of the assignment
FT 7→ B(ρT ) over the face V is an element of Sol(ρP ) if there exists Q ∈ Sol(ρ˜P ) such that
R∂lV
B∼∂lV Q∂lV for 0 ≤ l ≤ k + 1. As a result, we can write:
TrivV (ρP ) =
{
R ∈
k+1∏
l=0
B (ρ∂lV ) : ∃Q ∈ Sol(ρ˜P ) s.t. R∂lV B∼∂lV Q∂lV , ∀l ∈ {0, · · · , k}
}
.
Thus, if we are interested in studying sections over the boundary of a fixed face FV that exhibit non-
trivial, non-local correlations due to non-factorizability, we wish to study non-trivial representatives
of elements of the quotient vector space:
CorV (ρP ) := SolV (ρP )/TrivV (ρP ).
However, our primary interest is in k-cocycles, which define sections over the entire k-skeleton (not
just a single face) and satisfy (25) over all faces; that is, we want to look at the space
ker(dkC) =
R ∈ ∏|T |=k+1 B(ρV ) :
k+1∑
l=0
(−1)lR∂lV B∼V 0 for all (k + 1)-faces FV
 .
Once again, we would like to identify the “trivial elements” of this subspace of operators: those
that do not convey any information about non-factorizability/non-local correlations. These should
be the operators that do not exhibit correlations along the boundaries of any (k + 1)-face FV ; to
define this notion formally, note that for every |V | = k + 2, the projection map
prV :
∏
|T |=k+1
BT →
k+1∏
l=0
B∂lV
restricts to a map
prV |ker(dkC) : ker(d
k
C)→ SolV (ρP );
so, composing with the quotient map SolV (ρP )→ CorV (ρP ) we have a map
corV : ker(d
k
C)→ CorV (ρP ).
Elements of ker(dk) that are in the kernel of corV have trivial correlations along the face V . Thus,
the subspace of trivial elements of ker(dkC) can be defined as:
Trivk(ρP ) :=
{
R ∈ ker(dkC) : corV (R) = 0, ∀V ⊆ P with |V | = k + 2
}
.
This can be explicitly written as (c.f. Remark 7.4 for the second equality)
Trivk(ρP ) =
{
R ∈ ker(dk) : ∃Q ∈ ker(d˜k) s.t. RT B∼T QT , ∀T ⊆ P with |T | = k + 1
}
=
R ∈ ∏|T |=k+1 B(ρT ) : ∃Q ∈ ker(d˜k) s.t. RT B∼T QT , ∀T ⊆ P with |T | = k + 1
 ,
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where, to remove some notational ambiguity, we are letting dC denote the coboundary associated
to the complex C(ρP ) and d˜C denote the coboundary associated to the complex C(ρ˜P ). As it so
happens, elements of Trivk(ρP ) are precisely coboundaries.
Proposition 7.4
Trivk(ρP ) = image
(
dk−1C : C
k−1(ρP )→ Ck(ρP )
)
for k < |P | − 1.
Proof. The proof is provided in Appendix. D. The proof involves a reference to Thm. 7.4 (a result
in §7.6 below).
Summarizing, for any k ≤ |P | − 2, we have:
Hk [C(ρP )] = ker(d
k
C)/ image(d
k−1
C )
=

Sections of FT 7→ B(ρT ) over the
k-skeleton of the (|P | − 1)-simplex
that exhibit possible non-local cor-
relations along each face: i.e. solu-
tions to (25).

/
Trivial solutions to (25): i.e. those
solutions that do not encode cor-
relations due to non-factorizability
of ρP along the boundaries of any
face.
 .
Moreover, if R is a representative of a non-zero class [R] ∈ Hk[C(ρP )], then corV (R) 6= 0 for at
least one V ⊆ P with |V | = k + 2: i.e. representatives of non-zero equivalence classes of the kth
cohomology groups are those sections over the assignment FT → B(ρP ) that exhibit non-trivial,
non-local correlations along the boundary of at least one (k + 1)-face.
7.4.3 The Highest Cohomology Component
So far we have neglected to offer an interpretation to the highest (possibly) non-trivial cohomology
component H |P |−1 [C(ρP )]. At the time of writing the author does not have an interpretation
as satisfying for the components of degree ≤ |P | − 1, however it is worthwhile to make some
observations. First note that
ker(d
|P |−1
C ) = C
k(ρP ) = B(ρP ).
That is, every section over the (|P | − 1)-face defines a cocycle. Moreover, we have:
Image(d|P |−2) = spanC
|P |−1⋃
l=0
{
Fl sP : Fl ∈ B(ρ∂lP )
}
As a result, any R ∈ B(ρP ) passes to the zero class in H |P |−1 [C(ρP )] if
R
B∼P
|P |−1∑
l=0
ΣP,l [Fl ⊗ 1l]
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for any tuple of operators (Fl)
|P |−1
l=1 with Fl ∈ B(ρ∂lP ). In other words, trivial cohomology classes
consist of those |P |-body operators R that, up to B∼P -equivalence, can be reduced to a sum of of lifts
of N−1-body operators. A generic operator is certainly not equal to such a linear combination, and
in the fully factorizable situation,
B∼P -equivalence is synonymous with equality; so in this sense,
the dimension of the component of degree |P | − 1 can be indicative of “how badly” ρP is not
factorizable (reflected in the ability to reduce N -body operators up to N − 1 body operators using
our equivalence relation). This phenomenon was already seen at the end of §6.6, where it is shown
that the dimension of the first GNS cohomology component for a pure bipartite state is a (very
coarse) measure of how far that state is from being maximally entangled.45
7.5 Basic Properties of the Multipartite Complexes
The multipartite complexes obey natural generalizations of the properties outlined for the bipartite
situation. At the risk of sounding repetitive, we state these generalizations and the appropriate
definitions that go along with them for the sake of clarity.
7.5.1 Descent to Support Equivalence Classes
Definition 7.4
Two multipartite density states (P, (Hp)p∈P , ρ) and (P, (Hp)p∈P , ρ′) are support equivalent
if sρ = sρ′ (i.e. ρ is support equivalent to ρ
′ in the sense of Def. 6.2).
Proposition 7.5
The multipartite (co)chain complexes only depend on support equivalence classes: if ρP and
ϕP are support equivalent then G(ρP ) = G(ϕP ) and E(ρP ) = E(ϕP ) (and similarly for the
corresponding chain complexes).
7.5.2 Trace Duality for Chains and Cochains
The following proposition is just the multipartite version of Prop. 6.2.
Proposition 7.6
Using appropriate restrictions of the maps (−)Tr : A(H) → S(H)∨, there are cochain iso-
morphisms of cochain complexes
G(ρP )
∼−→ [g(ρP )]∨
E(ρP )
∼−→ [e(ρP )]∨.
45On the other hand, the dimension of pure bipartite commutant cohomology is always zero.
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Proof. For −1 ≤ k ≤ |P | − 1, define the linear maps
σk :=
∏
|V |=k+1
(−)TrV :
∏
|V |=k+1
A(HV ) −→
∏
|V |=k+1
S(HV )∨ ∼=
 ⊕
|V |=k+1
S(HV )
∨
R 7−→
∏
|V |=k+1
(RV )
Tr,
and for k < −1 and k > N let σk be the zero map between the zero vector space. Let σ|kG and
σ|kE denote the restrictions of σk to Gk(ρP ) and Ek(ρP ) respectively; one can verify that these
restrictions respectively land in Gk+1(ρP ) and E
k+1(ρP ). To show that these restrictions define
chain isomorphisms (taking σk to be the identity map for k < −1 or k > N) it remains to show
commutativity with the appropriate differentials; to show this we begin by observing that, for any
Γ ∈⊕|T |=k+2 S(HT ) and R ∈∏|V |=k+1A(HV ), we have:
Tr
{[
τ j(k+1) (Γ)
]
∂jT
R∂jT
}
= Tr
{
ΓT
[
kj(R)
]
T
}
for all T ⊆ P with |T | = k + 2 and 0 ≤ j ≤ k + 1. The above equation is equivalently written as〈(
R∂jT
)Tr
,
[
τ j(k+1) (Γ)
]
∂jT
〉
∂jT
=
〈([
kj(R)
]
T
)Tr
,ΓT
〉
T
, (31)
where, to reduce an overload of parenthesis, 〈−,−〉V : S(HV )∨ × S(HV ) → C denotes the dual
pairing. Using (31) one can verify:
σ|k+1G ◦ (∆G)kj =
[
(δg) j(k+1)
]∨ ◦ σ|kG
σ|k+1E ◦ (∆E)kj =
[
(δe) j(k+1)
]∨ ◦ σ|kE.
from which commutativity with the appropriate differentials follows.
As a corollary we have induced isomorphisms
Hk [G(ρP )]
∼−→ (Hk [g(ρP )])∨
Hk [E(ρP )]
∼−→ (Hk [e(ρP )])∨ .
7.5.3 Equivariance Under Permutations of Tensor Factors
Definition 7.5
1. Let P = (p1, · · · , pN ) be a totally ordered set and σ a permutation of N -elements
(a bijective map {1, · · · , N} → {1, · · · , N}), then σ · P is the totally ordered set
(pσ(1), · · · pσ(N)).
2. Let ρP = (P, (Hp)p∈P , ρ) be a multipartite density state, then
σ · ρP := (σ · P, (Hσ(p))p∈P , uσρu∗σ)
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where
uσ :
⊗
p∈P
Hp ∼−→
⊗
q∈σ·P
Hq =
⊗
p∈P
Hσ(p) (32)
(i.e. uσ : HP → Hσ·P ) is the (unitary) reshuffling isomorphism given by linearization
of
ψ1 ⊗ ψ2 ⊗ · · · ⊗ ψN 7−→ ψσ(1) ⊗ ψσ(2) ⊗ · · · ⊗ ψσ(N),
where ψi ∈ Hpi .
Proposition 7.7
Let ρP be an N -partite density state and σ a permutation of N -elements, then there are
induced cochain isomorphisms:
UG(σ) : G(ρP )
∼−→ G(σ · ρP )
UE(σ) : E(ρP )
∼−→ E(σ · ρP ).
and similarly for chain complexes.
Proof. The proof is nearly an exercise in notation. For 0 ≤ k ≤ |P | − 1 define the map
Uk :
∏
{T⊆P :|T |=k+1}
A(HT ) −→
∏
{S⊆σ·P :|S|=k+1}
A(HS)∏
{T⊆P :|T |=k+1}
xT 7−→
∏
{S⊆σ·P :|S|=k+1}
(uσ
−1·S
σ )xσ−1·S(u
σ1·S
σ )
∗,
where (to be explicit) we have ordered our products via the induced lexicographical ordering on
subsets, and uTσ : HT → Hσ·T is the reshuffling map defined akin to (32). By further composing this
map with left/right multiplications by support projections, we can construct isomorphisms UG(σ)
and UE(σ) as indicated above.
7.5.4 Equivariance under Local Unitary/Invertible Transformations
We define the notion of a local unitary transformation between multipartite density states.46
Definition 7.6
Let ρP := (P, (Hp)p∈P , ρ) and ϕP ′ = (P ′, (Kp′)p′∈P ′ , ϕ) be N -partite density states (|P | =
|P ′| = N). A local invertible transformation l : ρP → ϕP ′ is a pair (f, (lp)p∈P ) of an order-
preserving bijection f : P → P ′, and a tuple of invertible linear maps lp : Hp → Kf(p) such
that ϕ = lρl−1 where l :=
⊗
p∈P lp :
⊗
p∈P Hp →
⊗
p′∈QKp′ . When lp is unitary for each
p ∈ P , then we say l is a local unitary transformation.
46In this definition, the data of an order preserving bijection simply allows for a relabelling of the tensor factors.
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Recall Thm. 6.1, which states that every local invertible transformation of bipartite density
states canonically induces isomorphisms of the corresponding GNS and commutant complexes.
This theorem can be extended to the multipartite situation; the proof follows as an exercise in
explicitly writing down induced isomorphisms.
Theorem 7.1: Invariance/Equivariance Under Local Invertible Transformations
Let u : ρP → ϕP ′ be a local invertible transformation between N -partite density states,
then there are induced cochain isomorphisms:
G(u) : G(ρP )
∼−→ G(ϕP ′)
E(u) : E(ρP )
∼−→ G(ϕP ′).
As two consequences of the theorem we have:
1. Cohomologies are equivariant under local unitary transformations. In particular, the associ-
ated Poincare´ polynomials
PG(ρP ) :=
N−1∑
k=0
(
dimHk[G(ρP )]
)
yk,
PE(ρP ) :=
N−1∑
k=0
(
dimHk[E(ρP )]
)
yk
are invariant under local invertible transformations.
2. Suppose each local Hilbert space Hp is a representation for some group G, so that each
HT =
⊗
t∈T Ht is a tensor product representation of G. If ρ ∈ HP is fixed under the
conjugation action of G, then each of the cohomology groups are G-representations.
7.5.5 Comparing Commutant to GNS complexes
As in the bipartite situation, one can construct long exact sequences relating the homology of the
complexes e(ρP ) and g(ρP ) cohomology of the complexes E(ρP ) and G(ρP ) coming from short
exact sequences of complexes obtained by componentwise application of the maps (15) and (17).
The cohomological version has the form:
0 H0[ker(Π)] H0[G(ρP )] H
0[E(ρP )]
H1[ker(Π)] H1[G(ρP )] H
1[E(ρP )]
H2[ker(Π)] H2[G(ρP )] H
2[E(ρP )]
...
HN−1[ker(Π)] HN−1[G(ρP )] HN−1[E(ρP )] 0.
b0
b1
b2
bN−2
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7.6 Tensor Products and Factorizability
In the following sections we will explore what can be said about the factorizability of a multi-
partite density state by studying the cohomology of its associated cochain complexes. We begin
by providing concrete definitions for the various notions of factorizability of multipartite density
states.
7.6.1 The Tensor Product of Multipartite States
Before giving a precise definition of what it means for a multipartite density state to be factorizable,
we give a precise definition of a tensor product of multipartite density states.
Definition 7.7
1. Let P and Q be totally ordered sets, then P ∨Q is the totally ordered set given by the
underlying disjoint union set P
∐
Q equipped with the total order given by the usual
ordering on the subsets P,Q ⊆ P ∐Q and such that p < q for every p ∈ P and q ∈ Q.
2. Let ρP := (P, (Hp)p∈P , ρ) and ϕQ := (Q, (Kq)q∈Q, ϕ) be N and M -partite density
states respectively, then ρP ⊗ϕQ is the NM -partite density state
(P ∨Q, (Lr)r∈P∨Q, ρP ⊗ ϕQ)
where
Lr =
{ Hr, if r ∈ P
Kr, if r ∈ Q .
Next we recall the notion of tensor products of cochain complexes, and the Ku¨nneth theorem,
which expresses the cohomology of a tensor product of cochain complexes as the tensor product of
cochain complexes of their cohomologies as graded vector spaces.
7.6.2 Tensor Products of Complexes and The Ku¨nneth theorem
Definition 7.8
Let L and M be cochain complexes with coboundaries dL and dM. The tensor product of
two cochain complexes L and M is the cochain complex L⊗M with components
(L⊗M)n :=
⊕
i+j=n
Li ⊗C Mj ,
and coboundary defined by linearization of
di+jL⊗M(x⊗ y) := (diLx)⊗ y + (−1)ix⊗ (djMy).
for x ∈ Li and y ∈ Mj .
Note that we can regard a Z-graded vector space as a complex with vanishing coboundary. In
particular, the cohomology H(L) of a cochain complex—which is a Z-graded vector space—can be
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regarded as a complex in this manner. The following theorem states that cohomology (of cochain
complexes of C-vector spaces) “preserves” tensor products.
Theorem 7.2: The Weak Ku¨nneth Theorem
Suppose L and M are cochain complexes of C-vector spaces.a Then there is a canonical
isomorphism:
Hk [L⊗M] ∼=
⊕
k=l+m
H l[L]⊗Hm[M].
aThis theorem generalizes to a statement for cochain complexes of abelian groups if we require the coho-
mologies of L and M to be levelwise torsion-free.
Proof. See, e.g. [30, §58] or [31].
7.6.3 From Tensor Products of States to Tensor Products of Complexes
The cochain complexes associated to a multipartite density state are compatible with tensor prod-
ucts up to a shift in grading.
Definition 7.9
Let L be a cochain complex with coboundary dL then the k-shifted cochain complex L[k] is
the complex with components L[k]n = Ln+k and coboundary defined componentwise by:
dnL[k] : L[k]
n −→ L[k]n+k
c 7−→ (−1)kdn+k(c).
Theorem 7.3: Cochains for Factorizable States
Let ρP and ϕQ be N and M partite density states, then there are canonical isomorphisms:
G(ρP ⊗ϕQ) ∼=
(
G(ρP )⊗G(ϕQ)
)
[1];
E(ρP ⊗ϕQ) ∼=
(
E(ρP )⊗ E(ϕQ)
)
[1].
Proof. We begin with the observation that, for Hilbert spaces H and K along with states α ∈
Dens(H) and β ∈ Dens(K), we have canonical isomorphisms (of underlying C-vector spaces)
GNS(α⊗ β) ∼= (H⊗K)⊗ (image(α)∨ ⊗ image(β)∨)
∼= (H⊗ image(β)∨)⊗ (H⊗ image(α)∨)
∼= GNS(α)⊗ GNS(β).
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With this observation, we can write a string of canonical isomorphisms
G(ρP ⊗ϕQ)l =
∏
|T |=l+1
GNS [(ρ⊗ ϕ)T ]
∼=
∏
|T |=l+1
GNS [ρT∩P ]⊗ GNS [ϕT∩Q]
∼=
∏
T=U∨V
 ∏
{U⊆P :|U |=m+1}
GNS [ρU ]
⊗
 ∏
{V⊆Q:|V |=n+1}
GNS [ρV ]

∼=
∏
l=m+n+1
G(ρP )
m ⊗G(ϕQ)n;
where, on the second line, we used (ρ ⊗ ϕ)T = ρT∩P ⊗ ϕT∩J . Thus, at the level of graded vector
spaces we have G(ρP ⊗ ϕQ) = (G(ρP ) ⊗ G(ϕQ))[1]. Verifying that the coboundary is the same
as the coboundary on the shifted tensor product cochain complex is an exercise in unravelling
definitions and keeping track of signs. The proof of E(ρP ⊗ ϕQ) ∼=
(
E(ρP )⊗ E(ϕQ)
)
[1] follows
nearly identical reasoning.
Combining this result with the weak Ku¨nneth theorem (Thm. 7.2) we have:
Hk
[
G(ρP ⊗ϕQ)
] ∼= Hk [(G(ρP )⊗G(ϕQ))] [1];
Hk
[
E(ρP ⊗ϕQ)
] ∼= Hk [(E(ρP )⊗ E(ϕQ))] [1].
for all k ∈ Z. Stated in terms of Poincare´ polynomials, we have the following corollary.
Corollary 7.1
Let ρP and ϕQ be multipartite density states, then we have a factorization of Poincare´
polynomials:
PG(ρP ⊗ϕQ) = yPG(ρP )PG(ϕQ),
PE(ρP ⊗ϕQ) = yPE(ρP )PE(ϕQ).
The irritating shift “[1]” on the right hand side of the equations in Thm. 7.3 (which manifests
itself by multiplication by y on the right hand side of the equations in Cor. 7.1) can be eliminated if
we focus our attention on the shifted complexes E(ρP )[1] and G(ρP )[1]. It is worthwhile to define
some simplified notation for these shifted complexes.
Definition 7.10
Let ρP be a multipartite density state; define
G˜(ρP ) := E(ρP )[1],
E˜(ρP ) := E(ρP )[1].
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Moreover, denote the associated Poincare´ polynomials by
P
G˜
(ρP ) =
|P |−1∑
k=0
(−1)k
(
dimHk[G˜(ρP )]
)
yk = yPG(ρP ),
P
E˜
(ρP ) =
|P |−1∑
k=0
(−1)k
(
dimHk[E˜(ρP )]
)
yk = yPE(ρP ).
Then Thm. 7.3 is equivalent to the existence of canonical isomorphisms
G˜(ρP ⊗ϕQ) ∼= G˜(ρP )⊗ G˜(ρQ),
E˜(ρP ⊗ϕQ) ∼= E˜(ρP )⊗ E˜(ϕQ).
At the level of Poincare´ polynomials, we have:
P
G˜
(ρP ⊗ϕQ) = PG˜(ρP )PG˜(ϕQ),
P
E˜
(ρP ⊗ϕQ) = PE˜(ρP )PE˜(ϕQ).
Remark 7.5
Motivated by Thm. 7.3, we can ask if there is an operation on multipartite density states
that induces Cartesian products/direct sums of (co)chain complexes and sums of Poincare´
polynomials. Such an operation exists, but takes us outside of the realm of the purely
quantum mechanical. First of all, it requires the notion of quantum-classical mixtures (e.g.
tuples of density states on tuples of Hilbert spaces)a. But more importantly, defining such
an operation requires a generalization of our notion of “multipartite density state”. Such
a generalized notion requires a treatment in terms of presheaves of vector spaces, which is
slightly beyond the scope of this paper and will be treated in future work.
aC.f. Def. 8.5.
7.6.4 Full Support Factorizability and Cohomology
Given a multipartite density state ρP we can define (reduced) multipartite density states associated
to subsets T ⊆ P . A multipartite state is factorizable if it can be written as a tensor product of
the reduced states associated to the one-element subsets (i.e. the “primitive” subsystems).
Definition 7.11
1. Let T ⊆ P , then ρT is the |T |-partite density state (T, (Ht)t∈T , ρT ).
2. ρP is said to be fully factorizable if ρP =
⊗
p∈P ρ{p}.
3. ρP is said to be fully support factorizable if ρP is support equivalent to
⊗
p∈P ρ{p}.
Because our (co)chain complexes only depend on the support equivalence classes of density states,
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it is support factorizability that has the best hope of detection by our (co)chain complexes. As in
the bipartite situation, one can show that being fully support factorizable is generically a weaker
condition than being fully factorizable. Nevertheless, if we restrict our attention to pure multipartite
density states, support factorizability suffices as described in the remark below.
Remark 7.6
Let ρP be a (pure) multipartite density state with ρ = ψ ⊗ ψ∨ for some ψ ∈ HP , then
ψ =
⊗
p∈P ψp for some ψp ∈ Hp if and only if ρ is fully factorizable. Moreover, a pure
multipartite density state is fully support factorizable if and only if it is fully factorizable.
The notion of full (support) factorizability does not account coarser versions of factorizability
that can occur for an N -partite density state for N ≥ 2; we will return to these coarser notions
of factorizability in §7.7 (which require a few more definitions to make sense of in our already
established notation).
Using results from the previous section, we can compute the cohomologies associated to fully
support factorizable states.
Theorem 7.4
If ρP = (P, (Hp)p∈P , ρ) is a fully support factorizable multipartite density state, then
Hk [G(ρP )]
∼=
{
CD, if k = |P | − 1
0, otherwise
(33)
where D =
∏
p∈P (dimC(Hp) rank(ρ{p})− 1), and
Hk [E(ρP )]
∼=
{
Cd, if k = |P | − 1
0, otherwise
(34)
where d =
∏
p∈P (rank(ρ{p})
2 − 1).
Proof. By Theorem 7.3 we have a decomposition in terms of unipartite complexes:
G(ρP )
∼=
⊗
p∈P
G(ρ{p})
 [|P | − 1].
Using a combination of the Weak-Ku¨nneth theorem, Prop. 7.3, and the observation that H(C[l]) =
H(C)[l] for any (co)chain complex C (here we are thinking of the cohomology H(C) as a graded
vector space/complex with zero differential), we have
H [G(ρP )]
∼=
⊗
p∈P
GNS(ρ{p})/spanC{s{p}}
 [|P | − 1]
and (33) follows. The equation (34) follows via similar reasoning.
Specializing to bipartite states (i.e. |P | = 2), we note that Thm. 6.4 follows as a corollary of
Thm. 7.4. Moreover, for pure multipartite density states, we have the following corollary.
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Corollary 7.2
Let ρP be a pure, fully factorizable N -partite density state, then:
• The only non-vanishing cohomology group of G(ρP ) is in degree N − 1 with
dimHN−1[G(ρP )] =
∏
p∈P
(dimHp − 1);
• The complex E(ρP ) has vanishing cohomology: dimHk[E(ρP )] ≡ 0 for all k ∈ Z.
The latter statement of this corollary should be compared to Thm. 6.4, which states that a pure
state ρP is (fully) factorizable if and only if E(ρP ) has vanishing cohomology; the first statement
should be compared to Thm. 6.2, which states that a bipartite pure state ρP is (fully) factorizable
if and only if the cohomology of G(ρP ) is concentrated in degree 1. The “if” parts of both of these
bipartite theorems—which are statements of the form: factorizability of a pure bipartite state ⇒
vanishing of certain cohomology groups—follow as corollaries of the above. We might then ask if
there are any multipartite generalizations of the “only if” parts: i.e. can the vanishing of certain
cohomology groups say anything about full factorizability. This motivates the following example,
which shows that the converse to the second statement of Cor. 7.2 does not hold.
Example 7.1: Tensoring by a Unipartite Pure States Destroys Commutant Co-
homology
Let αP be an N -partite density state and suppose β∗ = ((∗), (H∗), ψ ⊗ ψ∨) is a (pure)
unipartite state with ψ ∈ H∗, then by an application of Thms. 7.3 and 7.4 the (N + 1)-
partite density state αP ⊗ β∗ has
Hk[E(αP ⊗ β∗)] ≡ 0
for all k ∈ Z.
In particular, if we take αP to be a pure, non-factorizable, bipartite state, then by Thm. 6.2,
the zeroth cohomology group of E(ρP ) is non-vanishing; however, by tensoring with an arbitrary
unipartite pure state β on disjoint tensor factor, the resulting cohomology of E(αP ⊗β∗) is trivial
even though αP ⊗ β∗ is not fully factorizable.
On the other hand, this example motivates us to look at coarser measures of factorizability: we
can use the data of any tripartite density state ρABC = ((A,B,C), (HA,HB,HC), ρABC) to define a
“coarse-grained” bipartite density state with respect to the partition (AB,C): i.e. a bipartite state
ρ(AB)C := ((AB,C), (HAB,HC), ρABC). If we have ρABC = αAB ⊗ β∗, then the resulting bipartite
density state ρ(AB)C is factorizable.
7.7 Factorizability with Respect to a Partition
For a bipartite density state there was only one non-trivial notion of factorizability, coinciding with
what was referred to as “full factorizability” in the previous section. However, for multipartite
density states, there is an entire zoo of possible generalizations of this notion of factorizability. In
particular —as indicated end of the previous section—one might wish to study if a multipartite
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density state is factorizable with respect to arbitrary partitions of the tensor factors.47
7.7.1 Partitions and their Coarsenings
We begin by recalling the definition of a partition of a set, placing an order on the elements of the
partition when the set is totally ordered.
Definition 7.12
Let P be a finite set.
1. A partition of P is a collection λ ⊆ Power(P ) such that the union ⋃T∈λ T = P and
T ∩ V = ∅ for any T, V ∈ λ with T 6= V .
2. The number of elements in a partition λ of P is denoted |λ| and called the length of λ.
3. Suppose P is totally ordered, and λ is a partition of P . Using the lexicographical
ordering on elements of Power(P ) (a total order), λ is equipped with a total order and
we occasionally write it as a tuple (λ1, λ2, · · · , λ|λ|) where λi < λj for i < j.
The set of partitions of a set form a poset under refinement; for our purposes it is more natural to
speak of “coarsenings”.48
Definition 7.13
A partition η = (η1, · · · , ηM ) is a coarsening of a partition λ = (λ1, · · · , λL), written η ≥ λ,
if for each l ∈ {1, · · ·L} we have λl ⊆ ηm for some m ∈ {1, · · · ,M}.
This definition is a trivial modification of the more common usage of the word refinement : saying
η is a coarsening of λ is equivalent to saying λ is a refinement of η. Note that, in particular, if η is
a coarsening of λ we have |η| ≥ |λ| (with equality if and only if η = λ).
7.7.2 Factorizability With Respect to a Partition
We now give a formal definition of the factorizability of a multipartite density state with respect
to a particular partition.
Definition 7.14
Let ρP = (P, (Hp)p∈P , ρ) be a multipartite density state and λ a partition of P of length L.
1. The λ-coarsening of ρP is the L-partite density state
a
λ[ρP ] :=
(
(1, · · · , L), (Hλl)Ll=1, λ[ρ]
)
where
λ[ρ] := uλρu
∗
λ
47Given a multipartite density state ρP one might also ask if any of the reductions ρT , T ⊆ T are factorizable in
some sense; we will not explore this latter question in this paper.
48The deep reason behind this is that every partition λ = (λ1, · · ·λL) of a set P forms a “complementary” cover
of P by open sets Uλ := {P\λl}Ll=1; the cochain complexes formed in this paper are constructed by using Cˇech
techniques to a presheaf using such covers. Coarsenings of partitions correspond to refinements of covers.
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with
uλ :
⊗
p∈P
Hp ∼−→
L⊗
l=1
Hλl
being the (unitary) reshuffling isomorphism defined by linearization of the map
ψp1 ⊗ · · · ⊗ ψpN 7−→
⊗
q1∈λ1
ψq1
⊗ · · · ⊗
 ⊗
qL∈λL
ψqL
 ,
where P = (p1, · · · , pN ), ψq ∈ Hq, and the order of the tensor product of each⊗
qi∈λi ψqi is in turn given by the order on elements of P .
2. ρP is factorizable with respect to λ (a.k.a. λ-factorizable) if λ[ρP ] is fully factorizable
(c.f. Def. 7.11).
3. ρP is support factorizable with respect to λ (a.k.a. λ-support factorizable) if λ[ρP ] is
fully support factorizable.
aNote that we are using the notation of Def. 7.2, i.e. Hλl =
⊗
p∈λl Hp.
We make some quick remarks about these definitions.
Remark 7.7
1. Once again, λ-support factorizability is a weaker notion of λ-factorizability for general
mixed multipartite density states: i.e. λ-factorizability implies λ-support factorizabil-
ity, but the converse is not true. However, for pure multipartite states, λ-support
factorizability coincides with λ-factorizability and the adjective “support” is an unnec-
essary decoration.
2. Within the collection of all partitions of a (totally ordered) set P = (p1, · · · , pN )
there are two “extreme” partitions: the “coarsest” or “trivial” partition of length 1:
λPtriv = ((P )), and the “finest” or “full” partition of length N : λ
P
full := ((p1), · · · , (pN )).
Any multipartite density state ρP is automatically (support) factorizable with respect
to λPtriv, while ρP is (support) factorizable with respect to λ
P
full if and only if it is fully
(support) factorizable.
The following proposition is a straightforward exercise.
Lemma 7.1
If ρP is λ-(support) factorizable for some P then it is η-(support) factorizable for any coars-
ening η ≥ λ.
Better yet, we can reduce the question of λ-(support) factorizability to a question about support
factorizability with respect to any length 2 coarsening of λ.
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Lemma 7.2
ρP is λ-(support) factorizable if and only if it is η-(support) factorizable for any coarsening
η ≥ λ with |η| = 2.
So if |λ| = L this involves checking factorizability of (L2) = 12L(L−1) bipartite density states. If our
initial multipartite density state is pure, then one can check for factorizability of each of its (pure)
bipartite coarsenings by checking the purity of their partial traces over a single tensor factor.
Next, let us explore the consequences of λ-factorizability on the cohomologies of cochain com-
plexes associated to multipartite density states. Given an N -partite density state, for each partition
λ of its tensor factors we can associate a complex of its associated coarsening; this produces 2N
associated complexes associated to a multipartite density state. For the sake of readability we
introduce a natural shorthand notation for these complexes.
Definition 7.15
Let ρP be a multipartite density state and λ a partition of P , then we define the complexes
Gλ(ρP ) := G(λ[ρP ])
Eλ(ρP ) := E(λ[ρP ]).
If a state is λ-factorizable, then there is a massive vanishing of cohomology groups: the cohomologies
of the complexes associated to any coarsening of λ are concentrated in the highest possible degree.
Theorem 7.5
Let ρP be a multipartite density state and λ a partition of P .
1. If ρP is λ-support factorizable, then for each coarsening η ≥ λ we have Hk[Gη(ρP )] = 0
for k < |η| − 1.
2. If ρP is λ-support factorizable, then for each coarsening η ≥ λ we have Hk[Eη(ρP )] = 0
for k < |η| − 1.
Proof. These statements are consequences of Lemma 7.1 and Theorem. 7.4.
Specializing to pure multipartite density states, one can supply a converse statement to the
above theorem (requiring only bipartite coarsenings in the converse directions).
Theorem 7.6
Let ρP be a pure multipartite density state and λ a partition of P .
(A): ρP is λ-support factorizable if and only if H
0[Gη(ρP )] = 0 for all length 2 coarsenings
η ≥ λ.
(B): ρP is λ-support factorizable if and only if H
0[Eη(ρP )] = 0 for all length 2 coarsenings
η ≥ λ.
Proof. To prove (A) we use Lem. 7.2 along with Thm. 6.3. To prove (B) we use Thm. 6.2.
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Of course, if bipartite cohomologies are computed purely by brute force this theorem does not
offer any computational advantage over checking partial traces with respect to bipartite coarsenings
to verify factorizability. However, it does guarantee that if a multipartite density state ρP state is
not λ-factorizable, then there exists length 2 coarsenings η ≥ λ and χ ≥ λ such thatH0[Gη(ρP )] 6= 0
and H0[Eχ(ρP )] 6= 0. Using the statements in §6.4.2 it is easy to see that one can take η = χ.
Remark 7.8
The relationship between cohomologies of coarsenings of a multipartite density state, which
can be expressed in terms of the relationship between Cˇech cohomologies as one takes refine-
ments, is an important mostly unexplored aspect of this paper. One might ask, for instance,
what the cohomology of a multipartite density state says about the cohomologies of its coars-
enings and vice-versa. The author hopes to come back to this issue in a more sophisticated
discussion of the constructs in this paper.
As a small step toward understanding the issues mentioned in the remark above, the following
theorem expresses the consequence of λ-factorizability on cohomologies of complexes computed
using the finest partition (i.e. the multipartite complexes considered before this section).
Theorem 7.7
If ρP is λ-support factorizable for some |λ| = L, then Hk[G(ρP )] = 0 and Hk[E(ρP )] = 0
for all k ≤ L− 2.
Proof. Every λ-support factorizable state is support equivalent to a λ-factorizable state and coho-
mologies only depend on support equivalence classes. Hence, wlog we begin by supposing that ρP
is λ-factorizable. By definition λ[ρP ] =
⊗L
l=1 λ[ρ]l =
⊗L
l=1 ρλl . Thus we have
ρP = σλ ·
(
L⊗
l=1
ρλ
)
where σλ is the permutation taking the ordered word λ1 · · ·λn to p1 · · · pn. As a result of equivari-
ance of cochain complexes under permutation (Prop. 7.7) and Cor. 7.1 we have
PG(ρP ) = y
L−1
L∏
l=1
PG(ρλl),
PE(ρP ) = y
L−1
L∏
l=1
PE(ρλl),
and the proposition follows.
Thus, if, e.g. Hk[G(ρP )] 6= 0 for some k ≤ K, then ρP cannot be λ-factorizable for any partition
of length k + 2.
7.8 Pure state Entanglement and Cohomology
Readers of this paper are likely to be interested in entanglement rather than factorizability. In this
section we restrict our attention to pure density states, where the notions of factorizability, support
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factorizability, and separability all coincide: this coincidence gives a very straightforward notion of
entanglement as the property of failing to factorize. In general, entanglement is typically defined as
the failure of separability. When working with mixed density states, one does not have a coincidence
between the notions of factorizability, support factorizability, and separability. For instance, as
demonstrated in Ex. 6.2, there are (mixed) bipartite density states that are entangled yet support
equivalent to a factorizable density states. Because our chain complexes only depend on support
equivalence classes, this makes them ill-equipped (at least na¨ıvely) for detecting entanglement of a
particular mixed density state. Instead, one these chain complexes are better equipped to aid with
questions about properties of families of mixed density states.
With this in mind we provide a few natural definitions that allow one to rephrase the statements
of §7.7 in a more succinct way and to draw attention to their usefulness in detecting pure state
entanglement.
Definition 7.16
Let ρP be a pure multipartite density state.
1. A pure multipartite density state is λ-entangled if it is not λ-factorizable;
2. A pure multipartite density state is completely L-entangled if it is not λ-factorizable
for all partitions λ of length L.
Suspiciously missing is a term for the situation where there exists a partition λ of length L such that
ρP is λ-entangled; one might wish to call this simply “L-entangled”, although we avoid officially
defining this terminology as we do not have anything useful to say about it with the cohomo-
logical technology we have developed thus far. The following remark gives some straightforward
observations about our definitions.
Remark 7.9
1. λ-entangled ⇒ µ-entangled for all refinements µ ≤ λ;
2. completely L-entangled ⇒ completely M -entangled for all M ≥ L.
The failure of complete L-entanglement is due to the existence of partitions of a length ≤ L for
which the state factorizes.49
Example 7.2
Let ψAB ∈ HA⊗HB be an entangled state, let ρABC be the tripartite density state associated
to ψAB ⊗ ψC for some ψC ∈ HC. Then ρABC is not completely 2-entangled but is completely
3-entangled.
We can now paraphrase the statements of §7.7 from an entangled perspective. When searching
for entanglement with respect to a particular partition, the following rephrasing of Thms. 7.5 and
7.6 might be useful.
49The minimal level L of a completely L entangled state can be thought of as how much we need to coarse-grain (by
choosing an arbitrary coarsening of the finest partition) until we are guaranteed that every subsystem is entangled
with another.
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Theorem 7.8: Testing For Multipartite Entanglement of Pure States
Let ρP be a pure N -partite density state and λ a partition of P of length ≥ 2.
1. If there exists a coarsening η ≥ λ such that Hk[Gη(ρP )] or Hk[Eη(ρP )] 6= 0 for some
k < |η| − 1, then ρP is λ-entangled.
2. ρP is λ-entangled if and only if there exists a length 2 coarsening η ≥ λ such that
H0[Gη(ρP )] 6= 0.
3. ρP is λ-entangled if and only if there exists a length 2 coarsening η ≥ λ such that
H0[Eη(ρP )] 6= 0.
Additionally—as already stated below Thm. 7.6—if we find a coarsening η ≥ λ for which one of
Gη(ρP ) (where ρP a pure multipartite density state as in the theorem) has non-vanishing zeroth
cohomology, then we are guaranteed that Eη(ρP ) has non-vanishing zeroth cohomology (and vice-
versa).
Moreover, if we wish to search for entanglement with respect to all partitions of a certain length
L (“complete L-entanglement”), the following theorem–which is just a rephrasing of Thm. 7.7–tells
us we should compute cohomology groups of complexes associated to the finest partition.
Theorem 7.9
Let ρP be a pure multipartite density state. If either H
k[G(ρP )] 6= 0 or Hk[E(ρP )] 6= 0 for
some k, then ρP is completely (k + 2)-entangled.
Stated in terms of Poincare´ polynomials, the theorem consists of the following statements for pure
ρP
1. PG(ρP ) is not divisible by y
k =⇒ ρP is completely (k + 2)-entangled.
2. PE(ρP ) is not divisible by y
k =⇒ ρP is completely (k + 2)-entangled.
Based on computational exploration, we conjecture the “⇐” directions of the above are also true.
Conjecture 7.1
Suppose ρP is a pure multipartite density state.
1. PG(ρP ) is not divisible by y
k ⇐⇒ ρP is completely (k + 2)-entangled.
2. PE(ρP ) is not divisible by y
k ⇐⇒ ρP is completely (k + 2)-entangled.
For pure bipartite density states statement 1 of the conjecture is true as demonstrated by Thm. 6.3
and statement 2 is true via Thm. 6.2. A direct way of approaching the conjecture is to demonstrate
the existence of a k-cocycle for either G(ρP ) or E(ρP ) that passes to something non-trivial in
cohomology whenever ρP is completely (k + 2)-entangled.
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8 Categorification of Mutual Information
In this section we touch upon one of the more intriguing claims in the introduction: that the Euler
characteristics of the cochain complexes we produced above are related to (multipartite) mutual
informations. This claim should be considered a part of a more general art of “categorification”,
instead of defining this term we summarize it in our very specialized context with the following
diagram.
Chain Complex V “Number” χ(V) =
∑
j(−1)j dim(Vj)
Categorification
Decategorification
The left and right hand sides of this diagram should be thought of as invariants associated to
some mathematical object of interest.50 As an example: the Euler characteristic of a topological
space is a numerical quantity invariant under homotopy (or representation of that topological space
via combinatorial data); its categorification can be thought of as a singular (or simplicial) chain
complex associated to that topological space: another “invariant” in the sense that it transforms via
canonical (i.e. functorial) isomorphism under homotopy (or change in combinatorial representation).
The Euler characteristic is more easily calculable, but chain complexes and their homologies provide
more information and can help distinguish between two topological spaces with the same Euler
characteristic.
As another example that should please physicists: in super-quantum mechanics the Z2 graded
Hilbert space of ground states (along with a supercharge acting as a differential) can be thought
of as a categorification of the Witten index: both “invariants” of some associated super quantum
mechanics. Famously, the Jones polynomial associated to a knot (an invariant under ambient
isotopy) can be realized as the Euler characteristic of a cochain complex discovered by Khovanov.
While the process of decategorification of an invariant is usually straightforward (in our case, it is
simply the passage to an Euler characteristic), the process of categorifying is akin to quantization
in the sense that—beyond a few specialized contexts—it is more of an art than a functorial process.
For the purposes of this paper, our utopian dream is the categorification of multipartite mutual
information: a numerical quantity associated to a multipartite density state, and invariant under
local invertible transformations (hence, also invariant under local unitary transformations). Let us
take a brief diversion to motivate and define this quantity.
8.1 Multipartite Mutual Information
Before introducing multipartite mutual information, we should first recall the definition of the von
Neumann entropy associated to a density state.
50Here “invariant” means that, up to an appropriate notion of isomorphism of our mathematical object, the chain
complex changes canonically by e.g. chain (or quasi) isomorphism, and the number remains constant.
86
Definition 8.1
The von Neumann entropy of a density state ρ ∈ Dens(H) is the R≥0 valued quantity:
SvN(ρ) := −Tr[ρ log(ρ)].
The von Neumann entropy is a reasonable unitary invariant associated to a unipartite density
state: application of a unitary (or invertible linear) transformation leaves the von Neumann entropy
undisturbed as von Neumann entropy of a density state only depends on the (unordered) set of
eigenvalues. The von Neumann entropy of a unipartite density state is, moreover, always positive
and vanishes if and only if the state is pure.
Handed a bipartite density state, we wish to ask for a generalization of the entropy to a numerical
quantity that is invariant under local unitary (or invertible) transformations. We begin by noticing
that, given a bipartite density state ρAB, each of the three quantities S(ρA), S(ρB), S(ρAB) is
invariant under local invertible transformations. A particularly famous linear combination of these
is the (bipartite) mutual information:
I(ρAB) := S
vN(ρA) + S
vN(ρB)− SvN(ρAB). (35)
One possible motivation for this quantity is its ability to be expressed as a relative entropy; we
recall the definition of relative entropy for density states below.
Definition 8.2
Let ρ, ϕ ∈ Dens(H) be density states such that sρ ≤ sϕ. Then the relative entropy of ρ with
respect to ϕ, is given by
S(ρ ‖ ϕ) := Tr [ρ (log(ρ)− log(ϕ))] .
One can show that the relative entropy S(ρ ‖ ϕ) of density states is always non-negative and
vanishes if and only if ρ = ϕ (c.f. [32, §1]). In this sense, relative entropy provides a useful measure
of “how close” two density states are. It is a straightforward exercise to show that:
I(ρAB) = S(ρAB ‖ ρA ⊗ ρB).
In other words, the bipartite mutual information is a measure of how close a density state is to
being factorizable.
Given the discussion above, one natural way of generalizing the bipartite mutual information
to multipartite density states ρP with |P | ≥ 3 is to consider the R≥0 quantity:
C(ρP ) := S
(
ρP
∥∥∥∥ ⊗
p∈P
ρp
)
=
∑
p∈P
SvN(ρ{p})− SvN(ρP ).
(36)
Once again, because the entropies of all reduced density states are invariant under local invertible
transformations, it follows that C(ρP ) is invariant under local invertible transformations. Moreover,
this quantity provides an excellent measure of how far a multipartite density state is from being
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fully factorizable: it is non-negative and vanishing only on fully factorizable density states. The
classical analogue of this quantity (given by replacing density states with probability measures and
quantum relative entropies with classical relative entropies) is known as the total correlation.
An alternative way of generalizing the mutual information—which will be relevant to our
applications—is to take the inclusion-exclusion sum appearance of (35) seriously and adopt the
following definition.
Definition 8.3
The mutual information of a multipartite density state ρP is
I(ρP ) :=
∑
∅⊆T⊆P
(−1)|T |−1SvN(ρT ) ∈ R. (37)
We will come back to a motivation for this definition in terms of a recursion relation in §8.3.
The density state assigned to the empty set is the identity operator on C—the one-dimensional
Hilbert space assigned to ∅—the von Neumann entropy of this state is zero; so the empty set
contribution to the sum of (37) vanishes. In particular, we note that for a unipartite density state,
we have
I(ρ∗) = S
vN(ρP ),
whereas, for a bipartite density state we recover (35). Unlike with bipartite mutual information,
tripartite mutual information is not necessarily always non-negative (or non-positive).51 One of
the earliest references to the tripartite version of the classical multipartite mutual information
(replacing von Neumann entropy with the entropy of a probability measure) appeared in [34], with
a full generalization to multipartite systems presented in [35].
Remark 8.1
As in [35], some authors define multipartite mutual information to include an overall global
sign that takes into account the number of primitive subsystems, i.e. we could define:
I−(ρP ) := (−1)|P |I(ρP ).
Such a sign appears naturally if we think of entropy as defining an element of a module for
the incidence algebra of subsets of P . In this case I−(ρP ) arises as the right action of the
Mo¨bius-mu function of the incidence algebra on the element defined by entropy. We outline
a few details of this remark in App. E.
8.2 Factorizability and Mutual Information
We will not provide a detailed exposition of the properties or interpretation of multipartite mutual
informations; such an exposition deserves a dedicated short paper to itself. Nevertheless, it is
51However, one can argue that holographic states—state for which mutual informations can be computed by Ryu-
Takayanagi formulae—the tripartite mutual information is non-positive [33]. In other words, the information shared
between A and the combined system (BC) is at least as big as the sum of the information shared between A and B
and the information shared between A and B.
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worth giving a few remarks on how the mutual informations can be used to answer questions about
factorizability of multipartite density states. As discussed above, the mutual information associated
to a bipartite density state is the total correlation (the relative entropy of a bipartite density state
with respect to the tensor product of its reduced states); so the following is immediate via properties
of relative entropies.
Proposition 8.1
Let ρAB be a bipartite density state, then ρAB is factorizable if and only if I(ρAB) = 0.
For higher mutual informations, the following proposition provides a generalization of the “only if”
direction:
Proposition 8.2
If ρP is λ-factorizable for some partition λ of length ≥ 2, then I(ρP ) = 0.
Proof. This follows by a straightforward computation that makes use of the property SvN(ρ⊗ϕ) =
SvN(ρ) + SvN(ϕ) for any density states ρ ∈ Dens(H) and ϕ ∈ Dens(K) along with the property
that
∑
∅⊂T⊆P (−1)|P | = (1− 1)|P | = 0.
Prop. 8.2 justifies the name “mutual information”: the fact that mutual information vanishes if any
subsystem “decouples” is an indication that mutual information provides a measure of the “shared
(or mutual) information” among all subsystems.
One can ask about the converse direction to Prop. 8.2: does the vanishing of certain mutual
informations necessarily imply factorizability? Indeed, to verify λ-factorizability for some partition
λ of P the vanishing of all mutual informations associated to the 12 |λ|(|λ|−1) bipartite coarsenings
of λ suffices.52
Proposition 8.3
ρP is λ-factorizable if and only if I(η[ρP ]) = 0 for all length 2 partitions η ≤ λ.
Proof. This follows from Prop. 8.1 and the fact that a multipartite density state ρP is λ-factorizable
if and only if it is factorizable with respect to any length 2 coarsening.
As a corollary of Prop. 8.3 and Prop. 8.2, we have
Corollary 8.1
A density state ρP is fully factorizable if and only if I(λ[ρP ]) = 0 for all partitions λ of P .
which is a weaker statement than Prop. 8.3 (in particular, Prop. 8.3 suggests the computation of
1
2 |P |(|P |−1) mutual informations rather than 2|P | mutual informations to verify full factorizability).
Of course, total correlation (defined in (36)) also helps answer questions about factorizability:
a state is λ-factorizable if and only if C(λ[ρP ]) = 0. Lovers of total correlation should be pleased
52Recall that a λ-coarsening λ[ρP ] of a multipartite density state ρP—formally defined in Def. 7.14—is simply a
reorganization of the set of tensor factors P according to a partition λ of P . The result is a |λ|-partite density state
denoted λ[ρP ].
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to note that we can recover it from the computation of mutual informations of reductions (rather
than coarsenings) of multipartite density states.
Proposition 8.4
The total correlation can be expressed in terms of the mutual informations associated to all
reduced multipartite density states on subsets including at least 2 primitive elements:
C(ρP ) =
∑
{T⊆P :|T |≥2}
(−1)|T |I(ρT )
=
∑
{T⊆P :|T |≥2}
I−(ρT ).
Proof. This follows from general properties of inclusion-exclusion formulae (or Mo¨bius inversion
formulae as described in App. E). Namely suppose P is a set and f : Power(P )→ R is a function
on the power set of P . Define
f˜ : Power(P ) −→ R
T 7−→
∑
∅⊆V⊆T
(−1)|P |−|T |f(V ).
Then one can verify that
f(T ) =
∑
∅⊆V⊆T
f˜(T ).
The proposition follows by taking the function f to be given by T 7→ SvN(ρT ).
Of course, one can also expression the total correlation of a coarsening of a multipartite density
state in terms of a sum of mutual informations over the reductions of the coarsening.
8.3 Inclusion-Exclusion, Recursion
To shed more light on Def. 8.3, we reverse engineer our definition: noting that the alternating sums
of the sort present in (37) are the result of some deeper inclusion-exclusion principle. Indeed, note
that the tripartite mutual information of a tripartite state ρABC can be expressed as a combination
of bipartite mutual informations:
I(ρABC) = I(ρAB) + I(ρAC)− I
(
ρA(BC)
)
, (38)
where ρA(BC) is the bipartite coarsening
53 ((HA,HBC), ρABC). In general, the |P |-partite mutual
information of a density state ρP can be computed from a combination of three (|P | − 1)-partite
mutual informations. Indeed, given an ordered set P of size |P | ≥ 2, for each pair of integers (i, j)
such that 0 ≤ i < j ≤ |P | − 1 define the length (|P | − 1)-partition λij as the partition obtained
53Using the notation of Def. 7.14 this is the bipartite density state (A,BC)[ρABC], for the length 2 partition (A,BC)
consisting of the subsystems A and BC.
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from the finest partition of P after merging the (i + 1)th and (j + 1)th elements of P together.54
Then we have
I(ρP ) = I(ρ∂iP ) + I(ρ∂jP )− I (λij [ρP ]) , (39)
where λij [ρP ] is the (|P |−1)-partite density state formally defined in Def. 7.14. That is, if we have
a fixed density state ρP , and choose two subsystems p, q ∈ P , with p 6= q, then the total mutual
information (the information shared by all subsets P ) is the sum of:
1. I(ρP\{p}): The mutual information associated to the primitive subsystems of P\{p},
2. I(ρP\{q}): The mutual information associated to the primitive subsystems of P\{q},
and modulo any “double-counting” encapsulated by the mutual information between elements of
(P\{p}) ∩ (P\{q}) = P\{p, q} and the combined system {p, q}.
This is an inclusion-exclusion relation (39) should be familiar from a combinatorial perspective:
if we have a finite set X with subsets A,B ⊆ X such that X = A ∪ B, then the cardinality of X
can be computed as:
|X| = |A|+ |B| − |A ∩B| (40)
the subtracted term |A ∩ B| being a correction for double counting. More generally, suppose X is
a finite set covered by a finite collection of subsets (Ap)p∈P where P is some (finite) indexing set,
then by repeated application of (40) we obtain:
|X| =
∑
∅⊆T⊆P
(−1)|T |−1
∣∣∣∣∣⋂
t∈T
At
∣∣∣∣∣ .
In a similar manner, applying (39), we can reduce the computation of mutual information to an
alternating sum over mutual informations of unipartite density states:
I(ρP ) =
∑
∅⊆T⊆P
(−1)|T |−1I (λTtrivial[ρT ])
where λTtrivial = (T ) is the trivial (length 1) partition of T ; so λtrivial[ρT ] is the unipartite state
((HT ), ρT ). If we specify that the mutual information associated to any unipartite density state
ρ∗ = ((H∗), ρ∗) is the von Neumann entropy:
I(ρ∗) := S
vN(ρ∗),
then we can obtain the closed expression (37).
54We can define λij more formally: first recall that ∂k is the operation on ordered sets that eliminates the (k +
1)th element (C.f. Def. 7.3 in §7.1). Then λij is the partition whose components are given by the one-element
subsets/primitive subsystems of ∂i∂jP , along with the subset {pi, pj}.
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Remark 8.2
To aid in the suspicion that mutual information might behave as an Euler characteristic,
we compare (39) to identities for Euler characteristics under “gluing”.a For instance: recall
that if X is a topological space, covered by open sets A and B (satisfying sufficiently nice
properties), then the Euler characteristic of X = A ∪B obeys:
χ(A ∪B) = χ(A) + χ(B)− χ(A ∩B).
f : A→ X and g : A→ X. More relevant to our applications here, are the gluing identities
for Cˇech cohomologies of topological spaces equipped with a presheaf. In future work this
will be made more precise using more sophisticated techniques beyond the scope of this
paper.
aFor the experts: (homotopy) pushout diagrams.
The following remark is relevant to an interpretation of the recursion (39) in the spirit of the
approach taken in [11, 12].
Remark 8.3
Practitioners of homological algebra might suspect (39) as a possible manifestation of a
coboundary relation: perhaps multipartite mutual information should be thought of as an
element of a cochain complexa with higher mutual informations obtainable by application
of a coboundary map. This is the perspective of [11, 12], where multipartite mutual in-
formations live inside of cochain complexes consisting of of functions on spaces of density
states/measures. The perspective in this paper, however, is to think of the density state as
fixed and think of mutual information as some associated numerical invariant (with respect
to local invertible transformations). One might be able to reconcile our perspective here and
that of [11] using the language of obstruction theory. One might suspect the chain complexes
of [11] are computing the cohomology of some classifying space associated to the moduli of
multipartite density states/measures on some fixed set of subsystems. Asking if a density
state/measure factorizes in a particular way should be phrased as an obstruction problem,
with multipartite mutual informations playing the role of obstruction classes.
aOr an A∞-algebra/module.
8.4 The State Index
As mentioned in the introduction, we can manipulate the multipartite mutual information to appear
as:
I(ρP ) =
|P |−1∑
k=−1
(−1)k
 ∑
{T⊆P :|T |=k+1}
SvN(ρT )

so if I(ρP ) were the Euler characteristic of some (co)chain complex C(ρP ), then it is natural to
suspect that the expressions in the square brackets should be identifiable with the “dimensions” of
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the components of this complex:
“ dim Ck(ρP ) =
∑
{T⊆P :|T |=k+1}
SvN(ρT ) ”.
Multipartite mutual information does not have a chance of being directly realized as an Euler
characteristic of a chain complex of vector spaces: the most obvious reason being that the Euler
characteristic of a chain complex of vector spaces is an integer valued quantity, whereas multipartite
mutual information is valued in R. However, one might ask if we can realize multipartite mutual
information as a Lefschetz index (an alternating sum of traces of the induced endomorphism on
cohomology from some chain endomorphism), or perhaps by working with something more sophis-
ticated than vector spaces—allowing for a generalized notion of “dimension”. These ideas also fail
for a more sophisticated reason: if we can associate chain complexes to multipartite density states
in any meaningful way, one would expect that tensor products of multipartite density states pass
to tensor products of complexes. If such a property is true, then the associated Euler characteris-
tic should take tensor products of complexes to products of numbers (and direct sums/Cartesian
products of complexes to sums of numbers). As a result we expect:
I(ρP ⊗ϕQ) ?= I(ρP )I(ϕQ),
However, by Prop. 8.2: given any multipartite density states ρP and ϕQ, we have:
55
I(ρP ⊗ϕQ) = 0. (41)
even if the individual mutual informations I(ρP ) and I(ϕQ) are non-vanishing. Although (41)
results from a useful property for detecting factorizability, it is now somewhat discouraging if our
goal was to na¨ıvely realize mutual information as an Euler characteristic. With this in mind, we
can ask what kind of quantities do have the expected properties of Euler characteristics, and if we
can recover the mutual information from any of them.
8.4.1 The Search for an Euler Characteristic
We begin with the diagram below.
Multipartite Den-
sity States ρP
Geometric objects
Geom(ρP ) built up by
gluing finitely many
simple components
{Geomk(ρP )}k.
Euler Characteristic χ(ρP )
55Note that (41) also precludes the mutual information from taking tensor products of vector spaces to sums of
mutual informations.
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That is, we begin by supposing that to any multipartite density state ρP there is some sort
of geometric object Geom(ρP ) built up by gluing together (finitely many) simple components
{Geomk(ρP )}k. The multipartite cochain complexes E(ρP ) and G(ρP ) of the previous sections
define concrete realizations of what Geomk(ρP ) could be: the simple components Geom
k(ρP ) are
the non-trivial components of the cochain complexes and the gluing is given by the coboundary
maps. However, we will take the perspective that these complexes might be shadows of a more
sophisticated geometric object: e.g. (as suggested above) a chain complex whose components are
valued in a category of objects that are fancier than vector spaces.56 Given such a hypothetical
geometric object, we can try to search for candidates of numerical “invariants” that behave like
Euler characteristics χ(ρP ) = χ [Geom(ρP )].
Even without understanding Geom(ρP ), if we require that any good Euler characteristic should
preserve particular geometric properties, we can constrain the form of the Euler characteristic and
obtain concrete formulae directly terms of the data of the multipartite density state. First, whatever
χ(ρP ) might be, it should play nicely with “gluing”. To make this statement concrete, we appeal
to the inclusion-exclusion principle (39) satisfied by mutual information and require that χ(ρP )
satisfy the same relation:
χ(ρP ) = χ(ρ∂iP ) + χ(ρ∂jP )− χ(λij [ρP ]).
This relation intuitively meshes with the vague idea that ρP can be built by gluing together the two
density states ρ∂iP and ρ∂jP while keeping track of overlapping data encoded by the multipartite
density state λij [ρP ].
As with mutual information this inclusion-exclusion relation highly constrains the form of χ(ρP ):
we can reduce the computations of χ(ρP ) to the computation of Euler characteristics of unipartite
states:
χ(ρP ) =
∑
∅⊆T⊆P
(−1)|T |−1χ(λtrivial[ρT ])
where, as before, λtrivial[ρT ] is the unipartite state ((HT ), ρT ). In other words, χ(λtrivial[ρT ]) is a
function of the pair of data HT and a density state ρT .
Secondly we require that χ(ρP ) is an invariant under suitable notion of isomorphism of mul-
tipartite density states (which should pass to isomorphisms of associated geometric objects). In
our case this means it should only depend on ρP up to local invertible transformations.
57 This
requirement is equivalent to the requiring that χ(λtrivial[ρT ]) only depends on the unipartite density
state up to invertible transformations (equivalently it only depends on the dimension of HT and
the conjugacy class of ρT ). With this in mind, we provide the following definition.
Definition 8.4
1. FinDens is the collectiona of pairs (H, ρ) where H is a finite dimensional Hilbert space
ρ ∈ Dens(H) (this is equivalently the collection of unipartite density states). We will
say two pairs (H, ρ), (K, ϕ) ∈ FinDens are invertibly isomorphic if there exists an
invertible map l : H → K such that ϕ = lρl−1.
56In future work we will produce Geom(ρP ) as a simplicial object in an appropriate “category of states”.
57it was also be natural to impose invariance under local unitary transformations, however, the larger class of local
invertible transformations are easier to work with.
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2. FinDens is the set of equivalence classes of FinDens under invertible isomorphism.b
aWe are explicitly avoiding the use of the term “set” as the collection of all such pairs of Hilbert spaces and
density states is not a set in any formal sense of the word. However, in truth, we only care about isomorphism
classes of such pairs, which does form a set.
bBecause one can recover any pair (H, ρ) ∈ FinDens up to invertible isomorphism by the spectrum of ρ
(thought of as an unordered multiset), there is a bijective correspondence between FinDens and
⊔
n≥0 R
n
≥0—in
particular, not only is FinDens a set, but we have the option of equipping it with a topology.
Now suppose R is some abelian group and we are supplied with a function
G : FinDens→ R,
then the above discussion motivates us to define:
χG(ρP ) :=
∑
∅⊆T⊆P
(−1)|T |−1G [(HT , ρT )] ∈ R. (42)
This is precisely the hypothetical Euler characteristic defined by the unipartite assignments
χG(λtrivial[ρT ]) = G [(HT , ρT )].
Next we might wish to let R be a ring, and constrain the possible functions G : FinDens→ R in
such a way that the associated Euler characteristic χG takes tensor products of multipartite density
states to products of Euler characteristics. But rather than doing this, we take a brief diversion
and continue to use our vague intuition that χG(ρP ) is associated to some geometric object; the
constraint that χG takes tensor products to products in R will emerge naturally.58
First reorder (42):
χG(ρP ) =
|P |−1∑
k=−1
(−1)k
 ∑
|T |=k+1
G [(HT , ρT )]
 . (43)
Our proposal is that the quantity in square brackets should be equivalent to a “dimension” of the
level k component Geomk(ρP ) of the geometric object associated to ρP . Rather than elaborating
on a formal definition of “dimension”, we lead by example.
1. Finite sets: A good notion of dimension is the cardinality. Note that if A and B are finite
sets then |A×B| = |A||B| and |A∐B| = |A|+ |B|.
2. Finite dimensional vector spaces over a field: A good notion of dimension is the usual
one; note that if V and W are vector spaces then dim(V ⊗ W ) = dim(V ) dim(W ) and
dim(V ⊕W ) = dim(V ) + dim(W ).
3. Graded vector spaces: A good notion of dimension is the Euler characteristic χ: if V• and
W• are graded vector spaces and ⊕ and ⊗ are the usual direct sum and tensor product of
graded vector spaces then, χ(V• ⊕W•) = χ(V•) + χ(W•) and χ(V• ⊗W•) = χ(V•)χ(W•).
58Actually, as we will see, this is only true up to a sign.
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4. Pairs of finite dimensional vector spaces over a field k and an endomorphism: there
is a family of good notions of dimension indexed by the non-negative integers (or alternatively,
there is a good notion of dimension valued in k-valued functions over the integers): given a
pair (V,L) of a vector space V and an endomorphism L : V → V we can define
Dn(V,L) =
{
Tr(Ln), if n > 0
rank(L), if n = 0
.
If we define (V,L)⊗ (W,M) := (V ⊗W,L⊗M) and (V,L)⊕ (W,M) := (V ⊕W,L⊕M), then
Dn(V ⊗W,L⊗M) = Dn(L, V )Dn(W,M) and Dn(V ⊕W,L⊕M) = Dn(V,L) +Dn(W,M).
In each of these cases, there is a natural notion of isomorphism of objects, and the set of isomorphism
classes is equipped with product and sum operations (obeying the usual distributive identities)
coming from the descent of operations ⊗ and ⊕ (if we are fans of amusing names we might say
that the isomorphism classes form a “rig”: a ring without negatives, c.f. [36]). The dimension is
then taken to be a map out of the set of isomorphism classes into a ring, preserving the sum and
product operations (i.e. a homomorphism). The last case demonstrates a situation where a good
notion of dimension is not necessarily an integer and bears some resemblance to our situation of
interest.
Our concern is with the “dimension” of the components of some hypothetical geometric object
associated to a multipartite density state ρP . As suggested by (43), the kth component of such a
hypothetical geometric object should determined by the data coming from the collection of density
states {(HT , ρT ) : |T | = k + 1}; so our concern should be with geometric quantities collections (or
tuples) of pairs of Hilbert spaces and density states. Because the geometric object is determined
by the multipartite density state, we will assume that we only need to understand the multipartite
density state, not necessarily what its associated geometric object might be. Hence, we will attempt
to give a notion of dimension of to tuples of pairs of Hilbert spaces and density states.
Definition 8.5
1. FinState is the collectiona of pairs ( ~H, ~ρ) where
(a) ~H = [H1, · · · ,Hn] is a tuple of finite dimensional Hilbert spaces of some arbitrary
finite length n ≥ 1;
(b) ~ρ = [ρ1, · · · , ρn] is a tuple of length n with ρj a positive semidefinite element of
S(Hj) for every j ∈ {0, · · · , n}.
Two pairs ( ~H, ~ρ) and (~K, ~ϕ) are invertibly isomorphic if they consists of tuples of the
same length and there exists:
(a) A permutation σ : {1, · · · , n} → {1, · · · , n}
(b) A tuple of invertible linear transformations (`j : Hj ∼−→ Kσ(j))nj=1 such that
ρj = (`σ(j))−1 ◦ ϕσ(j) ◦ `j .
2. FinState is the collection of equivalence classes of FinState under invertible isomor-
phism.
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3. The operation  on pairs of elements of FinState is defined by concatenation:(
[H1, · · · ,Hn], [ρ1, · · · , ρn]) ([K1, · · · ,Kn], [ϕ1, · · · , ϕm]) :=(
[H1, · · · ,Hn,K1, · · · ,Km], [ρ1, · · · , ρn, ϕ1, · · · , ϕm]) ;
The tensor product is defined as:(
[Hi]ni=1, [ρ]ni=1
)⊗ ([Kj ]mj=1, [ϕj ]mj=1) := ([Hi ⊗Kj ]i=n,j=mi=1,j=1 , [ρi ⊗ ϕj ]i=n,j=mi=1,j=1 ) ,
where the tuples on the right hand side are equipped with the lexicographical ordering.
aWe are explicitly avoiding the use of the term “set” as the collection of all such pairs of Hilbert spaces and
density states is not a set in any formal sense of the word. However, in truth, we only care about isomorphism
classes of such pairs, which does form a set.
For those comfortable with C∗-algebras, the following remark gives a simplified description of
FinState.
Remark 8.4
Using the classification of finite dimensional C∗-algebras, one can show that FinState is
equivalent to the collection of pairs (A,E) where A is a finite dimensional C∗-algebra and
E : A→ C a positive linear functional on A. Two elements (A,E) and (B,F) are isomorphic
if there exists a homomorphism h : A→ B such that F◦h = E. The operation  is given by
(A,E) (B,F) = (A× B,E× F) (where A× B is the product C∗-algebra) and the tensor
product by (A,E)⊗ (B,F) = (A⊗B,E⊗F).
The discussion above motivates us to define the notion of a dimension function for FinState:
given a ring R, an (R-valued) dimension function is a function out of the set of equivalence classes
FinState into R:
dim : FinState→ R
such that
dim
[
( ~H, ~ρ) (~K, ~ϕ)
]
= dim
[
( ~H, ~ρ)
]
+ dim
[
(~K, ~ϕ)
]
, (44)
dim
[
( ~H, ~ρ)⊗ (~K, ~ϕ)
]
= dim
[
( ~H, ~ρ)
]
dim
[
(~K, ~ϕ)
]
(45)
where we are abusing notation and writing dim( ~H, ~ρ) to denote the value of dim on the equivalence
class of ( ~H, ~ρ). Because every element of FinState can be thought of as a -sum of 1-tuples of
the form ([H], [ρ]), then dim is determined how it acts on the data of tuples ([H], [ρ]). With this in
mind, suppose we have a function G : FinDens→ R that satisfies
G [(H⊗K, ρ⊗ ϕ)] = G [(H, ρ)]G [(H, ϕ)],
then the associated function
dimG : FinState −→ R
n

i=1
([Hi], [ρi]) 7−→
n∑
i=1
G [(Hi, ρi)]
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is a dimension function, and every dimension function (valued in R) is uniquely determined by
such a G . With this notation we can rewrite (43) as:
χG(ρP ) =
|P |−1∑
k=−1
(−1)k dimG
 
|T |=k+1
([HT ], [ρT ])
 (46)
which looks more like the Euler characteristic of some (co)chain complex/geometric object whose
kth component is associated to |T |=k+1([HT ], [ρT ]).
Next we wish to understand if we can resolve the issue that prevented us from claiming mutual
information is an Euler characteristic: namely, given a dimension function dim and the expression
(46) for a hypothetical Euler characteristic, is the hypothetical Euler characteristic of a multipartite
density state the product of hypothetical Euler characteristics?
Lemma 8.1
G : FinDens → R be a function into some ring R. Given a multipartite density state ρP ,
define
XwG (ρP ) = w|P |
∑
∅⊆T⊆P
(−1)|T |G [(HT , ρT )] ∈ R[w].
where w is a formal variable and R[w] denotes the ring of polynomials in w with coefficients
in R. Then XG is invariant under local invertible transformations. Moreover, if
G [(H⊗K, ρ⊗ ϕ)] = G [(H, ρ)]G [(H, ϕ)] (47)
then
XG(ρP ⊗ϕQ) = XG(ρP )XG(ϕQ).
The function in the lemma above differs from our hypothetical Euler characteristic in a mild way:
XwG (ρP ) = −w|P |χG(ρP )
= w|P |
|P |∑
l=0
(−1)l dimG

|T |=l
([HT ], [ρT ])
 .
As a result of the lemma, if we have constructed some dimension function dimG : FinState → R
and take χG(ρP ) defined by (46), then we have
χG(ρP ⊗ϕQ) = −χG(ρP )χG(ϕQ).
The extra sign is a mild deviation from our expectation and should not be considered discouraging.
Such signs emerge naturally in topology: if we let χ˜(X) denote the Euler characteristic of the
cylinder X × [0, 1] for any topological space X, then we have χ˜(X × Y ) = −χ˜(X)χ˜(Y ); similarly
the Euler characteristics of shifted complexes takes the tensor product of two complexes to the
product of Euler characteristics of tensor factors up to an overall minus sign.59
59In both instances we are taking “degree-shifting” functorial transformations before computing Euler characteris-
tics.
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8.4.2 The State Index
It remains to construct an explicit dimension function, or equivalently a function FinDens → C
satisfying (47). One possibility is the exponential of von Neumann entropy:
Ω : FinDens −→ C
ρ 7−→ exp [SvN(ρ)]
Which defines a dimension function
dimΩ :
n

i=1
([Hi], [ρi]) 7−→
n∑
i=1
exp
[
SvN(ρi)
]
.
However, this extension of Ω to tuples has some tension with what one would expect: the usual
generalization of entropy to tuples or -sums of (unnormalized) density states is also additive: if
([H]i, [ρi]ni=1) =ni=1([Hi], [ρi]) is an element of FinState, then one typically takes its entropy to
be given as a sum of von Neumann entropies:
S
(
n

i=1
([Hi], [ρi])
)
:=
n∑
i=1
SvN(ρi),
see, for instance, [32, §1]. (To convince oneself that S is a good definition of entropy for elements
of FinState, notice that the specialization to Hi ∼= C for all i = 1, · · · , n, recovers the Shannon
entropy of a measure on an n-element set.) For a generic tuple in FinState we have:
exp
[
S
(
n

i=1
([Hi], [ρi])
)]
6= dimΩ
[(
n

i=1
([Hi], [ρi])
)]
.
So while dimΩ is certainly a well-defined dimension function, it is not the exponential of entropy
for a generic element of FinState.
On the other hand, the study of pairs (H, ρ) of a Hilbert space and density state bears similarity
to the study of pairs of (finite-dimensional) vector spaces and endomorphisms (c.f. Ex. 4, Page 96
in the previous section) where a good notion of dimension consists of traces of powers of the
endomorphism. This observation motivates working with the following definition.
Definition 8.6
1. Let H be a (finite-dimensional) Hilbert space, ρ ∈ Dens(H), and (α, q, r) ∈ C; then
define
Dα,q,r [(H, ρ)] := dim(H)α (Tr [ρq])r
where ρq is the qth power of ρ (defined, e.g. via the holomorphic functional calculus).
2. Let ρP be a multipartite density state; then define the state index as the function:
X(ρp) : C3 −→ C[w]
(α, q, r) 7−→ Xwα,q,r(ρP )
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where
Xwα,q,r(ρP ) := w
|P |∑
T⊆P
(−1)|T |Dα,q,,r [(HT , ρT )] .
and w is thought of as either a formal parameter, or an element of C.
Let us rephrase this definition in terms of the language used in the previous section: For any fixed
(α, q, r), the quantity Dα,q,r(H, ρ) only depends on the isomorphism class of (H, ρ) in FinDens;
hence, it defines a function
Dα,q,r : FinDens→ C,
which satisfies the multiplicativity property (47):
Dα,q,r(H⊗K, ρ⊗ ϕ) = Dα,q,r(H, ρ)Dα,q,r(K, ϕ).
Thus, there is an associated three parameter family of C-valued dimension functions on FinState.
In the notation of the previous section, this three parameter family is given by:
Xwα,q,r(ρP ) = XwDα,q,r(ρP ) ∈ C[w].
We can combine these three-parameter quantities into holomorphic functions on C3. Indeed, note
that, because α, q, and r always appear as powers of positive real numbers, then Dα,q,r(H, ρ) is an
everywhere-holomorphic (entire) function separately in the parameters α, q, and r; hence, it defines
an entire function on C3. Letting O(C3) denote the ring of entire functions on C3 (under pointwise
addition and multiplication), we have a function:
D : FinDens −→ O(C3)
[(H, ρ)] 7−→ ((α, q, r) 7→ Dα,q,r[(H, ρ)])
that satisfies the multiplicativity property (47). As a result, we have an associated O(C3)-valued
dimension function and, in the notation of the previous section,
Xw(ρP ) = XwD (ρP ) ∈ O(C3)[w].
The following remark shows how working with the α → 0 specialization of the O(C3)-valued
dimension function dimD solves our original issue with working with the exponential of entropy.
Remark 8.5
One can extract the entropy S of a generic element of FinState from the O(C3)-valued
dimension function dimD .
− ∂
∂q
[
dimD0,q,r
(
n

i=1
([Hi, [ρi])
)]∣∣∣∣∣
q=1
=
n∑
i=1
rSvN(ρi)
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Thus, taking r = 1, we have:
S
(
n

i=1
([Hi, [ρi])
)
= − ∂
∂q
[
dimD0,q,1
(
n

i=1
([Hi, [ρi])
)]∣∣∣∣∣
q=1
With this observation it becomes apparent that one can extract the multipartite mutual
information
I(ρP ) =
|P |−1∑
k=0
(−1)kS
 
|T |=k+1
([HT ], [ρT ])

as
I(ρP ) =
[
∂
∂q
Xw=10,q,r(ρP )
]∣∣∣∣
(q,r)=(1,1)
.
We will return to this statement in §8.5.
The following proposition is a summary of our discussion above.
Theorem 8.1
Let ρP and ϕQ denote multipartite density states.
1. For any fixed w ∈ C, the index Xw(ρP ) is an entire function in in the parameters α, q,
and r.
2. The state index is invariant under local invertible transformations of multipartite states.
3. Xw(ρP ⊗ϕQ) = Xw(ρP )Xw(ϕQ).
4. Xw(ρP ) = −w
[
Xw(ρ∂iP ) + X
w(ρ∂jP )− Xw(λij [ρP ])
]
.
It is worth remarking on generalizations of the state index to the situation of infinite dimensional
Hilbert spaces.
Remark 8.6
The appearance of dimensions of Hilbert spaces in the state index makes the α parameter
only suitable for finite dimensional situations. However, the α → 0 limit/specialization of
the state index:
w|P |
∑
T⊆P
(−1)|T | (Tr [(ρT )q])r ,
is sensible when working with infinite dimensional Hilbert spaces.a Unlike finite dimensions,
the function q 7→ Tr(ρq) does not necessarily define an entire function on C. However it is
guaranteed to be holomorphic on the half plane defined by Re(q) ≥ 1 (beyond this it might
have an maximal analytic continuation to a branched cover of the plane C).
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aIt might be possible to re-introduce a parameter like α in infinite dimensions by introducing a “relative
generalized” index defined for pairs “unnormalized” density states (more precisely, “normal weights” in the
von Neumann algebra literature). What we are calling the state index above should arise as the index of ρ
relative to the unit trace “identity” state dim(HP )−11, whereas the specialization to α = 0 can be thought of
as the index of ρ relative to 1 (representing the unnormalized trace, which in infinite dimensions is no longer
a state but a weight).
As a fun remark: the state index can be expressed as a weighted partition function of a family of
auxiliarly many body theories (parameterized by r) of fermions on a lattice, with non-factorizability
of the state being related to the presence of multi-body interaction terms. We avoid the temptation
to provide such a description in this paper, although the interested knowledgeable reader can likely
work out the relevant details.60 Such an approach might provide insight into using field theoretic
techniques the state index for e.g. |P |-partite qubit systems with large P ; moreover it might be
an indicator that this index has a less contrived realization in terms of a natural quantum field
theory.61
8.5 Mutual Information in the Limit q → 1 and Some Deformations
As indicated in Rmk. 8.5, one can extract mutual information from the state index by an application
of partial derivatives with respect62 to q, indeed:[
∂
∂q
X0,q,r(ρP )
]∣∣∣∣
q=1
= w|P |
∑
∅⊆T⊆P
(−1)|T |
{
∂
∂q
Tr [(ρT )
q]r
}∣∣∣∣
q=1
= rw|P |
∑
∅⊆T⊆P
(−1)|T |Tr [ρT log(ρT )]
= rw|P |I(ρP ).
Note that evaluating w = −1, we arrive at the quantity I−(ρP ) = (−1)|P |I(ρP ) mentioned in
Remark 8.1. Alternatively, because X0,1,r(ρP ) ≡ 0, the partial derivative above coincides with the
limit:63
lim
q→1
X0,q,r(ρP )
q − 1 = −rw
|P |∑
T⊆P
(−1)|T |SvN(ρ) = rw|P |I(ρP )
Note that evaluating w = −1, we arrive at the quantity I−(ρP ) = (−1)|P |I(ρP ) mentioned in
Remark 8.1.
In general the α→ 0 limit of the state index can be thought of as a deformed version of mutual
information (up to rescaling). Indeed, the discussion above, suggests that we consider the following
60As a hint, the Hamiltonian should be given as the log of the partial traces of ρ⊗r, and the parameter α is related
to shifts by ground state energies by an amount proportional to the log of the dimension of the Hilbert space at each
lattice site.
61It is also not unreasonable to speculate that the cochain complexes above might arise naturally as in the context
of some twisted supersymmetric field theory or quantum mechanics.
62Note that, using this identity, one can derive the fact that I(ρP ⊗ ϕQ) = 0 by taking partial derivatives with
respect to q of the identity Xα,q,r(ρP ⊗ ϕQ) = Xα,q,r(ρP )Xα,q,r(ϕQ) and using the fact that X0,1,r(ρP ) ≡ 0 for any
multipartite density state ρP .
63The left hand side can be thought of as the “q-derivative” of X0,q,r at the point q = 1.
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quantity:
Iq,r(ρP ) :=
Xw=10,q,r(ρP )
r(q − 1) , (48)
for each q, r ∈ C. When all Hilbert spaces are finite dimensional, the function (q, r) 7→ Iq,r(ρP ) is
separately entire64 in the parameters q and r; deforms mutual information in the sense that
lim
q→1
Iq,r(ρP ) = I(ρP ).
Using the fact that the state index takes tensor products to products, it is easy to see that our
two-parameter deformation of mutual information takes tensor products to products up to rescaling:
Iq,r(ρP ⊗ϕQ) = r(q − 1)Iq,r(ρP )Iq,r(ϕQ), (49)
which is a generalization of the condition I(ρP ⊗ϕQ) = 0.
This deformation of mutual information arises from a two-parameter deformation of von Neu-
mann entropy. To see this, we write Iq,r(ρP ) as an inclusion-exclusion sum:
Iq,r(ρP ) =
∑
∅⊆T⊆P
(−1)|T |−1STRq,r (ρT )
where we are defining
STRq,r (ρ) :=
1
r(q − 1) (1− Tr [ρ
q]r) .
When ρ is a density state on a finite dimensional Hilbert space,65 this defines a two-parameter
function that is separately entire in both q and r (defining the function at values (q, r) such that
r(q − 1) = 0, by taking limits). Moreover, it deforms von Neumann entropy in the sense that
lim
q→1
STRq,r (ρ) = −Tr [ρ log(ρ)] = SvN(ρ).
Unlike the von Neumann entropy, for arbitrary values of q and r, it is “non-extensive”/non-additive,
but in a mild way:66
STRq,r (ρ⊗ ϕ) = STRq,r (ρ) + STRq,r (ϕ) + r(1− q)STRq,r (ρ)STRq,r (ϕ).
The superscript TR stands for “Tsallis-Re´nyi”, and is motivated by the observation that by
specializing the parameter r we can recover two famous deformations of the von Neumann entropy:
64When working with infinite dimensional Hilbert spaces, Iq,r(ρP ) is holomorphic in the region {(q, r) ∈ C2 :
Re(q) ≥ 1}. C.f. Rmk. 8.6.
65If ρ is a trace 1 density state on an infinite dimensional Hilbert space, then ρq is trace class for Re(q) ≥ 1.
Hence, Iq,r is finite in the region {(q, r) ∈ C2 : Re(q) ≥ 1} when considering multipartite density states on infinite
dimensional Hilbert spaces.
66Moreover, like von Neumann entropy, if we restrict our attention to certain regions of (q, r), it is non-negative
and vanishes only for pure states. Indeed, using the fact that ρ has unit trace, we have Sq,r(ρ) ≥ 0 in the region
{(q, r) : q ≥ 1, r ≥ 0}. Moreover, Sq,r(ρ) = 0 for some (q, r) ∈ R>1 × R≥0 if and only if ρ is pure.
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1. When r → 0 we recover the Re´nyi entropy [37, 38]:
lim
r→0
STsq,r(ρ) =
1
1− q log (Tr [ρ
q]) =: SRyq (ρ).
It is an extensive/additive deformation of von Neumann entropy:
SRyq (ρ⊗ ϕ) = SRyq (ρ) + SRyq (ϕ).
2. When r → 1 we recover the Tsallis/q-logarithmic entropy:
STsq,1(ρ) :=
1
q − 1 (1− Tr [ρ
q]) .
which is non-extensive for general q:
STsq (ρ⊗ ϕ) = STsq (ρ) + STsq (ϕ) + (1− q)STsq (ρ)STsq (ϕ).
The name “Tsallis entropy” is derived from C. Tsallis’s introduction of this quantity in [39]
as a basis for generalizing Boltzmann-Gibbs statistics, although it was known before (c.f.
Rmk. 3.2.ii of [40] for a list of references).
As a fun observation, we note that the Re´nyi deformed mutual information
IRyq (ρP ) := Iq,1(ρP ) =
∑
T⊆P
(−1)|T |−1SRyq (ρT )
obeys
0 ≡ IRyq (ρP ⊗ϕQ)
for any multipartite density states ρP and ϕQ; this follows either by a specialization of (49) to r = 0,
or by directly using additivity of the Re´nyi entropy as in the suggested proof of Prop. 8.2. Thus, we
we have a deformation the mutual information I(ρP ) into an entire function q 7→ IRyq (ρP ) that is
identically vanishing if ρP is factorizable with respect to any partition of P . The following remark
is a superficial demonstration of how one can introduce the additional deformation parameter r
into the one-parameter Tsallis and Re´nyi entropies.
Remark 8.7
To see how we can recover the two-parameter deformation from the one-parameter Re´nyi
and Tsallis deformations, we introduce the q-logarithm:
logq(x) :=
1
1− q
(
x1−q − 1) .
thinking of q as a parameter in C, this is a deformation of the logarithm in the sense that
limq→1 logq(x) = log(x). We can use the q-logarithm to deform the function x 7→ x log(x)
used in the definition of Shannon/von Neumann entropy: for any q ∈ C define the function
Lq : R≥0 → C
x 7−→ x logq(x).
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Then the Tsallis/q-logarithmic entropy is defined as:
STsq (ρ) = −Tr [Lq(ρ)] ,
where Lq(ρ) is defined via the continuous functional calculus.a Positive integer values
of the parameter r arise naturally when one considers independent copies of the density
state/“physical system” (i.e. note that Tr[ρ⊗r] = Tr[ρ]r): more precisely,
STRq,r (ρ) = −
1
r
Tr
[Lq(ρ⊗r)] = 1
r
STsq (ρ
⊗r), r ∈ Z≥1.
On the other hand, we can can write:
STRq,r =
1
1− q log1−r (Tr[ρ
q])
So the parameter r can be thought of as a deformation of the Re´nyi entropy using the
(1− r)-logarithm.
aWhich is a fancy way of saying use the spectral decomposition of ρ and the fact that ρ has positive
spectrum to define it.
8.6 Euler Characteristics of Complexes of Vector Spaces and the Limit q → 0
Note that at the q = 0 specialization, we have ρ0 = sρ (the support projection of ρ), giving:
Dα,0,r[(H, ρ)] = dim(H)α rank(ρ)r.
So, for q, r positive integers, D0,q,r[(H, ρ)] ∈ Z≥0, making it a likely candidate for the dimension
of some vector space associated to (H, ρ). As a result, the associated integer-valued Xw=1α,0,r(ρP )
is a likely candidate for a chain complex of such vector spaces. Indeed, we can recover the Euler
characteristics of the GNS and commutant complexes defined above as specializations of Xw=1α,0,r.
The specialization to (α, r) = (1, 1) produces the Euler characteristic of the GNS complex:
χ [G(ρP )] =
|P |−1∑
k=−1
(−1)k
 ∑
|T |=k+1
dim(HT ) rank (ρT )
 = −Xw=11,0,1(ρP ) (50)
while the specialization to (α, r) = (0, 2) produces the Euler characteristic of the commutant
complex:
χ [E(ρP )] =
|P |−1∑
k=−1
(−1)k
 ∑
|T |=k+1
rank (ρT )
2
 = −Xw=10,0,2(ρP ). (51)
The sign can be eliminated by looking at the shifted complexes defined in Def. 7.10:
χ
[
G˜(ρP )
]
= Xw=11,0,1(ρP )
χ
[
E˜(ρP )
]
= Xw=10,0,2(ρP ).
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Remark 8.8
The appearance of the sign in (50) and (51) is then in line with the fact that the Poincare´
polynomials of the unshifted complexes obey (c.f. Cor. 7.1)
PG(ρP ⊗ϕQ) = yPG(ρP )PG(ϕQ),
PE(ρP ⊗ϕQ) = yPE(ρP )PE(ϕQ).
so that, specializing to y = −1 to recover Euler characteristics, we have:
χ
[
G(ρP ⊗ϕQ)
]
= −χ [G(ρP )]χ
[
G(ϕQ)
]
;
while the Poincare´ polynomials of the shifted complexes obey
P
G˜
(ρP ⊗ϕQ) = PG˜(ρP )PG˜(ϕQ),
P
E˜
(ρP ⊗ϕQ) = PE˜(ρP )PE˜(ϕQ);
giving
χ
[
G˜(ρP ⊗ϕQ)
]
= χ
[
G˜(ρP )
]
χ
[
G˜(ϕQ)
]
.
The following remark provides some speculation about how to recover the general index Xw=1α,q,r
as an Euler characteristic or Lefschetz index by a more sophisticated construction of the complexes
above. Such a sophisticated construction could be considered a complete realization of a categorifi-
cation of mutual information, and might provide generalizations of the integer coefficient Poincare´
polynomials above—which only depend on the support equivalence class of multipartite density
states—to polynomials with coefficients in functions holomorphic in the parameters α, q, and r.
These latter polynomials should require more information than just the support equivalence class of
the density state, and might offer a way in which one can recover invariants that vary continuously
for, e.g. a family of pure multipartite states that pass from a factorizable state to a non-factorizable
state (the integer valued polynomials we have constructed so far jump abruptly as the support
projection suddenly changes in such a family).
Remark 8.9
Heuristically, 1/q should be thought of as the parameter that defines a non-commutative
L1/q space: one can construct complexes by completing the GNS module with respect to L1/q
(quasi-)norms constructed via partial trace reductions of the state ρ. In the limit q → 0, these
norms approach the restriction of the operator norm to the GNS module, which happens
to remain complete in the operator norm (even in infinite dimensions), and we recover our
complexes above. The indices for q 6= 0 should be recoverable from a more sophisticated
discussion along these lines. This interpretation is related to the vague intuition that the
appearance of an expression like ρq is related to the appearance of (relative) modular flows
(t 7→ ρit is the relative modular flow with respect to the trace): indeed, the construction of
the non-commutative Lp-spaces is intimately related to relative Tomita-Takesaki modular
theory. An classical reference on modular flows is [41]. The author’s favorite approach to
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the construction of non-commutative Lp-spaces is through the construction of the modular
algebra [42, 43].
9 W State vs. GHZ state
As a testing ground for multipartite cohomologies, we consider the GHZ and W states. Traditionally
these are defined as tripartite states, but we will also consider multipartite generalizations.
9.1 Tripartite States
Let HX, X ∈ {A,B,C} be single-qubit Hilbert spaces (two-dimensional Hilbert spaces) equipped
with (orthonormal) computational bases {|0X〉 , |1X〉} ⊆ HX. We define pure tripartite states
GHZ3 :=
(
(A,B,C), (HA,HB,HC),GHZ3 ⊗ (GHZ3)∨
)
,
W3 :=
(
(A,B,C), (HA,HB,HC),W3 ⊗ (W3)∨
)
.
where GHZ3, W3 ∈ HA ⊗HB ⊗HC, are defined as
GHZ3 :=
1√
2
[|000〉+ |111〉] ,
W3 :=
1√
3
[|100〉+ |010〉+ |001〉] ,
using traditional simplified notation where, e.g. |010〉 is to be read as |0A〉 ⊗ |1B〉 ⊗ |0C〉.
9.1.1 State Indices and Mutual Informations
One can calculate
Xwα,q,r[GHZ3] = w
3
{
1− 8α + 3
2r(q−1)
[(4α − 2α)]
}
,
Xwα,q,r[W3] = w
3
{
1− 8α + 3
[(
2
3
)q
+
(
1
3
)q]r
(4α − 2α)
}
.
Setting w = 1, the resulting functions are not the same;67 so, in particular, we can surmise that
W3 and GHZ3 are not related by local unitary transformations or, more generally, local invertible
transformations.
The α parameter is necessary in this distinction: the specializations to α = 0 give
Xw0,q,r[GHZ3] = X
w
0,q,r[W3] ≡ 0.
In particular, we must have that the (q, r)-Tsallis deformed and classical tripartite mutual infor-
mations must vanish:
Iq,r[GHZ3] = Iq,r[W3] = 0.
67Which can be verified by evaluating at (for instance) (α, q, r) = (1, 2, 1).
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So tripartite mutual information and its two-parameter deformations do not distinguish these two
states and cannot detect any shared information due to their tripartite entanglement.
Before computing the G and E cohomologies, we can calculate their Euler characteristics by
specializing the state index to α = r = 1 and q = 0; the result is:
χ1,1,0[GHZ3] = χ1,1,0[W3] = −5
which are non-zero—indicating that such states must be entangled—but do not distinguish GHZ3
and W3.
9.1.2 Distinguishing Via Cohomology
As we have seen, one cannot distinguish W3 and GHZ3 by computing any α = 0 specializations
of the state index: in particular, the mutual information. Moreover, we cannot distinguish these
two tripartite density states via the Euler-characteristics of the (co)chain complexes we have de-
fined in this paper. However, there remains the possibility that they can be distinguished by the
computation of GNS and commutant Poincare´ polynomials. A brute force computation (e.g. using
the provided software) of ranks of GNS cohomologies gives us
PG(GHZ3) = PG(W3) = 1 + 6y.
So GNS polynomials do not distinguish these two states. However, the fact that these polynomials
are non-vanishing tells us that there exist tuples of operators that exhibit non-local correlations
in the sense described in §7.4.2; something the tripartite mutual information fails to detect. In
particular there is a single tuple of 1-body operators exhibiting non-trivial correlations between
individual tensor factors/primitive subsystems, and six linearly independent tuples of 2-body oper-
ators that exhibit non-trivial correlations between pairs of tensor factors. Explicit representatives
of a basis for the GNS cohomologies of GHZ3 and W3 are tabulated in Appendix F.
On the other hand, the two tripartite density states are distinguished when we compute the
cohomologies of the commutant complexes:
PE(GHZ3) = 7 + 7y,
PE(W3) = 3 + 3y.
This computation is an alternative way (other than computing state indices) of demonstrating that
W3 and GHZ3 are not related by local invertible transformations: i.e. they are in distinct SLOCC
equivalence classes.68
9.2 Generalized d-partite GHZ and W states
We also consider generalizations of these results to d-partite states for arbitrary d. For any integer
n ≥ 2 let H[n] denote an n-dimensional Hilbert space and choose a pair of orthonormal vectors |0〉
and |1〉 spanning a two-dimensional subspace. For d ≥ 1 and n = (n1, · · · , nd), we define
GHZd,n :=
1√
2
(
|0〉⊗d + |1〉⊗d
)
∈ H[n1] ⊗H[n2] · · · ⊗ H[nd]
68Recalling the statements made at the end of §5, it is also tempting to think of this as an example where the
module structure of GNS modules—as opposed to just their underlying vector spaces—is needed to distinguish two
states.
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and the generalized W state as:
Wd,n :=
1√
N
(
d∑
i=1
|0〉⊗(i−1) ⊗ |1〉 ⊗ |0〉⊗(d−i−1)
)
∈ H[n1] ⊗H[n2] · · · ⊗ H[nd].
Taking into account the data of the Hilbert space factors, these define pure d-partite density states
GHZd,n and Wd,n.
9.2.1 State Indices
We can directly compute the state indices of these states as:
χwα,q,r[Wd,n] = w
d
d∑
k=0
(−1)k
[(
d− k
d
)q
+
(
k
d
)q]r
Dα(k;n)
and
χα,q,r[GHZd,n] = w
d
d∑
k=0
(−1)kFq,r(k; d)Dα(k;n) (52)
where
Dα(k;n) :=
{ ∑
i0<···<ik(ni0 · · ·nik)α, if k > 0
1, if k = 0
and
Fq,r(k; d) :=
{
2(1−q)r =
[(
1
2
)q
+
(
1
2
)q]r
, if k 6= 0, d
1, if k = 0, d
.
In the special case that n1 = n2 = · · ·nd = n, these expressions simplify a bit more as we can write
Dα(k; (n, n, · · · , n)) =
(
d
k
)
nkα.
So define GHZd,n := GHZd,(n,n,··· ,n), and Wd,n := Wd,(n,n,··· ,n), then we can use (52) to deduce
the compact expression:
Xwα,q,r[GHZd,n] = w
d
{
1
2(q−1)r
[
(1− nα)d − (1 + (−1)dnαd)
]
+ 1 + (−1)dnαd
}
.
For general r, the expression for the index of Wd,n is not significantly simplified when n1 = n2 =
· · · = nk = n. However, when r = 1, we can simplify the expression for the index of Wd,n to
Xwα,q,1[Wd,n] =
−wd
dq−1
(
1 + (−1)dn−αd
)[d−1∑
l=0
(−1)l
(
d− 1
l
)
(nα)l(l + 1)q−1
]
The expression in the square brackets is a generalization of the binomial transform [44] of the
sequence
(
(l + 1)q−1
)∞
l=0
, reducing to the usual binomial transform when α = 1. Lovers of special
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functions might be pleased to note that we can rewrite this expression in terms of the order (1−q)-
polylogarithm function.
Xwα,q,1[Wd,n] =
−wd
dq−1
(
1 + (−1)dn−αd
)[
[zd]
{
Li1−q
(−nαz
1− z
)}]
.
Similarly, in the α → 0 limit (where the index is always independent of the dimensions of the
ambient Hilbert space) we have the simplifications:
Xw0,q,r[GHZd,n] = w
d
(
1 + (−1)d
)(
1− 1
2(q−1)r
)
Xw0,q,r[Wd,n] = w
d
d∑
k=0
(−1)k
(
d
k
)[(
d− k
d
)q
+
(
k
d
)q]r
=
wd
2
(
1 + (−1)d
){ d∑
k=0
(−1)k
(
d
k
)[(
d− k
d
)q
+
(
k
d
)q]r}
.
both of these expressions vanish when d is odd.
9.2.2 d-partite Mutual Informations
To extract mutual informations from the state index we can use the identity:
I(ρP ) = lim
q→1
[
Xw=10,q,1
q − 1
]
along with the fact that
lim
q→1
1− (aq + (1− a)q)r
1− q = r [a log(a) + (1− a) log(a)] ,
for any a ∈ [0, 1] (and using the convention that 0 log 0 = 0). For odd d, the α = 0 specializations
of state indices vanish; so we have
0 = I(GHZd,n) = I(Wd,n), d /∈ 2Z≥1.
While for even d:
I(GHZd,n) = 2 log(2);
and (again using the convention 0 log 0 = 0)
I(Wd,n) =
d∑
k=0
(−1)k
(
d
k
)[
k
d
log
(
k
d
)
+
(
1− k
d
)
log
(
1− k
d
)]
=
(
1 + (−1)d
) d∑
k=0
(−1)k
(
d
k
)
k
d
log
(
k
d
)
=
(
1 + (−1)d)
d
log
[
d∏
k=1
k(−1)
kk(dk)
]
= −
(
1 + (−1)d
)
log
d−1∏
j=0
(j + 1)
(−1)j(d−1j )
 .
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The following remark is a fun side observation that gives an integral representation of I(Wd,n);
such a representation allows us to deduce that I(Wd,n) > 0 for even d (and moreover, I(Wd,n)
approaches 0 as d → ∞). In particular, one can use the mutual information to detect shared
information among all subsystems for even d, but for odd d it fails to detect any.
Remark 9.1: Integral Identities and Positivity of I(Wd,n)
Using the identities
∫ ∞
1
(d− 1)!
t(t+ 1) · · · (t+ d− 1)dt = − log
d−1∏
j=0
(j + 1)
(−1)j(d−1j )
 .
and
(d− 1)!
t(t+ 1) · · · (t+ d− 1) =
∫ 1
0
ut−1(1− u)d−1du
we have
− log
d−1∏
j=0
(j + 1)
(−1)j(d−1j )
 = ∫ ∞
0
[∫ 1
0
ut−1(1− u)d−1du
]
dt
= −
∫ 1
0
(1− u)d−1
log(u)
du
Hence,
I(Wd,n) = (1 + (−1)d)
∫ 1
0
[
−(1− u)
d−1
log(u)
]
du
The integrand is non-negative on [0, 1]; so it immediately follows that I(W d,n) ≥ 0. More-
over, using the bounds
(1− u) ≤ − log(u) ≤ 1
u
− 1
for all u ∈ R>0, it follows that
1 + (−1)d
d(d− 1) ≤ I(Wd,n) ≤
1 + (−1)d
d− 1 .
Hence I(Wd,n) > 0 for d even; moreover I(Wd,n)→ 0 as d→∞.
9.2.3 Computational Observations of Cohomologies
For odd d, the α = 0 specializations of the state indices of the generalized W and GHZ states vanish
(hence so do their mutual informations). On the other hand, computational observation suggests
that the Poincare´ polynomials associated to commutant complexes are non-trivial for all d.
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22 2
2 64
+
2
2 76
+
6 7y1+
+
2
2 98
+
12 12y1+
+
8 9y2+
+
2
2 1110
+
20 20y1+
+
20 20y2+
+
10 11y3+
+
2
2 1312
+
30 30y1+
+
40 40y2+
+
30 30y3+
+
12 13y4+
+
2
Figure 3: Right: Commutant Poincare´ polynomials associated to GHZd,n, beginning at d = 2 at
the top and increasing to d = 6 at the bottom. Left: A Pascal’s triangle from which we can recover
the coefficients of commutant Poincare´ polynomials with modifications at boundary values: values
in the blue boxes with sharp edges are increased by 1; the value in the violet box at the apex is
increased by 2. This pattern of recovering Poincare´ polynomials was checked up to d = 11 using
the provided software.
Using the provided software, a computational analysis of the coefficients of commutant Poincare´
polynomials for the d-partite GHZ state GHZd,n with 2 ≤ d ≤ 11 suggests that such coefficients
fit into a generalized Pascal’s triangle, with modifications on the boundary: see Fig. 3. Explicitly,
we observe:
PE(GHZd,n) =
1
y
[
Td − 2(1 + yd)
]
+ (1 + yd−2), d ≥ 2
where the polynomials Td are determined by the recurrence relation
Td = yTd−1 + Td−1, d ≥ 1,
and the initial condition T0 = 2. The closed form solution is Td = 2(1+y)
d; so we have the following
conjecture.
Conjecture 9.1
PE(GHZd,n) = 1 + y
d−2 + 2y
[
(1 + y)d − (1 + yd)]
This should be compared with both the state indices and d-partite mutual information, which
vanish for odd d and so cannot detect multipartite entanglement of this state. On the other hand,
the coefficients of the Poincare´ polynomials—which are dimensions of spaces of operators—grow
like multiples of binomial coefficients. The following remark demonstrates that, if the conjecture is
true, the ranks of cohomology groups can be extracted from a two-variable rational function.
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Remark 9.2
One can extract the Poincare´ polynomials above from a rational two-variable generating
function: an equivalent form of the conjecture is that
dimHk[E(GHZd,n)] = [y
kxd]
(
− x
2(xy + x− 3)(xy + x− 2)
(x− 1)(xy − 1)(xy + x− 1)
)
where [ykxd]Q(x, y) denotes the coefficient of ykxd in the (Taylor) series expansion of Q(x, y)
about x = y = 0. In other words, the Poincare´ polynomial can be extracted as the coefficient
of xd.
An analysis of commutant cohomologies of the generalized W -states leads to a much simpler
conjecture of its general form:
Conjecture 9.2
PE(Wd,n) = 3
(
1 + yd−2
)
On the other hand, a handful of computational observations seem to suggest that the GNS
Poincare´ polynomials of Wd,n and GHZd,n are identical for all d ≥ 2 and choices of n =
(n1, · · · , nd). In particular, for the qubit embeddings (n = (2, 2, · · · , 2)) we observe:
PG(GHZd,2) = 1 + (2
d − 2)yd−1.
The reader is invited to use the provided software to identify patterns in associated GNS Poincare´
polynomials when the list of ambient dimensions n = (n1, · · · , nd) is varied. For instance, one can
observe patterns that seem to suggest that
dimH0[G(Wd,(n1,··· ,nd))] = dimH
0[G(GHZd,(n1,··· ,nd))] = 1,
dimHN−1[G(Wd,(n1,··· ,nd))] = dimH
N−1[G(GHZd,(n1,··· ,nd))] =
d∏
i=1
(ni − 2),
dimH1[G(W3,n)] = dimH
1[G(GHZ3,n)] = 6(n− 1).
A Proof of Lemma 5.1
It is easy to verify that the right multiplication map r is a well-defined map of k-algebras. To see
that r descends to an injection on (I/L)op, suppose that there exists an a ∈ I such that ra ≡ 0;
then 0 +L = ra(1 +L) = a+L so that a ∈ L; moreover, for any a ∈ L we have ra ≡ 0 as L is a left
ideal. To see that r is surjective, note that
1. I/L ≤ A/L is precisely the set of elements of A/L that are annihilated by the left action of
L;
2. Every θ ∈ EndA [A(A/L)] takes 0 + L to 0 + L.
The first statement follows directly from the definition of I. To see the second statement note
that θ(0 + L) = θ(0 · 0 + L) = 0 · θ(0 + L) = 0 + L. Now, for any θ ∈ EndA [A(A/L)], define
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c := θ(1 + L) ∈ A/L, then for any l ∈ L we have l · c = l · θ(1 + L) = θ(l + L) = θ(0 + L) = 0 + L;
hence, c ∈ I/L; hence right action by c (or any of its lifts) is sensible. Now that we have this, let ĉ
denote any lift of c to I, then for any x ∈ A we have
θ(x+ L) = x · θ(1 + L)
= x · ĉ+ L
= (x+ L) · ĉ
= rc(x+ L)
so θ ≡ rθ(1+L).
B Proof of Thm. 6.5
We begin by recalling the Born-rule: a way of assigning a probability measure on R to the data
of a self-adjoint operator and a density state. The probability measure on R is interpreted as the
probability measure associated to a projective measurement of x in the state ρ. True to the spirit
of this paper we will work with finite dimensional Hilbert spaces where the theory simplifies signifi-
cantly (knowledgeable readers should see the generalization to infinite dimensions using projection
valued measures and the Borel functional calculus). Let H be finite dimensional and let x ∈ A(H)
be self-adjoint (i.e. x = x∗), then x admits a spectral decomposition:
x =
∑
λ∈σ(x)
λPxλ,
where σ(x) ⊆ R is the spectrum of x (its eigenvalues in finite dimensions) and Pxλ is the projection
onto the eigenspace associated to λ. For each λ ∈ R can define a probability measure on the finite
discrete set σ(x) given pointwise by
µx : σ(x) −→ [0, 1]
λ 7−→ Tr[ρPxλ].
The Born rule states that µx(λ) is the probability of measuring λ in a projective measurement of
x.
Now suppose that (x, y) is a pair of commuting operators, so their spectral decompositions are
compatible in the sense that Pxλ and P
y
η commute for all (λ, η) ∈ σ(x) × σ(y). It makes sense
to speak of a simultaneous projection-valued measurement of the pair (x, y); the result of such a
measurement is a pair (λ, η) ∈ σ(x)× σ(y), and the associated probability measure is given by69
µ(x,y) : σ(x)× σ(y) 7−→ [0, 1]
(λ, η) 7−→ Tr [ρPxλPyη] .
We would like to say that two commuting operators are maximally correlated if the measurement of
one completely determines the value of the other. A straightforward way to give this meaning is to
69One can derive this expression using the fact that the density state after a measurement of x (and before observing
the value of the measurement) is given by
∑
λ∈σ(x) µ(λ) Tr[PλρPλ], where ρ is the state before the measurement. When
x and y commute, the Born-rule probabilities and final state do not depend on the time-order that they are measured.
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declare that two operators are maximally correlated if the support of the probability measure µ(x,y)
(the set of points where it is non-vanishing) in σ(x)×σ(y) ⊆ R defines an invertible relation: i.e. it
is the graph of a function f : σ(x) → σ(y). This accounts for any possible non-linear correlations
in the sense that f might be the restriction of some non-linear function R→ R; however, defining
the operator
f(x) =
∑
λ∈σ(x)
f(λ)Pλ,
the pair (f(x), y) has support contained along the diagonal of R × R. Thus, any “non-linearly”
correlated pair (x, y) can be taken to a pair with linear correlation, and it suffices to consider pairs
of operators whose joint probability measure is supported along the diagonal. This motivates our
definition Def. 6.7of an EPR pair, which we state again below for convenience.
Definition B.1
Let ρAB = (HA,HB, ρAB) be a bipartite density state. A pair of self-adjoint operators
(a, b) ∈ A(HA)×A(HB) is an EPR Pair if the result of any projective measurement of (a, b)
lies on the diagonal of R× R. That is, the probability measure
µ(x,y) : σ(a)× σ(b) −→ [0, 1]
(λ, η) 7−→ Tr[ρABPaλ ⊗Pbη]
has support contained in {(λ, λ) ∈ R× R}.
Now let us prove Thm. 6.5 which we restate below:
Theorem B.1
Let (a, b) ∈ GNS(ρA)× GNS(ρB) be self-adjoint operators.a Then (a, b) ∈ ker(d0G) if and only
if (a, b) is an EPR pair.
aIn particular we must have a ∈ sAA(HA) sA = Com(ρA) and b ∈ sBA(H) sB = Com(ρB).
Proof. We proceed with a string of if and only if statements: (a, b) ∈ ker(d0G) if and only if
0 = Tr[ρAB(a⊗ 1B − 1A ⊗ b)∗(a⊗ 1B − 1A ⊗ b)]
=
∑
(λ,η)∈σ(a)×σ(b)
(λ− η)∗(λ− η) Tr[ρABPaλ ⊗Pbη]. (53)
but (λ− η)∗(λ− η) ≥ 0 and Paλ⊗Pbη is a positive operator, so Tr[ρABPaλ⊗Pbη] ≥ 0. As a result we
have that the second line of (53) vanishes if and only if Tr[ρABP
a
λ ⊗Pbη] = 0 for all λ 6= η, and the
theorem follows.
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C Proof of Theorem 6.7
In this section X will denote one of the subsystems A or B. As in the statement of the theorem,
begin with a pure bipartite state ρAB with ρAB = ψ ⊗ ψ∨ for ψ ∈ HA ⊗HB, and let
ψ =
S∑
i=1
√
piξ
A
i ⊗ ξBi ,
denote a Schmidt decomposition of ψ. Note that (ξXi )
S
i=1 forms an orthonormal basis for the
subspace image(ρX) ≤ HX; by choosing an orthonormal basis (κj)Kj=1 for ker(ρX) = image(ρX)⊥ we
then have an orthonormal basis (χµ)
S+K
µ=1 for HX ∼= image(ρX)⊕ ker(ρX) defined by
χXµ =
 ξXµ , if 1 ≤ µ ≤ SκXµ , if S + 1 ≤ µ ≤ S +K .
Using this orthonormal basis, define
e
X
µν := χ
X
µ ⊗
(
χXν
)∨
which can be thought of as an element of A(HX). To prove the theorem it suffices to show that
ker(d0G) is given by the subspace
spanC
{
(eAij , e
B
ij) : 1 ≤ i ≤ S, 1 ≤ j ≤ S
}
.
We will do this by utilizing Prop. 6.6, which states that:
ker(d0G) = {(a, b) ∈ GNS(ρA)× GNS(ρA) : Cov(a, b) = Var(a) = Var(b) and Tr[ρAa] = Tr[ρBb]} .
Begin by noting that, with the choices and definitions above, we can identify A(HA) and A(HB)
with the algebra of (S +K)× (S +K)-matrices using the isomorphisms (of C∗-algebras)
φX : A(HX) −→ Mat
[
CS ⊕ CK]
a 7−→
S+K∑
µ,ν=1
Tr[aeXµν ]Eµν .
where, X ∈ {A,B}, and Eµν is the standard matrix with a 1 in position (µ, ν) and zeros elsewhere.
Next observe that for any r ∈ A(HX), we have
Tr [ρXr] = Tr[Dφ
X(r)]
where D is the (S +K)× (S +K) diagonal matrix
D =
S∑
i=1
piEii.
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This allows us to easily rewrite the covariance and variances in terms of traces of products of
matrices: for any (a, b) ∈ A(HA)×A(HB) and r ∈ A(HX):
Cov(a, b) = 〈φA(a˜), φB(˜b)〉,
VarX(r) = 〈φX(r˜), φX(r˜)〉.
where 〈−,−〉 is the sesquilinear form
〈−,−〉 : Mat [CS ⊕ CK]×Mat [CS ⊕ CK] −→ C
(X,Y) 7−→ Tr [DX∗Y] .
and
r˜ := r − Tr [ρXr] 1X.
Suppose now that (a, b) ∈ A(HA)×A(HB) are such that
Cov(a, b) = VarA(a) = VarB(b) (54)
then, by the Cauchy-Schwarz inequality applied to the sesquilinear form 〈−,−〉, we have
φA(a˜) = φB(˜b) +N (55)
where N is an element of the subspace N of null vectors defined by
N := {X : 0 = 〈X,X〉}
= spanC{Eκµ : S + 1 ≤ κ ≤ S +K, 1 ≤ µ ≤ S +K}.
Letting 1 be the identity matrix, then (55) expands to
φA(a)− Tr[ρAa]1 = φB(b)− Tr[ρBb]1+N.
Now, imposing the further condition that
Tr[ρAa] = Tr[ρBb] (56)
we must have
φA(a) = φB(b) +N. (57)
Condition (57) follows for any pair (a, b) ∈ A(HA) × A(HB) satisfying (54) and (56). However,
there is one further constraint to consider:
(a, b) ∈ GNS(ρA)× GNS(ρB) ≤ A(HA)×A(HB).
Under the isomorphisms φX, the images of the subspaces GNS(ρX) ≤ A(HX), X ∈ {A,B} are both
equal to the subspace
G := spanC{Eiµ : 1 ≤ i ≤ S, 1 ≤ µ ≤ S +K} ≤ Mat
[
CS ⊕ CK]
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Noting that G ∩ N = 0 and φA(a), φB(b) ∈ G, it follows that the element N ∈ N of (57) must
vanish. Hence,
φA(a) = φB(b).
It follows that we must have
a =
S∑
i=1
rije
A
ij
b =
S∑
i=1
rije
B
ji.
for some (rij)
S
i,j=1 ∈ C. These are precisely elements of spanC{(eAij , eBij)}. Summarizing, we have
shown ker(d0G) = spanC{(eAij , eBij)}.
D Proof of Proposition 7.4
Let ρP be an arbitrary multipartite density state and ρ˜P be its fully factorizable form (c.f. (29)).
Recall that
Trivk(ρP ) =
R ∈ ∏|T |=k+1 B(ρT ) : ∃Q ∈ ker
(
d˜kC
)
s.t. RT
B∼T QT , ∀T ⊆ P with |T | = k + 1
 ,
for 0 ≤ k ≤ |P | − 2, and, to remove some notational ambiguity, we are letting dC denote the
coboundary associated to the complex C(ρP ) and d˜C denote the coboundary associated to the
complex C(ρ˜P ). We want to show
Trivk(ρP ) = image
(
dk−1C
)
.
By Thm. 7.4, the complex Ck(ρ˜P ) has vanishing cohomology in all degrees < |P | − 1; hence,
ker(d˜kC) = image
(
d˜k−1C
)
, (58)
for 0 ≤ k ≤ |P | − 2.
Next, let us choose K ∈ Trivk(ρP ), then for every T ⊆ P with |T | = k+1 we have KT B∼T QT for
some Q ∈ EQk(ρP ), but by (58), we have Q ∈ image
(
d˜k−1C
)
; hence, there exists an F ∈ Ck−1(ρ˜P )
such that
KT
B∼T QT =
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT ⊗
(⊗s∈T (m) ss)]⊗t∈T st (59)
for all T ⊆ P with |T | = k + 1. Let us treat the case that C(ρP ) is the GNS complex G(ρP ) so
that B = GNS, then (59) is the statement that
KT =
[
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT ⊗
(⊗s∈T (m) ss)]⊗t∈T st
]
sT
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using the compatibility of supports lemma, we can write
KT =
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT ⊗
(⊗s∈T (m) ss)] sT
=
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT (⊗w∈∂mT sw)⊗
(⊗s∈T (m) ss)] sT
=
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT (⊗w∈∂mT sw)⊗
(⊗s∈T (m) ss)] [s∂mT ⊗ sT (m)] sT
=
k∑
m=0
(−1)mΣ(T,m)
[
F∂mT s∂mT ⊗ sT (m)
]
sT .
This gives an element S ∈ Ck−1(ρP ), defined componentwise by ST := FT sT , that satisfies K =
dk−1G S. In the case that C(ρP ) = G(ρP ) we have thus shown:
Trivk(ρP ) ≤ image
(
dk−1G : G
k−1(ρP )→ Gk(ρP )
)
.
The argument for the above inclusion when C(ρP ) = E(ρP ) is nearly identical.
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To show the opposite inclusion, let K ∈ image(dk−1C ). If C(ρP ) is the GNS complex G(ρP ),
then there exists an F ∈ Gk−1(ρP ) such that
KT =
k−2∑
m=0
(−1)mΣ(T,m)
[
F∂mT ⊗ sT (m)
]
sT ,
however, Gk−1(ρP ) ≤ Gk−1(ρ˜P ); so, with an implicit use of the compatibility of supports lemma,
we can write this as:
KT =
(
d˜k−1F
)
sT .
This is just the statement that
KT
GNS∼ T QT , ∀|T | = k + 1,
for some QT ∈ image(d˜k−1G ); hence, K ∈ Trivk(ρP ). Once again, the argument for the case that
C(ρP ) is the commutant complex E(ρP ) is nearly identical.
E Mutual Information and The Incidence Algebra of Posets
Let P be a finite set (we do not require a total order at this point). Consider the set of functions
that assign a real number to each inclusion V ⊆ T of subsets V, T ⊆ P (allowing for the case that
V = T ). We can equip this set with the structure of an R-algebra—denoted AP in the following
way: scalar multiplication and addition are defined via:
λ · f : V ⊆ T 7−→ λf(V ⊆ T ),
f + g : V ⊆ T 7−→ f(V ⊆ T ) + g(V ⊆ T ),
70One need only multiply all equations on the left by the appropriate support projections.
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for f, g ∈ AP , λ ∈ R, and V, T subsets with V ⊆ T ; the product is defined by
f ∗ g : V ⊆ T 7−→
∑
{W :V⊆W⊆T}
f(V ⊆W )g(W ⊆ T ).
The corresponding algebra is sometimes referred to as the “incidence algebra” associated to the
poset of subsets of P (it is also a special case of the “category algebra” associated to the poset of
subsets thought of as a category). The incidence algebra has an identity element given by the “delta
function” δ: defined to be valued 1 on all self-inclusions V ⊆ V and zero otherwise. Functions that
are non-vanishing on all self-inclusions V ⊆ V are invertible in this algebra. The constant function
ζ (also called the “zeta function”) that takes the value 1 on all inclusions has an inverse µ known
as the Mo¨bius-mu function:
µ : V ⊆ T 7−→
∑
V⊆W⊆T
(−1)|T |−|W |.
The R-vector space Fun(P,R) of real valued functions on P forms a right module for AP with
action specified by:
m · f : V 7−→
∑
∅⊆W⊆V
m(W )f(W ⊆ V ),
for m ∈ Fun(P,R) and f ∈ AP . Now, suppose we have a multipartite density state ρP associated
to the set of tensor factors P (equipped with some total order); define the function s ∈ Fun(P,R)
as the function that assigns associated von Neumann entropies to each subset: s(V ) := SvN(ρV ).
One can verify that the mutual information (with the additional global sign (−1)|P |) arises by the
right action of the Mo¨bius-mu function on s:
s · µ : V 7−→ I−(ρV ).
One advantage of this presentation is that we can use the identity µ ∗ ζ = δ to recover the function
s: as a result we recover the identity:
S(ρV ) =
∑
∅⊆T⊆V
I−(ρV ).
This is an example of a Mo¨bius inversion formula in the context of incidence algebras associated
to posets.
F Generators for GNS cohomology of tripartite GHZ and W-
states
In the following, we work with states in the Hilbert space defined by spanC {|0〉 , |1〉}⊗3 (where the
span is taken to be orthonormal). All operators are identified with matrices using the ordered basis
(|0〉 , |1〉) for Hilbert spaces associated to a single tensor factor; we use the lexicographical ordering
to order the bases for Hilbert spaces associated to multiple tensor factors: e.g. we have the ordered
basis (|00〉 , |01〉 , |10〉 , |11〉) for Hilbert spaces associated to two tensor factors.
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F.1 The GHZ State
The tripartite GHZ state is given by:
1√
2
(
|0〉⊗3 + |1〉⊗3
)
∈ spanC {|0〉 , |1〉}⊗3 .
F.1.1 Generators for H0
A 1-cocycle representative for the one dimensional linear family spanning the first GNS cohomology
component is {
A 7→
(
1 0
0 −1
)
,B 7→
(
1 0
0 −1
)
,C 7→
(
1 0
0 −1
)}
The support projections sA, sB, and sC are given by the 2× 2 identity matrix.
F.1.2 Generators for H1
1-cocycle representatives for each of the six linearly independent cohomology classes of the first
GNS cohomology component are given by:AB 7→

0 0 0 0
0 0 0 0
−12 0 0 0
0 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 0
1
2 0 0 0
0 0 0 0
 ,BC 7→

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

AB 7→

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 0
0 0 0 0
2 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0

AB 7→

0 0 0 −2
0 0 0 0
0 0 0 0
0 0 0 0
 ,AC 7→

0 0 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
 ,BC 7→

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

AB 7→

0 0 0 0
0 0 0 0
0 0 0 0
−2 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

AB 7→

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 ,AC 7→

0 0 0 2
0 0 0 0
0 0 0 0
0 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

AB 7→

0 0 0 0
0 0 0 −12
0 0 0 0
0 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 12
0 0 0 0
0 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0


121
The support projection of relevance (for checking the cocycle condition) is
sABC =

1
2 0 0 0 0 0 0
1
2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1
2 0 0 0 0 0 0
1
2

.
F.2 The W-state
The tripartite W-state is given by:
1√
3
(|100〉+ |010〉+ |001〉) .
F.2.1 Generators for H0
A 1-cocycle representative for the one dimensional linear family spanning the first GNS cohomology
component is {
A 7→
(
0 1
0 0
)
,B 7→
(
0 1
0 0
)
,C 7→
(
0 1
0 0
)}
The support projections sA, sB, and sC are given by the 2× 2 identity matrix.
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F.2.2 Generators for H1
1-cocycle representatives for each of the six linearly independent cohomology classes of the first
GNS cohomology component are given by:AB 7→

1 0 0 0
0 −14 −14 0
0 −14 −14 0
0 0 0 0
 ,AC 7→

−1 0 0 0
0 14
1
4 0
0 14
1
4 0
0 0 0 0
 ,BC 7→

1 0 0 0
0 −14 −14 0
0 −14 −14 0
0 0 0 0

 ,AB 7→

0 0 0 0
−56 0 0 0
−1312 0 0 0
0 524
5
24 0
 ,AC 7→

0 0 0 0
−56 0 0 0
5
12 0 0 0
0 − 124 − 124 0
 ,BC 7→

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 ,AB 7→

0 0 0 0
5
6 0 0 0
− 512 0 0 0
0 124
1
24 0
 ,AC 7→

0 0 0 0
5
6 0 0 0
13
12 0 0 0
0 − 524 − 524 0
 ,BC 7→

0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

 ,AB 7→

0 0 0 0
−12 0 0 0
−54 0 0 0
0 58
5
8 0
 ,AC 7→

0 0 0 0
1
2 0 0 0
5
4 0 0 0
0 −58 −58 0
 ,BC 7→

0 0 0 0
0 0 0 0
0 0 0 0
0 12
1
2 0

 ,AB 7→

0 0 0 0
0 0 0 0
0 0 0 0
−1 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 ,AB 7→

0 0 0 0
0 0 0 0
0 0 0 0
−1 0 0 0
 ,AC 7→

0 0 0 0
0 0 0 0
0 0 0 0
−1 0 0 0
 ,BC 7→

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 .
The support projection of relevance is:
sABC =

0 0 0 0 0 0 0 0
0 13
1
3 0
1
3 0 0 0
0 13
1
3 0
1
3 0 0 0
0 0 0 0 0 0 0 0
0 13
1
3 0
1
3 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

.
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