In normal vision, the inputs from the two eyes are integrated into a single percept. When dissimilar images are presented to the two eyes, however, they compete for perceptual dominance, so that one eye's view suppresses that of the other. Recent evidence suggests that this phenomenon, known as binocular rivalry, arises through competition between alternative stimulus interpretations in extrastriate cortex. Because eye-specific information appears to be lost at this stage, it remains unclear how the stimulus conditions that yield binocular rivalry are distinguished from those that produce stable single vision. Using a neural network that models the mammalian early visual system, I investigate here the hypothesis that congruent and conflicting stimuli are distinguished by their different effects on the relative timing of action potentials in primary visual cortex (V1), where monocular inputs are first combined. In the model, congruent stimulation of both eyes results in synchronization of discharges among binocular neurons in V1. By contrast, conflicting stimulation of the two eyes results in neuronal asynchrony in this area. This asynchrony then produces rivalrous response suppression at later stages in the visual pathway. Synchronization of firing in V1, however, prevents such competition, thereby ensuring non-rivalrous responses. These novel effects of spike timing on competition emerge naturally from the network dynamics. The results suggest that input-related differences in relative spike timing at an early stage of visual processing may play an important part in the phenomena both of binocular integration and rivalry; furthermore, they indicate that the temporal patterning of cortical activity may be a fundamental mechanism of selection among competing stimulus representations.
Introduction
The neural determinants of visual perception can be probed by subjecting the visual system to ambiguous viewing conditionsstimulus configurations that admit more than one perceptual interpretation. For example, when a left-tilted grating is shown to the left eye and a right-tilted grating to the right eye, the two stimuli are momentarily perceived together as a plaid pattern, but soon only one line grating becomes visible, while the other is suppressed. The percept is unstable, such that the two images alternate in conscious perception. This binocular rivalry has long been thought to involve competition between monocular neurons within the primary visual cortex (V1), leading to the suppression of information from one eye (Lehky, 1988; Blake, 1989) . It has recently been shown, however, that neurons whose activity covaries with perception during rivalry are found mainly in higher cortical areas and respond to inputs from both eyes (Logothetis and Schall, 1989; Leopold and Logothetis, 1996) . This finding has prompted the view that rivalry arises instead through competition between alternative stimulus interpretations at later stages in the visual pathway. While this possibility is consistent with the psychophysics of binocular rivalry, including the failure of suppression to reduce the after-effects of visual adaptation (Blake and Overton, 1979; O'Shea and Crassini, 1981) and the perceptual invariance associated with rapid exchanges of rival stimuli between the two eyes , what it implies about normal vision is a matter of puzzlement. If competition takes place between the 'stimuli' and not the 'eyes', one might expect a similar phenomenal suppression to occur when orthogonal line gratings, like those used in rivalr y experiments, are superimposed and presented simultaneously to both eyes. Instead, a single plaid pattern is seen at all times. What mechanism allows the visual system to distinguish conf licting from congruent inputs to the two eyes beyond the stage of binocular convergence in V1?
I propose here that the degree of similarity between monocular images is ref lected in the temporal coordination of neuronal activity in V1, and that changes in relative spike timing within this area can instigate differential responses in higher cortical areas to conf licting or congruent visual stimuli. Stimulus-and eye-specific synchronous activity has been described previously both in the lateral geniculate nucleus (LGN) and in the striate cortex (Gray et al., 1989; Engel et al., 1991; Sillito et al., 1994; Neuenschwander and Singer, 1996) . It has been suggested that such synchrony may ser ve to bind together spatially distributed neural events into coherent representations (Milner, 1974; von der Malsburg, 1981; Singer, 1993) . In addition, reduced synchronization of striate cortical responses in strabismic cats has been correlated with their perceptual inability to combine signals from the two eyes or to incorporate signals from an amblyopic eye (König et al., 1993; Roelfsema et al., 1994) . However, the specific inf luences of interocular input-similarity on spike coordination in the striate cortex, and of spike coordination on competition in other cortical areas, remain unclear.
To examine these inf luences, I used a simplified neural model of an early visual pathway. In what follows, I first describe the anatomical and physiological constraints incorporated in the model, and then show that a temporal patterning of neuronal activity in its primary cortical area emerges naturally. By manipulating the relative spike timing of neuronal discharges in this area, I demonstrate its potential role in inducing differential responses in higher visual areas to conf licting or congruent visual stimulation. This effect is shown to ref lect a tight dependency of winner-take-all mechanisms in recurrent neural circuits on the relative timing of action potentials among neuronal units. Finally, I discuss the implications of these results for understanding the neural basis of normal and ambiguous perception in vivo. A brief report of some of the results has been presented in abstract form (Lumer, 1997) .
represented: (i) sectors of an ipsilateral ('left eye') and a contralateral ('right eye') lamina of the LGN, which relay visual inputs to the cortex; (ii) two corresponding monocular regions in layer 4 of V1 with different ocular dominance; (iii) a primary cortical sector in which the monocular inputs are first combined (called Vp in the model); and (iv) a secondary visual area of cortex in which higher-order features are extracted (Vs in the model; Fig. 1 ). Each stage consisted of spiking neurons that were incorporated in synaptic networks. Each lamina in the LGN was made of 100 excitatory units and 100 inhibitory units, coupled via local inhibition. At the cortical stages, units were grouped in local recurrent circuits that were similar to those used in previous models, each comprised of 200 excitatory and 100 inhibitory units (Douglas et al., 1995; Somers et al., 1995) . Synaptic interactions in these circuits were both excitatory and inhibitory between cells with similar orientation selectivity, but were restricted to inhibition only between cell groups with orthogonal orientation preference (Kisvárday and Eysel, 1993; Kisvárday et al., 1994) . Two orthogonal orientations (orientation '1' and '2') were mapped in each monocular sector of layer 4, and in Vp. To account for the emergence of more complex response properties at higher levels in the visual system (Van Essen and Gallant, 1994) , forward connectivity patterns from Vp to Vs were organized to support three feature selectivities in Vs, one for orientation 1, one for orientation 2, and one for the conjunction of these two orientations, i.e. for line crossings. These forward projections were reciprocated by weaker backward projections from Vs to Vp. Backward projections from cells selective for orientation 1 or 2 contacted cells of similar orientation specificity in Vp. In contrast, descending projections from cross-selective cells extended to both selectivities in Vp. In keeping with empirical data, backward synaptic connections were weaker than their feedforward counterparts, and they targeted preferentially excitatory cells (Domenici et al., 1996; Johnson and Burkhalter, 1996) .
Connectivity
Although the ratio of excitatory to inhibitory cells in the model was lower than its biological counterpart for reasons of computational efficiency, a more important parameter at the network level is the ratio between excitatory and inhibitory synapses. Synaptic proportions in the model were consistent with anatomical data, i.e. 15-20% of the connections on each cell type were inhibitory (Beaulieu and Colonnier, 1985; Beaulieu et al., 1992) . Cell groups with different feature selectivities in layer 4, in Vp or in Vs interacted via inhibitory synapses only (Kisvárday and Eysel, 1993; Kisvárday et al., 1994) . These intergroup connections accounted for 30% of all inhibitory synapses on individual units in layer 4, 20% in Vp and 67% in Vs. More generally, connections were established at random within and between interconnected populations of cells, with connection probabilities between pairs of cells ranging from 1 to 10%, consistent with experimental estimates (Thomson et al., 1988; Mason et al., 1991) . Appropriate transmission delays were incorporated into each connection (for details on similar model parameters and their justification, reference can be made to Lumer et al., 1997) .
To make things simpler, orientation tuning was introduced in the model at the level of layer 4 by means of specific thalamocortical connections. The two orthogonal orientations in layer 4 of the model were produced by sampling the thalamocortical inputs to each layer 4 unit from either a 10 × 2 or 2 × 10 topographically registered patch in the LGN. This connectivity roughly implements the standard model of orientation selectivity in simple cells proposed by Hubel and Wiesel (1962) . Whereas such anatomic organization appears to underlie orientation selectivity in the cat striate cortex (Reid and Alonso, 1995) , orientation tuning is comparatively weak among thalamocortical target cells in area V1 of primates. In general, several factors may contribute to orientation selectivity, including the visuospatial alignment of geniculate inputs to striate cortical neurons (Reid and Alonso, 1995) , the convergence from stellate cells with concentric receptive fields onto simple cells (Hubel and Wiesel, 1962) , and intracortical amplification mechanisms (Somers et al., 1995) . However, the specific implementation of feature selectivities adopted is not relevant in the context of the present study.
Cellular and Synaptic Physiology
, where τ m is the membrane time constant, E 0 is the cell's resting potential, g Ex (t) and g Inh (t) are excitatory and inhibitory synaptic conductances expressed in units of the passive membrane conductance, and E Ex and E inh denote the reversal potentials of the corresponding channels. This equation was integrated numerically using a time step of 0.25 ms. Membrane time constants were set to 16 ms for excitatory cortical units and 8 ms for inhibitory units and thalamocortical relay cells. These passive membrane time constants were consistent with empirical data (Connors et al., 1982; Bloomfield et al., 1987; Baranyi et al., 1993) . E 0 was -60 mV for both cell types, in agreement with in vivo measurements Ferster and Jagadeesh, 1992) . E Ex and E inh were 0 and -70 mV respectively. Spiking was modelled by a 'standard' integrate-and-fire mechanism, in which units that reached a threshold were reset to the potassium reversal potential (-90 mV). Thresholds were -51 mV for excitatory units and -52 mV for inhibitory units. The choice of different firing thresholds for these two cell types made it easier to reproduce experimental levels of spontaneous activity (see below). Absolute refractory periods were 3.5 and 1.5 ms for excitatory and inhibitory units. Relative refractory periods were generated in excitator y units by adding 10 mV to their firing threshold after each spike; relaxation to baseline occurred exponentially with a 10 ms time constant. Similar cellular parameters were used in previous simulations of striate cortex (e.g. Somers et al., 1996) . For simplicity, spike-rate adaptation was not incorporated in excitatory units. Synapses were modelled as conductance changes, using dual exponential functions (Wilson and Bower, 1989) , with time courses t 1 and t 2 consistent with empirical data in vitro (Otis and Moody, 1992; Stern et al., 1992) . The synapses provided fast inhibition (t 1 = 1 ms; t 2 = 7 ms) and excitation (t 1 = 0.5 ms; t 2 = 2.4 ms). Background synaptic activity was simulated by a random (Poisson-distributed) activation of both types of synaptic channels in each unit. This resulted in a balance of excitation and inhibition and in a spontaneous discharge of individual units, with a rate of 3 Hz for excitatory units and 15 Hz for inhibitory units (Sanseverino et al., 1973; Legéndy and Salcman, 1985; Swadlow, 1988) .
Visual Stimulation
Visual stimulation was achieved by applying a stochastic (Poissondistributed, λ = 0.2 kHz) synaptic excitation independently to each cell in the LGN; this excitation was amplitude-modulated according to the spatial structure of the stimulus. For the grating stimuli, non-zero activation with an amplitude equivalent to five synchronous EPSPs per synaptic event was restricted to 10 × 2 (2 × 10) regions of the LGN that repeated with a periodicity of 4 units.
Data analysis
To characterize the overall model behavior, a number of aggregate measures were introduced. First, instantaneous population-averaged firing rates were computed by cumulating all the spikes emitted by excitator y units within a given cell group and a sliding 150 ms time window, and by normalizing for cell number and window size. The averaging window was slid forward by increments of 1 ms. Second, the rivalry index of two groups of neurons was defined as the mean absolute value of the difference between their instantaneous firing rates divided by the highest instantaneous rate among the two cell groups. This index varies between 0 for non-rivalrous groups of neurons and 1 for groups of neurons with mutually exclusive patterns of activity. Thus, it provides a useful measure of the degree of competition within a cortical area.
Finally, stimulus-related changes in the patterns of relative spike timing were assessed at various levels along the visual pathway. To this end, coincidence rates were defined as the rate of spikes that occur in a population of neurons within a fixed time interval of a spike produced in a separate population of neurons (see also deCharms and Merzenich, 1996) . Calculations of these coincidence rates involved the subtraction of a shift predictor, using 1 ms binning.
Modeling Approach and Scope
The goal of this simulation study is to provide a mechanistic understanding of how a dissimilarity between monocular inputs can be registered by the visual system and how this triggers rivalry suppression. Because the mammalian visual system exhibits a considerable degree of anatomical and physiological complexity, whose simulation escapes current computer capabilities, the modelling approach was based on a number of simplifications. Most importantly:
1. The dependence of the model on its parameters was not investigated systematically. Instead, the modelling of individual neurons and local cortical circuits was based on canonical formalisms and parameters that have been widely used in previous modelling studies Buonomano and Merzenich, 1995; Douglas et al., 1995; Somers et al., 1995) . Moreover, an effort was made to simulate the early visual pathway using basic properties of intra-and interareal connectivity. Thus, the simulations presented in the Results should be taken as a demonstration that these properties are sufficient to account for otherwise puzzling observations regarding binocular vision. Preliminary simulations indicated that the key feature of the model's dynamics, i.e. its differential responses to congruent versus conf licting visual inputs, persisted after changes of modelling parameters within a moderate range. Such changes included up to twofold increases or decreases in the number of connections in the modeled areas, different biases in the thalamocortical projections, and a reduction of the secondar y visual area to two instead of three competing groups.
2. Experimental evidence suggests that synchronous activity can arise at several levels in the visual pathway, including the retina (Neuenschwander and Singer, 1996) , LGN (Sillito et al., 1994) and striate cortex (Gray et al., 1989) . The question of how these levels interact in coordinating the discharge of primary cortical neurons has been examined in detail elsewhere . Instead, this report focuses on the relationship between temporal correlation and competition in cortical networks mediating binocular vision. For simplicity, the model did not incorporate several factors that could inf luence synchronization in V1 but do not appear critical in mediating interocular interactions, such as corticofugal projections from V1 to LGN that are predominantly eye-specific (Grieve and Sillito, 1995; Murphy and Sillito, 1996) , and the synchronization of retinal activity (Neuenschwander and Singer, 1996) . 3. The simulations were restricted to replicating a specific set of experimental findings. These were: (i) the modulation of dicharge rates among subsets of binocular neurons but not monocular neurons during dichoptic stimulation (i.e. in which different images are presented to the two eyes); and (ii) the absence of response suppression during dioptic stimulation (in which similar images are shown to both eyes). This report does not, however, address a key aspect of binocular rivalr y, namely the perceptual alternation between conf licting stimuli. Several lines of evidence dictated this choice. Electrophysiological recording in primates has shown that many extrastriate neurons are not modulated by perception during rivalry . Thus, sustained neural events associated with the suppressed stimulus may play an important role in regaining perceptual dominance, with the potential to inf luence processing at many different levels in the central nervous system. The notion of 'implicit' neural events acting during rivalry suppression is also suggested by the observation that changes of stimulus strength in one eye affect only the dominance duration of the other stimulus (Levelt, 1965) . Moreover, experimental data is lacking to justify or constrain the modelling of specific neural mechanisms, such as an adaptation of inhibition on the several second timescale, which could account for perceptual alternation (Lehky, 1988; Blake, 1989) . Taken together, these observations suggest that a relevant implementation of perceptual alternation is likely to be beyond the scope of neuronbased models of early visual processing. On the other hand, the psychophysical and physiological commonalities between strabismic suppression and rivalry suppression indicate that the phenomenon of perceptual suppression can be studied separately from that of alternation, and may involve the early stages of visual processing (Wolfe, 1986; Leonards and Sireteanu, 1993; Sengpiel et al., 1994) .
Results

Response Characteristics of Binocular Cells
In preliminary simulations, I verified that the model's architecture supports basic response properties of binocular neurons that are relevant to the present study. These include: (i) response to a single optimal line orientation shown in one eye is generally higher than when presented in conjunction with an orthogonal line in the same eye (i.e. cross-orientation inhibition - Morrone et al., 1982; Bonds, 1989; DeAngelis et al., 1992) ; (ii) response to dioptic presentation of a stimulus is higher than to the corresponding monocular stimulation (i.e. binocular summation - Barlow et al., 1967; Nikahara et al., 1968) . The mean firing rates in Vp and Vs under these different stimulus conditions are summarized in Table 1 .
Rivalrous versus non-rivalrous Activity
In a first series of simulations, the responses of the model to conf licting or congruent visual stimuli were compared. When the left input consisted of horizontal lines (orientation 1) and the right input of vertical lines (orientation 2), rivalrous activity patterns emerged. At any moment, only one of the three feature-selective cell groups in Vs could maintain elevated firing rates (Fig. 2a) . By contrast, when congruent plaid patterns were used to stimulate the two monocular channels, these cell groups all expressed elevated activity, so that no one group of cells managed to suppress the responses in the other groups (Fig. 2b) . This concurrent activation of cells selective for orthogonal orientations or for line crossings could be interpreted as a distributed representation of the plaid pattern in the secondary visual area. Note that, in the example shown in Figure 2a , the differential responses to conf licting inputs developed from ∼200 ms after stimulus onset and were maintained over the remainder of the stimulation epoch. The dominant population in area Vs was determined by the initial conditions, and could be changed with a different initial state in the network. In other simulations, alternation between dominant and suppressed responses could also be induced over the same epoch as a result of f luctuations in the overall network dynamics. This alternation, however, occurred over a faster timecourse (i.e. <500 ms) than typically obser ved in psychophysical experiments. Thus, this suggests that additional mechanisms would have to be incorporated in the model in order to account for the temporal characteristics and stimulus dependencies of perceptual alternation during binocular rivalry. For example, a slow adaptation of inhibition, inf luences from non-modulating populations of neurons, or working memory. As discussed in Materials and Methods, however, a proper investigation of these and other possible physiological substrates of perceptual alternation is beyond the scope of this article.
Due to binocular summation, congruent inputs always produced a greater response in Vp than conf licting stimuli. To discount this effect as a possible cause for the differential responses observed in the higher visual area, the model was modified as follows. Backward projections from Vs to Vp were first removed and the connection strengths from layer 4 to Vp were adjusted during congruent stimulation to produce stimulus-induced mean firing levels in Vp comparable to those elicited during conf licting stimulation. The backprojections were then reintroduced and the responses to conf licting or congruent inputs were compared. This equalizing procedure was used in the remainder of the report. Despite this control, differential responses were still observed in Vs upon congruent or conf licting binocular stimulation. A quantitative assessment of the degree of competition in Vs is shown in Figure 3 . Rivalry indices as defined in Materials and Methods were calculated between the two orientation-selective cell groups in Vs and between the dominant and cross-selective cell group in the same Response levels are given in spikes/s, and correspond to firing rates averaged over a period of 5 s in cell groups of Vp and Vs stimulated either monocularly (top half) or binocularly (bottom half), with their preferred line orientation presented alone (Line) or in conjunction with an orthogonal stimulus in the same eye (Plaid). Responses to a single orientation are larger than to a plaid (i.e. cross-orientation inhibition). In addition, binocular stimuli elicit greater response than their monocular counterpart (i.e. binocular summation).
area. These indices were averaged over 20 simulations using statistically equivalent networks for each stimulus condition. In these simulations, groups of cells with different selectivity in Vs had a significantly higher rivalry index when stimulated by conf licting rather than by congruent visual inputs (P < 0.0001) (Fig. 3 ).
Inf luence of Input Similarity on Relative Spike Timing
Even when firing rates were set to similar levels in Vp during rivalrous and non-rivalrous stimulation, synchronization between the two cell groups in Vp was more pronounced in the non-rivalrous than in the rivalrous case (Fig. 4, upper plots) . Subtraction of the shift predictors demonstrated that the units were not phase-locked to the stimuli. The changes in spike coordination among Vp units ref lected the temporal patterning of their layer 4 inputs. During rivalry, Vp cells with different orientation selectivity were driven by layer 4 units that belonged to separate monocular pathways, and were uncorrelated (Fig. 4 , lower left). This functional independence between the simulated monocular pathways is consistent with known anatomical and physiological data (Grieve and Sillito, 1995; Murphy and Sillito, 1996) . By contrast, cells in Vp received convergent inputs from both eyes during non-rivalrous stimulation. Because of the synchronization of discharges among cells responsive to the same eye within layer 4 (Fig. 4 , lower right), the paired activities from the two monocular channels were also synchronized, and provided synchronous inputs to cells with different orientation selectivity in Vp. In the model, two factors could contribute to the synchronization of layer 4 units responsive to the same eye but to different line orientations. These were common geniculate inputs and mutual inhibition. To assess the respective contribution of each factor to neuronal synchronization, I compared the degree of coherence between the two cell groups composing an ocular dominance of layer 4 under three different conditions (Fig. 5) . First, I measured the coincidence rates between these cell groups following the disruption of their mutual inhibition. (Additional inhibitor y synapses were introduced in each group to replace the intergroup connections.) Following this disruption, a significant degree of intergroup synchronization was still present, thus revealing the inf luence of common afferent inputs from the LGN. This behaviour is consistent with the thalamocortical synchronizing inf luences observed in vivo, although the latter may derive not only from common inputs, but also from the synchronization of geniculate activity due to intrathalamic, retinal and cortico-thalamic processes (Sillito et al., 1994; Alonso et al., 1996; Neuenschwander and Singer, 1996) . Second, the original connectivity within layer 4 was restored, but the two cell groups composing an ocular dominance were forced to sample their respective geniculate inputs from disjoint and thus uncorrelated populations of thalamocortical cells. Again, a significant degree of intergroup temporal coordination was measured, thereby demonstrating the synchronizing inf luence of mutual inhibition. As a final control experiment, the intergroup connections and common geniculate inputs were both eliminated, leading to a loss of intergroup coherence in layer 4.
Taken together, these manipulations demonstrate that in the model thalamocortical divergence and mutual inhibition both contributed to the synchronization of neuronal responses within layer 4. The latter inf luence highlights a second aspect of inhibition: whereas strong mutual inhibition between uncoordinated groups of cells in Vs leads to dominance or suppression of their firing (Fig. 2a) , weak inhibition between monocular cells responsive to the same 'eye' but to different orientations contribute to the synchronization of their action potentials (Fig. 5) . Thus, recurrent inhibitory interactions can not only suppress neuronal responses, but also affect their temporal patterning (Whittington et al., 1995; Singer 1996) . Although the specific contribution of anatomy (e.g. common thalamocortical inputs) and dynamics (e.g. effects of mutual inhibition) to synchronization in vivo is unknown, I verified in preliminary simulations that each factor alone is sufficient to produce the effects on neural competition described in this report.
Inf luence of Relative Spike Timing on Neural Competition
To establish unequivocally that changes in spike coordination within Vp can trigger differential responses in Vs to conf licting or congruent stimuli, the model was modified as follows. A single group of cells in layer 4 was used to drive with equal strength both orientation-selective populations of neurons in Vp. However, the outputs from layer 4 were relayed to these two target populations with average transmission delays that differed by either 10 ms or by 0 ms. In the first case, competition prevailed among cells in the secondary visual area (Fig. 6a ). This contrasted with the non-rivalrous activity in this area when similar transmission delays were used at an earlier stage (Fig. 6b) . As shown in Figure 7 , the rivalry indices were significantly different in both cases (P < 0.0001). Moreover, the origin of rivalrous (non-rivalrous) responses in Vs could be traced back to the desynchronization (synchronization) of activity between Vp cells, which, in turn, was brought about by manipulating their input transmission delays (Fig. 8) . Finally, it must be emphasized that a third feature selectivity (i.e. to crosses) was originally introduced in Vs to capture the fact that increasingly complex response properties are formed at higher levels in the visual system. I verified that the effects of temporal coordination on response competition in the secondary cortical area were not contingent on this choice, as similar effects were also observed when Vs consisted only of two competing cell groups (Fig. 9) .
Thus, these simulations confirm that changes in relative spike timing are sufficient to switch the outcome of neural network interactions involving strong mutual inhibition from competitive to cooperative. Because these manipulations produce larger differences between rivalrous and non-rivalrous responses than those elicited in the original model (compare Figs 3 and 7) , they also suggest that additional mechanisms may operate in vivo to actively desynchronize (synchronize) the responses to discrepant (congruent) monocular inputs. This possibility is considered below.
Discussion
In the present study, a simplified model of a visual pathway was used to gain insight into the neural mechanisms operating during binocular vision. Simulations of neuronal responses to visual inputs revealed a stimulus-related patterning of relative spike timing at an early stage of cortical processing. This patterning ref lected the degree of similarity between the images presented to the two 'eyes', and, in turn, altered the outcome of competitive interactions at later stages along the visual pathway. These effects can help explain how the same cortical networks can exhibit both rivalrous and non-rivalrous activity, depending on the temporal coordination of their synaptic inputs.
These results bear on the interpretation of recent empirical findings about the neuronal correlates of rivalrous perception. In a series of experiments with awake monkeys, Logothetis and colleagues Sheinberg and Logothetis, 1997) have shown that neurons whose firing rate correlates with perception during rivalr y are distributed at several levels along the primate visual pathways, including V1/V2, V4 and IT. Importantly, the fraction of modulated responses is lower in V1 than in extrastriate areas, and it increases with the level in the visual hierarchy. Simulations of the present model exhibit a behaviour that is consistent with these observations. However, these simulations also predict that both rivalrous and non-rivalrous perception may have a clear neurophysiological correlate in V1, i.e. at the earliest stage of visual cortical processing. Congruent stimulation of both eyes will synchronize the firing of binocular cells with overlapping receptive fields in striate cortex. By contrast, conf licting inputs to the two eyes will cause a desynchronization between their corresponding neural events in striate cortex. Because this temporal registration of stimulus dissimilarity instigates competition among binocular cells in higher visual areas and not between monocular pathways, the ensuing pattern of response suppression and dominance is independent of the eyes through which the stimuli are presented. Thus, the proposed mechanism underlying the onset of perceptual instability can in principle account for the psychophysical finding that a single phase of perceptual dominance during rivalry can span multiple interocular exchanges of the rival stimuli .
More generally, the model provides a missing piece to the puzzle of how rivalry can proceed from competition between alternative stimulus representations rather than between the two eyes, as proposed by Logothetis et al. (1996) . Physiological studies had previously shown that in the cat striate cortex activity levels produced by monocular stimulation with a cell's preferred orientation were hardly affected when a stimulus of orthogonal orientation was presented simultaneously in the other eye (Freeman et al., 1987; DeAngelis et al., 1992) . Psychophysical studies also indicate that the initial percept during rivalrous stimulation is virtually indistinguishable from that which results from the superposition of the conf licting monocular images (Anderson et al., 1978; Wolfe, 1983) . These obser vations have been taken as evidence that binocular neurons in V1 cannot unambiguously distinguish the stimulus conditions (i.e. dissimilar monocular inputs) that produce rivalry from those (i.e. matched monocular features) that produce stable single vision, and hence, that rivalry suppression must occur before the site of binocular convergence (Lehky, 1988; Blake, 1989) . The present findings regarding the cause and effects of temporal coordination within a primary visual area demonstrate that this need not logically be the case.
These results are also consistent with recent experimental findings in strabismic cats (König et al., 1993; Roelfsema et al., 1994) . In these animals, the lack of synchronization between striate cortical cells dominated by different eyes correlates well with their inability to integrate signals from the two eyes into a single percept. On the other hand, response synchronization and perceptual integration are both preser ved during monocular stimulation. Finally, increases of synchronization but not of firing rate in V1 correlate with perceptual dominance in awake squinting cats (Fries et al., 1997) . It remains to be seen whether similar relations hold in normal viewers upon conf licting or congruent stimulation of the two eyes.
What neural mechanisms underlie the temporal patterning of striate cortical activity and its putative effects in extrastriate areas? In the simulations, the input-related modulation of relative spike timing among primary cortical cells ref lected both the inf luences of reciprocal inhibitory interactions and of convergent monocular pathways. Although the present study was not designed to tell these two mechanisms apart, both are consistent with empirical observations. Recent experiments performed in slice preparations have confirmed that inhibition plays a crucial role in the temporal coordination of cortical discharges. Whittington et al. (1995) have reported the onset of synchronous 40 Hz oscillations in networks of inhibitory neurons in slices of rat hippocampus and neocortex. These neurons were connected by synapses using GABA A receptors and they could entrain pyramidal cell discharges. Using intracellular recording in hippocampal slices, Cobb et al. (1995) also showed that the discharge of single inhibitory neurons can synchronize the action potentials of pyramidal cells. In the intact nervous system, synchronizing inf luences of inhibition are likely to combine with cellular pacemaker mechanisms (Gray and McCormick, 1996) and long-loop synaptic interactions (Sillito et al., 1994) to produce synchronous discharges among neighbouring striate cortical neurons. Finally, as recently shown in cats, synchronous responses in V1 can also ref lect the inf luence of divergent retinothalamic and thalamocortical projections (Alonso et al., 1996) . A lthough the model was restricted to the processing of orthogonal gratings, it could in principle be generalized to handle other types of rivalrous stimuli. For such stimuli, additional mechanisms may promote the interocular modulation of relative spike timing in V1, besides those incorporated in the present model. For example, the long-range horizontal connections between striate cortical units that are thought to mediate basic perceptual processes, such as figure-ground segregation, by selective synchronization of action potentials (König et al., 1993) . In addition, Poggio et al. (1988) have characterized neurons in V1 that respond selectively either to local correlation or to local uncorrelation between the images presented to the two eyes. Such response properties, which may take part in stereo-matching processes, are well adapted to Figure 9 . Temporal development of responses in a secondary area with two cell groups. Vs is reduced to two cell groups selective for orientation 1 and 2 respectively (labelled Vs1 and Vs2). Instantaneous firing levels are shown for these two cell groups during 2 s of synchronized inputs from a common population, followed by a period of desynchronized activation (phase-shift of 10 ms). Response competition and suppression immediately arise following the onset of input desynchronization (dashed vertical line). Stimulus conditions are shown below the activity traces.
coordinate the temporal patterning of striate cortical activity in accordance with interocular input similarity. Through these mechanisms, primary cortical neurons may signal conf licting or congruent stimulation of the two eyes even when their firing rates do not change.
The ability of neuronal synchronization per se to signal stimulus features (deCharms and Merzenich, 1996) or stimulus relations (Gray et al., 1989; Engel et al., 1991) is commonly related to the fact that the probability of activating postsynaptic neurons increases when presynaptic neurons synchronize their action potentials (Abeles, 1982; Murthy and Fetz, 1994) . Accordingly, cells that fire together produce a greater response in their targets, which leads to a competitive advantage relative to neurons activated asynchronously. This property has led Milner (1974) and von der Malsburg (1981) to propose a solution to the binding problem, in which cells activated by the same figure fire together but not in synchrony with cells activated by other figures. This provides maximal temporal summation at the sites where convergence occurs between different parts of the same figure, and no summation when converging inputs are associated with different objects. In this way, several subnetworks with uncorrelated activity patterns may coexist and signal the parts and properties of different objects with little mutual interference.
The present results suggest that another possible function of spike timing is the selection of activity among mutually inhibitory groups of neurons. Uncorrelated discharges among such neuronal groups results in patterns of response suppression and dominance, i.e. in a winner-take-all behaviour. In such circuits, synchronization of firing can operate towards functional integration by preventing the disintegration of otherwise competing neural events into dominant or suppressed components. This novel network property, as demonstrated in simulations, ref lects the sensitivity of reciprocal inhibitory interactions to the relative timing of action potentials. This timing mechanism may have imporant implications for understanding how the brain selects among the welter of visual stimuli constantly competing for the control of attention and motor action. Physiologically, selective visual processing is often accompanied by a suppression of neuronal responses to contextually 'irrelevant' stimuli (Moran and Desimone, 1985; Motter, 1993; Treue and Maunsell, 1996) . Recent evidence suggests that such suppression ref lects the outcome of biased competitive interactions at several levels along the dorsal and ventral visual pathways (Chellazi et al., 1993; Schall and Hanes, 1993; Humphreys et al., 1994; Desimone and Duncan, 1995) . On the other hand, the selection of an object for action requires that the distributed neuronal responses associated with its shape, movement, location and other visual properties be bound together so as to make these properties available as a whole for the control of behaviour (Duncan, 1993) . There is thus a trade-off between integration of target information and suppression of non-target responses. Because this trade-off appears similar to that elicited by binocular rivalry, it is tempting to speculate that the neural mechanisms described here may play an important role in its resolution.
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