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Abstract
Bayannur is one of the districts lying in the western area of Inner Mongolia whose water resources are extremely deﬁcient. Lack of
water resources have become the bottleneck of the place economic sustainable development. So Bayannur diverts water from the
Yellow River to supply water shortage every year. How to allocate this water reasonably have become the key point to improve the
current situation. However, before reasonable allocation, we should forecast the total water requirement accurately. In this paper,
we propose two solutions to the forecasting of Bayannur’s total water requirement via support vector regression and time series
analysis.
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1. Introduction
Bayannur is located in the inland arid desert region in Inner Mongolia, belonging to the typical temperate conti-
nental climate, which has low rainfall and high evaporation. Usually, evaporation is about as fourteen times as that
of precipitation1. Therefore, Bayannur has become one of the districts which are extremely lack of water. Natural
runoﬀ of the Yellow River as the main water through Bayannur is the main water source supplying the water above
and below ground. However, due to unreasonable allocation of water resources, water resources shortage and waste
of water resources become more prominent. Therefore, optimizing the allocation of water resources is the key point
to change water shortage situation and promote the development of Bayannur.
Before allocation of water resources, we should forecast the total water requirement of Bayannur. Methods for the
forecasting of water requirement are regression analysis2,3, neural network4,5,6 and so on. In this paper, we use support
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vector regression7,8,9 which has rigorous mathematical derivation, solid theory foundation and better generalization
ability to forecast Bayanuur’s total water requirement.
In this paper, we propose two solutions to the forecasting of Bayannur’s total water requirement. One is obtained as
follows. Firstly, we built four diﬀerent total water requirement models using diﬀerent inﬂuencing factors via support
vector regression. Then, we select the best model via the principle of mean squared error(MSE). In the end, we obtain
the total water requirement via the best model using the inﬂuencing factors forecasted by time series analysis10,11,12.
Here, we select 29 inﬂuencing factors from climate aspect, social aspect and economic aspect of Bayannur. Four
diﬀerent models are model of the total water requirement determined by the inﬂuencing factors of this year, model of
the total water requirement determined by the inﬂuencing factors of last year, model of the total water requirement
determined by less inﬂuencing factors of this year, using correlation analysis, model of the total water requirement
determined by less inﬂuencing factors of last year, using correlation analysis. Another one is that we forecast the total
water requirement via time series analysis directly.
The paper is organized as follows. Section 2 dwells on support vector regression and time series analysis. Section
3 deals with experiment results and section 5 contains conclusion remarks.
2. Support Vector Regression and Time Series Analysis
In this section, we introduce ε-support vector regression and time series analysis which are used to forecast Bayan-
nur’s total water requirement.
2.1. ε-Support Vector Regression
Consider the training set
T = {(x1, y1), · · · , (xl, yl)} ∈ (Rn × Y)l, (1)
where xi ∈ Rn, yi ∈ Y = R, i = 1, · · · , l.
2.1.1. Linear Case
Linear ε-support vector regression formulates the problem as a convex quadratic programming problem (QPP)
min
w,b,ξ(∗)
1
2
‖w‖2 +C
l∑
i=1
(ξi + ξ∗i ),
s.t. (w · xi) + b − yi  ε + ξi, i = 1, · · · , l,
yi − (w · xi) − b  ε + ξ∗i , i = 1, · · · , l,
ξ(∗)i ≥ 0, i = 1, · · · , l,
(2)
where (∗) is a shorthand implying both the vector with and without asterisks. ξ(∗) = (ξ1, ξ∗1, · · · , ξl, ξ∗l ) is slack variable
and C > 0 is penalty parameter.
In order to derive the dual problem of the primal problem (2), we introduce Lagrange function
L =
1
2
‖w‖2 +C
l∑
i=1
(ξi + ξ∗i )−
l∑
i=1
(ηiξi +η∗i ξ
∗
i )−
l∑
i=1
αi(ε+ ξi + yi − (w · xi)−b)−
l∑
i=1
α∗i (ε+ ξ
∗
i − yi + (w · xi)+b),(3)
where α(∗) = (α1, α∗1, · · · , αl, α∗l ), η(∗) = (η1, η∗1, · · · , ηl, η∗l ) are Lagrange multiplier vectors. The dual problem is
obtained
min
α(∗)∈R2l
1
2
l∑
i=1
l∑
j=1
(α∗i − αi)(α∗j − α j)(xi · x j) + ε
l∑
i=1
(α∗i + αi) −
l∑
i=1
yi(α∗i − αi),
s.t.
l∑
i=1
(α∗i − αi) = 0,
0 ≤ α(∗)i ≤ C, i = 1, · · · , l,
(4)
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After solving the dual problems (4), the solutions of problems (2) can be obtained by
w =
l∑
i=1
(α∗i − αi)xi, (5)
choose a component of α(∗), α j ∈ (0,C) or α∗k ∈ (0,C) and compute
b = y j −
l∑
i=1
(α∗i − αi)(xi · x j) + ε, (6)
or
b = yk −
l∑
i=1
(α∗i − αi)(xi · xk) − ε, (7)
Thus, the value of y for a point x ∈ Rn is
y = (w · x) + b =
l∑
i=1
(α∗i − αi)(xi · x) + b. (8)
2.1.2. Nonlinear Case
Now we extend the linear case to the nonlinear case. We ﬁnd that the inner products appear in the dual problem
(4), so the kernel functions can be applied directly and other parts are the same.
min
α(∗)∈R2l
1
2
l∑
i=1
l∑
j=1
(α∗i − αi)(α∗j − α j)K(xi, x j) + ε
l∑
i=1
(α∗i + αi) −
l∑
i=1
yi(α∗i − αi),
s.t.
l∑
i=1
(α∗i − αi) = 0,
0 ≤ α(∗)i ≤ C, i = 1, · · · , l,
(9)
where K(·, ·) is the kernel function. The corresponding conclusions are similar with the linear case except that the
inner product (x, x′) is taken instead of the kernel function K(x, x′).
2.2. Time Series Analysis
A time series is a sequence of data points, measured typically at successive points in time spaced at uniform
time intervals. Time series are used in statistics, signal processing, pattern recognition, econometrics, mathematical
ﬁnance, weather forecasting, earthquake prediction, electroencephalography, control engineering, astronomy, and
communications engineering13,14. Time series analysis comprises methods for analyzing time series data in order to
extract meaningful statistics and other characteristics of the data. Methods for time series analysis are moving average
method, exponential smoothing method, autoregressive Model, and so forth. In this section, we introduce a most-used
model in time series analysis, that is autoregressive moving average model(ARMA). Time series forecasting is the use
of a model to forecast future values based on previously observed values. We will forecast future values of inﬂuencing
factors and total water requirement via ARMA model in our experiment.
2.2.1. ARMA model
ARMA model consists on the basis of autoregressive model(AR) and moving average model(MA). Therefore, this
section begins with three basic model of ARMA model, that is AR, MA, and ARMA model.
(1) AR model
Time series Xt is called an p-order autoregressive model, denoted AR(p), if it satisﬁes the following equation:
Xt = ϕ1Xt−1 + ϕ2Xt−2 + · · · + ϕpXt−p + εt, (13)
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Algorithm 1 ε-Support Vector Regression
(1) Input the training set T = {(x1, y1), · · · , (xl, yl)} ∈ (Rn × Y)l,where xi ∈ Rn, yi ∈ Y = R, i = 1, · · · , l;
(2) Choose an appropriate kernel K(x, x′), an appropriate accuracy ε > 0 and the penalty parameter C > 0;
(3) Construct and solve the convex quadratic programming problem (9), obtaining a solution α(∗) =
(α1, α∗1, · · · , αl, α∗l );
(4) Compute b: choose a component of α(∗), α j ∈ (0,C) or α∗k ∈ (0,C). If α j is chosen, compute
b = y j −
l∑
i=1
(α∗i − αi)K(xi, x j) + ε; (10)
if α∗k is chosen, compute
b = yk −
l∑
i=1
(α∗i − αi)K(xi, xk) − ε; (11)
(5) Construct the decision function
y = g(x) =
l∑
i=1
(α∗i − αi)K(xi, x) + b. (12)
where εt is white noise10 which has mean zero and variance σ2ε. ϕ j, j = 1, 2, · · · , p are called autoregressive coeﬃ-
cients.
(2) MA model
Time series Xt is called an q-order moving average model, denoted MA(q), if it satisﬁes the following equation:
Xt = εt − θ1εt−1 − θ2εt−2 − · · · − θqεt−q, (14)
where εt is white noise10 which has mean zero and variance σ2ε. θ j, j = 1, 2, · · · , q are called moving average coeﬃ-
cients.
(3) ARMA model
Time series Xt is called an p, q-order autoregressive moving average model, denoted ARMA(p, q), if it satisﬁes the
following equation:
Xt − ϕ1Xt−1 − · · · − ϕpXt−p = εt − θ1εt−1 − · · · − θqεt−q, (15)
where εt is white noise10 which has mean zero and variance σ2ε. If q = 0, this model turns to be AR(p) model and if
p = 0, this model turns to be MA(q) model.
In an actual problem, if we choose ARMA model, we should determine the type of the model and the order, that is,
to judge AR model, MA model, or ARMA model and estimate order p and q. Then we should estimate the parameters
ϕ = (ϕ1, · · · , ϕp) and θ = (θ1, · · · , θq). Methods for estimation of these parameters are moment estimation, least
squares estimation, maximum likelihood estimation, etc15.
3. Experimental Results
In this section, we propose two solutions to the forecasting of Bayannur’s total water requirement. One uses
both support vector regression and time series analysis, and another one only uses time series analysis. we select
29 inﬂuencing factors from climate aspect, social aspect and economic aspect of Bayannur to determine the total
water requirement and data of these inﬂuencing factors from the year of 1997 to 2011 are from Bayannur’s statistical
yearbook. All experiments are implemented using MATLAB toolbox of SVR and ARMA on a PC with an Intel Core
I5 processor and 2 GB RAM. The penalty parameters both in support vector regression and time series analysis are
all tuned for best. Here grid search method is applied.
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3.1. Forecasting via SVR and ARMA Model
3.1.1. Four Diﬀerent Models
In this section, we built four diﬀerent models respectively: model of the total water requirement determined by
the inﬂuencing factors of this year, model of the total water requirement determined by the inﬂuencing factors of
last year, model of the total water requirement determined by less inﬂuencing factors of this year,using correlation
analysis, model of the total water requirement determined by less inﬂuencing factors of last year, using correlation
analysis.
(1)the ﬁrst model
This model is a model of the total water requirement determined by the inﬂuencing factors of this year. 29 inﬂu-
encing factors are shown in Table 1 and training set consists of data of this inﬂuencing factors from the year of 1997
to 2011. The inﬂuencing factors of this year determine the total water requirement of the same year. We built the best
model of the total water requirement via SVR using best parameters. Table 2 shows the results of the regression of
the total water requirement measured by billion cubic meters from the year of 1997 to 2011.
Table 1. the inﬂuencing factors which determines the total water requirement.
Inﬂuencing factors Inﬂuencing factors
Precipitation Gross value of production of the primary industry
Annual mean temperate Gross value of production of the secondary industry
The highest mean temperate all the year round Gross value of production of the tertiary industry
The lowest mean temperate all the year round Per capita GDP
Annual average sunshine time Comprehensive water consumption per capita
Annual frost-free period Urban per capita disposable income
Annual average groundwater depth in the irrigation area Per capita net income of farmers and herdsmen
Water diversion in the irrigation area The planting area of crops in Hetao-irrigated region
The ﬁrst irrigation water of the main canal The gross irrigation quota in Hetao-irrigated region
Water diversion of main canal straight mouth The livestock number
Loss of conveying water The total grain output
Water use eﬃciency of main canal Gross agricultural output value
Evaporation Gross industrial output value
Population Gross construction output value
GDP
(2)the second model
This model is a model of the total water requirement determined by the inﬂuencing factors of last year. We also use
29 inﬂuencing factors in Table 1 and training set consists of data of this inﬂuencing factors from the year of 1997 to
2011. The inﬂuencing factors of this year determine the total water requirement of next year. We built the best model
of the total water requirement via SVR using best parameters. Table 2 shows the results of the regression of the total
water requirement measured by billion cubic meters from the year of 1998 to 2011.
(3)the third model
This model is a model of the total water requirement determined by less inﬂuencing factors of this year, using
correlation analysis. In order to use less inﬂuencing factors, we use correlation analysis16 to remove some inﬂuencing
factors which have less inﬂuence on the total water requirement. Using function provided by the matlab, we get
the correlation coeﬃcient R between inﬂuencing factors and the total water requirement, which is shown in Table 3.
Correlation coeﬃcients R are in the range of -1 to 1. |R| < 0.4 stands for low linear correlation, 0.4 ≤ |R| < 0.75
stands for signiﬁcantly linear correlation, and |R| ≥ 0.75 stands for highly linear correlation. Therefore, we select the
inﬂuencing factors shown in Table 4 with the correlation coeﬃcient of the total water requirement |R| ≥ 0.4. Then we
use these inﬂuencing factors and training set consists of data of this inﬂuencing factors from the year of 1997 to 2011.
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Table 2. comparison between the true and the regression value of the total water requirement via model1, model2, model3, model4.
Year True value Model1 Model2 Model3 Model4
2011 51.218 51.217 50.217 51.217 50.218
2010 48.604 48.605 49.792 50.096 49.792
2009 53.686 53.686 50.292 53.276 50.292
2008 48.888 48.889 49.888 48.887 49.888
2007 49.192 49.193 50.042 49.193 50.042
2006 49.946 49.947 50.042 50.154 50.042
2005 51.274 51.273 50.274 51.273 50.273
2004 48.130 48.129 49.792 48.077 49.792
2003 45.409 45.410 49.792 45.410 49.792
2002 50.562 50.561 50.042 49.888 50.042
2001 49.687 49.686 50.042 49.686 50.042
2000 48.883 48.884 49.883 50.529 49.883
1999 51.754 51.753 50.292 51.756 50.292
1998 51.195 51.194 50.195 50.963 50.195
1997 50.268 50.268 50.994
model1, model2, model3, and model4 stand for regression value of model1, regression value of model2, regression value of model3, and
regression value of model4.
The inﬂuencing factors of this year determine the total water requirement of the same year. We built the best model
of the total water requirement via SVR using best parameters. Table 2 shows the results of the regression of the total
water requirement measured by billion cubic meters from the year of 1997 to 2011.
Table 3. correlation coeﬃcient between inﬂuencing factors and the total water requirement.
Serial number Correlation coeﬃcient Serial number Correlation coeﬃcient
1 -0.621 16 0.158
2 0.208 17 0.190
3 0.513 18 0.141
4 0.108 19 0.175
5 0.501 20 0.880
6 0.168 21 0.146
7 -0.086 22 0.186
8 0.678 23 0.080
9 0.076 24 0.890
10 0.824 25 -0.247
11 -0.356 26 0.053
12 0.520 27 0.136
13 0.172 28 0.201
14 0.065 29 0.119
15 0.175
1, 2 · · · , and 29 stand for inﬂuence factor 1, inﬂuence factor 2,· · ·, and inﬂuence factor 29.
(4)the forth model
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Table 4. the inﬂuencing factors that signiﬁcantly and highly linear correlation to the total water requirement.
Inﬂuencing factors Inﬂuencing factors
Precipitation Water diversion of main canal straight mouth
The highest mean temperate all the year round Water use eﬃciency of main canal
Annual average sunshine time Comprehensive water consumption per capita
Water diversion in the irrigation area The gross irrigation quota in Hetao-irrigated region
a                                       b 
 
 
 
 
 
 
 
 
c                                       d 
Fig. 1. (a) model1; (b) model2; (c) model3; (4) model4.
This model is a model of the total water requirement determined by less inﬂuencing factors of last year, using
correlation analysis. We also obtain less inﬂuencing factors shown in Table 4 via correlation analysis and training
set consists of data of this inﬂuencing factors from the year of 1997 to 2011. The inﬂuencing factors of this year
determine the total water requirement of next year. We built the best model of the total water requirement via SVR
using best parameters. Table 2 shows the results of the regression of the total water requirement measured by billion
cubic meters from the year of 1998 to 2011.
3.1.2. Forecasting of the Total Requirement
Fig. 1. shows the comparison of four kinds of models about the total water requirement of the true and regression
value measured by billion cubic meters. Under the condition of making minimum mean square error(MSE), the ﬁrst
model, i.e., the model of the total water requirement determined by the inﬂuencing factors of this year, makes the
best result of autoregression. Therefore, we select the ﬁrst model to be our forecasting model. Then we obtain the
forecasting of inﬂuencing factors from the year of 2012 to 2016 via matlab toolbox about ARMA model. Finally, we
use the ﬁrst model above to forecast the total water requirement measured by billion cubic meters from the year of
2012 to 2016 and the results are shown in Table 5.
3.2. Forecasting via ARMA Model Directly
We can obtain the forecasting of inﬂuencing factors measured by billion cubic meters from the year of 2012 to 2016
via matlab toolbox about ARMA model directly and the results are shown in Table 5. Fig. 2. shows the comparison
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Table 5. the total water requirement from the year of 2012 to 2016 via SVR and ARMA model and ARMA model directly.
Year Using SVR and ARMA model Using ARMA model directly
2012 47.120 50.200
2013 47.950 50.132
2014 49.341 50.064
2015 50.676 49.997
2016 52.807 49.929
2012 2012.5 2013 2013.5 2014 2014.5 2015 2015.5 2016
40
42
44
46
48
50
52
54
56
58
60
use SVR and ARMA model
use ARMA model directly
Fig. 2. comparison of the forecasting of the total water requirement between using SVR and ARMA model and using ARMA model directly.
of the forecasting of the total water requirement between using SVR and ARMA model and using ARMA model
directly.
4. Conclusion
In this paper, we have proposed two solutions to the forecasting of Bayanuur’s total water requirement. One
obtains the value via SVR and ARMA model and another one obtains the value via ARMA model directly. Two
methods both provide scientiﬁc basis for the forecasting of Bayanuur’s total water requirement. Forecasting the total
water requirement accurately is the precondition of allocating the water resources reasonably. Therefore, our work is
important and meaningful to promote the development of Bayannur. Only reasonable allocation of water resources
and saving water can be fundamentally solved the shortage of water in Bayanuur.
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