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We continue our study (SIAM J. Mu/h. And., 15, No. 4 (1984)) of perturbations 
of the problem (*) - 1” + h.u = iu.v, .v(O) - I( I ) = 0, .x-‘(O) - .I-‘( I ) = 0 both by 
changes of boundary conditions and by addition of nonlinear terms. We assume 
that for i. = /L,, there are two linearly independent solutions of (*), The method of 
Liapunov and Schmidt is used to analyze the full nonlinear problem. For three 
examples we do the thorough local bifurcation analysis of determining the bifur- 
cation set and bifurcation diagrams. These examples are endowed with varying 
amounts of the symmetry of (*), and we see that the examples are amenable to 
varying methods: (I ) When the perturbed problem loses all symmetry, one can use 
the generic methods of Chow, Hale, and Mallet-Paret, (2) when the perturbed 
problem retains snme of the symmetry and is not too degenerate, one can use 
results of Shearer and basic group-theoretical techniques, (3) when the perturbed 
problem retains much symmetry but is degenerate, one can use some of the same 
methods as for (2) Vanderbauwhede’s generalization of the simple eigenvalue idea, 
and some ad hoc methods. ’ 19X7 Academtc Presr. Inc 
1. INTRODUCTION 
Continuing our work in 171, we consider boundary value problems 
which are perturbations of a linear boundary value problem with periodic 
boundary conditions. Complete local bifurcation analysis will be obtained 
for three examples. Along the way, we will see how the methods used 
depend on the extent of symmetry in the perturbed problem. 
Our goals in this paper are somewhat modest: to exhibit some of the 
behavior one can expect from perturbation of the boundary conditions and 
to show what kinds of mathematical analysis one must do in order to get 
numerical bifurcation information from specific examples. Our study, as in 
[9], was at first confined to the use of generic bifurcation techniques. 
Later, with the helpful prodding of an anonymous referee, we were led to 
consider model boundary value problem examples for which generic bifur- 
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cation techniques are inadequate. We have found that recent authors have 
established useful machinery to handle such examples with symmetry; 
however, our third example is so degenerate as to require ad hoc 
arguments. We consider the third example to be the most interesting. 
The unperturbed linear problem is 
x”f(h-b)x=O, ‘=f 
[ 
x(0)-x(l) 0 
x’(O)-x’(1) 1 [1 = 0 
and the nonlinear perturbed problem is 
x” + (La(t) - b(t)) x+fJ%, E; t, x) = 0, , d =z 
F X(0)-S(l) I.(0)-l.(l)]-&H~~!~l))]+f(~~&;~~)=O. 
(1.1) 
(1.2) 
EXAMPLES OF VARYING SYMMETRY. The linear unperturbed problem 
(1.1) is odd in X. Depending on the functions a( .), h( .), (1.1) may have 
other symmetries. If a and b are even about the midpoint t = f, then ( 1.1) 
has reflection invariance involving x(t) + x( 1 - t). If a, b can be given con- 
tinuous extensions which are periodic with period 1, then (1.1) is invariant 
under translation x(t) + +x( t + t,,), 0 d t, f 1. 
Below we will fully analyze three examples of the nonlinear perturbed 
problem (1.2). These examples will have varying amounts of the symmetry 
of the unperturbed problem, and thus varying methods must be used. 
In the first two examples the only nonlinearity will be an .x2 term in the 
differential equation, and the unperturbed linear differential equation will 
be a Whittaker-Hill equation chosen so as to have two linearly indepen- 
dent l-periodic solutions. The x2 term destroys the “odd in x” symmetry. 
In the first example, the chosen H matrix will break all remaining sym- 
metry. We can then use the generic bifurcation techniques of Chow and 
Hale [2, Sect. 7.41. In the second example, the chosen H matrix will leave 
only the reflection symmetry unbroken, but that will be enough both to 
make the bifurcation equations non-generic and to make available the sym- 
metry analysis of Shearer [6, Sect. 41 and the most basic of group- 
theoretical methods of Sattinger [S], Vanderbauwhede [lo], and Chow 
and Hale [2, Sect. 6.71. A particular feature of our second example is a 
secondary bifurcation. 
In the third example, the only nonlinearity will be an x3 term in the 
differential equation, thus preserving the “odd in X” symmetry, and the 
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unperturbed linear differential equation will be the linear oscillator 
equation x” + Ix = 0. As in the second example, the chosen H matrix will 
leave the reflection symmetry unbroken. For F = 0 the nonlinear problem 
will possess a further translation symmetry, and this will make the pertur- 
bed problem (1.2) so degenerate as to be beyond the methods of 
[2, pp. 264270; 61. We will still establish symmetries in the bifurcation 
equations, as in [Z, 5, 6, lo]. 
Our earlier paper [9] essentially consists of [7] and an analysis similar 
to Section 4 of the present paper. In [9] also one can see how to include 
more general perturbations of the boundary conditions. Extensive referen- 
ces to the historical antecedents of work on bifurcation and symmetry for 
multiple eigenvalues can be found in [2, 5, 6, IO]. 
2. THE LINEAR UNPERTURBED PROBLEM 
For the linear unperturbed problem 
x” + (/?a - b) x = 0, 2 
- lit 
[ 
X(0)-X(l) 0 
x’(O)-s’(l) 1 [I = 0 
we will assume 
(1.1) 
(Al) a, bE C[O, l] with a positive on [0, 11. 
(A2) Problem (1.1) has at i = E., two solutions X, , x2 normalized by 
x,(O) = 1 x2(O) = 0 
x\(O) = 0 xi(O) = 1. 
C[O, 1] with the sup norm 1x1 r = supoG ,<, Ix(t)1 is a Banach space, as is 
C2[0, l] with the norm llxll = 1x1 z + Ix’/ r + I.x”lX. Denote Banach spaces 
Y=C2[0, 11, Z=C[O, l] x 58’ with norms IIxli, as above, and 
/I (u; c, d)ll = 1 UI u1 + ICI + (dJ, respectively. For square integrable functions S, 
g, denote (A g> = f:fg. A s in [7], define an operator B: Y+ Z by 
Bx= (-x”+ (b-&a)~; x(0)-x(l), x’(O)-x’(l)). Then (Al) and (A2) 
imply B has null space JV = sp{ x, , x2 } and range 
9={(u;c,d):dj(u;c,d)=0 for j=1,2}, 
409iI24/2-2 
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where e,(u; c, d) = -d+ (x,, u), ez(u; c, d) = c + (x2, II). Define projec- 
tions P: Y+.Af, Q: Z-t&! by 
px=(x,,x,)-‘~x,,x)x,+(x3,x3)-’ (X,,X)XJ, (2.1) 
where x3=x2- (x,, x, )-‘(x,, x2) x,, and 
Qz=z-(x,,x,) V,(z)z,-(x2,x2)--'f,(z)z,, (2.2) 
where z, = (x, ; c,, 0), z2 = (x,; 0, -c,), and c, = -(x1, x2 ). P is a correc- 
tion of [7, p. 6531. Denote 8,= (x’, , xi). One can calculate explicitly 
[S, Sect. 21 that QB(Z- P) has left inverse Xx: .@ c Z --t Y given by 
X(0; c, 4(r) 
= 5-‘(-hl2~,,2+&~12, +Q,,cJ2,2- II 221 + ( Q g 1 j; x9) .X,(l) 
+ 5-‘(~,,a,r ( ~,l~l2l--2o~,,2+~2o~22,)- ‘x,u X,(f), J 1 (2.3) 0 
where 5 = 020002 - Of,, a,,, = (x,x,, SO xk v >. As a special case, when 0, , = 0, 
(2.3*) 
Two SPECIFIC EXAMPLES OF (1.1). Consider the linear unperturbed 
problem 
x” f x2( Lo + A, cos 27ct + 2 cos 47Ct) x = 0 
x(0) - x( 1) = 0 
x’(0) - x’( 1) = 0. (2.4) 
Arscott [l] refers to numerical work of Klotter and Kotawski on the 
coexistence problem for the Whittaker-Hill equation: where 1, x 4.53, 
A , z 4.0 two linearly independent solutions of (2.4) are predicted. 
Reassured by work of Magnus and Winkler [4, Theorem 7.91, we used a 
secant method along with an initial value problem solver to numerically 
calculate coexistence for I$, z 4.58946, I , z 3.999999; in fact, coexistence is 
possible only with exactly A, = 4. 
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Let x,, x2 be solutions of (2.4) chosen as in (A2). Both x,, x2 are 
l-periodic, i.e., periodic with period 1. Since (2, + 3.r cos 27rt + 2 cos 4nr) is 
even in t about t = 0, x, is even and x2 is odd about t = 0 [4, Theorem 1.11. 
It follows that 
x,(1 -t)=x,(t), x2( 1 - t) = -x,(t), (2.5) 
facts which we will use in Sections 4 and 5. With 8,= (xl, x4), (2.5) and 
1-periodicity imply oij = 0 if j is odd. In particular, 8,, = 8,, = 8,, = 0; we 
note also that 020>0, 8,, >O. Denote 8= 28,,8,,- 8,,8,2. Using the 
numerically calculated &, 2, we numerically calculated x, , x2, and 
0 2. z 1.52, eo2 z .00568, & 5 -2.193, fI,* z -.002688, 0 z .00428. 
Denote the finite topological group Z, = {e, s, }, 3: = e = (identity 
element of Z,), and E Z, -+ L(Y), F: Z, --f L(Z) representations with 
(T(s,)x)(r)=x(l -t) 
(2.6) 
h I= (Us, 1; w, where K= 
L -10 0 1.  
In a slight abuse of notation, we write T((s,)= ((T(s,); K), where I($,) 
stands for the restriction of T(s,) to C[O, 11. From (2.6) it follows that 
m,)x, =x1, z-(s,) x* = -x*. (2.7) 
The projections P: Y + ,Ir, Q: Z + 9 in (2.1), (2.2) are given by 
px=eil (x,,x)x,+8~~ (x,,x)x2 
QZ = z - 8,’ t,(z)(x, ; 0,O) - !!I;’ /,(z)(x,; 0,O). 
Using (2.7) we easily calculate that PT(s) = T(s) P and Qp(s) = F(‘(s) Q for 
all s in L,. 
Consider a second linear unperturbed problem: With I-,= (27c)*, 
x” + &x = 0, x(0) - x( 1) = 0, x’(0) - x’( 1) = 0. The natural setting for this 
is in the spaces V= 9, the space of l-periodic continuous functions 
x: R -+ R with the norm(xl ni=maxgG,Gl Ix(t)[, and X=C*(R, R)n Vwith 
normllxli = 1x1 oo + Ix’1 a + lx#l m. Define operator B: X+ V by Bx = 
-(x” +i,x). Then B has null space N = spjx,, x1}, where x, = cos ot, 
x*=w ’ sin cot, 0 = 2q and range &!= {v~ V: (x,, u)=O,j= 1,2}. 
Denote projections 
P*x=2(x,,x)x,+2&(x2,x)x, 
Q*v=v-2(x,, v> XI -%(x2, v> -x2> 
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group 0(2)={~,:068<1}u{s,t,:0<8<1}, tOtti=ztg+til(modlJ, and 
r*: O(2) -+ L(X), r*: O(2) + L(V) representations given by 
(r*(b) x(t) = x(r + h?), (r*(s,)x)(t)=x(l -t), 
and p*(g) is the restriction of T*(g) to I’. 
(2.8) 
3. NONLINEAR PERTURBED PROBLEMS AND EQUIVARIANCE OF 
BIFURCATION EQUATIONS 
Denote v=i-&,cz=(v,E), and la]=\vl+IsI. 
For the nonlinear problem 
x” + (A a(t) - b(t)) x +fo(12, E; t, x) = 0, ’ = f 
i 
x(0)-x(l) 
x.(0)~x.(l)]-“~[::ll)~+~~~~~~~~=~ 
(1.2) 
we will assume, besides (Al), (A2) found in Section 2, that H is a real 2 x 2 
matrix and that for some integer n > 2 
(A3) f0 and fare O(]al* jlx\l + Ilxll”) as la], 1(x/I ‘0; the estimate on 
f0 holds uniformly for t E [0, l] 
(444) fd., .; t, .I, f(., y.): (-‘I,~)x(~~o-yI,~o+yI)xc2[o,1]~[w2 
are (n + 1) times continuously differentiable for some q > 0, this being true 
uniformly for t E [0, 1 ] for fO. 
Throughout this paper we will denote (x, y ) = j; xy for x, y E L2[0, 11. 
For the local bifurcation analysis we use the method of Liapunov and 
Schmidt applied to (1.2) rewritten as a nonlinear equation 
M(x, v, E) = 0, XE Y, (v, &)E [w* (3.1) 
where M(x, v, E) = (B-VA --EC) x- G(x)+ cO(lu]* (Ix/I + ]a( JIxlln), Bx= 
(-x”-n,a(~)x+b(~)x; x(O)-x(1),x’(O)-x’(l)), Ax=(a(.)x;O,O), 
Cx = (0; H(x( l), x’( l))T), T denoting transpose, and G(x) = (j-J&, 0; ., x)), 
f (&, 0; x)). Note that G(x) = Lo( Ilxll”) as /Ix(I + 0. 
Some explicit words on terminology: In this paper we will call v = I - & 
the bifurcation parameter, E the perturbation parameter, and x the “state” 
of the problem. Denote S(v, E) = {x: M(x, v, E) =O>, the section at (v, E). 
We say (v,, E,,) is in the bifurcation set if the cardinality of S( ., .) is not 
locally constant at (v,, E,,). The elements of the bifurcation set are called 
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bifurcation points. For a fixed sO, the bifurcation diagram will be the graph 
((v, x): M(x, v, E,,) = O}. In this paper, bifurcation diagrams will be realized 
as curves in the vx “plane.” 
Equivalent to (3.1) is the pair of equations 
QB(Z-P)x=Q((vA+~C)x+G(x))+0(la~* llxll+ [a( Ilxll”) (3.2) 
(I-Q,(-~A-EC)(P~+(Z-P)~)=(Z-Q)G(~)+O(~~~~ llxll+lal Ilxll”) 
(3.3) 
Rewrite Px= u,x, + u2xz for ui, U*E Iw. The implicit function theorem 
assures that the “auxiliary equation” (3.2) can be uniquely solved for 
(Z-P) x= w*(u, a) = O(lal lu( + 1111”) as 1111 = (u, I + 1~~1, Ial -+ 0. Here n is 
the same as in (A3), (A4). In fact, one can calculate w* using the left 
inverse X found in (2.3). Substitution of w*(u, a) and Px=u,x, + u2x2 
into (3.3) yields the bifurcation equations 
F(u, a)=0 where F = (t',, F2)=, 0= (0, O)T. (3.4) 
There is a one-to-one correspondence between solutions (II, a) of (3.4) 
and solutions (x, a) of (1.2), at least in sufficiently small neighborhoods 
U x {a: Ial -C q} of (0,O) and W of (0, 0), respectively. In a slight abuse of 
notation, let S(v, E) = {u E U: F(u, v, E) = O}. To solve the local bifurcation 
for a particular problem (1.2) it suffices to obtain for (3.4) the local bifur- 
cation set 
{(v,, so): S( ., .) is not locally constant at (v,, cO)j 
and then to obtain representatives of all possible bifurcation diagrams. 
Denote 8, = (xf , xi). Multiplying through by - 1, the bifurcation 
equations (3:4) take the form 
O((vC-dH)u+p(u)-R(u,a))=O 
where 
~=bj)i.j=L*> cij = (ax,, x,), J= 
(3.4’ 
is homogeneous of degree n, R(u,a)=Q(la12 (III + [a( lul"+ Iul"+'), as in 
(A3), (A4), and Has in (1.2). Equations (3.4’) are a correction of [7] only 
insofar as the invertible matrix 0 multiplies the equations. If we multiply 
(3.4’) by 0-l then we obtain the bifurcation equations of [7], but then it 
becomes harder to see symmetries in the equations. 
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Suppose now that the nonlinear problem (3.1) is equivariant with respect 
to (G, r, F); i.e., there are compact group representations Z7 G -+ L(Y), p: 
G + L(Z) with 
i!‘f(r(S) X, V, E) = p(S) hf(X, V, E) 
for all s E G, x E Y, (v, E) E R2. Then it has been established by many 
authors, e.g. [S, 10, 21, that the bifurcation equations (3.4) are equivariant 
with respect to (G, r,, PO), i.e., 
F(ro(s) u, a) = &?h(s) Vu, a), 
where r, : G + L( &X2), F0 : G -+ L( R2) are induced representations. 
4. FIRST EXAMPLE: GENERIC BIFURCATION METHODS 
Consider the problem 
x” + n*( I” + 3., cos 27ct + 2 cos 47(t) x = x2 
X(O)-X(l)=E(CX(l)+X’(f)) (4.1) 
x’(0) - x’( 1) = &( - bx’( 1 )), 
where we will assign fixed values to c, h below. As we discussed in Section 
2, for 2 near numerically calculated ,I,, z 4.58946, i, z 3.999999 the linear 
unperturbed problem (1.2) has two linearly independent solutions x1, x2 as 
in (A2) in Section 2. Using generic bifurcation methods of [2] we will find 
the local bifurcation set and the corresponding local bifurcation diagrams. 
Denote 8,= (x’,,x$) and v=L&. 
THEOREM 4.1. Let c = [ 1 + 2 ‘0%’ t?,,] ‘i2, h = 2 ‘c. Then the local 
bifurcation set for (4.1) consists of four curves of the form v = P,E + O(e2), 
where P’E~= {(2Bz0)-‘, -0,‘-(282,)p’, - 9;2’, /?T }. The numerically 
calculated p j+ z -399.62083 is determined by 
8’ = -G’W + (b. + O12m2) wl 1, 
where 
w, =m ‘(Q- Bl,m2)~~‘(bB,,m2 - oro(m + c)) (4.2) 
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and m is the only real root of 
0 = a3m3 + a2m2 f a,, (4.3 1 
where a3 = 46f,9,0, a2 = 2l3,,(c(O,,f9,, + 8,,8,,) - 2bl3,,8), a, = -CONGO. 
The bifurcation set and number of solutions are shown in Fig. 1. The 
numbers of solutions on bifurcation curves are found in parentheses. 
A few remarks about the seeming lack of generality of this result: We 
have chosen 15, c so that 4bc = 2 + 8,’ 8,, merely for convenience both in 
calculating B and in verifying a generic bifurcation hypothesis found 
below. Also, we have chosen 6, c so that c = 2h merely for convenience in 
calculating 9?: if 46c= 2 + 8,‘f?,, and c # 2b then 9? = { (28,,) ~‘, 
-42’ - wL3r’) ” uk PI as in (4.2) corresponding to m satisfying the 
equation 0 = aqm4 + a,m3 + a2m2 + a,, }, with a4 = Q:, (z12,Jc - 2b) and 
a3, a,, a, as before. 
THE NONLINEAR PERTURBED PROBLEM (4.1). For (4.1) the bifurcation 
equations (3.4’) are, after multiplication by OP’, 
O,,vu, + bq + Q,,uf + O,,u; = h.o.t. 
~eu,+(0,~v+~)~~+28,~~,~~=h.o.t; 
(4.4) 
h.o.t. stands for higher order terms which are C”(la12jul + la/ lu(‘+ I$‘); 
recall IuI = fur I + 1~~1, Ial =/VI + l&l. Write (4.4) in the more compact 
notation 
( vL, + iL2) u + Q(u) = h.o.t. (4.4’) 
FIG. 1. Bifurcation set. 
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Generic bifurcation methods use scaling to obtain the local bifurcation 
set. Our task is to verify the hypotheses of [2]: 
(HI) Q(u)=0 implies u=O 
(H2) L,v+Q(v)=O implies det[L, +aQ(v)/&] ~0. 
The purpose of (Hl ) is to ensure that all solutions of (2.6’) can be 
obtained in a scaled form of either E = B2v, u = vv or v = PI E, u = EW. The 
purpose of (H2) is to ensure that all solutions obtained by the first scaling 
must remain “simple” for If12 1, Iv( sufficiently small, i.e., cannot lead to 
bifurcation points. As an aside, we remark that 0 is always a solution of 
L, v + Q(v) = 0, so for (H2) it is necessary that det L, # 0. 
Remark 4.2. For (4.4) the hypotheses (Hl), (H2) are true. 
Proof (Hl ) follows easily from 8,, and 0r2 being negative. As for (H2), 
the only solutions v of L,v + Q(v) = 0 are 0 and (-8,’ 8,,, 0), noting 
that 0~~ 8,,8 < 0 leads to no further solutions. We have 
det[L, + 8Q(O)/dv] = 820802 >0 and det[L, + aQ( -8,‘8,,, 0)/&l = 
e,1e,,e co. 1 
With (Hl), (H2) removing a double cone from the possible bifurcation 
set, it remains only to use the second scaling v = fl, E, u = EW: Equivalent to 
(4.4) is then 
0 = h(w, j?,, E) de’” (/I, L, + L,) w + Q(w) + h.o.t., (4.4”) 
where h.o.t. = 0( I&J IwI + IwI ‘). The bifurcation set will consist of curves 
which are approximately straight lines v = /$E, where j?y is such that there 
is a w” satisfying 
0 = h’(w, #) defn (fi:L, + L,) w + Q(w) 
(4.5) 
0 = d(w, /?y) d* det[ah’(w, fly)/aw]. 
To ensure that such /?y do in fact lead to curves in the bifurcation set, we 
will verify some further generic bifurcation hypotheses. 
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Our immediate task is to find all possible solutions of (4.5). It does not 
hurt to write (4.5) more explicitly: 
0 = hy = B,J’: w, + bw, + f&w: + o,,w; 
0 = h; = cw, + xw2 + 2e,,w, w2 where x = eo2P? + 1 
0 = A = -bc + 6&x + 2(0,2&-J? + 83,x) w, 
(4,5,) 
-28,,(b + c) w* + 4e,oe,2 w; - 4e:,w:. 
RESULT 4.3. Let b = 2Z’c. Then the only solutions (w’; By) of (4.5) with 
wy=o or wy=o are (0; (20,,)-‘), (0; -0~’ - (28,0)p1), and 
(0, -0,‘b; -0,‘). 
Proof: If w, = 0, then 0 = hy implies u12 = 0 (in which case 0 = A implies 
0= fly or 0=x) or x=0 and w2 #O, in which case 0= hy implies 
w2 = -8,’ b # 0 and then 0 = A is satisfied automatically. 1 
RESULT 4.4. The only solutions (w’; py) of (4.5) with wy#O# w!j’ are 
given by /?y, WY satisfying (4.2), along with w: = mwy, where m is a real root 
of (4.3). 
Proof If (w; by) solves (4.5) with w, #Of w2, then w2 =mw, for some 
m # 0. Substituting this into (4.5) and noting that w, # 0 shows that (4.5) is 
equivalent to 
0 = h^T =O,,p: +mb + (8,, + m’0,,) wl 
O=&=c+Xm+28,,mw, 
0= A. 
(4.6) 
Solve both 0 = liy and 0 = h; for @ to arrive at 
/I:= -Q;‘(mb + (ejo + m2f3,,) w,) = -m-‘8,‘(m + c + 28,, mw,) and 
thus w, =m -‘(0 -m*8,,)-‘(m2 do26 - 8,,(m + c)). Substituting /?y and 
w2=mwl into O=A, after factoring out w,, yields 
co3, + (2b + c) 8’, m* = -40f2m3wl. Substituting the previous expression 
for w, yields (4.3). 1 
Define @(w; /I) = det[a(h’, A)/d(w, /3)] 
LEMMA 4.5. If 
(H3) (w’; /?y) solves (4.5) and @(w”; @) # 0 
then there is a curve v = /?YE + O(E~) in the bifurcation set, and the cardinality 
of S( ., .) changes by at least two as that curve in [w2 is transversally crossed. 
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Proof. [3, pp. 259-2611. 1 
Remark 4.6. If c = [ 1 + 2- ‘OzOOOz] I”, h = 2 ‘c, then (1) there is only 
one solution (w; /I:) with W, #O # w2 as in Result 4.4 and (2) both (w; 8:) 
and (0, - 0,;’ b; - 13,‘) satisfy (H3), hence give rise to bifurcation curves. 
Proof: (1) follows from numerical calculations which show that (4.3) 
has only one real root. As for (2), @(O, - 0;’ 6; - 0,‘) = -4b2820 # 0 and 
numerically @(w; PI*) # 0. 
As for the other two solutions of (4.5) found in Result (4.3) we note that 
they are of the form (0; fly) where j?T is an “eigenvalue” of the pencil 
(L2; L,), i.e., det[flT L, + LJ = 0. Recall the definition of simple eigenvalue 
from [7, p. 651; 31. 
LEMMA 4.7. Zf 
(H4) fly is a simple eigenvalue for (L,; L, ) with corresponding eigen- 
vector z” and (L, z”, Q(z’) ) # 0 
then there is a curve v = /IYE + O(E~) in the bifurcation set, and the cardinality 
of S( ‘, .) changes by one as that curve is crossed. 
Here ( , ) stands for the usual inner product in Iw’. 
Proof. Denoting 5 = p1 - #, Lo = #L, + L,, rewrite (4.4”) as 
0 = (Lo + CL,) w + Q(w) + h.o.t. (4.4”‘) 
Noting that L,z’$ B(L”), use the method of Liapunov and Schmidt with 
the not necessarily orthogonal decomposition I!@ = %!( Lo) 0 sp { L, z” } to 
arrive at the local bifurcation equation 
<u(L,z’, L,z”) +u2(L,zo, Q(z’)) =0(/512 Iu( + 1~1~) 
which, by (H4), has a unique local curve of solutions 
Note that the proof of Lemma 4.7 corresponds to [2, Sect. 6.2, 
Theorem 2.1, Case (ii)]. 
Remark 4.8. If 4bc = 2 + O;o’ 8,, then the solutions (0; (20,,)- ‘), 
(0; -8,’ - (28,,))‘) found in Result 4.3 are in the form (0; 8:) with (H4) 
being satisfied. 
Proof. If 4bc = 2 + 8,‘0,, then the eigenvalues of (L,; L,) are (28,,) ’ 
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and - 8;;’ - (28,,) -- r. For /?y = (26,,) ~ ‘, we have z” = ( - 20,,6, Bo2)T, 
L,z”$%f(L,+fi~L,), since 
O#det 
2-l -20,,b 
c 0 ]= -6, 
using 4bc = 2 + &,’ do2, 
02 
and (L, z”, Q(zO)) = -2b(4fl,,fl,,b2 + fl,2(020 + 20,,)) # 0, since OX0 < 0, 
012 < 0, 020 > 0, %,, > 0. For /37 = -0~’ - (28,,)) ‘, we have 
z" = (2bOo2, do2 + 2820)T, L, z” # .%( L2 + py L, ), since 
O#det 2&o ooz 
-2r1-0(jj1e~~ 
~“2(2~20 + 002) L 1 =48,,t',, + 20;,+ (3/2)8;,, 
and (L, z”, Q(z”)> = 20~2b[4030tl:o b2+ 8,2(2820 +8,,)‘( 1 + 4620)] # 0. 1 
The above lemmas and remarks prove Theorem 4.1 and lead directly to 
numerical calculation of the solution set in R3 for the scaled truncated 
equations 0 = hO(w; /I,), which in turn gives approximately the solution set 
(EW; &PI, F) for (4.4) which in turn gives approximately the solution set for 
(4.1). Figure 2a shows the approximate solution set for (4.4) for E > 0, 
scaled by F; the approximate solution set for E < 0 is the reflection 
(w; PI) -+ (-w; -PI). Note the “turning point” bifurcations at points C, D 
and the “very small solutions” bifurcations at points A, B. That point C is a 
turning point, and not a secondary bifurcation, can best be seen in the 
“blow-up” in Fig. 2b. All of Fig. 2 consists of tracings of computer graphics. 
Figure 5, found below in Section 5, shows the approximate solution set 
(u; v) for (4.4) for E = 0. We need symmetry results of Section 5 in order to 
establish Fig. 5. 
(a) (b) 
FIG. 2. Bifurcation diagram 
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5. SECOND EXAMPLE: SYMMETRY METHODS 
Here we consider the problem 
xv + 7c2(A + 2, cos 2nt + 2 cos 4nt) x = x2, 
d 
’ = dt 
x(0)-x(1)=&X’(l) (5.1) 
x’(0) - x’( 1) = 0 
with A near 1 ,, z 4.58946, A, = 4. This perturbation of the boundary con- 
ditions is motivated by the physical problem of contact resistance 
[7, p. 6513. The EX’( 1) term seems to make (5.1) asymmetrical about t = 4; 
however, this can be repaired. Equivalent to (5.1) is 
x”+~2(1+A1~~~2nt+2cos4xt)x=x2, ‘=$ 
x(O)-x(l)=2~‘&(X’(O)+X’(1)) (5.2) 
x’(0) - x’( 1) = 0. 
Therefore, in this section we will consider (5.2). 
Recall from Section 4 the notations 6, = (x;, x;), 8 = 2%,,%,, - %~O%02. 
THEOREM 5.1. The bifurcation set for (5.1) consists of three curves of the 
form v = /I,&+ CO(E~), where PI EB= (0, -%r2’, %-‘%30}. The bifurcation set 
and number of solutions are shown in Fig. 3. 
FIG. 3. Bifurcation set. 
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Problem (3.2) can be written in the form 
M*(x, v, E) = 0 E z, (x, v, &)E Yx R2, (5.3) 
where M*(x, v, E) = (x” + x2(&, + v + 1, cos 2nt +2 cos 4nt) x-x*; x(0) - 
x( 1) - 2 - ‘&(X’(O) + x’( 1 )), x’(0) - x’( 1)). IV* . IS equivariunt with respect to 
the triple (G, r, $), where G is the discrete topological group 
Z, = {e, s, }, s: = e = (identity element ) and (Qs,) x)(t) =x( 1 - t). 
Equivariance of the bifurcation equations (3.4) F(u, a) = 0 implies 
F,(u,> -u2, a) = F,(u,, ~2, a) 
(5.4) 
F2(u, 3 -u2, a)= -F*(u,, u2, a)+ 
The reducibility of f,: G + L(R’) prevents us from using many of the 
nice results of [ 10, Chap. 63. One could restrict one’s attention to sym- 
metry invariant solutions of M*(x, v, E), as in [lo, Sect. 3.43, but we will 
see below that more general results based on (5.4) are available in [6]. By 
the way, the search for symmetry invariant soluttions corresponds to 
replacing the decompositions Y=sp{x,,.x,}OY,,Z=~@sp{z,,z,) by 
Yo=sp{x,}O Yl, zo= { ZE.& ~((s,)z=z}@sp{z,}. 
In fact, the bifurcation equations for (5.1) are of the form 
N,,vu1+e,,u:+8,,u:+g1(u,a)=0 
u,(8,2v+~)+2812ulu2+gz(u,a)=0 
(5.5) 
whereg,(u, a) = O(la121ul + lal lu12 + lul”), g,(u, a) = Wal* + lal 14 + lul’), 
and (5.4) implies 
g;(u, 3 -u2, a) =gAu,, u2, a), i= 1,2. (5.6) 
Any analysis we could make of (5.5) has already been done nicely by 
Shearer [6, Sect. 41, so we can use his results to establish Theorem 5.1 once 
we note 
Remark 5.2. All the hypotheses of [6, p. 3781 are satisfied. Below, those 
hypotheses are labelled as in [6] but verified in our notation: 
(Hl) M*(O, v, E) = 0 for all v, E E Iw 
(HZ) M=sp{ x1,x2},w={z:ej(z)=o,j=l,2} 
(Sl) (3.6) and (3.7) hold 
(H4) a,a,=8,,8,,#0 
(Dl) a,b,-a,6,=8,,#0 
(El ) a, B - a,A = 0 # 0, and additionally, BC = 28:, # 0. 
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Here and below the constants a,, b,, A, BC are in notation of [IS], and the 
Oii and 8 are in our notation. 
We note that (Sl) is the equivariance hypothesis particularly expressed 
in [6, p. 3761. Hypothesis (H4) is used in Liapunov and Schmidt as 
,%! n sp{ Ax,, Ax, } = { 0) particularly expressed in [6, p. 3681. Hypothesis 
(Dl) is a condition of non-degeneracy of the interaction between our 
abstract operators A, B of our Section 3. Hypothesis (El) is a condition of 
non-degeneracy of the interaction between our abstract operators A, G of 
our Section 3. In addition, we can see from [6, Eqs. (4.10)(4.1 l))] that the 
combination of Shearer’s (El ) and (H4) amounts, when C is diagonal, to 
Chow and Hale’s (Hl ) and (H2) of our Section 4. 
Remark 5.3. Problem (5.1) is of case QII and Fig. 2 of Shearer 
[6, pp. 379-3801, since we have a,C(a, B-a,A) = 8,,8,20 ~0, 
O>28;1’0,,=a;’ B > a,~‘A=8z~‘8,,, and O;I’=a;-‘b,>a,~’ b, =O. 
Figure 4 shows the approximate solution set for (5.1) in terms of (u; v) 
for E > 0; the solution set for E < 0 is the reflection (u; v) + (-u; -v). Com- 
mon terminology is that a primary bifurcation point is where a curve of 
solutions branches off from the v axis of trivial solutions u = 0 and a secon- 
dary bifurcation point is where a curve of non-trivial solutions branches off 
from another curve of non-trivial solutions. In Fig. 4, note the primary 
bifurcation points at v = 0 and at B and the secondary bifurcation point 
at A. 
Figure 5 shows the approximate solution set for (5.1) in terms of (u; v) 
for E = 0. From (5.5) (5.6) we see that the solution set consists of the line 
U, = u2 = 0 of trivial solutions and the curve u2 = 0, uI = -8,‘B,,v + U(v’). 
Note that t!-‘Oo20,2 < 0 prevents the existence of another branch. 
As we have noted, the reducibility of r,, prevents us from using the 
results of Vanderbauwhede [ 10, Chap. 61. In our problem To is completely 
reducible, and Cicogna [3] has investigated such problems. It turns out, 
& >o 
FIG. 4. Bifurcation diagram. 
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FIG. 5. Bifurcation diagram. 
however, that [3, Theorem 21 only gives in our problem results which we 
would find just as well by the “symmetry invariant solution” methods of 
[ 10, Sect. 3.41, and we have already seen that the results of [6] are the 
best for this second problem. 
6. THIRD EXAMPLE: MORE SYMMETRY, AND DEGENERACY 
Here we consider the problem 
x” + lx = yx’, I d =z 
x(0)-x(1)=&X’(l) (6.1) 
x’(0) - x’( 1) = 0 
with A near 1, = (27~)~ and y a fixed positive number. The perturbed boun- 
dary conditions are the same physically motivated ones as in Section 5. 
Equivalent to (6.1) is 
x” + Ax = yx3, ,d z 
x(O)-x(l)=2P’&(x’(o)+x’(1)) (6.2) 
x’(0) - x’( 1) = 0, 
so we will consider (6.2). 
THEOREM 6.1. The local bifurcation set ,for (6.1), as shown below in 
Fig. 6, consists of two curves of the form v = ~J,E -I- O(E~), where 
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(3) 
FIG. 6. Bifurcation set. 
P, ELJs= (0, -wci-7, and the ray {(v, 0): v > O}. In that ray there is a 
continuum of solutions, in fact a Hopf bifurcation of l-periodic solutions. 
We can write (6.2) in the form 
M(x, v, E) = 0 E 2, (x, v, &)E Yx lR2 
where M(x, v, E) = (x” + (Lo + v) x - yx3; x(0) - x( 1) - 2-l&(x’(O) + x’( 1 )), 
x’(0) - x’( 1)). M is equivariant with respect o the triple (G, r, F), where G 
is the abelian topological group Z, @ Z, = {e, sO, sr, s2 }, e = (identity 
element of G), si = s: = $ = e, sOs, = s2, and I7 G -+ L(Y), p: G -+ L(Z) are 
representations with f(e) = Z, (T(s,) x)(t) = x(1 - t), and 
(nd x)(t) = -4th (T(s,) x)(t) = -x(1 - t) 
nso) = (mo); -Z,), ns2) = (m,); -a (6.3) 
where 
Equivariance of the bifurcation equations (3.4), F(u, a) = 0 implies 
-F~(-u~,~~,a)=F,(u,,u,,a)=F,(u,, -~*,a) 
F2(-u1, u2, a)=F,(u,, u2, a)= -F2(u1, -u2, cc). 
(6.4) 
We note that the results of [6, Sect. 43 based on the hypothesis (S2) suffke 
also to establish (6.4); however, (6.1) turns out to be too degenerate for the 
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rest of [6]. It is at this point that [lo] will come to the rescue; but, first let 
us note from [8] that the bifurcation equations are 
O=u,(v-($)yq-@yl,’ EU:+(&)JJ2A~1q2+ ...) 
0 = 242(v +2&E - 3A,E2 - (3) yq - (i, px: 
-($) $0 EU; + (&) y%lo’q2+ ... ) 
(6.5) 
where 
We have used (6.4) to justify the indicated factoring out of ul, u2. 
We can exploit even more symmetry for E = 0 by rewriting (6.1) with 
E=O as 
M*(x, V)=OE v, xex, VER, 
where M*(x, v) =x” + (A0 + v) x - yx3 is equivariant with respect to 
(O(2), r*, F*) found in (2.8). We note that the following hypotheses of 
Vanderbauwhede [10, Sects. 6.2 and 6.41 are satisfied: The equivariance of 
M* with respect to (G, r*, F*), L = D,M*(O, 0) is a Fredholm operator 
with zero index, N(L) = sp{ y,, y, } with y,(t) = cos 2rrt, y2(t) = sin 2nt, 
D,M(O, 0) = 0, and D,D,M(O, 0) y, 4: g(L). The latter is a generalization 
of the simple eigenvalue criterion of Crandall and Rabinowitz. The 
representation r,* of G induced by f * on M(L) is irreducible, as follows 
from 
T*(t,) y, = cos 27ct0. y, - sin 270, ’ y, 
r*(t,) y, = sin 27-ctQ. y, + cos 2nt, ’ y2 
T*(s,)Y, =Yl, r*(J,)Y,= -Yz. 
The theory of [lo] thus assures us that the bifurcation equations can be 
reduced to a single scalar equation, and, moreover, that the solution sec- 
tion S(v, 0) always contains a whole orbit corresponding to the action of 
the subgroup { 1,: 0 6 8 < 1 }. In fact, for E = 0, v > 0 the solution section 
S(v, 0) of (6.5) is a continuum of the form 
{ (241) u2): u; + A; lz4; = ($) y -5 + O(v’)}. 
Recall y is a fixed positive number. For our original problem (6.1) for E = 0 
and v > 0 there is a l-parameter family of solutions 
x(t)= [4v/(3y)]“Zcos(ot+~)+O(Jvl) 
409.‘124/2-3 
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corresponding to u, = [4v/(3y)]“’ cos 4, u2 = k[l - u~]“~. In our simple 
problem, the powerful group theory results are a formalization of the 
autonomous nature of (6.1) when E = 0. It is not surprising that E = 0 
S(v, O)\(O) ‘th is ei er empty or a continuum. 
For E #O we will find useful a result which further exploits the O(2) 
equivariance of the bifurcation equations for E = 0. It is convenient to span 
M by { y , , y, } rather than by {x, , x2 }: Then, instead of bifurcation 
equations 0 = F(u, a), one has bifurcation equations 
0 = F(ii, a). (6.6) 
Since y, =x1 and y, = wxz, we see that 
F(ii, a) = F(u,, oii,, a), 
so facts about (6.6) imply facts about (6.5). In fact, the bifurcation 
equations (6.6) are of the form 
O=ii,g,(U,, fi,, v, E) 
O=ii,g,(u,,u,,v,E), 
(6.6’) 
where 
g,("l? '23 V>E)=gj(-U19 ii25 V,E)=gj(til, -U2, V,E)y j= 1, 2. (6.7) 
Here we have used again the symmetries in M(x, v, E) = 0. Denote 
Hj(“i, t12, v)=gj(7,13 u*, v,"). 
From Golubitsky and Schaeffer [ 11, Proposition VIII, 2.3, p. 3441 it 
follows that 
for some smooth (i.e., Cm) function p, the smoothness following from the 
smoothness of (6.6’) for our particular problem (6.2). It follows that 
H,(ii,) ii,, v) 3 H,(C,, u,, v). (6.8) 
Returning to our original coordinates (u,, ZQ, v, E), write (6.5) in the 
form 
O=Ulhl(ul,U2, V,E) 
0=~*~2(~,,~2, v, 6). 
(6.6”) 
BIFURCATION AND SYMMETRY 325 
From (6.8) we can conclude 
LEMMA. h,(u,, u2, v, 0)=h2(u,, u2, v, 0). 
For c # 0, (6.6) has solutions 
{(u,v,&):U=O} 
{(u, v,&): 24, =o, u*= +[(4v+21,&)/3y)]“*+o()vl + I&I), v> -2&E} 
{(u, v, E): u,=o, 2.41 = +[4v/(3y)]“*+B(Jvl + l&l), DO}. (6.9) 
There are no other solutions of (6.5) for 1111, la( sufficiently small: For such 
solutions (II, v, e) would satisfy 
O=h,(u,,u,,v,&)=V-(~),q+(~)y*~~‘q*-(~)Y~~’CU:+ .” 
O=h,(u,, 242, v, &)=V-($) yq+ (A) y2E.g’ q2+&&(2-3E) 
-(i) Y&z+ (i) $0 EU; + “. . 
Subtracting h, from h, yields the equation 
0 = h(u, v, E) = 23.,& + (%) y&U: + ($) yA;’ EU; 
+ cJ(lu12 + (al 14’). (6.10) 
Because of the lemma, every term in Eq. (6.10) involves E. Because 
%(O, 0, O)/& = 21, # 0, the implicit function theorem guarantees that there 
is a r] > 0 sufficiently small such that for all 1111 < q, Iv1 < r there is a unique 
E= b*(u, v) such that h(u, v, d*(u, v)) =O. One can see directly that 
b*(u, v)=O so (6.9) provides all the solutions of (6.5). 
Figure 7 shows the approximate solution set for (6.1) in terms of (II; v) 
for E < 0, E = 0, and E >O. Figures 7a, and c are tracings of computer 
graphics. Figure 7b depicts the continuum of solutions for v > 0, E = 0. 
y 
+c 
(a) L < 0 
” 
(b) E =0 
FIG. 7. Bifurcation diagram. 
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Nofe added in proof: An abstraction of the third example, that of Sect. 6, can be found in 
“Bifurcation without mixed mode solutions,” Contemporary Mathematics, Vol. 56, American 
Mathematical Society, 1986. 
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