Abstract. Let k, d, λ 1 be integers with d λ. In 2010, the following function was introduced: m(k, d, λ) def = the maximum positive integer n such that every set of n points (not necessarily in general position) in R d has the property that the convex hulls of all k-sets have a common
Introduction
In [1] , the following inequalities were obtained (1) d
An interesting feature of the value of m(k, d, λ) is its strong connection with the chromatic number of Kneser hypergraphs [4, 5] as well as with the Rado's centerpoint theorem [7] . Indeed, for the former it is proved in [1] that if m(k, d, λ) < n, then d − λ + 1 < χ KG λ+1 (n, k) .
For the latter, recall that the well-known Rado's centerpoint theorem [7] states that if X is a bounded measurable set in R d then there exists a point x ∈ R d such that measure (P ∩ X) measure (X) d + 1
for each half-space P that contains x (see also [6] for the case d = 2). Independently Bukh and Matousek [3, Section 6] and Arocha, Bracho, Montejano and Ramírez-Alfonsín in [1] consider the following generalization of a discrete version of Rado's centerpoint theorem. Let n, d, λ 1 be integers with d λ and let = the maximum positive integer n such that every set of n points (not necessarily in general position) in R d has a complete Kneser (d − λ)-transversal to the convex hulls of its k-sets. This is a natural discrete version of the original function m. Indeed, consider a set of points X in R d . The existence of an arbitrary (d − λ)-plane transversal to the convex hull of the k-sets of X is not an invariant of the order type. For example, if d = 2 and X is the vertex set of a regular hexagon then the center is a 0-plane transversal to the convex hull of the 4-sets. But by suitably perturbing these 6 points slightly we lose this property. On the other hand, the existence of a complete Kneser (d − λ)-transversal to the convex hull of the k-sets is an invariant of the order type (see Propositions 2.1 and 2.2). This allows us to study m * using oriented matroid theory. Since the parameter m * requires additional conditions on the transversals, we clearly have
The case k = λ is easy to deal with (see Proposition 4.1), so from here on we will assume that k λ + 1. It turns out that the function m * has two different behaviors. The arguments for the case λ − 1 and we call α 1 the trivial range and α < 1 the non-trivial range. This paper is devoted to investigate m * . We present the exact value of m * in the trivial range and give bounds and some exact values of m * in the non-trivial range. The paper is organized as follows. In Section 2 we provide tools from convex geometry to detect complete Kneser transversals using Radon partitions. We find the following lower bound for m * .
Theorem 1.1. In the non-trivial range, when α(d, λ) < 1, we have that
In order to give an upper bound for m * (k, d, λ), we study a specific family of sets of points. We do this in Section 3, where we review cyclic polytopes and alternating oriented matroids. We introduce the following function.
= the maximum number of vertices that the cyclic polytope in R d can have, so that it has an complete Kneser (d − λ)-transversal to the convex hulls of its k-sets of vertices.
We clearly have
This helps us to establish the following theorem that completely solves the problem in the trivial range.
In particular, when α(d, λ) 1, the vertex set of the cyclic polytope with at least (d − λ + 1) + k points does not have a complete Kneser (d − λ)-transversal to the convex hulls of its k-sets.
When α(d, λ) < 1, we present upper and lower bounds for ζ(k, d, λ) in the non-trivial range (see Theorem 3.1). This allows us to obtain an upper bound for m * in the non-trivial range. We end Section 3 by showing that these bounds are asymptotically correct in terms of k. Theorem 1.3. In the non trivial-range we have that
As an easy consequence, we have
Also, by combining Theorem 1.3 with a result of Bukh and Matousek [3] , we verify that if
Section 4 we present some exact values of m * . Among other, we prove the following two results. Moreover, Radon's theorem states that this intersection is a unique point in the interior of each convex hull.
Kneser transversals from Radon partitions
The following proposition is a generalization of the well-known Carathéodory's theorem that states that if a point p lies in the convex hull of a set S in R d , then there is a subset S ′ of S consisting of at most d + 1 points such that p lies in the convex hull of S. It is not difficult to prove that the set S ′ has exactly d + 1 points if the set S is in general position in R d . 
Proof. The second statement clearly implies the first one. Now let p ∈ Conv(S) ∩ aff(T ) and let U be the affine subspace through p that is perpendicular to aff(T ). Consider S U the projection of S to U . We have that p ∈ Conv (S U ) and that U has dimension λ. Therefore, by Carathéodory's theorem, there is a (λ + 1)-set of S U such that p lies in its convex hull. This corresponds to a subset S ′ of S with λ + 1 elements such that Conv(S ′ ) ∩ aff(T ) = 0, as desired.
The following result will be very useful for the rest of the paper. Proof. Let S ∪ T = {v 1 , v 2 , . . . , v d+2 } and let A ∪ B be the partition of {1, . . . , d + 2} that yields the Radon partition for S ∪ T . This means that there exist positive real numbers α 1 , . . ., α d+2 such that
First suppose that all the elements from S are in the same part in the Radon partition of S ∪ T . Without loss of generality, this means that if v i ∈ S, then i ∈ A. We may therefore write:
Dividing the both sides of the equality by i∈A,v i ∈S α i , we get on the LHS a convex linear combination of elements in S and on the RHS an affine linear combination of elements in T . This shows that Conv(S) ∩ aff(T ) = ∅. Now suppose that Conv(S) ∩ aff(T ) = ∅. This means that there exist real numbers β i such that
We may rearrange the sum as
and dividing both sides of the equality by v i ∈T,β i 0 β i we get a convex linear combination on both sides. This induces a Radon partition of S ∪ T . Since the points are in general position, this must be the same partition as the one induced by A ∪ B. Therefore α i = β i and all the α i 's corresponding to points in S are in the same part.
Remark 2.3. In the case in which S ∪ T is not in general position then we still have a Radon partition, but it might not be unique. If in one of those Radon partitions we have that all the points from S belong to the same set, then the proof above shows that we also conclude that Conv(S) ∩ aff(T ) = ∅.
As a consequence of the above proposition and remark we get the following lemma. Proof. By Radon's theorem the set X can be partitioned into two disjoint sets, A and B, whose convex hulls intersect. We may suppose that |B| 
A lower bound for
Proof of Theorem 1.1. Let X be a collection of
Since we are in the case α(d, λ) < 1, we have that
Therefore, by Lemma 2.4 we can give a partition of Y into two disjoint sets S and T such that |T | = d − λ + 1 and Conv(S) ∩ aff(T ) = ∅.
We claim that aff(T ) is a Kneser transversal for X. If a T intersects a k-set, then aff(T ) is clearly a transversal to its convex hull. Since X has (d − λ + 1) + k points, there is exactly one k-subset that does not intersect T : the complement of T in X. But this k-set contains S, for which we know Conv(S) ∩ aff(T ) = ∅. This shows that aff(T ) is a transversal to the convex hull of all k-sets.
Matroids and cyclic polytopes
The moment curve in R d is defined parametrically as the map γ :
A cyclic polytope is the convex hull of a finite set of points on the moment curve. In this section we study the function m * for sets of vertices of cyclic polytopes. For basic notions of oriented matroids we refer the reader to [2] . The oriented matroids associated to cyclic polytopes on n vertices of dimension d are called alternating oriented matroids and they are denoted by A(r, n) with r = d + 1. A well-known fact in oriented matroid theory is that the circuits of oriented matroid theory arising from a configuration of points can be interpreted as minimal Radon-partitions induced by the signs of the elements. For example, if we have the set of points 6 } is a signed circuit with + + − − +, this means that the sets
Suppose that the ground set of A(r, n) is [n] and let C be one of its circuits. A well-known fact [2, Section 9.4] is that |C| = r + 1 and if its elements are increasingly ordered, then they
Therefore, minimal Radon partitions of cyclic polytopes are well understood.
Recall that ζ(k, d, λ) was defined as the maximum number of vertices that the cyclic polytope in R d can have, so that it has a complete Kneser (d − λ)-transversal to the convex hulls of all its k-subsets of vertices.
We clearly have,
We will give upper and lower bounds for ζ(k, d, λ). First we deal with some easy special cases. If λ = 0, then any d − 0 transversal is the whole space, and then we can have as many points as we want. Also, in the trivial range Theorem 1.2 states that the precise value of ζ(k, d, λ) and
We now prove this. for each integer j such that j + λ is an odd number. Let
Proof of Theorem 1.2. Clearly
The rest of this section is devoted to prove the following bounds.
Theorem 3.1. In the non-trivial range, when α(d, λ) < 1,
3.1. Some combinatorial tools. In this section we develop some combinatorial tools that will allow us to prove Theorem 3.1. Let n be a positive integer. We denote by [n] the set {1, 2, . . . , n}, as usual. For a set S of integers x 1 < x 2 < . . . < x r we will denote by OD(S) the number of odd integers in the set of differences
In other words, a set S can be split in OD(S) + 1 parity blocks, that is, maximal blocks of adjacent elements with the same parity. For example, the set S = {1, 4, 5, 7, 8, 10, 12} satisfies OD(S) = 3 and its parity blocks are {1}, {4}, {5, 7} and {8, 10, 12}. It is easy to verify that if S is a subset of T , then OD(S) OD(T ).
Fix
Proof. We will first establish the formula for the cases ℓ = 0 and ℓ k. For any element j of [n] we have OD({j}) = 0 therefore, if ℓ = 0 then n can be as large as we want. Now suppose that ℓ k. If n k − 1, then there are no k-sets. If n k, then there is at least one k-set K, but any subset S of K set satisfies OD(S) OD(K) k − 1.
We are left with the case k ℓ 1. Suppose that n 2k − ℓ − 1 and consider a k-set of [n] with ordered elements x 1 < x 2 < . . . < x k . If it does not have any subset S with OD(S) ℓ, then at most ℓ − 1 of the numbers in {x 2 − x 1 , x 3 − x 2 , . . . , x k − x k−1 } are odd, and thus at least (k − 1) − (ℓ − 1) = k − ℓ of them are even giving
This implies n x k 2k − ℓ − 1 + x 1 2k − ℓ, a contradiction. Now, if n 2k − ℓ, then the set
. Notice that OD(K) = ℓ − 1 and therefore each subset S satisfies OD(S) ℓ − 1.
We now develop further combinatorial tools needed for the proof of the upper bound for Theorem 3.1. Let d and λ be two positive integers. We will construct a special family of subsets of [d − λ + 2] as follows.
First, we consider the case in which d is odd. We define
The parity of d ensures that the last term is correct. Notice that this set has I(d, λ) ).
Finally, we define the sets I(d, λ, j) for even values of d. In this case we will only define the sets up to j = d − λ + 1 as follows:
Notice that for fixed λ and d, we have defined a total of 2 d 2 − λ + 1 sets regardless of the parity of d. We now prove that the elements from [d − λ + 2] are well distributed in these sets and that the sets have few parity blocks. 
Proof.
(1) If d is odd, this follows from the fact that σ is a permutation of order d − λ + 2 and that I has If we obtain a parity change using the right endpoint it was because we had both d − λ and d − λ + 1 but not d − λ + 2. But in this case the win is compensated by the loss of the parity change from d − λ to d − λ + 1.
Finally, if we lose a parity change at the right endpoint it is because we had the elements d − λ + 1 and d − λ + 2, but this gets compensated by an additional parity change at the left endpoint.
3.2.
Upper bound of Theorem 3.1. In this section we prove that ζ(k, d, λ) Z(k, d, λ). Let γ : R → R d be the moment curve and let t 1 < . . . < t n be some real positive numbers. Consider the cyclic polytope with vertex set V = {v 1 , v 2 , . . . , v n } where v i = γ(t i ). We want to show that if there exists a complete Kneser (d − λ)-transversal to all the convex hulls of V , then n Z(k, d, λ).
Consider some indices
We can get a better intuition of what is going on by concatenating the A ′ s and the w ′ s as follows:
We want a tool to test whether aff(T ) could be a transversal to all the convex hulls of the k-sets. The tool is precisely the parity changes introduced in Subsection 3.1. The following proposition makes the key connection.
Proposition 3.4. Using the notation above, if aff(T ) is a transversal to all the convex hulls of the k-sets then for every subset S of
Then we can choose a k-set K ⊆ α∈S A α . According to Proposition 2.1, checking whether aff(T ) ∩ Conv(K) = ∅ is the same as checking that aff(
Suppose K ′ = {v j 1 , . . . , v j λ+1 } for some indices j 1 < . . . < j λ+1 . Each element of K ′ is in some element of A. For each r ∈ [λ + 1], let j r be the index such that v jr ∈ A jr . Notice that
• j r ∈ S for every r. Since OD(S) λ − 1 then two of the indices j r must lie in the same parity block of S. We may assume that they correspond to two vertices v jr and v j r+1 . Since j r and j r+1 lie in the same parity interval there are an even number of vertices of T ∪ K ′ between v jr and v j r+1 . Therefore, according to (2) they get different signs in the Radon partition.
Using Proposition 2.2 we have that aff(T ) does not intersect Conv(K ′ ). Thus aff(T ) does not intersect Conv(K) and therefore it cannot be a transversal.
Combining this proposition with the combinatorial lemmas of Subection 3.1 we may now prove the upper bound of ζ(k, d, λ), that is
Proof of the upper bound Theorem 3.1. Suppose T is a transversal. By the second part of Proposition 3.3, the sets I(d, λ, k) of Section 3.1 satisfy the hypothesis for S in Proposition 3.4. Adding the corresponding inequalities for each of the 2 d 2 − λ + 1 sets we get:
Using the first part of Proposition 3.3, we have that each |A α | appears exactly d 2 times in the left hand side sum. Therefore,
Finally, dividing by d 2 and adding the points from the transversal we get
Since |V | is an integer, we can take the floor function on both sides to get the desired result.
Therefore, we obtain as a corollary the following upper bound for m * (k, d, λ).
Corollary 3.5. In the non-trivial range, when α(d, λ) < 1 we have that
3.3. Lower bound of Theorem 3.1. Now we want to show that the cyclic polytope with z(k, d, λ) points always has a complete Kneser (d − λ)-transversal to the convex hulls of all its k-sets. We will use the notation from Section 3.2. Notice that to determine which points are the d − λ + 1 that will generate the transversal, it is enough to say how many points are in each set A i . The idea for constructing the example and proposing a complete Kneser transversal will be to fix the parameters k, d, λ and then distribute the points as evenly as possible in the sets A i . However, it might be the case that distributing the points using all the sets A i is not optimal. Sometimes we get a better example by evenly distributing the points only in some of the first A i 's. This is the role that j plays in the following formula:
Remember that we had defined β(λ, j) = j+λ−1 2 when j + λ is odd. We can extend this definition for both parities of j + λ by defining β(λ, j) as j+λ−1 2 . We give a brief explanation of the formula to make the proof clearer. The d − λ + 1 in the formula represents the points that generate the complete Kneser transversal. For a fixed value of j, we will distribute
points evenly in the sets A 1 , . . ., A j and we will show that we indeed get a complete Kneser transversal. It may seem strange that in the index of the max in the formula for z(k, d, λ) we have the restrictions j λ + 1 and j + λ is odd. The first one is due to Proposition 3.4 and the second one is just a refinement to improve optimality (as we will see in the proof). We can also create examples when j + λ is even, but it turns out that they are not optimal. We work having in mind that we want to stretch the idea of even distribution as much as possible. So, let us fix a value of j. We need the following auxiliary result. is z j and is obtained when
Proof. It is clear that to maximize the expression aj + r, first we have to maximize a given our constraints, and then maximize r. We will first get the maximum when r β(λ, j). In this case, we are subject to the restriction (3):
The best value we can get for a is k−1 β(λ,j) − 1. Since in this case we only have restriction (2) for r, then we can get r = j − 1. Therefore, in this case the maximum for aj + r is
In the case r β(λ, j) − 1, we have restriction (4), which can be simplified to
Once again, we first optimize a. The greatest value it can take is k−1 β(λ,j) . Afterwards, by restriction (4) the maximum value that r can take is (k − 1) mod β(λ,j) . Now we just check that this value of r lies in the case we are studying:
Therefore, when r β(λ, j) − 1 the best value for aj + r is
This value is always greater than the optimal value of the case r β(λ, j). Therefore, the solution for the whole optimization problem is z j , it is attained in the case r β(λ, j) − 1 and the values of a and r are
The following proposition provides the connection between Proposition 3.6 and the construction of examples with complete Kneser transversals. Proof. We will use the notation from Section 3.2. As we have said before, we will just split the aj + r points among A 1 , . . ., A j . For this, we choose T = {w 1 , . . . , w d−λ+1 } in such a way that
First, we indeed have that |A| = r(a + 1) + (j − r)a = ja + r. We claim that aff(T ) is indeed the desired transversal. Consider a k-set K of A. If K has an element w i , then clearly aff(T ) ∩ Conv(K) = ∅. If K ∩ T = ∅, the constraints (3) and (4) from Proposition 3.6 guarantee that K cannot be contained in the union of β(λ, j) sets A i . This means that if I is the smallest family of indices such that K ⊆ and therefore we can use Proposition 3.2 to conclude that I contains a set with at least λ odd changes, and therefore that it has at least λ + 1 parity blocks. Then, we can find a set J ⊆ I
Proof of Theorem 1.5. The theorem is trivial for k = 1, in the other cases the upper bound is given by Theorem 3.1. Let X be any set of d + 2(k − 1) points in R d , in order to prove that d + 2(k − 1) m * (k, d, 1), we will show that there exists an hyperplane H with at least d points of X and with at most k − 1 points of X in each of the two open half-spaces determined by H. Let F be a face of Conv(X) and let us consider S ⊂ X ∩ F with cardinality d − 1, such that each point of S is a vertex of the d-polytope Conv(X). Consider the hyperplane aff(F ), clearly X is contained in one half-space of aff(F ). We may now rotate continuously aff(F ) by fixing S to find an hyperplane H with at least d points of X and with at most k − 1 points in each of the two open half-spaces determined by H. Then H is a complete Kneser d-transversal to the convex hulls of all k-sets.
By Theorem 1.2 we immediately have We can now give a strict inequality between m * and m. We finish this work by mentioning that the smallest values of k, d and λ for which we do not know the value of m * (k, d, λ) are k = 3, d = 5 and λ = 2. We only have the bounds 7 m * (3, 5, 2) 8.
