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Abstract
We study dynamics of a nonlinear pendulum under a periodic force with
small amplitude and slowly decreasing frequency. It is well known that when
the frequency of the external force passes through the value of the frequency
of the unperturbed pendulum’s oscillations, the pendulum can be captured
into the resonance. The captured pendulum oscillates in such a way that
the resonance is preserved, and the amplitude of the oscillations accordingly
grows. We consider this problem in the frames of a standard Hamiltonian
approach to resonant phenomena in slow-fast Hamiltonian systems devel-
oped earlier, and evaluate the probability of capture into the resonance. If
the system passes the resonance at small enough initial amplitudes of the
pendulum, the capture occurs with necessity (so-called autoresonance). In
general, the probability of capture varies between one and zero, depending
on the initial amplitude. We demonstrate that a pendulum captured at small
values of its amplitude escapes from the resonance in the domain of oscilla-
tions close to the separatrix of the pendulum, and evaluate the amplitude of
the oscillations at the escape.
1 Introduction
A pendulum under the action of an external force is an important and ubiq-
uitous model in various areas of nonlinear dynamics. One of the interesting
and important in applications phenomena is capture of the pendulum’s os-
cillations into resonance with the oscillations of the external force. Consider
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first the pendulum initially at rest, and the external force of small amplitude
ε and frequency equal to the frequency of the pendulum’s linear oscillations
ω0. It is known that such a force can increase the pendulum’s amplitude up
to a value of order ε1/3. At larger amplitudes the dependence of the pendu-
lum’s frequency on the amplitude (i.e., the pendulum’s nonlinearity) results
in breakup of the resonance. However, if the frequency of the external force
is not constant but slowly decreasing with time at a rate δ, the so called
autoresonance phenomenon occurs (see, e.g., [1] and the references therein).
When the frequency of the force passes through the value ω0, the pendu-
lum is captured into the resonance with the force, and the amplitude of its
oscillations increases in such a way that the pendulum stays in the resonance.
This phenomenon has been studied in numerous works starting from the
pioneering papers of V. I. Veksler and E. M. McMillan [2, 3] where a crucial
role of the autoresonance in particle accelerators was demonstrated. However,
it is methodically important and interesting to consider this phenomenon
using the standard and well-developed Hamiltonian approach to resonant
phenomena in nonlinear systems [4]. We do this in the present paper. We
show that automatic capture into resonance (capture with probability one)
has place not only for zero initial amplitude of the pendulum, but also for
small non-zero initial amplitudes. We also consider the case of larger ini-
tial amplitudes and describe the capture into the resonance and evaluate its
probability. A captured pendulum escapes from the resonance at a certain
final amplitude of oscillations. We describe this phenomenon and find the
energy of the pendulum at the escape.
We study mostly the important “adiabatic” case, when the variation rate
of the external frequency is much smaller than the amplitude of the external
force: δ ≪ ε. However, some conclusions are made also for the case when
δ ∼ ε. In particular, we show that capture into the resonance is impossible,
if ε is smaller than a certain threshold that depend on the value of δ. This
agrees with so-called threshold phenomenon (see [1]).
2
2 Capture into resonance at small initial val-
ues of the amplitude
We start at the Hamiltonian of a pendulum under the action of a time-
periodic external forcing:
H =
P 2
2
− ω20 cosQ+ ε cosψ ·Q. (1)
Here (P,Q) are canonically conjugate momentum and coordinate, ω0 is a
frequency of linear oscillations, ε ≪ 1 and ψ are the amplitude and the
phase of the external forcing respectively. Assume that ψ˙ = ω(δt) is a slowly
varying frequency of the external forcing, 0 < δ ≪ 1.
A standard way to study this system near the 1:1 resonance is to introduce
the action-angle variables of the unperturbed pendulum as a new pair of
canonical variables, average the Hamiltonian near the resonance, and expand
it into series. This approach is implemented in Section 3 of this paper.
However, when the initial amplitude of the pendulum is zero or small, of
order ε1/3, it is easier to apply a different method. Namely, one can expand
the cosine in (1) and use symplectic polar coordinates instead of the exact
action-angle variables. Below in this section we use this latter approach. The
results obtained by the two methods at small values of the initial amplitude
asymptotically agree with each other.
Thus, in this section we study the case of small amplitude of the pen-
dulum’s oscillations: |Q| ≪ 1. Expanding cosQ into series and omitting a
constant, we find in the main approximation
H =
P 2
2
+ ω20
Q2
2
− ω20
Q4
24
+ ε cosψ ·Q. (2)
Introduce new canonical variables (so-called symplectic polar coordinates) ρ
and φ:
Q =
√
2ρ/ω0 sinφ, P =
√
2ρω0 cosφ. (3)
In terms of the new variables the Hamiltonian takes the form
H = ρω0 − ρ
2
6
sin4 φ+ ε cosψ ·
√
2ρ/ω0 sin φ. (4)
We consider the situation when the system is close to the 1:1 resonance,
i.e., when φ˙ ≈ ψ˙. Introduce the resonance phase γ = φ − ψ as a new
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variable. To do this, make a canonical change of variables (ρ, φ) 7→ (ρ˜, γ)
defined with generating function W (ρ˜, φ) = ρ˜(φ − ψ). In the new variables,
the Hamiltonian is H˜ = H + ∂W/∂t = H − ρ˜ω. One can average over the
fast phase and obtain the Hamiltonian averaged near the resonance (we omit
tildes):
H = ρω0 − ρ
2
16
+
1
2
ε
√
2ρ/ω0 sin γ − ρω. (5)
Introduce another pair of canonical variables (x, y):
x =
√
2ρ sin γ, y =
√
2ρ cos γ. (6)
In these new variables, the Hamiltonian is
H = (ω0 − ω)x
2 + y2
2
− (x
2 + y2)2
64
+
ε
2
√
ω0
x. (7)
Rescaling the Hamiltonian and time: H → −64H, t → t/64, and changing
x→ −x we obtain the Hamiltonian in the standard form
H = (x2 + y2)2 − λ(x2 + y2) + µ x, λ = 32(ω0 − ω), µ = 32 ε√
ω0
. (8)
This Hamiltonian appears in many resonant problems in celestial mechanics,
atomic and plasma physics (see, e.g., [5, 6, 7, 8, 9, 10]). Properties of a
system with this Hamiltonian were thoroughly investigated in [11], and here
we just put forward some of results obtained in that paper.
In Hamiltonian (8) parameter µ is a positive constant, and parameter λ
is a slowly varying function of time: λ˙ ∼ δ. We assume that λ˙ > 0, i.e. that
the frequency ω is decreasing with time.
Phase portraits of (8) at different constant values of λ are presented in
Figures 1 and 2. If λ < λ∗ =
3
2
µ2/3, there is one elliptic point A (Figure 1
a). At λ > λ∗, there are two elliptic points A and B, and one saddle point
C (Figure 2). In the latter case, the phase plane is divided by separatrices
l1, l2 into three regions G1, G12, G2.
LetHc(λ) be the value of Hamiltonian (8) at the saddle point C. Introduce
H = H −Hc. Then we have H < 0 in G12, H > 0 in G1, G2, and H = 0 on
the separatrices l1, l2.
As parameter λ slowly grows with time, curves l1, l2 slowly move on the
phase plane. On time intervals of order µ2/3δ−1 their position and the areas
4
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Figure 1: Phase portraits of the system at fixed values of λ; µ˜ = 0.01. a) λ =
0.05 < λ∗, b) λ = 0.069624 ≈ λ∗.
of G12, G2 essentially changes. At the same time, the area surrounded by
a closed phase trajectory at a frozen value of λ is an adiabatic invariant of
the system with slowly varying parameter λ and is well preserved. Hence,
phase points can cross l1, l2 leaving one of the regions Gi and entering another
region.
Assume that λ = λ∗ at t = 0. The corresponding phase portrait is
presented in Figure 1 b. The following assertion is valid: if a phase point is
inside l1 at λ = λ∗, it is captured in G12 at t > 0 and stays there at least
during time intervals of order δ−1. (More precisely, this may not be valid for
phase points belonging initially to a narrow strip −k1δ6/5 ≤ H < 0, where
k1 is a positive constant.) Thus, all phase points initially (at λ = λ∗) inside
l1, except, maybe, for a narrow strip, are “automatically” captured into G12.
In [5], this phenomenon was called “automatic entry into libration”. The
diameter of this domain is a value of order µ1/3.
A point captured in G12 rotates around elliptic point A. As time grows,
the point A on the portrait slowly moves along x-axis in the negative direc-
tion. Therefore, the motion is a composition of fast rotation around A and
slow drift along x-axis. The area surrounded by each turn of the trajectory
stays approximately the same (this area is an adiabatic invariant). Hence,
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Figure 2: Phase portrait of the system at λ = 0.1 > λ∗; µ˜ = 0.01.
the average distance between the phase point and the origin slowly grows,
corresponding to the growth of amplitude of the pendulum’s oscillations in
the original problem.
Consider now the case when a phase point is initially outside l1. As λ
grows, the area inside l1 also grows, and at a certain moment the phase
trajectory crosses l1. This is due to the fact that the area surrounded by
the phase trajectory is an adiabatic invariant, while the area S12 of G12
monotonously grows (see below (11)). After crossing, the phase point can
continue its motion inG12 during a time interval of order at least δ
−1 (capture
into resonance) or can cross l2 and continue its motion in G2 (passage through
the resonance without capture). The area S2 of G2 also monotonously grows
with time (see below (11)), hence such a point cannot cross l2 once more and
return to G12.
The scenario of motion after crossing l1 strongly depends on initial con-
ditions, and capture into G12 can be considered as a random event. Its
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probability can be found according to the following formula:
Pr =
I1 − I2
I1
, where I1(λ) = −
∮
l1
∂H
∂λ
dt, I2(λ) = −
∮
l2
∂H
∂λ
dt, (9)
where the integrals are calculated at λ = Λ, and Λ is the value of λ at the
time of crossing of l1 found in the adiabatic approximation. One obtains:
I1(Λ) =
1
2
(2pi −Θ), I2 = Θ
2
, Θ = arccos
(
Λ
2x2C
− 2
)
. (10)
Here Θ is the angle between the tangencies to l1 at C, 0 ≤ Θ < pi, and xC is
the x-coordinate of the saddle point C. Note that
dS2
dλ
= I2 ,
dS12
dλ
= I1 − I2. (11)
Formula (9) can be interpreted as follows. In a Hamiltonian system, phase
volume is conserved. As parameter λ changes by ∆λ, a phase volume ∆V1
enters the region G12. At the same time, a volume ∆V2 leaves this region
and enters G2. The relative measure of points captured in G12 is (∆V1 −
∆V2)/∆V2. The integral I1 in (9) is the flow of the phase volume across l1,
and I2 is the flow across l2. Therefore, Pr gives the relative measure of points
captured into G12.
The results of this section were obtained assuming that the adiabaticity
condition is valid. To express this condition in terms of the parameters of the
system, consider Hamiltonian (8). A typical scale of the corresponding phase
portrait can be found using the condition that the first and the last terms in
the Hamiltonian are of the same order. Thus, typical values of coordinates
x and y on the portrait are of order of µ1/3. Hence, from (6) and (5) we
find that typical frequency of motion on this portrait is Ωtyp ∼ γ˙ ∼ ρ ∼ µ2/3.
The adiabaticity condition implies that variation ∆ω of the driving frequency
during a period of motion on the phase portrait is much smaller than the
frequency of motion. Hence, it can be written as ∆ω ∼ δΩ−1typ ≪ Ωtyp or δ ≪
Ω2typ. Thus we have δ ≪ ε4/3. At values of ε that do not satisfy this condition
the adiabatic approximation does not work, and, in particular, capture into
the resonance is impossible. In [12], an expression was obtained for the
threshold value of ε such that at smaller ε the capture into the resonance is
not possible. Our estimate agrees with the result of [12].
Summarizing, we can say that at small enough initial amplitudes of oscil-
lations (of order ε1/3 or less) the pendulum is necessarily captured into the
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1:1 resonance with the external forcing of slowly decreasing frequency. If the
initial amplitude is larger but still small, the capture occurs with probability
of order 1 given by formula (9). In the frames of model (2), valid at small
amplitudes, the captured pendulum cannot escape from the resonance. We
study the system at larger values of the amplitude in the next section.
3 Forced pendulum at a nonlinear resonance
Consider again Hamiltonian of the pendulum under the external forcing (1).
Introduce unperturbed Hamiltonian H0 = P
2/2− ω20 cosQ and parameter
κ2 =
1
2
(
1 +
h0
ω20
)
, (12)
where h0 is a value of H0. Thus, 0 ≤ κ2 < 1 in the domain of oscillations
of the pendulum, κ2 = 1 on the separatrix, and κ2 > 1 in the domain of
rotations. To introduce the canonical action-angle variables (I, ϕ), we note
that in the domain of oscillations the exact solution for the unperturbed
pendulum (i. e., at ε = 0) has the form
P (t) = 2κω0 cn(ω0t, κ),
Q(t) = 2 arccos(dn(ω0t, κ)), (13)
where cn and dn are Jacobi elliptic functions (see, e. g., [13]; the second for-
mula can be obtained as a primitive of the first one). Thus, one can introduce
canonical transformation (p, q) 7→ (I, ϕ) with the following formulas
P = 2κω0 cn(
ω0
Ω
ϕ, κ),
Q = 2 arccos(dn(
ω0
Ω
ϕ, κ)), (14)
where κ should be understood as a function of I defined with the formula
valid in the domain of oscillations of the pendulum (see, e.g., [13]):
I(h0) =
8ω0
pi
[
E(κ)− (1− κ2)K(κ)] . (15)
Here E(κ) and K(κ) are the complete elliptic integrals of the second and the
first kind respectively:
E(κ) =
∫ pi/2
0
√
1− κ2 sin2 u du, K(κ) =
∫ pi/2
0
du√
1− κ2 sin2 u
. (16)
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In (14), Ω = Ω(κ) is the frequency of oscillations of the unperturbed pendu-
lum,
Ω(κ) =
pi
2
ω0
1
K(κ)
. (17)
Expanding the first equation of (14) into the Fourier series we obtain (see
[14]):
P = 2ω0
2pi
K
∞∑
n=0
qn+1/2
1 + q2n+1
cos [(2n+ 1)ϕ] , (18)
with
q = exp
(
−piK
′
K
)
, K = K(κ), K ′ = K(κ′), κ′2 = 1− κ2. (19)
To study dynamics near the 1:1 resonance between the pendulum’s os-
cillations and the external forcing, introduce the so-called resonant phase
γ = ϕ−ψ as a new variable. We do this with a canonical change of variables
(I, ϕ) 7→ (I˜ , γ) defined by generating function W (I˜, ϕ) = I˜(ϕ−ψ). Thus we
have
I =
∂W
∂ϕ
= I˜ , γ =
∂W
∂I˜
= ϕ− ψ, (20)
and for the Hamiltonian expressed via the new variables we find
H˜ = H +
∂W
∂t
= H − Iω. (21)
From now on, we omit tildes over H .
Fourier expansion for the coordinate Q can be obtained as the primitive
of the expansion for P (see (18)) with substituting ϕ = γ + ψ. We plan to
average the system near the resonance, hence we keep only the n = 0 term
in this expansion for Q:
Qr = 8
q1/2
1 + q
sin(γ + ψ). (22)
Substituting Qr for Q in (1) and (21) and averaging, we find that the Hamil-
tonian averaged near the resonance is
H = H0(I) + εA(I) sin γ − Iω, where A(I) = 4 q
1/2
1 + q
. (23)
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Here H0(I) is the unperturbed Hamiltonian of the pendulum in terms of the
action variable I, and A is also considered as a function of I. [Note, that κ is
a monotonous function of h0, and h0 is a monotonous function of I. Here and
below we write for brevity I instead of κ(I) in the arguments of functions
depending on κ ].
At the resonance γ˙ = 0, hence ϕ˙ = ω. Therefore, the resonant value
of the action variable IR is defined by the equation Ω(IR) = ω(δt), where
Ω(I) ≡ 2pi/T is the frequency of oscillations of the unperturbed pendulum.
Hence, IR is a function of the slow time τ ≡ δt, i.e. IR = IR(τ).
Far from the resonance one can average over γ and obtain a system with
conserved value of I. This corresponds to the fact that off-resonance pertur-
bation does not change strongly the amplitude of the pendulum’s oscillations.
Near the resonance, one can expand the Hamiltonian (23) into series with
respect to (I − IR). Retaining the main terms, we find:
H = H0(IR) +
1
2
∂2H0
∂I2
∣∣∣∣
I=IR
(I − IR)2 + εA(IR) sin γ. (24)
Make a canonical change of variables (I, γ) 7→ (P, γ˜) defined with the gener-
ating function W1(I, γ˜) = (I − IR)γ˜. We find
P = ∂W1
∂γ˜
= I − IR, γ = ∂W1
∂I
= γ˜, H˜ = H +
∂W1
∂t
. (25)
Omitting tildes, we find for the Hamiltonian
H = Λ(τ) + F (P, γ), where Λ(τ) = H0(IR(τ)),
F =
1
2
gP2 + d sin γ + δbγ. (26)
Here the coefficients g, d, and b are functions of IR(τ) given by
g =
∂2H0
∂I2
∣∣∣∣
I=IR
, d = εA(IR), δb = −∂IR
∂t
= −δ∂IR
∂τ
. (27)
The Hamiltonian F is one of a pendulum under the action of the exter-
nal torque. We shall call it “the inner pendulum” to distinguish it from
the original pendulum (1). Such Hamiltonians universally occur in resonant
problems (see, e.g., [15, 16]). Coefficients g, d, and b are varying slowly, at
a rate proportional to δ, hence we can first consider the inner pendulum at
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frozen values of these coefficients. The phase portrait of this system can be
one of the two types: if |δb| < |d|, there is a separatrix and the domain of
oscillations on the portrait; if |δb| ≥ |d|, there is no domain of oscillations.
In the former case, the area S inside the separatrix is given by the formula:
S = 2
∫ γs
γm
(
2
d
g
[
sin γs +
δb
d
γs − sin γ − δb
d
γ
])1/2
dγ, (28)
where γs = 2pi− arccos(−δb/d) and γm is the root of equation sin γ + δbd γ =
sin γs+
δb
d
γs satisfying γs− 2pi < γm < γs. The area S is presented in Figure
3 at various values of the ratio ε/δ.
Phase portrait of the inner pendulum slowly evolves with time; in par-
ticular, the area S is a function of the slow time τ . The area surrounded by
a phase trajectory inside the separatrix on the phase portrait of the inner
pendulum is an adiabatic invariant (called the inner adiabatic invariant).
Thus, while S grows with time, such phase trajectories cannot leave the do-
main of oscillations of the inner pendulum. On the other hand, additional
phase volume appears inside the separatrix, and phase points can be cap-
tured into the domain of oscillations. In the captured motion, the value
of I strongly changes in such a way that, in the main approximation, the
resonance condition Ω(I) = ω(τ) is preserved. As ω(τ) is a monotonously
decreasing function, the amplitude of oscillations of the pendulum grows.
If |δb| ≥ |d|, there is no separatrix on the phase portrait of the inner
pendulum, and hence phase points cannot be captured into the resonance.
Therefore at given values of δ and initial I there is a threshold value of
the force amplitude εth, such that if ε < εth, the capture is impossible (cf.
[17]). In particular, at small enough values of the initial action I0 (and,
correspondingly, small values of κ) we have from (15) and (23) that I0 ≈
2ω0κ
2 and A ≈ κ ≈ (2ω0)−1/2
√
I0. Hence, the condition |δb| ≥ |d| takes
the form ε
√
I0 ≤ δ|b|
√
2ω0. If I0 ∼ ε2/3, we find ε4/3th ≈ δ|b|
√
2ω0. This
agrees with the result of [12], obtained for small oscillation amplitudes. Note,
however, that at such relation between parameters ε and δ the system lacks
adiabaticity, and, strictly speaking, the implemented approach is inadequate.
Consider now the important case δ ≪ ε. One can neglect the terms
containing δ in the formula for S (28). The area inside the separatrix on the
phase portrait of the inner pendulum is then given by the formula
S = 16
√
−Aε
g
(29)
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with A and g defined in (23) and (27), accordingly.
Our next object is to find an explicit expression for g. We have
g =
∂2H0
∂I2
∣∣∣∣
I=IR
=
∂
∂h0
(
1
∂I/∂h0
)
∂h0
∂I
∣∣∣∣
I=IR
= − ∂
∂h0
(
1
Ω
)
Ω3
∣∣∣∣
I=IR
= − ∂
∂κ
(
1
Ω
)
Ω3
∂κ
∂h0
∣∣∣∣
I=IR
. (30)
Using formulas for derivatives of elliptic integrals (see, e.g., [14]), we find:
g = − pi
2
16κ2κ′2
· E(κ)− κ
′2K(κ)
[K(κ)]3
∣∣∣∣
I=IR
. (31)
In this expression, g should be calculated at such a value of h0 that I(h0) =
IR. Substituting expression (23) for A at I = IR and (31) into (29), we
obtain the expression for S as a function of κ. The plot of this function is
presented in Figure 3 (the uppermost curve). One can see that as the ratio
ε/δ grows, formula (29) gives better and better approximation to (28).
Let initially (at t = 0) the pendulum have an oscillation amplitude cor-
responding to the value of action I = I0 and the frequency Ω = Ω0. Let the
forcing frequency ω(τ) at t = 0 be larger than Ω0. The frequency ω slowly de-
creases with time, and at the time τ∗ found from the equation ω(τ∗) = Ω(I0),
the pendulum is in the resonance with the forcing and IR = I0. Assume
that S = S∗ at τ = τ∗. If ∂S/∂κ > 0 at I = I0, the pendulum can be cap-
tured into the resonance. The capture is a probabilistic phenomenon, and
its probability Pr can be calculated (see [11]). For the inner pendulum (26)
the formula for the probability of capture Pr at ε≪ 1 is
Pr =
S ′
2pi|b| , (32)
where prime denotes derivative with respect to τ . To find b, we differentiate
the resonance condition ω(τ) = Ω(IR) and obtain b = −I ′R = −ω′/g. In the
considered case ε≪ 1 the probability Pr is a value of order √ε:
Pr =
√
ε
8
pi
g
ω′
(√
−A/g
)
′
, (33)
where all values should be calculated at τ = τ∗.
12
Figure 3: Area (divided by
√
ε) inside the separatrix on the phase portrait of
the inner pendulum as a function of κ2 at various values of the parameters.
In the captured motion variable I grows with time in such a way that the
resonance condition ω(τ) = Ω(I) is preserved; accordingly, value of parame-
ter κ also grows. The inner adiabatic invariant is approximately preserved.
Thus, while S grows with time, the captured phase point deepens more and
more into the domain of oscillations of the inner pendulum. At a certain
value of κ function S(κ) has a maximum (see Figure 3). At larger values
of κ the area S is a monotonously decreasing function. Hence, as I con-
tinues to grow with time, S decreases. At a certain value of I = Iesc the
equality S = S∗ is again satisfied. As the inner adiabatic invariant is approx-
imately preserved in the motion, at this moment the phase points captured
at τ = τ∗ cross the separatrix of the inner pendulum and leave the domain
of oscillations. Accordingly, the amplitude of the [original] pendulum’s oscil-
lations stops growing and the pendulum escapes from the resonance. Note
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that, therefore, the time when the escape occurs is determined by the initial
amplitude of the pendulum’s oscillations.
Assume that the pendulum was captured into the resonance at a small
initial value of action I = I0 ∼ ε2/3. Thus, when the capture occurs, the area
of the domain G12 (see Figure 2) is S∗ ∼ µ2/3 ∼ ε2/3 (c.f. Section 2). The
escape from the resonance occurs at I = Iesc (or κ = κesc), and S(κesc) = S∗.
Obviously, the value κesc is close to 1: 0 < 1− κesc ≪ 1. Using formulas for
asymptotics of the elliptic integrals at κ ≈ 1 (see, e. g., [14]) we find from
(23), (31), and (29) that
g ≈ pi
2
4(1− κ)[ln(1− κ)]3 , A ≈ 2, (34)
and thus
S(κesc) ≈ 128
pi
√
ε
√
1− κesc |ln
√
1− κesc|3/2. (35)
Hence, we have the estimate
1− κesc ≈ pi
2
16384
S2
∗
ε|ln(S∗/
√
ε)|3 ∼ ε
1/3|lnε|−3. (36)
Now consider the case of small I0 using formula (29) for S. From (15)
we find that at small enough values of I0 one has I0 ≈ 2ω0κ2. If the capture
into the resonance occurs at I = I0, one finds from (29) that S∗ ≈ 32
√
2εκ ≈
32(2/ω0)
1/4
√
εI
1/4
0 . (Note, that if I0 ∼ ε2/3, this formula for S∗ agrees the
estimate given in the previous paragraph.) Substituting this expression for
S∗ into equation S(κesc) = S∗ and using (35), we find
1− κesc ≈ 4pi2
√
2/ω0
√
I0|lnI0|−3. (37)
It is interesting to compare the value of the energy hesc at the escape
from the resonance with the width of the stochastic layer surrounding the
separatrix of the pendulum (see, e. g., [4, 13]). An estimate of this width can
be obtained as follows. We assume that escape from the resonance occurs
close to the separatrix of the pendulum. Consider the equation of motion of
the pendulum
Q¨ + ω20 sinQ = −ε cosψ (38)
with fixed value of ψ˙ = ω ∼ |ln(hs − h)|−1, corresponding to the motion
close to the separatrix (here h is the energy of the unperturbed pendulum,
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and hs = ω
2
0 is its energy on the separatrix). The width of stochastic layer
in this problem was estimated earlier (see [13], Section 3 of Chapter 5). A
phase point is in the stochastic layer provided that |h− hs|  εω. Hence, in
the stochastic layer |h− hs|  ε|lnε|−1. Comparing this with the estimate in
(36), we see that at small enough ε even in the case of “automatic” capture
into the resonance the escape can occur well before the captured trajectory
enters the stochastic layer.
To check our conclusions we perform numerical integration of the initial
system (1). We take frequency ω0 = 1 and frequency ω = 1.1(1− δt). Phase
trajectories start at the initial moment of time t = 0, and we calculate vari-
ation of the energy h0 along a trajectory while δt ≤ 1. Results of numerical
integration for a phase trajectory with initial conditions in the domain of
the automatic capture are presented in Figure 4. At δt ≈ 0.1 the phase
point becomes captured and the energy h0 starts growing. In the vicinity
of the separatrix (h0 = 1) the phase point escapes from the resonance. The
right panel of Fig. 4 shows that the escape occurs well before the separatrix
and even before the trajectory reaches the stochastic layer. After the escape
the energy stays constant. The amplitude of the energy oscillations in the
captured state is ∼ ε1/2.
Figure 5 shows four phase trajectories without automatic capture, i.e.
their initial energies are chosen so that the probability of capture is less than
one. We also calculate the area surrounded by the separatrix of the inner
pendulum (see (28)) and show its time evolution while the phase point is
captured. One can see that the captures occur when S grows, while escapes
from the resonance occur when it decreases. In each case, the escape from
the resonance occurs at the value of S equal to its value at the instant of the
capture.
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Figure 4: Energy h0 as a function of time along a phase trajectory with the
automatic capture. Right panel shows a fragment of the trajectory in the
vicinity of the separatrix near the escape from the resonance. Scale ∼ ε1/2 is
indicated in the right panel. System parameters are ε = 10−6, δ = ε/750.
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