Abstract-Our motivation is to characterize the hitherto unexplored tradeoff between energy dissipation and delay in a buffer-aided two-hop link. First, the optimality of 2-D Transmission Activation Probability Space (TAPS) partitioning is formally shown both in the presence and absence of an outage region. Then, the relationship between packet energy dissipation and block delay is found, which is established with the aid of a buffer-state transition matrix. Moreover, the concept of "artificial outage" is introduced and applied for striking a flexible tradeoff between energy dissipation and block delay. Then, an algorithm is provided for finding the matching block delay and energy dissipation pairs. Our analysis and performance results demonstrate that the proposed methods provide a significantly wider and more flexible tradeoff range than all other methods, while reducing the average packet delay and/or the energy dissipation.
I. INTRODUCTION

M
ITIGATING energy dissipation is one of the key goals in contemporary wireless communications research. It may benefit both telecommunications operators in terms of cost reduction and mobile users in terms of an extended battery recharge period. Naturally, the classic relaying technique, which reduces the single-hop transmission span, should be considered [1] , [2] . However, it may impose an increased delay. The tradeoffs between throughput and delay were discussed in [3] and [4] . As a further advance, in this paper, we characterize the tradeoff between energy dissipation and delay in a buffer-aided system conceived for near-capacity transmission. We continue by outlining the background on buffer-aided systems, followed by the near-capacity transmission principles and the definition of the associated delay metrics.
The buffer-aided multihop transmission regime relying on activating the most appropriate link from the set of all links was proposed in [5] - [7] . In [5] and [6] , a multihop link is assumed to have buffers for temporarily storing the received packets. Hence, the relay nodes (RNs) are operated under the so-called store-and-forward relaying scheme. As a benefit of storing packets at the RNs, during each time slot (TS), the best hop having the highest signal-to-noise ratio (SNR) can be activated from the set of those hops that have packets awaiting transmission in the buffer. A packet is then transmitted over the best hop. Later, this buffer-aided transmission regime was combined with adaptive modulation in [8] and [9] . Zlatanov et al. in [10] and Zlatanov and Schober in [11] also discussed buffer-aided systems, which were characterized with the aid of queuing theory. The buffer-aided systems are also capable of enhancing the security of communications [12] . Later, the appealing concept of Transmission Activation Probability Space (TAPS) was introduced in our previous contributions [13] - [15] . Briefly, the concept of TAPS is based on dividing the channel-quality range encountered by the source-relay and relay-destination hops into several regions representing the activation of each of these channels plus an outage region. In a specific TS, the instantaneous channel fading values may be directly mapped to a specific point in this channel space. Then, the specific channel (TAPS region) containing the position of this point is activated for its transmission. In [13] - [15] , the outage region is fixed and decided by the maximum transmission power. As the first novelty of this paper, the hypothetical concept of an artificial outage region of the TAPS will be proposed first.
Achieving low-complexity yet accurate channel estimation [16] for near-capacity communication is becoming realistic. Explicitly, based on turbo or low-density parity-check codes as well as EXIT-chart-aided designs [17] , it is possible to have a vanishingly low bit error rate (BER) when the received SNR is higher than a near-capacity threshold. The state of the art was summarized in [18] . Near-capacity communications allows us to jointly design the upper layers and the physical-layer forward error correction (FEC); therefore, it makes our discussions practical at the packet level.
However, the cost of achieving the aforementioned bufferaided benefits is an increased delay. As mentioned in [19] and [20] , there are two basic types of delay: block delay and packet delay. The block delay is defined as the time required for a block of packets generated by the source node (SN) to reach the destination node (DN), which is inversely proportional to the throughput. By contrast, the packet delay is the time required for delivering a specific packet from the SN to the DN when 0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. assuming that there are an infinite number of packets ready for transmission in the buffers. Buffer-aided multihop transmission has the same block delay as the conventional multihop transmission scheme in [21] . This is because both schemes transmit a single packet over a single hop per TS. By contrast, the packet delay is a random variable, which is distributed across a dynamic range bounded by the minimum and maximum packet delays. We assume that the minimum delay is two TSs in the two-hop link, whereas the maximum delay is infinite.
In this paper, we concentrate our attention on the tradeoff between the block delay (throughput) and the average end-toend normalized packet energy dissipation (PED). Zlatanov et al. in [10] and Jamali et al. in [22] observed the tradeoff between the packet delay and the capacity. Therefore, we will consider these methods as the most pertinent benchmarkers. The contributions of this paper are summarized as follows.
1) The energy dissipation versus delay tradeoffs of a bufferaided two-hop link are mathematically analyzed, which allows us to quantify the ultimate performance limits. Hence, this analysis directly facilitates striking a substantially more flexible tradeoff between energy dissipation and throughput than those found in the prior art, which results in an extended PED versus block delay tradeoff range for the system to operate in. 2) The closed-form expression of an integral is shown below in Appendix D, which is not seen in [23] . The remainder of this paper is organized as follows. Section II presents our system model, followed by the concept of TAPS. The optimality of the TAPS concept is shown in Section III. The optimization of the channel activation scheme under a delay constraint is proposed in Section IV, whereas in Section V, we provide our numerical and simulation results. Finally, our conclusions are offered in Section VI.
II. SYSTEM MODEL
The system model under consideration is a typical two-hop wireless link [19] - [21] , which is shown in Fig. 1 . This model is portrayed in the following three sections in terms of its buffering scheme, the physical layer, and the transmission scheme.
A. Buffering at the RN
The two-hop link consists of three nodes, namely, an SN , a buffer-aided RN (RN ), and a DN . The distance from the SN to the RN is d 1 , whereas the distance from the RN to the DN is d 2 . We assume that the RN is capable of storing a maximum of B packets and that the classic decode-and-forward protocol [24] is employed for relaying the signals. Note that if no packets are stored in the RN, the RN-DN channel must not be activated. By contrast, if the buffer at the RN is full, the SN-RN channel must not be activated. Finally, each node is capable of adjusting its transmit power between zero and the maximum transmit power P max .
B. Physical Layer and Assumptions
In this paper, a near-capacity [25] FEC scheme is assumed, so that the BER becomes vanishingly low when the received SNR exceeds a near-capacity threshold. Therefore, we assume that the receiver is capable of perfectly decoding the transmitted packet, when the receiver's SNR is higher than a specific SNR threshold γ T h . Based on this assumption and on knowledge of the instantaneous channel quality, the transmitter adjusts its transmit power for ensuring that the required SNR of γ T h is indeed achieved at the receiver. Hence, the transmit power required is inversely proportional to the instantaneous channel quality.
In our system, only a single packet is transmitted in a TS. 1 The channels are assumed to experience independent blockbased flat Rayleigh fading, where the complex-valued fading envelope of a hop remains constant within a TS, but it is independently faded for different TSs, which is ensured, for example, by using frequency hopping. In addition to the fading model, the path loss is assumed to obey the negative exponential law of d −α , where α is the path-loss exponent having a value between 2 and 6. It is also assumed that the instantaneous channel fading values are denoted by γ SR and γ RD . The instantaneous transmit power E SD , E RD , or E RD of each node can then be calculated with the aid of κ = 9.895 × 10 −05 and the noise power of N = 10 −14 W , which corresponds to a receiver sensitivity of −110 dBm. An example of calculating E i , i = SR, RD, is given by
An outage event will occur, when the receiver's SNR becomes lower than γ T h , despite using the maximum transmission power of P max ; therefore, we have 
C. Transmission Scheme
The "action diagram" of this paper is similar to that in [13, Fig. 2 ], which is briefly discussed below. First, given the input parameters of the two-hop network considered and the formulas derived in this paper, all dependent parameters-including the key parameters of γ out2 SR , γ out2 RD and the power dissipation E ffe -can be calculated. These equations also allow us to calculate the system's theoretical performance. Second, based on knowledge of the channel quality and on the medium access control (MAC)-layer protocol in [8] , the appropriate link is activated for each transmission, which allows us to evaluate the system's simulation-based performance. We will demonstrate that the theory is confirmed by the simulations. Our investigations are based on the following assumptions.
We commence our detailed discourse with the system's mathematical analysis based on the following assumptions.
• The SN always has information to send; hence, the system operates in its steady state.
• Both the SN S and DN D can store an infinite number of packets. By contrast, each of the limited-complexity RN can only store, at most, B packets.
• The MAC-layer protocol conceived [8] for our multihop diversity scheme can be applied here for supporting the link-activation process. In the following, let us assume that the RN knows the channel qualities of both the SN-RN and RN-DN channels. Based on the specific channel activation method to be considered in the following two sections, the RN will inform all other nodes to activate the corresponding link.
III. REVIEW OF TRANSMISSION ACTIVATION PROBABILITY SPACE AND PROOF OF ITS OPTIMALITY
The concept of TAPS was first introduced in our previous papers [13] - [15] . Although we proposed and applied the TAPS concept in several scenarios, the optimality of TAPS has not been formally shown. Here, we systematically revisit the TAPS concept and prove its optimality. TAPS is an analysis tool, which relies on a specific metric. In this paper, the PED is adopted as our optimization cost function or metric. For other metrics, such as capacity, see Appendix A. To augment the relevant concept as explicitly as possible, three examples of a twohop link are shown below. We commence from a two-hop link having an RN exactly in the middle and conclude by outlining the rationale of our nonlinear channel space partitioning.
The first example is a simple one relying on the conventional buffer-aided selection combining philosophy, where the link having the highest SNR is activated. Again, we consider a twohop link with d 1 = d 2 , as shown in Fig. 1 Fig. 3(a) . The X-axis represents the fading value γ SR of the SN-RN channel, whereas the Y-axis represents the fading value γ RD of the RN-DN channel. In each TS, the instantaneous fading values of both the SN-RN (γ SR ) and the RN-DN (γ RD ) channels map to a specific point (γ SR , γ RD ) in the 2-D channel space. Obviously, if the mapped point is in the region below the OE line, because we have γ RD < γ SR , then the SN-RN link should be activated. By contrast, if the mapped point is in the region above the OE line, because γ RD > γ SR , then the RN-DN link should be activated. The boundary is the OE line, and its slope is 1. The activation probabilities of the two hops are identical, because both channels obey the same distribution. Therefore, the system can be operated in its steady state.
The second example discusses a buffer-aided two-hop link associated with nonidentical average receive SNRs, because the RN is not halfway between the SN and the DN. Let us assume that the average receive SNRγ SR of the SN-RN channel is higher than the average receive SNRγ RD of the RN-DN channel. If the channel having the higher received channel SNR (γ SR γ SR orγ RD γ RD ) is activated, the boundary of the two activation regions should be the OE 0 line shown in Fig. 3(b) . However, the area of the region encompassed by the points γ SR OE 0 is higher than that of the other region determined by EP γ RD . Therefore, the activation probability of the two hops is different, and the system operates in an unstable mode, potentially leading to a buffer overflow.
To allow the system to operate in its steady state rather than in the unstable mode of E 0 shown in Fig. 3(b) , there are two plausible methods of adjusting the boundary OE 0 . a) If we force the boundary OE 0 to be linear, OE 0 should be moved back to OE. However, this method is not optimum. b) If the OE 0 boundary is nonlinear.
Let us discuss the second method directly, which is more beneficial than the first method, because we may arrive at an optimum boundary, as detailed below.
To elaborate on the process of transmission probability adjustment, let us partition the TAPS into perfectly tiling squares, as shown in Fig. 2 . The light-gray region represents the activation region of the SN-RN channel, whereas the dark-gray region represents that of the RN-DN channel. Now, the activation probability of the SN-RN channel is higher. Let us now move some of the dark-gray tiles to the light-gray region, albeit we realize that this is achieved at a performance penalty, as detailed below.
When considering a tile ΔS, the following question arises: What is the energy dissipation (E ΔS∈SR ) caused by ΔS when ΔS belongs to the activation region of the SN-RN hop? This is quantified as
where p ΔS is the probability of the point (γ SR , γ RD ) falling into the ΔS region in Fig. 2 , C SR is a constant value, and C SR /γ SR indicates that the energy dissipation imposed is inversely proportional to the channel quality experienced. By contrast, what is the energy dissipation (E ΔS∈RD ) caused by ΔS when ΔS belongs to the activation region of the RN-DN hop? This is given by
where C RD is a constant value, and again, C RD /γ RD indicates that the energy dissipation is inversely proportional to the RN-DN SNR encountered. If the region ΔS is reassigned from the SN-RN channel to the RN-DN channel, how much extra energy is dissipated? This is quantified by: E ΔS∈RD − E ΔS∈SR , which should be as low as possible. Then, the transmission probability is modified by p ΔS . Therefore, the power dissipation cost of this probability adjustment is
By contrast, if we are willing to tolerate a higher energy dissipation penalty for the sake of having the same transmit probability for the unequal-SNR links, the OE 0 boundary may be reshaped, as shown in Fig. 3(b) .
To allow the two-hop link to operate in its steady state, we may continue increasing E ffe , until the probability represented by the region γ SR OE 2 becomes the same as that represented by E 2 Oγ RD . In this reassignment process, the tiles imposing a lower E ffe are adjusted first, followed by those imposing The TAPS is partitioned into many small tiles, each of which has the same probability. Compared with (a), the TAPS affiliation of ΔS 1A and ΔS 1B has been exchanged in (b). Then, the TAPS affiliation of ΔS 2A and ΔS 2B has been exchanged in (c). In (d), both the tiles ΔS 1B and ΔS 2B are on the boundary OE 2 . Hence, exchanging the TAPS affiliation of ΔS 2A and ΔS 2B does not affect the energy dissipation. a higher power dissipation penalty E ffe , until the aforementioned condition is satisfied. Let us now show formally that this boundary is optimal.
In Fig. 4(a) , the TAPS is now partitioned into an infinite number of tiles, where each tile represents the same probability. In practice, we may consider that the probability plane is divided into 1000 nonoverlapping (the tiles in Fig. 4 are nonoverlapped) tiles, and each of them represents a probability of 0.001. However, in practice, the fading envelope of the channel does not exhibit a uniform distribution. To allow each tile to represent the same probability, the area of each tile may be chosen to be different and may not be a square. Despite representing the same probability, the tile on the top-right corner, such as ΔS 1B , looks larger than the tile near the origin, such as ΔS 2A , as shown in Fig. 4 . Below, we will formally show that the boundary OE 2 is optimum by invoking the method of contradiction.
Contradiction statement: Let us assume that there is optimal TAPS partitioning, which is different from the partitioning OE 2 shown in Figs. 3(b) and 4(a). Due to this assumption, the energy dissipation of this partitioning is lower than that of the partitioning OE 2 shown in Fig. 3(b) .
Due to having the same probability of encountering the regions of γ SD OE 2 and E 2 Oγ RD , there are N (N > 0) tiles in the region E 2 Oγ RD representing the activation of the SN-RN hop, whereas there are also N tiles in the region γ SD OE 2 corresponding to the activation of the RN-DN hop. Let us now consider a specific pair of them (e.g., ΔS 1A and ΔS 2A ), as shown in Fig. 4(a) . Correspondingly, there is a tile ΔS 1B on the boundary OE 2 , which has the same X-coordinate value as ΔS 1A . Similarly, there is also a tile ΔS 2B on the boundary OE 2 , which has the same Y-coordinate value, as ΔS 2A . Let us now consider three different actions:
1) Exchange the affiliation of ΔS 1A and ΔS 1B by remapping them between the two parts of the TAPS.
2) Exchange the affiliation of ΔS 2A and ΔS 2B .
3) Exchange the affiliation of ΔS 1B and ΔS 2B .
This has the same transmit probability effect, as exchanging the affiliation of ΔS 1A and ΔS 2A , but their energy dissipation effects are rather different, when compared with "no action." To elaborate a little further, if we exchange the TAPS affiliation of ΔS 1A and ΔS 1B , as shown in Fig. 4(b) , the activation probability of each hop remains the same. However, the energy dissipation is reduced due to the fact that the energy dissipated within the tile ΔS 1B in Fig. 4(b) is lower than that within ΔS 1A in Fig. 4(a) , because γ RD is higher for ΔS 1B than for ΔS 1A , whereas the energy dissipated by the SN-RN hop remained the same due to having the same γ SD ordinate values both for ΔS 1A and for ΔS 1B .
Similarly, if we exchange the TAPS affiliation of ΔS 2A and ΔS 2B as shown in Fig. 4(c) , the activation probability of each hop remains the same. However, the energy dissipation is reduced due to the fact that the energy dissipated within the tile ΔS 2B in Fig. 4(c) is lower than that of ΔS 2A in Fig. 4(b) , whereas the energy dissipated by the RN-DN hop remained the same during the above process, since both ΔS 2A and ΔS 2B have the same γ RD ordinate values.
Finally, both the tiles ΔS 1B and ΔS 2B are on the boundary OE 2 , as shown in Fig. 4(d) . Hence, exchanging the TAPS affiliation of ΔS 2A and ΔS 2B does not affect the energy dissipation. Following the above three actions, the TAPS affiliation of the tiles ΔS 1A and ΔS 2A was exchanged, and the energy dissipation imposed was decreased. The energy dissipation of the partitioning shown in Fig. 4(d) is lower than that observed in Fig. 4(a) , and the probabilities represented by the light-gray and dark-gray tiles are the same in both figures. This, however, contradicts the statement that there is a better boundary than OE 2 , which demonstrates that the tile-based partitioning shown in Fig. 4(a) is not optimal. Therefore, no better tile-based TAPS partitioning can be found than OE 2 .
IV. OPTIMIZATION OF THE LINK ACTIVATION UNDER A DELAY CONSTRAINT
In the previous section, the TAPS concept was revisited, and its optimality was proven. However, this reliability improvement is achieved at the cost of an increased delay. Our basic idea is to adjust the values of the elements in the Markov state transition matrix (MSTM) T . The original concept of "State" and MSTM were proposed in the context of bufferaided systems in [5] , [9] , [14] , [15] , and [20] . Upon assuming that the buffer size of the RN is B packets, its state is defined as S b = b, when b packets are stored in the RN. Therefore, the total number of states is (B + 1). Given (B + 1) states, a state transition matrix denoted by T can be populated by the state transition probabilities {T i,j = P (s(t + 1) = S j |s(t) = S i ), i, j = 0, 1, . . . , B}. This adjustment will affect two specific relationships, as shown in Fig. 5 . In the following, first, the relationship between the MSTM T and the average packet delay is derived. Then, the minimum PED may be designed based on the MSTM T . Finally, an algorithm will be conceived for finding the input values of the MSTM T . 
A. Relationship Between the MSTM T and Block Delay
Having obtained the MSTM T , the steady-state transmission probabilities can be computed according to [22] and [27] as
where we have π = [π 0 , π 1 , . . . , π B ] T , and π i is the steadystate probability that the two-hop link is in state S i [2] . The steady-state probability of a state is applied as the expected value of the probability of this specific state in the system. Knowledge of the steady-state probability of every state allows us to determine the probability mass function (PMF) of the buffer occupancy.
Based on our assumptions, in each row of the MSTM T , there are up to three nonzero values, representing the probability of activating the first/second hop or the probability of the outage event. Let us define the outage probability as T i,i , i = 0, . . . , B when there are i packets in the buffer, and the probability of activating the first hop is T i,i+1 , i = 1, . . . , (B − 1) when there are i packets in the buffer. Naturally, the probability of activating the second hop is the remaining complementary probability in each row of the MSTM T . Therefore, the MSTM T may be expressed as
where we have
Upon substituting (8) into (7), the π i , i = 0, . . . , B values may be obtained as follows:
Proof: See Appendix B Finally, the block delay D blc and the end-to-end throughput Φ may be expressed as Fig. 6 . TAPS of a two-hop link with Type-1 outage region "Odeg." Then, with the increasing of the Type-2 outage region, the total outage region enlarges from "Odeg" to "Odlm," then "Oach," and so on. As shown in Appendix C, the outage region is always a rectangular with the upper left corner along the "elck" line. The region "Oach" is the outage region and the activation region of the SN-RN hop is "Xhck," whereas the activation region of the RN-DN hop is "Ykca."
B. Relationship Between the MSTM T and the PED
Having determined the relationship between the MSTM T and the block delay, let us now discuss the relationship between T and PED. In each TS, only a single row in T is in use. In each row of T , there are up to three nonzero values representing the activation probability of the SN-RN hop, the RN-DN hop, and the outage probability. Therefore, the key problem is how to partition the TAPS with the aid of these probabilities.
In Section III, we proved that the activation boundary is optimal, when there is no outage region. When we do have an outage region, it may be classified into two types. In Type 1, the outage occurs due to having low channel qualities. The corresponding probability is formulated as T out1 i,i
RD ). In Type 2, the channel qualities are adequate, but an "artificial outage" is declared to reduce the energy dissipation. The total outage probability T i,i , i = 0, . . . , B is the sum of the Type-1 and Type-2 outage probabilities. Now, we claim that the outage region in the TAPS is a rectangle.
Proof: See Appendix C. Theoretically, the final optimal TAPS partitioning is shown in Fig. 6 . The coordinates on the upper-left corner are defined as (γ out2 SR , γ out2 RD ). The region "Odeg" represents the Type-1 outage region for the SN-RN hop, whereas the upper-left corner of the total outage region is moving along with "elck" upon increasing the Type-2 outage region. The region "Oach" exemplifies the outage region, whereas the activation region of the SN-RN hop is "Xhck" and that of the RN-DN hop is "Ykca."
In the following, let us first consider when the upper-left corner of the total outage region is on the line "lck." In this TAPS partitioning, we have three parameters: γ out2 SR , γ out2 RD , and E ffe . The following equations give the unique solutions for these three parameters. The probability represented by the region "Oach" is
The point "c" is on the boundary E 2 , yieldinḡ
When we have E ffe ≥ 0, the probability represented by "Xhck" is
By contrast, if we have E ffe < 0, the curve "Ock" bends toward the Y-axis. Therefore, the probability representing the activation of the SN-RN hop is given by
Theoretically, the three unknowns may be found based on (12)- (14) or (12), (13), and (15) . From a practical perspective, a computationally efficient method is required, which may be found in Appendix D.
If the upper left corner of the total outage region is on the line "el," we have γ out2 RD = γ out1 RD , and
Having γ out2 SR and γ out2 RD , the last unknown E ffe may be found based on the activation probabilities of the two hops, which relies on the same principle, as mentioned in the context of Fig. 3(b) .
Given the knowledge of the ith row of T (T i ) and the key parameters, the energy dissipation of the SN-RN and RN-DN hops may be readily obtained. If the upper left corner of the total outage region is on the line "lck" and we have E ffe ≥ 0, then the corresponding energy dissipations are
Similar procedures can also be used for other scenarios. The total energy dissipation of both hops associated with T i is given by the sum of each hop's consumption, yielding
Finally, the total energy dissipation of the system is given by
C. Finding the Input Values of the MSTM T
Having determined the relationship between T -PED and T -D blc , our next ambition is to find an optimal MSTM T , which should provide the minimum PED for a given D blc . However, there are (3B + 1) nonzero values in T ; hence, it is quite a challenge to find the optimal solution. To make progress, Algorithm 1 based on the classic greedy algorithm was conceived for finding suboptimal but beneficial solutions. The output of this algorithm is a series of T (k) , k = 1, . . ., corresponding to a number of PED-D blc pairs.
Algorithm 1
The algorithm of finding the MSTM T .
B,B . Set Δ to a small number. k = 1; 2 Calculate E(T (1) ) and D blc (T (1) ) based on (11) and (20);
Increase Δ for the ith nonzero value in T temp (k,i) ; 7
Decrease Δ for other values in the same row in
In Algorithm 1, the initiation of the MSTM T is set in line 1. To find a lower block delay, all the outage probabilities T i,i are set as small as possible, whereas all activation probabilities T i,i−1 of the RD hop are set as high as possible. Naturally, the activation probabilities of the SR hop are the complementary probabilities. In line 3, the algorithm will be terminated, when the current block delay is ten times higher than its minimum value, which may be considered as the upper bound of the practical region. From line 4 to line 9, one of the nonzero elements of the MSTM T is increased by a unit step Δ, whereas the other probabilities in the same row should be decreased. The corresponding PED and block delay are also calculated. In line 10, the index of the minimum ratio of the block delay increment and of the PED increment is found. Finally, Algorithm 1 updates the MSTM T , E(T ), and D blc (T ).
V. PERFORMANCE RESULTS
Here, we provide a range of numerical and/or simulation results for characterizing both the energy dissipation and the The parameters of N , κ, P max , and path-loss alpha are N = 10 −14 , κ = 9.895 × 10 −05 , P max = 0.0003 W, and α = 3. We set I = 1, which implies that the threshold is 0 dB. In Figs. 7-10, the legend "Sim" indicates that the results are based on simulations, whereas the legend "The" indicates that the results are gleaned from our theoretical analysis.
Given a row of the MSTM T , the TAPS partitioning may be calculated based on Section IV-B, before the simulations commence. Once the simulations have been started, the instantaneous fading values (γ SR , γ RD ) may be directly mapped to a specific point in a region of the TAPS. The corresponding link will then be activated. The first set of results shown in Fig. 7 characterizes the impact of the RN's buffer size both on the PED and on the block delay. The X-coordinate represents the block delay, whereas the Y-coordinate represents the PED. Let us first focus our attention on the curve representing the direct transmission (Dir The) in Fig. 7 . Generally speaking, if we transmit data in every TS, namely, regardless of the channel quality, then the normalized throughput is 1 packet/TS, and the corresponding block delay is 1/1 = 1. However, the transmission power required may be excessive, when the average channel quality is low. By contrast, if we only activate Fig. 9 . Distribution of the packet delay theoretically evaluated from the algorithm in [8] and confirmed by simulations. Fig. 10 . Relationship between the PED and the average packet delay, which was evaluated from the algorithm in [8] and confirmed by simulations. The results are compared with the simulation results evaluated by three other protocols.
the transmission of the data half the time-namely, when the channel quality is high, but disable transmissions half the time associated with low channel quality-the normalized throughput is halved to 0.5 packet/TS, whereas the block delay becomes 1/0.5 = 2. Serendipitously, the corresponding transmission power becomes relatively low, which is an explicit benefit of having better channel quality. More quantitatively speaking, using a fixed transmission/outage threshold results in a throughput of Φ and in a PED of E, yielding
Again, a pair of D blc and PED values corresponds to a point. When gradually adjusting the transmission/outage threshold from its minimum value of γ out1 to infinity, the block delay PED points form the "Dir The" curve in Fig. 7 .
Second, let us consider the curves marked by the cross, star, and plus markers in Fig. 7 as representing the PED-D blc relationship evaluated from Algorithm 1, as well as from (11) and (20) . Observe in this figure that as expected, the PED becomes lower than that of direct transmission in exchange for a higher D blc . Furthermore, observe that the performance was improved upon increasing the buffer size.
Still considering Fig. 7 , the Starving the Buffer (SB) and the Limiting the Queue Size (LQS) regimes constitute a pair of benchmark schemes originally proposed in [10] for striking a PED versus block delay performance tradeoff. In the "B = 4 SB-Sim" regime, the activation region boundary is controlled by the energy dissipation E ffe [see (25) ], but the artificial outage region concept was not used in this protocol. In contrast to the SB regime, the LQS protocol enforces the activation of the second hop, when the buffer occupancy exceeds a certain limit to flush the buffer. Both the SB and LQS protocols disregard the Type-2 outages; therefore, the corresponding PED versus block delay tradeoff region becomes severely limited. Finally, a conventional buffer-aided transmission protocol (Conv.) was proposed in [21] , which is also featured in Fig. 7 . In the Conv. protocol, the data of the SN were first transmitted to the RN, and then, it was relayed to the DN. This protocol has a fixed PED-D blc relationship, and it is marked by the diamond in Fig. 7 . For all two-hop relaying protocols, the block delay was found to be higher than 2, whereas it may be lower than 2 for the classic direct transmission (Dir), but again, this would be associated with a higher PED. The Dir curve is associated with a Type-2 outage, and it exhibits a worse performance than our proposed method for D blc > 2.03. 
Fig . 9 shows the distribution of the packet delay, when stipulating the same MSTM T at points A, B, and C shown in Fig. 7 . The theoretical results obtained from the algorithm in [8] are represented by the lines, while the simulation results are represented by the markers. It is clear in Fig. 9 that the probability of long packet delays was increased when the PED reduced. Fig. 10 characterizes the relationship between the PED and the average packet delay. There are two methods of evaluating the average packet delay. First, it can be evaluated from the PMF of the packet delay, which may be obtained from the algorithm advocated in [8] . The other method is based on Little's law and on the distribution of the buffer fullness, as mentioned in [10, eq. (36) ]. To arrive at a precise expression, the first method is preferred. Observe in Fig. 10 that our proposed method outperforms both the SB, LQS and the Conv. protocol for D blc > 3.
VI. CONCLUSION
In this paper, the optimality of TAPS partitioning associated with two activation regions and an outage region has been proven. Based on this proof, the relationship between the MSTM and the minimum PED, as well as the block delay may be evaluated. Moreover, the concept of "artificial outage" was applied to strike a tradeoff between energy dissipation and block delay. Then, an algorithm was conceived for finding the suboptimal but beneficial block delay and PED pairs. Our analysis and performance results showed that the proposed methods significantly reduced the energy dissipation, even for a small buffer. Our future research will concentrate on finding the minimum block delay both with and without an energy dissipation constraint in a more complex network.
APPENDIX A
In Section III, we proved the optimality of TAPS using an energy dissipation metric. By contrast, let us now consider the capacity as our metric. We will show that the TAPS provides optimal results, as in [10] .
Let us consider the same scenario as in Fig. 1 . Given the initial boundary E 0 in Fig. 4(a) , the capacity C SR of the SN-RN hop is higher than the capacity C RD of the RN-DN hop. The end-to-end capacity C SD is given by the smaller value of C SR or C RD . The difference between C SR and C RD is (C SR − C RD ). Similar to (3) and (4), if the region ΔS is assigned to the SN-RN or the RN-DN hop, the corresponding capacity difference caused by reassigning ΔS is given by ΔC SR = p ΔS log 2 (1 +γ rec SR γ SR ) and ΔC RD = p ΔS log 2 (1 +γ rec RD γ RD ), respectively. If ΔS is reassigned from the SN-RN hop to the RN-DN hop, how much is the capacity difference reduced between the two hops? This is given by
Since the end-to-end capacity is defined as the smaller of the values of C SR or C RD , the increment value of the end-toend capacity is given by: p ΔS [log 2(1 +γ rec RD γ RD )]. Therefore, the ratio of the capacity increment to the capacity difference reduction is
Note that during the reassignment process, we wish to increase the capacity as much as possible, which should be considered as the denominator, while ensuring that the capacity difference between the links becomes as slow as possible, which should be considered as the numerator. Based on the same procedure and the same algorithm as mentioned in Section III, the optimal TAPS boundary may be found. Zlatanov et al. [10] solved this problem with the aid of queuing theory, and as expected, we arrive at the same boundary. More explicitly, if we set
then we arrive at [10, eq. (18)]. However, the TAPS relies on a different method, which is easier to interpret physically and may be more readily applied to diverse metrics, such as the energy dissipation metric.
APPENDIX B FIND π j
3 Following from (7), the jth j = 2, . . . , (B − 2) equation can be expressed as
Upon substituting (9) and (10) into the right-hand side of (26), we have
Based on a similar procedure, the solution may also be readily found for j = 0, 1, (B − 1), B. The solution is unique due to the fact that we have the same number of unknowns, as well as equations and det |T | = 0. In TAPS, the boundary between a single outage region and a single transmission region should be a straight line; otherwise, the convex and the concave curves may be exchanged. More explicitly, both the "fd" and "ba" in Fig. 11 are straight lines. Then, the Type-1 outage region is a rectangle shown as "Oghi." There should be two boundaries between the activation regions and the outage region. The outage region covers the Type-1 outage region based on its definition. The boundaries here are "ba" and "fe," whereas the outage region boundary is "OfebaO." The outage region is a rectangle, which implies that the boundaries between the outage region and the pair of activation regions share a common point. In other words, "b" and "e" are coincident points. Below, we will show that this statement is true by invoking the method of contradiction.
Contradiction statement: Let us assume that the two optimal boundaries do not share a common point. This situation is shown in Fig. 11 . In this figure, the outage regions are C1 and C2, whereas regions A and B represent that either the SN-RN or the RN-DN hop is activated, respectively. The boundaries between the activation regions and the outage region are "fe" and "ba." Let us consider a pair of small regions, namely, ΔS 3A of region C1 and ΔS 3B of region A, which represent the same probability. Exchanging the TAPS affiliation of ΔS 3A and ΔS 3B does not affect the outage probability. On the other hand, the energy dissipation of the SN-RN hop is reduced after exchanging them. This, however, contradicts the statement that "fe" and "ba" are two optimal boundaries, which demonstrates that the partitioning shown in Fig. 11 is not optimal. Therefore, points "b" and "e" should be a pair of coincident points.
An alternative interpretation of this principle is that the region having better channel quality cannot be an outage region. Let us denote the coordinates of "e" by (e x , e y ) and those of "b" by (b x , b y ) . The lower bound of the RD transmission region should be higher than the upper bound of the SR outage regions, which is formulated as e y b x , whereas the lower bound of the SR transmission region should be higher than the upper bound of the RD outage region represented by b x e y . Therefore, we have e y = b x .
Note that the boundary E 2 in Fig. 11 , which is associated with the outage probability region, may be different from the boundary without an outage probability region. However, all the procedures and the proof of optimality provided in Section III are still valid for the TAPS having an outage probability.
APPENDIX D SOLVING (12)-(14)
Let us now consider an efficient method of solving (12)- (14) . A similar procedure is also available for (12), (13) , and (15) .
Upon substituting (12) and (13) into (14), we arrive at (36). In the following, the closed-form expression of F in (36) is obtained, and then, we prove that F is a monotonically decreasing function of γ 
The finite integral may be expressed as an infinite integral with the aid of the Meijer-G function [29] , where the Meijer-G function is defined in [23, (9. 
The corresponding MATHEMATICA code may be found in [32] . However, there are some bugs in this code. The correct code may be downloaded from [34] . RD and E ffe can be readily found.
