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The local density of states near dopants or impurities has recently been probed by scanning
tunneling microscopy in both the parent and very lightly doped compounds of the high-Tc cuprate
superconductors. Our calculations based on a slave-rotor description account for all the following
key features of the observed local density of states: i) positions and amplitudes of the in-gap spectral
weights of a single impurity; ii) the spectral weight transfer from the upper Hubbard band to the
lower Hubbard band; iii) the difference between the cases of single and multiple impurities. For
multiple impurities, our study explains the complete suppression of spectral weight observed at
precisely the Fermi energy and links this property to zeros of the underlying bulk Green’s function
of the Mott insulating phase.
Introduction. The high-Tc cuprate superconductors
are generally interpreted as doped Mott insulators[1].
The undoped parent compounds are ordered antiferro-
magnetically. Although the parent compounds are three-
band, charge transfer insulators[2], it is believed that
the single-band Hubbard model (HM) provides an ad-
equate effective description. The strong, onsite Coulomb
repulsion, Hubbard-U , forbids two electrons to occupy
the same Cu site, thereby creating a Mott gap ∝ U and
splitting the electronic spectrum into the upper Hubbard
band (UHB) and lower Hubbard band (LHB). Super-
conductivity arises from carrier-doping the parent com-
pounds beyond a threshold concentration.
The rich properties of the doped cuprate Mott insula-
tors suggest the importance of studying Mott insulators
under dilute dopants or impurities. The local density
of states (LDOS) near dopants/impuries in the parent
Mott insulator has been studied through scanning tun-
neling microscope (STM) measurements[4, 5]. These ex-
periments have uncovered a number of features on the
electronic excitation spectrum of a Mott insulator. For a
single impurity, the in-gap states emerge from the UHB
above the Fermi energy. When impurity concentration
increases, the in-gap states gradually fill up the Mott
gap, but a “V”-shaped dip forms near the Fermi energy.
The observed dip means that the impurities or dopants
cannot produce in-gap states exactly at the Fermi energy.
The experimental development is exciting as it bridges
between the clean parent compounds and the heavily de-
bated, lightly doped but metallic pseudogap regimes[6].
A systematic study of the Mott insulator in the presence
of a single defect dopant or impurity is highly desirable.
Previous efforts on this type of problems[7–9] have been
mostly numerical, which are restricted by finite-size ef-
fect, and have yet to achieve the understanding of the
key experimental observations mentioned earlier.
In this Letter, we study the LDOS of single and multi-
ple impurities in a Mott insulator based on a slave rotor
representation of the HM in the thermodynamic limit.
We find clear, impurity-induced in-gap bound states, de-
scending from UHB as observed in Ref. [4]. In addi-
tion, we obtain the correct spectral weight transfer from
the UHB to the LHB. Systematic calculations of the
bound state energies and their corresponding spectral
weights provide qualitative understandings about the ex-
periments of Ref.[5]: i) the bound states cannot reach the
Fermi energy; ii) the bound states with energies closer to
the Fermi energy have smaller spectral weights. We show
that the vanishing of the LDOS at the Fermi energy re-
flects the zeros of the Green’s function, i.e the Luttinger
surface[10], of the underlying Mott insulator. That is
a feature of considerable interest to the Mott insulator
per se and to the physics of the pseudogap regime of the
underdoped cuprates [11–13].
The slave-rotor approach. We consider the Hubbard
model on a square lattice
HHM (d) =
∑
i
Hat(i)−
∑
ij,α
(tijd
†
iαdjα + h.c.), (1)
in which Hat(i) =
U
2
(∑
α d
†
iαdiα − N/2
)2
, α is the
spin/orbital index and runs from α = 1, . . . , N , with N=2
for the one-band model. For simplicity, we consider only
hopping between nearest-neighbor (nn) sites, 〈ij〉. The
full energy spectrum of Hat(i) can be economically repre-
sented by a rotor kinetic energy Hat(i)→ ULˆ2i /2 [14, 15]
with Lˆi = −i∂θi , which provides a tractable reference
point for perturbative expansion in t/U . In this slave-
rotor representation, the bare electron operator is written
as product of the auxiliary rotor fields and a fermionic
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2spinon operator diα ≡ fiαe−iθi , with the constraint
Lˆi =
∑
α
(f†iαfiα − 1/2). (2)
In place of the phase field one could work with the
complex field eiθi = Xi, with the additional constraint
|Xi|2 = 1. The two constraints are enforced by introduc-
ing two Lagrangian multipliers, hi and λi. A saddle point
solution[15, 16] (see Supplemental Materials, Eq. (S-1)
for details) is found by decoupling the spinon-boson cou-
pling term via
Qf,ij = 〈X∗jXi〉, QX,ij = 〈
∑
α f
†
jαfiα〉. (3)
From here on, we drop the subscript index ij for t and
Qf(X). The spinon and X-field Green’s functions at the
saddle-point level read{
Gf,0(ω;k) = (ω + h−Qf k)−1,
GX,0(ν;k) = (−ν2/U + 2ihν/U + λ+QXk)−1,
(4)
where k = −2t(cos kx + cos ky) is the bare lattice dis-
persion function.
The electronic Green’s function is calculated via the
rotor and spinon Green’s function according to
iGd(t;x,x
′) = −Gf (t;x,x′)GX(−t;x,x′). (5)
We are interested in the LDOS ρd(ω;x) =
−(pi)−1=m[Gd(ω;x,x)], expressed as
ρd(ω;x) =
∫
dω′ρf (ω′;x)ρX(ω − ω′;x), (6)
where ρf [ω;x] = −(pi)−1=m[Gf (ω)] , and ρX [ω] =
−(pi)−1=m[GX(ω)].
The bulk Mott insulating phase is described at the
saddle point level. Here, QX = 〈
∑
σ f
†
iσfjσ〉 is a con-
stant independent of the effective spinon hopping Qf ,
and, thus, self-consistency is trivially satisfied. In this
work we are interested in the large-U limit, so we use
λ ' U/4 throughout. At the saddle point, =m[Gf (ω′)]
centers at ω′ = 0 with a bandwidth Wf = 4DQf ,
which is small because Qf  U ; any impurity effects
on =m[Gf (ω′)] per se would be on the same scale. In
the convolution, =m[Gf (ω′)] can be regarded as a broad-
ened δ-function since Qf  U . The Mott gap is primar-
ily determined by =m[GX(ν)], Therefore, the impurity-
induced features of the electronic LDOS are mainly de-
termined by the rotor fields, which shall be our focus in
the following.
The induced rotor impurity potential. We consider
the case of a single impurity as experimentally studied in
Ref.[4], which is either a missing chlorine(Cl−) ion or a
calcium(Ca2+) defect. The vacancy is charged, and cre-
ates an impurity potential. We mode it by a localized,
onsite potential V (xi), where xi denotes the vacancy po-
sition.
Consider a single on-site impurity at x0:
H1 = V
∑
σ
d†x0,σdx0,σ = V
∑
σ
f†x0,σfx0,σ. (7)
While it corresponds to an impurity term for the spinons,
the rotors and the spinons are subject to the constraint
Eq. (2). Through the constraint, we expect the rotors to
be perturbed by the impurity potential as well.
In the large-U case we consider, it suffices to solve the
constraint in the atomic limit. In the X-field representa-
tion,
Lˆi = (h−X∗i ∂tXi)/U. (8)
For the bulk state, we have 〈Lˆ〉 = 0 → h = 0. For
arbitrary h, we have
〈Lˆ〉 = h/U − 1
2
h√−h2 + λU . (9)
Therefore, although a local impurity potential only ex-
plicitly couples to the spinons, the variation of the local
spinon density δnf (x0) = δ〈
∑
σ f
†
x0σfx0σ〉 induces vari-
ation of the Lagrangian multiplier h through the con-
straint, which we shall label as δh(x0). Using the atomic
limit result, δh(x0) is obtained by solving the following
equation:
δh(x0)
U
− δh(x0)
2
√−δh(x0)2 + λU = δ〈nf (x0)〉. (10)
Taking λ = U/4, we plot the solution of δh(x0) as
a function of δ〈nf (x0)〉 in Fig. (1a). To solve for the
impurity states, we take δ〈nf (x0)〉 = ±1, since V of rele-
vance to the experiments is on the order of eV , i.e. much
larger than the spinons’ bandwidth. This solution gives
us the upper bound of h(x0). For the rest of this work,
we shall use δh(x0) ' 0.473U unless specified otherwise.
Even though negative solution of δh(x0) is allowed here,
they do not induce in-gap bound states, and thus shall
be ignored. Then the impurity potential due to δh(x0)
is
HˆX,x0 = ih0(X
∗
x0∂tXx0 −Xx0∂tX∗x0) (11)
where we label h0 = 2δh(x0)/U .
Impurity state Green’s function. We now turn to cal-
culating the LDOS of a single impurity in a Mott insula-
tor using the T -matrix formalism. The full rotor Green’s
function, to the first order in h0 can be expressed as
GX(ν;x1,x2) = GX,0(ν;x1,x2)
+GX,0(ν;x1,x0)〈x0|Tˆ |x0〉GX,0(ν;x0,x2).
(12)
Here, the rotor T -matrix is defined as
Tˆ =
HˆX,x0
1− h0νGX,0(ν;x0,x0) , (13)
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FIG. 1. (Color online) (1a) the solution of δh(x0) plotted as
a function of δ〈nf (x0)〉; (1b) the bulk rotor spectral function
=m[G+X,0(ω;x,x)] (blue) compared with that on a single im-
purity, =m[G+X(ω;x0,x0)] (red) .
where |x〉 is the bulk rotor eigenfunction in
the spatial representation, and GX,0(ν;x,x
′) =∫
d2k
(2pi)2 e
−ik·(x−x′)GX,0(ν;k). From here on, we abbrevi-
ate notations by writing GX,0(ν;xi,xj) = gij . Similarly
the retarded bulk rotor Green’s function is written as
G+X,0(ν;xi,xj) = g
+
ij . The impurity induced variation of
the spectral function =m[GX(ν;x,x)] is derived from
the analytic properties of the Tˆ matrix. The spectral
variation on site x is then
δρX(ν;xl) = − 1
pi
=m[g+l0〈x|Tˆ+|x〉g+0l]
= − 1
pi
=m[ h0νg
+
0lg
+
l0
1− h0νg+00
].
(14)
It is convenient to separately discuss the two pieces of
δρX(ν;x):
i) The first piece comes from the original poles of g+00,
i.e. the correction to the bulk Hubbard band.
ii) The second contribution comes from new poles that
correspond to the vanishing denominator 1−h0νg00. The
new poles are only possible where ρ0(ν;x) → 0, i.e., for
our concern, inside the Mott gap. By numerically solve
the equation
1− h0νg00 = 0, (15)
we can identify the energy of the bound state νb.
Through Eq. (6), we see that νb determines the center
of the electronic in-gap spectral weights.
Therefore, we rewrite Eq. (14) as
δρX(ν;xl) = −h0ν
pi
(
=m[g+l0g+0l]<e
[
(1− h0νg+00)−1
]
+ <e[g+l0g+0l]=m[(1− h0νg+00)−1]
)
.
(16)
For x = x0, the first term can be calculated as
δρX,1(ν;x0) =
2h0νρ0(ν)Λ0(ν)(1− h0νΛ0(ν))
(1− h0νΛ0(ν))2 + pi2ρ0(ν)2 , (17)
Im[Gd+(ω)]
Im[Gd,0+ (ω)]
-1 0 10
0.4
0.8
1.2
ω/D
ρ(ω)
a)
0.0 0.5 1.0 1.5
-0.2
-0.1
0.0
0.1
ω/D
Im
[δG d+ (
ω)]
b)
FIG. 2. (Color online) Numerical calculation of electronic
LDOS on the impurity site (blue) compared with the bulk
(red) (2a), and the variation of LDOS on the impurity(2b).
where Λ0(ν) = <e[g+00] and ρ0(ν) = −=m[g+00]/pi. The
second term becomes
δρX,2(ν;x0) =
h0ν(Λ0(ν)
2 − pi2ρ0(ν)2)
|h0(ν ∂νΛ0(ν) + Λ0(ν))|δ(ν − νb). (18)
We show in Fig. (1b) the bulk rotor spectral function
(red) and that on the impurity (blue). The Dirac-δ func-
tion is broadened as a Lorentzian.
The electronic spectral function is shown in
Fig. (2a) and variation of the spectral func-
tion =m[δG+d (ω;x0,x0)] = =m[G+d (ω;x0,x0)] −
=m[G+d,0(ω;x0,x0)] is given in Fig. (2b). Both are in
good agreement with the experimental results of Ref.[4],
which we quote in Supplemental Materials. Even though
the experimental data are in arbitrary units, the relative
area under the peak and above the dip in Fig. (2b) is still
quantitatively comparable to the experimental results.
Solution for multiple impurities. The single impurity
solution considered above is already the upper bound in
terms of bound state energies, which are very close to the
UHB. However, in the experiments for the Ca2+ vacancy
of Ref. [4], the bound state is closer to the Fermi en-
ergy. In the finite doping but still insulating cases[5], the
binding energies of the in-gap states are way beyond this
limit. They can actually approach the Fermi energy, but
but never reacher it. The spectral weight of the in-gap
states forms a sharply V -shaped feature centered at the
Fermi energy. We nowshow that, by considering multiple
impurities, these properties are also captured within our
framework: i) bound states of similar energies superim-
pose to create new bound states with smaller energies;
ii) such bound states carry smaller spectral weights com-
pared to that of the single impurity case.
For simplicity, we start with the two-impurity case.
We label their positions as x1 and x2, and their corre-
sponding single-impurity T -matrices as Tˆ1 and Tˆ2 which
are similarly defined in Eq. (13). To the lowest order,
the full T -matrix is given by [17]
Tˆ = f12(Tˆ1 + Tˆ2 + Tˆ1g12Tˆ2 + Tˆ2g21Tˆ1), (19)
with f12 = (1 − t1t2g12g21)−1, and ti = νh0(xi)(1 −
νh0(xi)gii)
−1. Both Tˆ1 and Tˆ2 contribute in-gap bound
4states at their own νb,1(2). Moreover, the factor f12 con-
tributes new bound states, the energies of which are de-
duced from
1− t1t2g12g21 = 0⇒ νb = A±
√
A2 − 4B
B
, (20)
where A = h1g11 + h2g22, B = h1h2(g11g22 − g12g21),
and hi = h0(xi). The new bound state solutions have
the following properties: i) νb cannot reach zero just as
for the single impurity case; ii) the new νb’s are different
from νb,1 or νb,2; iii) the new solutions (νb’s) are also
positive-definite, meaning that they are also descending
down from the UHB; iv) most importantly, they become
smaller, i.e. closer to the Fermi energy. In the single
impurity case, the value of h0 is bounded as |δ〈nf 〉| ≤ 1
which further puts bounds on νb from below. However,
in Eq. (20), when the two impurity potentials are close
enough, we have B  A. By expanding Eq. (20) in
terms of small B, we find
νb ∼ 1/A = 1/(h1g11 + h2g22). (21)
Let h1 = h2 = h0, and g11 = g22 = g00, and compare
Eq. (21) with the single impurity case, νb,single ' g00h0.
Therefore, the new bound state can be considered as gen-
erated by an effective and larger h′0 ' 2h0. In other
words, the strength of impurities close together effec-
tively adds up to produce bound states with lower and
lower energies. Similar approximation can be made by
considering the T -matrix of M impurities (see Supple-
ment Materials), i.e. when these impurities are suffi-
ciently close, the bound state of the lowest energy can be
viewed as generated by a single impurity with all the im-
purity strength superimposed h′0 '
∑
m=1,...,M hmgmm,
which The bound state energies νb ∼ 1/h′0 is pushed
closer to the Fermi energy as the number of impurities in
a cluster increases.
Therefore, we consider that the h0 in the single impu-
rity calculation can be tuned to larger values by nearby
impurity concentration rather than bounded, and com-
pute bound state energies and their corresponding spec-
tral weights in the single impurity solution as a function
of h0. We plot the energies of the in-gap states νb as a
function of the impurity potential strength h0 in Fig.
(3a) and the corresponding spectral weights in Fig. (3b).
Note that the asymptotic behavior is νb ∼ 1/h0, which
forbids the impurity state from reaching zero, i.e. the
Fermi energy of the bulk. The corresponding spectral
weight ρi =
(Λ0(νb)
2−pi2ρ0(νb)2)
|h0(νb ∂νΛ0(νb)+Λ0(νb))| decreases when νb ap-
proaches zero.
Summary and implications. In this work, we have
studied the effect of a single impurity in the Mott in-
sulator using a slave rotor method. We solve the rotor
impurity problem using the T -matrix method, and find
that the solution accounts for both of the key features
of the observed local density of states on a single impu-
rity regarding i) positions and amplitudes of the in-gap
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FIG. 3. The bound state energies νb plotted as a function of
the effective rotor impurity potential h0 (3a) and the spectral
weights ρi at given energy νb (3b).
spectral weights; ii) the spectral weight transfer from the
upper Hubbard band to the lower Hubbard band. Fur-
ther analysis of solutions for multiple impurities shows
that high impurity concentration can induce a larger ef-
fective impurity potential h0 for the rotor fields.
From those results, we can explain the difference be-
tween the LDOS on the Cl− site and the Ca2+ site. The
LDOS of Cl− vacancy is well explained by the single im-
purity solution while that of a single Ca2+ vacancy is
much closer to the Fermi energy. To explain the dis-
crepancy, we note that the impurity potential of a Ca2+
vacancy acts simultaneously on its four neighboring Cu
sites (see Supplement Materials), forming a four-impurity
cluster. Thus, according to our approximation for the
multi-impurity case, the peak position (relative to the
Fermi energy) of Ca2+ vacancy should be about 1/4 of
that for the Cl− site. The experimental results in Ref. [4]
give ωb(Cl
−) ' 1.8eV and ωb(Ca2+) ' 0.5eV , showing a
quantitative agreement with our theory.
Our work suggests that the observed V-shaped LDOS
suppression is a generic feature of Mott insulators with
or without magnetism. This is manifested by the special
form of the effective rotor impurity potential, HˆX,x0 =
ih0(X
∗
x0∂tXx0 −h.c.) which vanishes for ν = 0 as long as
the system is still in the Mott insulator phase.
More generally, the vanishing of LDOS reflects an exact
zero of the local Green’s function of the parent Mott phase
rather than just the zeros of the spectral function, as we
show in the Supplement Materials. This exact zero of the
local Green’s function is a consequence of the Luttinger
surface of the electrons’ Green’s function in k-space at
the Fermi energy. In our approach, the Luttinger surface
is located in k-space at the spinon Fermi surface, where
the spinon Green’s function has poles. These poles are
turned into zeros through the convolution with the ro-
tor’s Green’s function, which possesses a plane of zeros
at ν = 0. We propose that this Luttinger surface has a
topological stability related to the Mott gap, in a sense
similar to the stability of a Fermi surface[18, 19]. Exactly
how such protection works is an intriguing open question
for future studies.
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SUPPLEMENTAL MATERIALS
Slave Rotor Approach to Mott Insulators: Using
∂tθi = X
∗
i ∂tXi, we obtain the following Lagrangian from
the original Hubbard model Hamiltonian:
LHM =
∑
i,α
f†iα(−i∂t + hi)fiα +
∑
i
(−|∂tXi|2
U
+
hi
U
(X∗i ∂tXi −Xi∂tX∗i ) + λi(|Xi|2 − 1)
)
+
∑
ij,α
(tijf
†
i,αfj,αXiX
∗
j + h.c.).
(S-1)
Note that U2
∑
i Lˆ
2
i =
−|∂tXi|2
2U ; we have rescaled U to U/2
in (S-1) to preserve the correct atomic limit[14]. Here, hi
and λi are two Lagrangian multipliers to enforce the two
constraints that were described in the main text.
The spinon-boson coupling term is decoupled via
Qf,ij = 〈X∗jXi〉, QX,ij = 〈
∑
α f
†
jαfiα〉. (S-2)
The Lagrangian LHM is expressed in two parts:
LMF,f =
∑
i,α
(f†iα(−i∂t+hi)fiα+t
∑
〈ij〉,α
(Qff
†
iαfjα+h.c.),
(S-3)
LMF,X =
∑
i
(−|∂tXi|2
U
+
h
U
(X∗i ∂tXi −Xi∂tX∗i )
+ λi|Xi|2
)
+ t
∑
〈ij〉
(QXXiX
∗
j + h.c.).
(S-4)
A saddle-point solution arises when one generalizes each
Xi to M species so that its symmetry becomes O(2M),
scales the hoping tij to 1/M , and takes the large (N,M)
limit with a fixed ratio M/N [15, 16]. In our analysis, we
express our equations for N = 2M = 2.
Calculation of the constraint: The electron den-
sity is given by 〈∑σ d†σdσ〉 = 〈∑σ f†σfσ〉, and the ro-
tor fields are constrained by 〈Lˆ〉 = 〈U−1(−i∂tθ + h)〉 =
〈∑σ f†σfσ − 1/2〉. To enforce the constraints, we need to
first compute 〈Lˆ〉 at finite h. Since Xi = eiθi , we have
θi = −i lnXi, therefore, −i∂tθi = −X∗i ∂tXi, and
Lˆ = (−X∗i ∂tXi + h)/U. (S-5)
We compute 〈Lˆ〉 using the functional integral in the X-
field representation and find
〈Lˆ〉 = h/U − h/2√−h2 + λU . (S-6)
When there is no doping, it follows from Eq. (2) that
〈Lˆ〉 = 0.
6a) b)
c) d)
e) f)
FIG. S1. (a) Single impurity LDOS (red) compared with the
bulk LDOS (black). The single impurity corresponds to a
Cl− vacancy. (b) Difference of LDOS between the impurity
site and the bulk state. (c) Measurement on a Ca2+ va-
cancy, where the potential effectively forms a four-impurity
cluster. The bound state occurs at energy much closer to
the Fermi energy compared to that of the Cl− vacancy in (a).
(d) Schematic topview of exposed surface showing the missing
Cl defect (dark cross) which is on top of a Cu atom (green
circle). (e) Schematic top view showing the position of the
Ca-site defect (dark dot) and the nearest-neighbour Cu sites
(orange circles). (f) The LDOS of a 7% doping sample which
shows a sharp “V”-shaped dip.
Experimental measurements. Experimental results of
the impurity LDOS in cuprate parent compounds are re-
produced in Fig. (S1).
Multi-impurity T-matrix: Consider M impurities la-
beled by xm with m = 1, 2, . . . ,M . The T-matrix is now
given by
Tˆ = (IM − Vˆ Γˆ)−1Vˆ , (S-7)
where IM is an identity matrix of dimension M × M ,
Vˆ is a diagonal matrix with elements Vmm = h0(xm),
and Γˆij = gij with xi(j) belonging to the impurity
sites. The new poles are solved from det[IM − Vˆ Γˆ] = 0.
By keeping to second order terms (∼ O(ν2)), we find
νb ∼ (
∑
m hmgmm)
−1 with xm denoting positions of the
impurities.
Probing the zero of local Green’s function: To further
shed light on interpretation of the experimental results,
we propose that we can interpret the impurity LDOS as a
measurement of the local and energy resolved compress-
ibility of the bulk state as follows. The local impurity
potential distribution of µimp(x) within a sample can be
viewed as an ensemble of source fields {δµ(x0)} that cou-
ples to the density operator. Then ρimp(ω;x) is equiv-
alent to ρ(ω;x; {δµ(x0)}), the LDOS in the presence of
a source field ensemble {δµ(x0)}. Theorerically, we con-
sider the source field ensemble {δµ(x0)} tunable. Exper-
imentally, the system is well within the Mott insulating
phase, and no phase separation appears. Therefore, the
variation of LDOS due to the source fields:
δρ(ω;x; {δµ(x0)}) = ρ(ω;x; {δµ(x0)})− ρbulk(ω;x)
(S-8)
can be further considered as linear response, i.e. we can
take the zero source limit {δµ(x0)} → 0. Such linear
response can be formally expressed as:
δρ(ω;x; {δµ(x0)})
{δµ(x0)}
∣∣∣∣
{δµ(x0)}→0
=
δρbulk(ω;x)
δµ
, (S-9)
and the measured LDOS variation is expressed as
δρ(ω;x; {δµ(x0)}) ' δρ
bulk(ω;x)
δµ
× {δµ(x0)}. (S-10)
Therefore, the key experimental observation that no
spectral weight of LDOS in the presence of impurities
is allowed at ω = 0 can be viewed as
δρbulk(ω = 0;x)
δµ
= 0, (S-11)
as {δµ(x0)} is arbitrary (within the linear response re-
gion).
Then we can further transform δρ
bulk(ω;x)
δµ as
δρbulk(ω;x)
δµ
=
∂ρbulk(ω;x)
∂µ
(−δΣ(ω;x)
δµ
− 1), (S-12)
where Σ(ω;x) is the local electronic Dyson self-energy.
Assuming that
(−δΣ(ω = 0;x)
δµ
− 1) 6= 0
which is generally true, the vanishing of the LDOS means
that
∂ρbulk(ω = 0;x)
∂µ
= 0. (S-13)
7Then we can write the real part of the Green’s function
through the Hilbert transform as
<e[G(ω;x)] = P
∫
dω′
ρbulk(ω′;x)
ω − ω′ . (S-14)
Taking ω = 0, the integral on the right hand side is
completely determined by the ω′ = 0 contribution as
the contribution from finite ω′ cancels due to dynamic
particle-hole symmetry of the bulk state spectral function
ρbulk(−ω′;x) = ρbulk(ω′;x) (which is only true at half
filling)
<e[G(ω = 0;x)] = −P
∫
dω′
ρbulk(ω′;x)
ω′
= −∂ρ
bulk(ω′;x)
∂ω′
|ω′→0
∝ ∂ρ
bulk(ω = 0;x)
∂µ
= 0,
(S-15)
where in the last line we used the relation
∂ρbulk(ω;x)
∂µ
∝ ∂ρ
bulk(ω;x)
∂ω
as µ only explicitly shows up in electronic Green’s func-
tion as
G(ω;x) =
∫
d2k
eik·x
ω − µ− k − Σ(ω;k) . (S-16)
