Generalized Turán problems have been a central topic of study in extremal combinatorics throughout the last few decades. One such problem, maximizing the number of cliques of a fixed order in a graph with fixed number of vertices and bounded maximum degree, was recently completely resolved by Chase. Kirsch and Radcliffe raised a natural variant of this problem where the number of edges is fixed instead of the number of vertices. In this paper, we determine the maximum number of cliques of a fixed order in a graph with fixed number of edges and bounded maximum degree, resolving a conjecture by Kirsch and Radcliffe. We also give a complete characterization of the extremal graphs.
Introduction
In extremal graph theory, there are many recent works in the literature involving maximizing the number of complete subgraphs under certain natural conditions. One such old and classical result is a generalization of Turán's theorem where Zykov [22] determined the maximum number of cliques of a fixed order in a graph with fixed number of vertices and bounded clique number (also see, e.g., [6] , [13] , [20] , and [21] ). In this paper, we consider similar problems when the maximum degree is bounded instead of the clique number. On this topic, Cutler and Radcliffe [4] proved the following result answering a question of Galvin [11] in a stronger form. Theorem 1.1 ([4] ). For any positive integers n and ∆, among all graphs on n vertices with maximum degree ∆, the graph qK ∆+1 ∪ K r (q disjoint copies of K ∆+1 together with a single copy of K r ) uniquely maximizes the total number of complete subgraphs, where n = q(∆ + 1) + r, 0 ≤ r ≤ ∆.
A natural generalization of the above theorem is to ask whether the statement is still true if we maximize the number of cliques of a fixed size t ≥ 3 instead. Motivated by another related question from Engbers and Galvin [7] , Gan, Loh, and Sudakov proved a special case of this generalization where q = 1 and t = 3. They also showed that maximizing the number of cliques of order t for general t > 3 can be reduced to the case when t = 3. After substantial progress made in [1] , [2] , [5] , [7] , [12] , and [19] , Chase [3] finally resolved the problem by solving the triangle case, and thus proving the following theorem. For the convenience of writing, we denote the number of cliques of order t in a graph G by K t (G). Theorem 1.2 ([3] , [12] ). For any positive integers n, ∆, t ≥ 3, and any graph G on n vertices with maximum degree ∆, we have that k t (G) ≤ k t (qK ∆+1 ∪ K r ), where n = q(∆ + 1) + r, 0 ≤ r ≤ ∆. Moreover, qK ∆+1 ∪ K r is the unique graph satisfying the equality when t ≤ r.
Motivated by the edge analogue of Zykov's theorem (see, e.g., [8] and [9] ), Kirsch and Radcliffe [16] started studying a natural variant of the problem in Theorem 1.2 where they fix the number of edges instead of vertices. This line of study is vastly motivated by the celebrated Kruskal-Katona (see, [14] and [15] ) theorem. In order to describe this, we introduce the notions of colex (colexiographic) order and graphs. Colex order on the finite subsets of the natural number set N is defined as the following: for A, B ⊆ N, we have that A < B if and only if max((A \ B) ∪ (B \ A)) ∈ B. The colex graph L m on m edges is defined as the graph with the vertex set N and edges are the first m sets of size 2 in colex order. Note when m = r 2 + s where 0 ≤ s < r, then L m is the graph containing a clique of order r and an additional vertex adjacent to s vertices of the clique. Kruskal-Katona theorem implies the following: [15] ). For any positive integers n, ∆, m, and any graph G on m edges, we have that k t (G) ≤ k t (L m ). Moreover, L m is the unique graph satisfying the equality when t ≤ s, where m = r 2 + s with 0 ≤ s < r. Remark. For Theorem 1.3, if r ≥ t > s, a graph G satisfies the equality if and only if G is an m-edge graph which contains K r as a subgraph. On the other hand, if t > r, then any graph with m edges satisfies the equality, because no graph on m edges have a copy of K t .
We often use the following weaker version of Theorem 1.3, which appears as Exercise 31b in Chapter 13 from Lovász's book [18] . From now on, the generalized binomial coefficient x k is defined to be the number 1 k! (x)(x − 1)(x − 2) · · · (x − k + 1), which exists for all real x. Corollary 1.4. Let t ≥ 3 be an integer, and let x ≥ t be a real number. Then, every graph with exactly x 2 edges contains at most x t cliques of order t. Kirsch and Radcliffe conjectured the following in [16] while studying the edge variant of the problem in Theorem 1.2.
Kirsch and Radcliffe [16] proved Conjecture 1.5 for t = 3 and ∆ ≤ 8. They have also pointed out that unlike the vertex version [12] , it might be difficult to reduce the general t case to the t = 3 case. Later, Kirsch and Radcliffe [17] proved a weaker version of Conjecture 1.5. For the convenience of writing this result, for a graph G, definek(G) = t≥2 k t (G).
Theorem 1.6 ( [17] ). If G is a graph with m edges and maximum degree at most ∆, theñ
is the unique graph satisfying the equality when s = 1, where b = r 2 + s with 0 ≤ s < r. If s = 1, then qK ∆+1 ∪ K r ∪ K 2 is the only extremal graph other than the one already described.
In this paper, we resolve Conjecture 1.5 in a stronger form by characterizing the extremal graphs. By handling the general t ≥ 3 case directly, we circumvented the aforementioned difficulty of reducing t > 3 to the triangle case. Note that adding or deleting isolated vertices from a graph does not change the number of edges nor the number of K t 's. Then, for the sake of this paper, two graphs are considered to be equivalent if they are isomorphic after deleting all the isolated vertices. In other words, whenever we talk about graphs in this paper, we assume it has minimum degree at least one.
In order to characterize the extremal graphs, let us define a class of graphs.
Definition. For m = 0, let L t,∆ (m) be the family of empty graph, and for 0 < m ≤ ∆+1 2 , call L t,∆ (m) to be the following family of graphs, where m = r 2 + s with 0 ≤ s < r.
• If r ≥ t > s, then L t,∆ (m) contains not only L m , but also all m-edge graphs with maximum degree at most ∆ that contains K r as a subgraph.
• If t > r, then L t,∆ (m) contains not only L m , but also all m-edge graphs with maximum degree at most ∆. Now, we state our main result.
Note that if t > ∆ + 1 in Theorem 1.7, then any graph G with maximum degree ∆ cannot contain a copy of K t , hence k t (G) = 0. It can be easily checked that the case q = 0 in Theorem 1.7 is a direct corollary of Theorem 1.3. Observe that since k t (L b 1 ) ≤ k t (L b 2 ) when b 1 ≤ b 2 , the extremal number of K t 's is non-decreasing in terms of m in Theorem 1.7. We also remark that for the extremal construction in Theorem 1.7, the most restrictive case is when t ≤ s, and we get a unique extremal graph. Note that as a corollary of Theorem 1.7, we can obtain Theorem 1.6.
The rest of this paper is organized as follows. As the general proof for Theorem 1.7 is quite cumbersome, we devote Section 2 for developing some structural deductions of a minimum counter-example if exists. We then use these structural information to give a short proof for the case t = 3 in Section 3. We prove Theorem 1.7 in its full generality in Section 4. In Section 5, we end with a few concluding remarks.
Minimum counter-example
From now on, we assume that G is a minimum counter-example to Theorem 1.7. In particular, we assume that G has q ∆+1
and G is not one of the extremal structures (i.e. G = qK ∆+1 ∪L where L ∈ L t,∆ ( r 2 + s)). Furthermore, we assume that any other graph with the same number of edges has at most as many K t 's as G. As we have discussed in the introduction, we may also assume that q ≥ 1. In this section, we will show that G must have certain structural properties which will be used in later sections to achieve contradictions. Lemma 2.1. If G is a minimum counter-example, then r > 0.
Proof. Suppose for the sake of contradiction that r = 0. This implies that s = 0 and |E(G)| = q ∆+1 2 . For any edge e, its endpoints has at most ∆ − 1 common neighbors in G.
Hence, e belongs in at most ∆−1 t−2 distinct copies of K t . Summing over all edges, since each
t and every edge is in ∆−1 t−1 copies of K t . It is not hard to check that every edge must belong in a clique of order ∆ + 1 and thus G is a union of such cliques, contradicting the fact that G is not an extremal structure.
Thus in the future, we may always assume that 0 ≤ s < r. Note that any positive integer b can be uniquely written in the form b = r 2 + s for integers 0 ≤ s < r and r ≥ 2.
Proof. Suppose for the sake of contradiction that an edge e is not in a copy of K t . Consider the graph G ′ = G\e.
Since the right-hand-side is at most the left-hand-side, the above equation is at equality and
. Since G has degree upper-bounded by ∆, edge e cannot be incident to any of the cliques K ∆+1 . Note L ∪ {e} is a graph with maximum degree at most ∆. If t > r, it follows that L ∪ {e} ∈ L t,∆ ( r 2 + s) and if t ≤ r, then L contains a copy of K r and L ∪ {e} ∈ L t,∆ ( r 2 + s) as well. In both cases, G is an extremal structure, a contradiction.
Case 2: s = 0. Keep in mind that by Lemma 2.1, we have that r − 2 ≥ 0. Then,
Once again, the above equation is tight and thus r < t. Then, G ′ is an extremal structure with q cliques of order ∆ + 1 and a graph L ∈ L t,∆ ( r 2 − 1). Similarly, e cannot be incident to any vertex in a clique of order ∆ + 1. However, since r < t, L ∪ {e} ∈ L t,∆ ( r 2 ). Thus G is an extremal structure, a contradiction.
We next state an easy lemma about the binomial function which will become handy throughout the paper.
Rearranging the inequality, we will show that x t − y t > z t − w t . Let Y and Z be two groups of people such that |Y | = y, |Z| = z, and |Y ∩ Z| = w. Then, note that |Y ∪ Z| = x. The left-hand-side can be viewed as the number of ways of choosing t people from Y ∪ Z such that not all of them are from Y . The right-hand-side can be viewed as the number of ways of choosing t people from Z such that not all of them are from Y ∩ Z. Observe that any group formed from the right-hand-side is also a group from the left-handside, thus the right-hand-side is at most the left-hand-side. To achieve the strict inequality, note that x − z = |Y \ Z| and x − y = |Z \ Y | are strictly positive. Since x = |Y ∪ Z| ≥ t and t ≥ 2, there exists at least one group of size t that contains some people from Y \ Z and some people from Z \ Y . This group is counted by the left-hand-side but not by the right-hand-side, proving the strict inequality in Lemma 2.3.
Proof. Suppose for the sake of contradiction that G is not connected. First we show that G does not contain a clique of order ∆ + 1. Suppose G does contain one such clique, note that due to the maximum degree condition, the clique is disjoint from the rest of the graph. Then, by removing this clique, we obtain a graph G ′ with (q − 1) ∆+1
Since G ′ is not a counter-example, G ′ has exactly the optimal number of K t 's and thus is one of the extremal structures. However, adding the clique back implies that G is also one of the extremal structures, a contradiction.
Since H is not a counter-example to Theorem 1.7, either H contains strictly less K t 's than an extremal structure with the same number of edges, or H is an extremal structure. In the first case, replacing H with one of the extremal structures results in a graph that strictly increases the number of K t 's in G while maintaining the same number of edges, creating a worse minimum counter-example, a contradiction. In the later case, H contains at least one copy of K ∆+1 , contradicting our previous claim. Thus, we may assume that all proper subgraphs that is a union of connected components of G has strictly less than ∆+1 2 edges. Let G 1 be a connected component of G and G 2 = G\G 1 . Note that if one of them is not an extremal structure, then by replacing it with an extremal structure, one strictly increase the number of K t 's of G, achieving a similar contradiction as before. Since neither are counterexamples nor contain at least ∆+1 2 edges, we may assume that
Observe that if 0 < s i < t − 1, some edges in G i will not be part of any K t 's, contradicting Lemma 2.2. Similar contradiction is achieved if r i < t. Thus we may assume that r i ≥ t and either s i = 0 or s i ≥ t−1 for i = 1, 2. Observe in either cases, G i is the colex graph. Without loss of generality, we can assume that r 1 ≥ r 2 . Now, depending on the values of s 1 and s 2 , we will move a certain amount of edges from G 2 to G 1 and obtain a graph with strictly more K t 's than before, achieving a contradiction.
Case 1:
Essentially, we are moving s ′ edges from G 2 to G 1 . The value s ′ is chosen such that this process is equivalent to moving one edge at a time from G 2 to G 1 and stopping as soon as one of G 1 and G 2 becomes a clique. Doing so keeps the calculation of k t (G ′ 1 ) and k t (G ′ 2 ) as simple as possible. Note that s 1 , s 2 ≥ t − 1 ≥ 1, and s ′ ≥ 1. Hence, we have the conditions that s 1 , s 2 < s 1 + s ′ and s 1 + s ′ ≥ t − 1. Then, it follows from Lemma 2.3 that
Recall that r 2 ≥ t ≥ 1 so after deleting s 2 edges from G 2 , there are still more edges one can remove. Then, let G ′ 1 be the colex graph with |E(G 1 )| + s 2 + s ′ = r 1 2 + s 2 + s ′ edges and G ′ 2 be the colex graph with
1 be the colex graph with |E(G 1 )| + s ′ = r 1 2 + s 1 + s ′ edges and let G ′ 2 be the colex graph with |E(G 2 )| − s ′ = r 2 −1 2 + r 2 − 1 − s ′ edges (moving s ′ edges from G 2 to G 1 while ensuring not adding more than r 1 − s 1 many edges to G 1 ). Note that s ′ ≥ 1 and s 1 + s ′ ≥ t − 1. Since r 1 ≥ r 2 , we have that s 1 + s ′ = min{r 1 , r 2 − 1 + s 1 } > r 2 − 1. Then, it follows from Lemma 2.3 that
a contradiction. Case 4: s 1 = s 2 = 0. Keep in mind that r 2 ≥ t ≥ 2. Let G ′ 1 be the colex graph with |E(G 1 )| + r 2 = r 1 2 + r 2 edges, let G ′ 2 be the colex graph with |E(G 2 )| − r 2 = r 2 −2 2 + r 2 − 3 edges. Then by Lemma 2.3,
Lemma 2.5. If G is a minimum counter example, then G has at least q(∆ + 1) + (r + 1) vertices.
Proof. Suppose for the sake of contradiction that G has q ′ (∆ + 1) + r ′ < q(∆ + 1) + r + 1 vertices, where r ′ ≤ ∆. It follows from Theorem 1.2 that G has at most q ′ ∆+1 t + r ′ t copies of K t . If s ≥ t − 1, the number of K t 's is strictly less than k t (qK ∆+1 ∪ L ( r 2 )+s ), a contradiction. In fact, k t (G) is strictly less than T t := q ∆+1 t + r t + s t−1 unless q ′ = q, r ′ = r, and 0 ≤ s ≤ t − 2. However, if q ′ = q, r ′ = r, and 0 ≤ s ≤ t − 2, by Theorem 1.2, qK ∆+1 ∪ K r is the only structure that can achieve T t many K t 's, implying that G is one of the extremal graphs, a contradiction.
Many triangles with few edges
In this section, we focus specifically on the case when t = 3 in order to better demonstrate the ideas and techniques we use to prove Theorem 1.7. We continue with the assumption that G is a minimum counter-example where |E(G)| = q ∆+1 2 + r 2 + s with 0 ≤ s < r ≤ ∆, and G is not one of the extremal structures described in Theorem 1.7 but G has at least T 3 := q ∆+1 3 + r 3 + s 2 many triangles. Conceptually, the strategy is as follows. For a vertex v, the number of triangles it partakes in is at most d(v) 3 , where d(v) denotes the degree of v. However, every missing edge in the subgraph induced by its neighborhood also reduces this upper-bound on the number of triangles v can be part of. Thus, we would like to upper-bound v∈V (G)
and lower-bound the total number of missing edges in all the neighborhoods. Note that every missing edge in a neighborhood creates an induced copy of K 1,2 . The next two lemmas are used to lower-bound such objects.
Lemma 3.1. If G is a minimum counter-example, then G does not contain an edge cut of size at most r − 1. In particular, G has minimum degree at least r.
Proof. Suppose for the sake of contradiction that G contains an edge cut B of size β ≤ r − 1. Note that by Lemma 2.4, we have that β ≥ 1. Consider the graph G ′ = G\B. Then, |E(G ′ )| = q ∆+1 2 + r 2 + s − β. Note that any triangle involving an edge of B contains exactly two edges of B and any two edges of B belongs in at most one distinct triangle of G.
Then, it follows that the number of triangles involving an edge of B is at most β 2 . Since G ′ is not a counter-example to Theorem 1.7, we can upper-bound the number of triangles in G ′ based on the value of β. We will also use the fact that the binomial function (i.e., x → x 2 ) restricted to non-negative integers is convex.
Case 1: β ≤ s. We have the following:
Then, the equation is tight and G ′ achieves the maximum possible number of triangles. Therefore G ′ is an extremal structure. Since q ≥ 1, G ′ contains a clique of size ∆ + 1. Due to the maximum degree condition, this clique is disjoint in G, contradicting Lemma 2.4.
Case 2: β > s. Then, by Lemma 2.3:
Similarly, the equation is tight. Then, G ′ is an extremal structure and contains a clique K ∆+1 . Then G also contains this clique, contradicting Lemma 2.4. Lemma 3.2. If G is a minimum counter-example, then G contains at least r 2 copies of induced K 1,2 .
Proof. Given a vertex u, let B u denote the set of edges in the cut induced by u ∪N(u), where N(u) denotes the set of neighbors of u. Note that for every edge vw ∈ B u , the vertices u, v, and w induce a copy of K 1,2 . Summing over all the vertices u∈V (G) |B u | counts every induced copy of K 1,2 exactly twice. Then, it follows from Lemma 2.5 and Lemma 3.1 that the number of induced copies of K 1,2 is at least
Remark. Note that the above proof works verbatim for the general t ≥ 3 case as long as a version of Lemma 3.1 is also true for the general case. Keep this in mind for Section 4 since we will use Lemma 3.2 directly without proof after having proven a version of Lemma 3.1 for the general case.
Next, we prove a technical lemma about convex functions, which plays a central role in our proof of Theorem 1.7. In particular it is used to upper-bound v∈V (G)
for the general case. For our application, the x i 's represent the degree sequence of our graph G, f is the binomial function x t , r and ∆ are respectively the minimum and maximum degree constraints, n is a lower-bound on the number of vertices, and D is the total sum of degrees.
Proof of Lemma 3.3. Consider a relaxed version of the above constraints where we require r ≤ x i ≤ ∆ for 1 ≤ i ≤ n but for all other i > n, we only require x i ≤ ∆. Note that any solution under the original constraints is also a valid solution under the relaxed constraints. Then, it suffices to show that there exists a maximizer of the relaxed version that also satisfies the conclusions of the original problem.
Consider any sequence x 1 , . . . , x k that satisfy the new relaxed constraints and maximizes our objective. Without loss of generality, we may assume that
for any positive number c. If k > n, then x k < ∆, otherwise D = k i=1 x i ≥ k∆ > n∆, a contradiction. Then, one can decrease x k and increase x k−1 by 1 so that k i=1 f (x i ) does not decrease. Thus one can obtain an optimal solution where k = n and r ≤ x i ≤ ∆ for all i. Now, if there exists r < x i ≤ x j < ∆, one can decrease x i and increase x j by 1 to not decrease the objective value. Hence, there is a maximizer that contains at most one x i that is not r nor ∆, proving the first part of our lemma.
To prove the moreover part, it follows from previous arguments that at most one of the x i 's is strictly between r and ∆. Then, without loss of generality we assume that x i = ∆ for all 1 ≤ i ≤ j, r ≤ x j+1 ≤ ∆ and x i = r for all j + 1 < i ≤ n. Now, find the unique 0 ≤ α ≤ 1 such that α∆ + (1 − α)r = x j+1 , and apply Jensen's inequality to get f (x j+1 ) ≤ αf (∆) + (1 − α)f (r). Our lemma follows immediately where a = j + α. Now, we are ready to prove our main theorem for t = 3.
Proof of Theorem 1.7 for t=3. Let G be a minimum counter example. For a vertex v, let µ(v) be the number of edges missing in its neighborhood. The number of triangles a vertex v partakes in is exactly d(v)) 2 − µ(v). Then, the number of triangles in G is exactly
The second sum is exactly the number of induced copies of K 1,2 which is at least r 2 . To upper-bound the first sum consider the function f : N → N given by f (x) = x 2 . Let D = v∈V (G) d(v) = 2(q ∆+1 2 + r 2 + s) be the sum of degrees and n = q(∆ + 1) + (r + 1) represents a lower-bound on |V (G)| as shown in Lemma 2.5. It can be easily checked that D ≤ n∆. Now, if D < nr, we arrive at a contradiction by noting that D = v∈V (G) d(v) ≥ n · min v∈V (G) d(v) ≥ nr > D (in particular, this rules out the possibility of ∆ = r). Then, one can apply Lemma 3.3 to bound the first sum. In particular, one can check that the resulting number a = q(∆ + 1) − 2 · r−s ∆−r and n − a = r + 1 + 2 · r−s ∆−r . Then the number of triangles in G can be bounded in the following manner.
Focusing on the last line, since 0 ≤ s < r < ∆, it follows that r − s, 2∆ − r − s + 1, and r 2 − s(r − s) are all strictly positive. Then, G has strictly less than T 3 many triangles, a contradiction.
Maximizing the number of K t 's
We now adapt the methods used in the previous section to prove Theorem 1.7 for general t, starting with an analogy of Lemma 3.1.
Lemma 4.1. If G is a minimum counter example, then G does not contain an edge cut of size at most r − 1. In particular, every vertex must also have degree at least r.
Proof. For the sake of contradiction, assume that G contains a cut B of 0 < β < r edges. Consider the graph G\B. Let k = k t (G) − k t (G\B) be the number of K t 's that contain at least one edge in B. We first show that k ≤ β t−1 . To see this, consider k ′ := the number of (t − 1)-edge trees in the graph induced by the edges in B. First observe that k ′ ≤ β t−1 since every tree of size t − 1 contains distinct (t − 1)-subsets of B. Next, observe that k ≤ k ′ because every K t restricted to the edges of B contains a unique tree of size t − 1 that is counted once in k ′ . This proves our claim.
Since G\B is not a counter-example,
Note, in either cases, we have shown that k t (L ( r 2 )+s ) − k t (L ( r 2 )+s−β ) ≥ β t−1 . Then, we have the following.
Since G\B is not a counter-example, we can conclude that G\B is one of the extremal structure in Theorem 1.7. Hence, G\B, and thus G, must contain a copy of K ∆+1 . The maximum degree condition of G forces this copy of K ∆+1 to be disconnected from the rest of the graph, which is a contradiction to Lemma 2.4.
The next few lemmas show that we must have that ∆ > r > t − 1. Proof. Suppose for the sake of contradiction that ∆ = r. By Lemma 4.1, every vertex has degree r = ∆. Since r > s, the number of edges is |V (G)| · ∆ 2 ≥ (q(∆ + 1) + r + 1) · ∆ 2 > q ∆+1 2 + r 2 + s = |E(G)|, a contradiction. From now on, we may assume that ∆ > r. Note that each vertex partakes in at most
t−1 . Thus, it motivates us to use Lemma 3.3 to bound the above sum. 
When r < t − 1, our lemma follows immediately from the last line. When r ≥ t − 1, it suffices to prove ∆ t−1 ≥ r t−1 + (∆ − r) r t−2 . The inequality follows by viewing the left-hand-side as forming a team of t − 1 from a group of ∆ people. The right-hand-side represents either choosing t − 1 from a special subgroup of r people or forming a team with one person outside the special subgroup while filling the rest with people from within the special subgroup. Proof. Suppose for the sake of contradiction that r ≤ t − 1. We can bound k t (G) by
Using the previous lemma, if r < t − 1, it follows immediately that k t (G) < T t , a contradiction. If r = t − 1, then k t (G) ≤ T t + 1 − 2 t (t − 1) < T t , also a contradiction.
From now on, we may assume that ∆ > r > t − 1. Note that when r ≥ t, we can no longer use the above lemma to conclude immediately that k t (G) < T t . This is because d(v) t is too crude of a bound for the number of K t 's containing a particular vertex. There may be in fact many (t − 1)-subsets in the neighborhood of v that contain missing edges and cannot form a K t . Therefore, our next goal is to lower-bound such objects.
On a high level, given a vertex v, we want to bound the number of incomplete K t−1 's by the number of missing edges in its neighborhood. It would be ideal if each missing edge in N(v) produces a lot of incomplete K t−1 's and each incomplete K t−1 does not involve too many missing edges. In some sense, the worst scenario is when all the incomplete K t−1 's involve a lot of missing edges (i.e., a neighborhood where all the edges are missing). To show that the above worst case does not happen, we will prove that each neighborhood contain enough edges so that there exist a lot of K t−1 's that do not have too many missing edges.
Lemma 4.5. If G is a minimum counter-example, then the subgraph induced by the neighborhood of every vertex contains more than r−1 Thus the above inequalities are tight. Since the second inequality is tight and r ≥ t, by Lemma 2.3, ⌈x⌉ = r − 1. Since the third inequality is tight, x = ⌈x⌉ = r − 1 and G ′ has exactly q ∆+1 t + r−1 t + s t−1 copies of K t . Furthermore, G ′ contain exactly q ∆+1 2 + r−1 2 +s edges, and G ′ is an extremal structure containing a copy of K ∆+1 . Similar to Case 1, we get a contradiction to Lemma 2.4, proving our lemma.
To aid in the upcoming analysis, we prove a general inequality about binomial functions. Lemma 4.6. Given integers r, t where r > t − 1 ≥ 2, the following inequality is true for all real number x ≥ r: Proof. Rearranging the inequality, we obtain the following equivalent form:
Both sides of the equation can be viewed as a polynomial in terms of x. To prove this inequality, we will show that the derivative of the left-hand-side is at least as large as the derivative of the right-hand-side whenever x ≥ r. If this was true, since the inequality is tight at x = r, then the inequality is true for all x ≥ r and our lemma follows immediately.
Given a non-negative integer t and a real number x, denote the falling factorial (x) t := x(x − 1) · · · (x − t + 1) where (x) 0 = 1. Then, the derivative of the left-hand-side is:
If we take the derivative of the right-hand-side we see that:
(r − 1) t−2 (r − 1)(t − 2)! · x 2 − x − r 2 + 3r − 2 2 ′ = 2x − 1 2 · (r − 2) t−3 (t − 2)! = (x − 1) (r − 2) t−3 (t − 2)! + 1 2(t − 2) · (r − 2) t−3 (t − 3)! Since x ≥ r and 1 t−1 ≥ 1 2t−4 , comparing term-wise, the derivative of the left-hand-side is at least as large as the derivative of the right-hand-side, concluding our proof of this lemma.
Define µ t (v) to be the number of collections of t − 1 neighbors of v that do not induce a copy of K t−1 . We will use the above two lemmas to show a relationship between the number of missing edges in a neighborhood of v and µ t (v). h r (r − 1) = similar structures should still be extremal. However, these types of problems might be even more difficult than the vertex version.
It will be interesting to consider the following general version of Theorem 1.7. For 0 < s < t, m and ∆ positive integers, determine the maximum number of K t 's in a graph with m copies of K s and whose maximum degree is upper-bounded by ∆. We finish by remarking that if a reduction from general t > 3 to the triangle case for Theorem 1.7 exists, then the proof can potentially be considerably simplified.
Acknowledgement
We thank Po-Shen Loh for careful proofreading and helping us to improve the writing.
