We study the q-state ferromagnetic Potts model on the n-vertex complete graph known as the mean-field (Curie-Weiss) model. We analyze the Swendsen-Wang algorithm which is a Markov chain that utilizes the random cluster representation for the ferromagnetic Potts model to recolor large sets of vertices in one step and potentially overcomes obstacles that inhibit singlesite Glauber dynamics. The case q = 2 (the Swendsen-Wang algorithm for the ferromagnetic Ising model) undergoes a slow-down at the uniqueness/non-uniqueness critical temperature for the infinite ∆-regular tree (Long et al., 2014 ) but yet still has polynomial mixing time at all (inverse) temperatures β > 0 (Cooper et al., 2000) . In contrast for q ≥ 3 there are two critical temperatures 0 < β u < β rc that are relevant, these two critical points relate to phase transitions in the infinite tree. We prove that the mixing time of the Swendsen-Wang algorithm for the ferromagnetic Potts model on the n-vertex complete graph satisfies:
Introduction
The mixing time of Markov chains is of critical importance for simulations of statistical physics models. It is especially interesting to understand how phase transitions in these models manifest in the behavior of the mixing time; these connections are the topic of this paper.
We study the q-state ferromagnetic Potts model. In the following definition the case q = 2 corresponds to the Ising model and q ≥ 3 is the Potts model. For a graph G = (V, E) the configurations of the model are assignments σ : V → [q] of spins to vertices, and let Ω denote the set of all configurations. The model is parameterized by β > 0, known as the (inverse) temperature. For a configuration σ ∈ Ω let m(σ) be the number of edges in E that are monochromatic under σ and let its weight be w(σ) = exp(βm(σ)). Then the Gibbs distribution µ is defined as follows, for σ ∈ Ω, µ(σ) = w(σ)/Z(β), where Z(β) = σ∈Ω w(σ) is the normalizing constant, known as the partition function.
A useful feature for studying the ferromagnetic Potts model is its alternative formulation known as the random-cluster model. Here configurations are subsets of edges and the weight of such a configuration S ⊆ E is w(S) = p
where p = 1 − exp(−β) and k(S) is the number of connected components in the graph G = (V, S) (isolated vertices do count). The corresponding partition function Z rc = S⊆E w(S) satisfies
The focus of this paper is the random-cluster (Curie-Weiss) model which in computer science terminology is the n-vertex complete graph G = (V, E). The interest in this model is that it allows more detailed results and these results are believed to extend to other graphs of particular interest such as random regular graphs. For convenience we parameterize the model in terms of a constant B > 0 such that the Gibbs distribution is as follows:
(Note that β = − ln(1 − B/n) ∼ B/n for large n.) The following critical points B u < B o < B rc for the parameter B are well-studied 1 and relevant to our study of the Potts model on the complete graph:
B u = sup B ≥ 0 B − z B + (q − 1)z = e −z for all z > 0 = min
These thresholds correspond to the critical points for the infinite ∆-regular tree T ∆ and random ∆-regular graphs by taking appropriate limits as ∆ → ∞. (More specifically, if B(∆) is a threshold on T ∆ or the random ∆-regular graph then lim ∆→∞ ∆(B(∆)−1) is the corresponding threshold in the Curie-Weiss model.) In this perspective, B u corresponds to the uniqueness/non-uniqueness threshold on T ∆ ; B o corresponds to the ordered/disordered phase transition; and B rc was conjectured by Häggström to correspond to a second uniqueness/non-uniqueness threshold for the random-cluster model on T ∆ with periodic boundaries (in particular, he conjectured that non-uniqueness holds iff B ∈ (B u , B rc )). For a detailed exposition of these critical points we refer the reader to [10] (see also [11] for their relevance for random regular graphs). The Glauber dynamics is a classical tool for studying the Gibbs distribution. These are the class of Markov chains whose transitions update the configuration at a randomly chosen vertex and are designed so that its stationary distribution is the Gibbs distribution. The limitation of local Markov chains, such as the Glauber dynamics, is that they are typically slow to converge at low temperatures (large B). The Swendsen-Wang algorithm is a more sophisticated Markov chain that utilizes the random cluster representation of the Potts model to potentially overcome bottlenecks that obstruct the simpler Glauber dynamics. It is formally defined as follows.
The Swendsen-Wang algorithm is a Markov chain (X t ) whose transitions X t → X t+1 are as follows. From a configuration X t ∈ Ω:
• Let M be the set of monochromatic edges in X t .
• For each edge e ∈ M , delete it with probability 1 − B/n. Let M denote the set of monochromatic edges that were not deleted.
• In the graph (V, M ), independently for each connected component choose a color uniformly at random from [q] and assign all vertices in that component the chosen color. Let X t+1 denote the resulting spin configuration.
Recall, the mixing time T mix of an ergodic Markov chain is defined as the number of steps from the worst initial state to get within total variation distance ≤ 1/4 of its unique stationary distribution. For the Swendsen-Wang algorithm for the ferromagnetic Ising model on the complete graph, Cooper et al. [7] showed that T mix = O( √ n) for all temperatures. Long et al. [15] showed more refined results establishing that the mixing time is Θ(1) for β < β c , Θ(n 1/4 ) for β = β c , and Θ(log n) for β > β c where β c is the uniqueness/non-uniqueness threshold.
For the Swendsen-Wang algorithm for the ferromagnetic Potts model, it was shown that the mixing time is exponentially large in n = |V | at the critical point B = B o by Gore and Jerrum [12] for the complete graph, Cooper and Frieze [8] for G(n, p) for p = Ω(n −1/3 ), Galanis et al. [11] for random regular graphs, and Borgs et al. [4, 5] for the d-dimensional integer lattice for q ≥ 25 at the analogous critical point. For the Glauber dynamics for the ferromagnetic Potts model on the complete graph, Cuff et al. [10] showed that the mixing time satisfies (their results are significantly more precise than what we state here for convenience): Θ(n log n) for B < B u , exponentially slow mixing for B > B u , and Θ(n 4/3 ) mixing time for B = B u (and a scaling window of O(n −2/3 ) around B u ).
We can now state our main result which is a complete classification of the mixing time of the Swendsen-Wang dynamics when the parameter B is a constant independent of n. Theorem 1. For all n, the mixing time T mix of the Swendsen-Wang algorithm on the n-vertex complete graph satisfies:
1. For all B < B u , T mix = O(log n).
2. For B = B u , T mix = O(n 1/3 ).
3. For all B u < B < B rc , T mix = exp(n Ω(1) ).
For all B ≥ B rc , T mix = O(log n).
In an independent work, Blanca and Sinclair [2] analyze a closely related chain to the SwendsenWang dynamics which is also suitable for sampling random cluster configurations. They provide an analogue of Theorem 1, though their analysis excludes the critical points B = B u and B = B rc .
In the following section, we discuss the critical points B u , B o , B rc , present a function F which captures a simplified view of the Swendsen-Wang dynamics, and then we present a lemma connecting the behavior of F with the critical points. We also present in Section 2 a high-level sketch of the proof of Theorem 1. In Section 3 we prove the slow mixing result (Part 3 of Theorem 1). We then prove the rapid mixing results for B > B rc in Section 4 and for B = B u in Section 5. The case B = B rc is deferred to Section C of the appendix and B < B u is included in Section D of the appendix.
Proof Approach

Critical Points for Phase Transitions
We review the thresholds B u , B o , B rc for the mean-field Potts model, the reader is referred to [3] for further details which also apply to the random-cluster model. The thresholds B u , B o , B rc are related to the critical points of the following function of the partition function. We first need to introduce some notation. For a configuration σ : V → [q] and a color i ∈ [q], let α i (σ) be the fraction of vertices with color i in σ, i.e., α i (σ) = |{v ∈ V : σ(v) = i}|/n. We also denote by α(σ) the vector (α 1 (σ), . . . , α q (σ)), and refer to it as the phase of σ.
For a q-dimensional probability vector α, let Ω α be the set of configurations σ whose phase is α. Let
There are two relevant phases: the uniform phase u := (1/q, . . . , 1/q) and the majority phase m := (a, b, . . . , b) and its q permutations. For the majority phase, a, b are such that a + (q − 1)b = 1 and a > 1/q is a critical point 2 of
and hence satisfies
The thresholds B u , B o , B rc relate to the critical points of Ψ, see Figure 1 for an illustration of the following. For B ≤ B u the uniform phase is the unique local maximum of Ψ. For B u < B < B rc there are q + 1 local maxima: the uniform phase and the q majority phases, and at B = B o they are all global maxima. Finally, for B ≥ B rc the q majority phases are the only local maxima.
Connections to Simplified Swendsen-Wang
The following function from [1/q, 1] to [0, 1] will capture the behavior of the Swendsen-Wang algorithm.
2 In the regime Bu < B < Brc there are two critical points of Ψ1(a) with value a > 1/q. The value of the majority phase is then given by the point where Ψ1(a) has a local maximum. In fact, except for B = Bu, for every B > Bu, Ψ1(a) has a local maximum at the majority phase. See also Figure 1 .
Figure 1: The function Ψ 1 (free energy) plotted in different regimes of B (defined in (4)). The critical points B u , B o , B rc are given by (2) and (3). In the regime B < B u (figure 1a), the function Ψ 1 has a unique local maximum at the disordered phase. At B = B u (figure 1b), the function Ψ 1 has a saddle point at the ordered phase. In the regime B u < B < B rc (figures 1c, 1d and 1e) the function Ψ 1 has two local maxima; these are both global maxima iff B = B o . In the regime B ≥ B rc (figure 1f), the function Ψ 1 has a unique local maximum at the ordered phase and a saddle point at the disordered phase.
where x = 0 for z ≤ 1/B and for z > 1/B, x ∈ (0, 1] is the unique solution of
The function F captures the size of the largest color class when there is a single heavy color where heavy means that the color class is supercritical in the percolation step of the Swendsen-Wang process. Hence after the percolation step this heavy color will have a giant component and the other color classes will all be broken into small components. So say initially the one heavy color has size zn for 1/B < z < 1 and let's consider its size after one step of the Swendsen-Wang dynamics. After the percolation step, this heavy color will have a giant component of size roughly xzn (where x is as in (7)) and all other components will be of size O(log n). Then a 1/q fraction of the small components will be recolored the same as the giant component, and hence the size of the largest color class will be (roughly) nF (z) after this one step of the Swendsen-Wang dynamics. Our next goal is to tie together the functions F and Ψ 1 so that we can relate the behavior of the Swendsen-Wang dynamics with the underlying phase transitions of the model. We first need some terminology. A critical point a of a function f : R → R is a hessian maximum if the second derivative of f at a is negative (this is a sufficient condition for a to be a local maximum). A fixpoint a of a function F : R → R is a jacobian attractive fixpoint if |F (a)| < 1 (this is a sufficient condition for a to be an attractive fixpoint).
Lemma 2. The critical points of Ψ 1 correspond to fixpoints of F . The hessian maxima of Ψ 1 correspond to jacobian attractive fixpoints of F .
Lemma 2 is proved in Section E of the Appendix. The behavior of F is the basic tool for proving Theorem 1. Recall the earlier discussion of the uniform vector u := (1/q, . . . , 1/q) and the q permutations of the majority phase m := (a, b, . . . , b). The following lemma (proved in Section F of the Appendix) provides some basic intuition about the proof of Theorem 1, see Figure 2 for a depiction of the various regimes.
Lemma 3. For the function F , 1. For B < B u , u = 1/q is the unique fixpoint and it is jacobian attractive.
2. For B = B u , there are 2 fixpoints: u and a where a is defined as in the majority phase m. Of these, only u is (jacobian) attractive. The fixpoint a is repulsive but not jacobian repulsive.
3. For B u < B < B rc there are 2 attractive fixpoints: u and a where a is defined as in the majority phase m. Both of these are jacobian attractive.
4. For B = B rc , both a and u are fixpoints. The fixpoint u is (jacobian) repulsive, while the fixpoint a is jacobian attractive.
5. For B > B rc , a is the only fixpoint and it is jacobian attractive.
The reason that u abruptly changes from a jacobian attractive fixpoint (B < B rc ) to a jacobian repulsive fixpoint (B = B rc ) stems from the fact that in the regime B < B rc , F is constant in a small neighborhood around 1/q (precisely, in the interval [1/q, 1/B]), which is no longer the case for B = B rc .
Proof Sketches
We explain the high-level proof approach for the various parts of Theorem 1 before presenting the detailed proofs in subsequent sections.
Slow mixing: For Part 3 of Theorem 1, the main idea is that the function F has 2 attractive fixpoints (see Lemma 3) . At least one of the corresponding phases, u or m, is a global maximum for Ψ. Consider the other phase, say it is u for concreteness. Consider the local ball around u, these are configurations that are close in ∞ distance from u. The key is that since u is an attractive fixpoint for F , if the initial state is in this local ball then with very high probability after one step of the Swendsen-Wang dynamics it will still be in the local ball (see Lemma 4 , and Lemma 5 for the analogous lemma for m). The result then follows since one needs to sample from the local ball around the phase which corresponds to the global maximum of Ψ to get close to the stationary distribution.
Fast mixing for B > B rc : For a configuration σ and spin i, say the color class is heavy if the number of vertices with spin i is > n/B and light if it is < n/B. If a color class is heavy then it is super-critical for the percolation step of Swendsen-Wang and hence there will be a giant component. The key is that for any initial state X 0 , then with constant probability the largest components from all of the colors will choose the same new color and consequently there will be only one heavy color class and the other q − 1 colors will be light. Hence we can assume there is one heavy color class and q − 1 light color classes, and then the function F suitably describes the size of the largest color class during the evolution of the Swendsen-Wang dynamics. Since the only local maximum for F corresponds to the majority phase m, after O(log n) steps we'll be close to m -the difference will be due to the stochastic nature of the process. Then it is straightforward to define a coupling for two chains (X t , Y t ) whose initial states X 0 , Y 0 are close to m so that after T = O(log n) steps we have that
Figure 2: The drift function F (z)−z, where F is defined by (6), (7) . The critical points B u , B o , B rc are given by (2) and (3). In the regime B < B u (figure 2a), the function F has a unique attractive fixpoint at the disordered phase. At B = B u (figure 2b), F also has a (non-jacobian) repulsive fixpoint at the ordered phase. In the regime B u < B < B rc (figures 2c), F has attractive fixpoints at the ordered and disordered phases. At B = B rc (figure 2d), the disordered phase is no longer attractive; it is jacobian repulsive. Finally, in the regime B > B rc (figure 2e), the function F has a unique attractive fixpoint at the ordered phase.
Fast mixing for B = B rc : The basic outline is similar to the B > B rc case except here the argument is more intricate when the heaviest color lies in the scaling window (for the onset of a giant component). We need a more involved argument that we get away from initial configurations that are close to the uniform phase; informally, the uniform fixpoint is jacobian repulsive, so an initial displacement increases geometrically by a constant factor.
Fast mixing for B < B u : Here the argument is similar to the B > B rc case, in fact it is easier. The critical point for a giant component in the percolation step is density 1/B. In this case we have that B < B u and since B u < B rc = q we have that in the uniform phase (which is the only local maxima) the color classes are all subcritical. Hence once we are close to the uniform phase all of the components after the percolation step will be of size O(log n). So the basic argument is similar to the B > B rc case in how we approach the local maxima, which is the uniform phase in this case. Then once we reach density < 1/B then in the next step the configuration will be close to the uniform phase in the next step and then it is straightforward to couple two such configurations.
Fast mixing for B = B u : This is the most difficult part. As in the B > B rc case with constant probability there will be at most one heavy color class after one step. We then track the evolution of the size of the heavy color class. The difficulty arises because the size of the component does not decrease in expectation at the majority fixpoint. However variance moves the size of the component into a region where the size of the component decreases in expectation. The formal argument uses a carefully engineered potential function that decreases because of the variance (the function is concave around the fixpoint) and expectation (the function is increasing) of the size of the largest color class, see Section 5.
3 Slow Mixing for B u < B < B rc Let B(v, δ) be the ∞ -ball of configuration vectors of the q-state Potts model in K n around v of radius δ, that is,
We will show that for B < B rc the Swendsen-Wang algorithm is exponentially unlikely to leave the vicinity of the uniform configuration.
Lemma 4. Assume B < B rc . There exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ) for S = B(u, ε)
The reason for Lemma 4 failing for B > B rc is that the first step of the Swendsen-Wang algorithm on a cluster of size n/q yields linear sized connected components, and these allow the algorithm to escape the neighborhood of u.
We also analyze the behavior of the algorithm around the majority configuration (for the configuration to exist we need B ≥ B u ).
Lemma 5. Assume B > B u and let m = (a, b, . . . , b) where a > 1/q is the attractive fixpoint of F of Lemma 3. There exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ) for S = B(m, ε) we have
Combining Lemmas 4 and 5 we obtain Part 3 of Theorem 1.
Corollary 6. For B ∈ (B u , B rc ) the Swendsen-Wang algorithm has mixing time exp(Ω(n 1/3 )).
We prove here Lemma 5 and defer the (very similar) proof of Lemma 4 to Section G of the Appendix.
We will need several known results on the G(n, p) model in the supercritical regime (p = c/n, where c > 1). The size of the giant component is asymptotically normal [18] . We will use the following moderate deviation inequalities for the sizes of the largest and second largest components of G.
Lemma 7. Let G ∼ G(n, c/n) where c > 1. Let β ∈ (0, 1) be the solution of x + exp(−cx) = 1. Let X, Y be the sizes of the largest and second largest components of G respectively. Then
Equation (8) is proved in [1, Theorem 3.1]. Equation (9) of Lemma 7 is proved in Section A.1 of the Appendix.
Lemma 8 (see, e.g., [14] , p.109). Let t ∈ (0, 1] be a constant. Let G ∼ G(n, c/n) where c < 1. Let X be the size of the largest component of G.
Proof of Lemma 5. Let X 0 ∈ S and let γ := F (a) (recall that |γ| < 1, since a is Jacobian attractive fixpoint by Lemma 3). The first step of the Swendsen-Wang algorithm chooses, for each color class, a random graph from G(m, p), where p = B/n and m is the number of vertices of that color. Let m 1 be the number of vertices of the dominant color. Since X 0 ∈ S we have m 1 /n = a + τ =: a where |τ | < ε. We can write
where a B > 1 for sufficiently small ε 0 > 0 (using aB > 1 from Lemma 38). This means that the G(m, p) process in this component is supercritical. Let β ∈ (0, 1] be the root of x+exp(−a Bx) = 1. By Lemma 7 the random graph will have, with probability ≥ 1 − exp(−Θ(n 1/3 )), one component of size a βn ± n 2/3 and all the other components will have size at most n 1/3 . Let m 2 be the number of vertices in one of the non-dominant colors. Since X 0 ∈ S we have m 2 /n =: b where
We can write
where b B < 1 for sufficiently small ε 0 > 0 (using bB < 1 from Lemma 38). This means that the G(m, p) process in this component is subcritical. By Lemma 8 (with t = 1/3), with probability ≥ 1 − exp(−Θ(n 1/3 )) the random graph will have all components of size at most n 1/3 . To summarize: starting from a configuration in S after the first step of the Swendsen-Wang algorithm we have, with probability ≥ 1 − q exp(−Θ(n 1/3 )) one large component of size a βn ± n 2/3 and the remaining components are of size ≤ n 1/3 (small components). In the second step of the algorithm the components get colored by a random color. By symmetry, in expectation each color obtains (n − a βn ∓ n 2/3 )/q vertices from the small components and by Azuma's inequality this number is (n − a βn ∓ n 2/3 )/q ± n 5/6 with probability ≥ 1 − exp(−Θ(n 1/3 )). Combining the analysis of the first and the second step we obtain that at the end with probability ≥ 1 − 2q exp(−Θ(n 1/3 )) we have one color with F (a )n ± 2n 5/6 vertices and the rest of the colors have
For sufficiently small ε 0 > 0 there exists γ ∈ (γ, 1) such that for all |τ | < ε 0 we have |F (a + τ ) − a| < γ τ . Hence for sufficiently small ε 0 > 0 and sufficiently large n we have |F (a )n ± 2n 5/6 − an| ≤ εn and |
1−F (a )
q−1 n ± 2n 5/6 − bn| ≤ εn. This finishes the proof of the lemma.
Fast mixing for B > B rc
The lemmas stated in this section are proved in Section H of the Appendix.
Once the phases align then it is straightforward to couple the chains so that the configurations agree. The following lemma is essentially identical to [7, Lemma 4] , which is also used in [15, Lemma 4.1] .
It is enough to get the phases within O( √ n) distance and then there is a coupling so that with constant probability the phases will be identical after one additional step. 
There exists a coupling such that with prob.
Let ε > 0. We say a color i is ε-heavy if α i ≥ (1 + ε)/B. We say that a color is ε-light if α i ≤ (1 − ε)/B. For a state X t , we denote by S t the size of the largest color class in X t . We will show that the SW-algorithm has a reasonable chance of moving into a state where one color is ε-heavy and the remaining q − 1 colors are ε-light.
Lemma 11. Assume B > B rc is a constant. There exists ε > 0 such that the following hold. For any n and any initial state X 0 with probability Θ(1) the next state X 1 has one ε-heavy color and the remaining q − 1 colors are ε-light. Further, if X 0 has one ε-heavy color and the remaining q − 1 colors are ε-light, then the same is true for X 1 with probability 1 − o(1).
Afterwards the behavior of the algorithm will be controlled by the function F (S t+1 will be close to nF (S t /n)) and then with constant probability after O(1) steps the state will be close to the majority phase m.
Lemma 12. Assume B > B rc is a constant. For any δ > 0 and any starting state X 0 after T = O(1) steps with probability Θ(1) the SW-algorithm moves to state X T such that α(
Then we show that once we are constant distance from m then in O(log n) steps the distance to m further decreases to O(n −1/2 ).
Lemma 13. For B > B u , there exist δ, L > 0 such that the following is true. Suppose that we start at a state X 0 such that α(X 0 ) − m ∞ ≤ δ. Then in T = O(log n) steps with probability Θ(1) the SW algorithm ends up in a state X t such that
From Lemmas 9, 10, 12 and 13 we conclude the following.
Corollary 14. Let B > B rc be a constant. The mixing time of the Swendsen-Wang algorithm on the complete graph on n vertices is O(log n).
Proof. Let ε > 0 and consider two copies X t , Y t of the SW-chain. We will show that for some T = O(log n), there exists a coupling such that Pr(X T = Y T ) ≤ ε. Let δ, L be as in Lemma 13. By Lemma 12, for some T 1 = O(1) with probability Θ(1) we have that
By Lemma 13, for some T 2 = O(log n) with probability Θ(1), we have that
Let T := T 1 + T 2 . Conditioning on (12), by Lemma 10 there exists a coupling that with probability Θ(1) for
, by Lemma 9, for every ε > 0 there exists T 4 = O(log n) and a second coupling such that Pr(
By letting ε ↓ 0, we obtain a coupling and some T = O(log n) such that Pr(X T = Y T ) ≤ ε, as wanted.
Fast Mixing at B = B u
We will track the size of the largest color class. Roughly, our goal is to show that the chain reaches the uniform phase in O(n 1/3 ) steps.
As a starting point, we have the following analogue of Lemma 11.
Lemma 15. For sufficiently small (constant) ε > 0, for any starting state X 0 of the SW-chain, with probability Θ(1), there are at least q − 1 colors in state X 1 which are ε-light. Further, if state X 0 has q − 1 ε-light colors, then with probability 1 − exp(−n Ω(1) ), the same is true for X 1 .
Let S t be the size of the largest color class in state X t of the SW-chain. The key part of our arguments is to track the evolution of S t when there are (q − 1) ε-light colors. The following lemma gives some statistics of S t /n throughout the range (1/B, 1], i.e., when the largest color class is supercritical in the percolation step of the SW-dynamics. Recall the function F defined in (6),(7).
Lemma 16. Let ε > 0 be a constant and condition on the event that X t has q − 1 colors which are ε-light.
Assume that ζ satisfies (1+ε)/B ≤ ζ/n ≤ 1.
Then, for all sufficiently large n, it holds that
Also, there exist absolute constants Q 1 , Q 2 (depending only on ε) such that
Finally, for every integer k ≥ 3 and constant ε > 0, there exists a constant c > 0 such that
The trickiest part of our arguments is to argue that the SW-chain escapes the vicinity of the majority phase, i.e., when the largest color class S t is roughly na (recall that a is the marginal of the majority phase and satisfies F (a) = a). In particular, note that when S t /n = a, from (13) the expected value of S t+1 /n is a as well. More generally, the drift of the process in the window |S t − na| ≤ εn 2/3 for some small ε > 0 is very weak. An expansion of F around the point a yields that in this region nF (S t /n) ≈ S t − c(S t − an) 2 /n for some constant c > 0, so the change (in expectation) of S t+1 relative to S t is roughly ε 2 n 1/3 . In particular how does the process escape this window?
The rough intuition is that inside the window the variance of the process aggregates the right way, that is, after n 1/3 steps, the process is displaced by the square root of the "aggregate variance", i.e., roughly √ n 1/3 n = n 2/3 . In the meantime, it holds that F (z) ≤ z so S t is bound to escape the window from its lower end. From that point on, the drift coming from the expectation of S t (or else the function F ) is sufficiently strong to take over and drive the process to the uniform phase.
The easiest way to capture the progress of the chain towards the uniform phase is by a potential function argument. Namely we show the following lemma.
Lemma 17. Let ε > 0. There exist constants M, τ > 0 and a three-times differentiable potential
To motivate briefly our choice of G, by taking expectations in the second order expansion of
(The precise conditions on the derivatives of G such that the approximation in (17) is sufficiently accurate are given in Lemma 26.) From (17), in order to satisfy (16) , the function G has to be carefully chosen to control the interplay between G(F (x))−G(x) and G (F (x)). The first derivative of G should correspond to the drift F (x) − x of the process coming from its expectation while the second derivative of G to the variance of the process. More precisely, when x is outside the critical window, the choice of the potential function is such that G(F (x)) − G(x) is bounded above by a negative constant (i.e., its derivative is 1/(x − F (x))); by our earlier remarks this should be sufficient to establish progress outside the critical window. Indeed, with this choice it turns out that |G (x)|/n is bounded above by a small constant outside the critical window, so that (16) is satisfied. Inside the critical window, where x ≈ F (x) and hence G(F (x)) − G(x) ≈ 0, we choose G so that G (x) is negative. More precisely, to satisfy (16), since V ar[S t+1 /n | S t = ζ] = Θ(1/n) from Lemma 16, we set G (x) = −Cn for some constant C > 0. The remaining part is then to interpolate between these two regimes keeping G (x)/G (x) sufficiently large (so that (16) is satisfied) and G(x) small (i.e., O(n 1/3 )); this is possible due to the quadratic behaviour of F (z) − z around z = a. (See Lemma 27 and its proof for the explicit specification of G.) Lemmas 16 and 17 capture the SW-dynamics when the largest color class is supercritical. In the complementary regime, we have the following.
Lemma 18. Let ε > 0 be a sufficiently small constant. Suppose that X 0 is such that q − 1 colors are ε-light and that S 0 < (1 + ε)n/B. Then with probability 1 − exp(−n Ω (1) ) it holds that
Corollary 19. Let B = B u be a constant. The mixing time of the Swendsen-Wang algorithm on the complete graph on n vertices is O(n 1/3 ).
Proof. Let S i be the size of the largest color component at time i. We first prove that with probability Θ(1) for some T = O(n 1/3 ) it holds that S T < (1 + ε)n/B. Assuming this for the moment, then in the next step, i.e., at time T + 1, by Lemma 18 all color classes have size at most (1 + 3ε)n/q and are thus subcritical in the percolation step of the SW-dynamics. It follows that the components sizes after the percolation step satisfy, by Lemma 22 in the Appendix, E i |C i | 2 = O(n). Hence, after the coloring step, using Azuma's inequality with constant probability we have color classes of size (n + O(n 1/2 ))/q (see the derivation of (91) and (92) in the Appendix for details). The proof can then be concluded by using an analogue of Lemma 10 (see Lemma 36 in the Appendix).
We next argue that T = 3M n 1/3 , where M is the constant in Lemma 17. Let P t be the probability that at time t it holds that S t < (1 + ε)n/B. Our goal is to show that P T = Θ(1). We may assume that all the states X 1 , . . . , X T have q − 1 ε-light colors, since by Lemma 15 this event happens with probability Θ(1).
We will use Lemma 17 and the potential function G therein to bound P T . Note that if S t < (1 + ε)n/B, then by Lemma 18, with probability 1 − exp(−n Ω(1) ) we have S t+1 < (1 + 3ε)n/q and thus (by choosing ε sufficiently small) the continuity of G and
where τ is the constant in Lemma 17. From this and (16) we obtain
Note that if S t < (1 + ε)n/B then S t+1 < (1 + ε)n/B with probability at least 1 − exp(−n Ω(1) ) (by Lemma 18), so P t ≤ P t+1 + O(1/n), with room to spare. It thus follows from (18)
where M is the constant in Lemma 17. For T = 3M n 1/3 we thus have P T ≥ 1/4 as wanted.
[17] B. Pittel. On tree census and the giant component in sparse random graphs. Random Structures & Algorithms, 1(3):311-342, 1990.
[18] V. E. Stepanov. The probability of the connectedness of a random graph G m (t 
A Random Graph Lemmas
In this section, we collect relevant results from the literature for the sizes of the components in G(n, p) where p ∼ 1/n, which will be used to analyze the percolation step of the SW-dynamics. For G ∼ G(n, p), we denote by C 1 , C 2 , . . . the components of G in decreasing order of size. We will be particularly interested in the size of the largest component and the sum of squares of the sizes of the components, since these control the expected size of the largest color class and the variance of the percolation step.
A.1 The supercritical regime
The following lemma will be used to analyze the evolution of the SW-chain when B = B u .
Lemma 20. Let G ∼ G(n, c/n) where c 0 < c < c 1 for absolute constants c 0 , c 1 > 1 (c may otherwise depend on n). Let C 1 be the largest component in G. Then, for every constant ε > 0, for all n sufficiently large it holds that
where β ∈ (0, 1) is the (unique) solution of β + exp(−βc) = 1. Also, there exist constants K 1 , K 2 , K 3 > 0 (depending on c 0 , c 1 ) such that for all sufficiently large n it holds that
Proof. The first two parts of the lemma as well as the first two inequalities in (20) can be found in The most critical aspect of (19) for us is that the error term in the upper bound is o(n 1/3 ) rather than the O( √ n) bound which appears most frequently in the random graph literature. We next give the proof of the exponential bounds in Lemma 7 for the probabilities that the sizes of the largest and second largest components deviate substantially from their expected values. (Recall that these were used to track the evolution of the SW-dynamics for an exponential number of steps in the slow mixing regime B u < B < B rc .) In fact, the following slight generalization of Lemma 21 will also be useful B = B u .
Lemma 21. Let G ∼ G(n, c/n) where c > 1. Let β ∈ (0, 1) be the solution of x + exp(−cx) = 1. Let X, Y be the sizes of the largest and second largest components of G respectively. Then, for every constant ε ∈ (0, 1/3] it holds that
Proof of Lemma 7. Equation (8) 
The probability that there exist two or more components of size at least n 2/3 is bounded ( [14] , p. 110, l. 24) by
Using union bound (combining (23) and (24)) we obtain (22), that is, with high probability we have only one component of size ≥ n ε .
A.2 The scaling window & subcritical regimes
Lemma 22. There exist constants K, c, c > 0 such that for any n and Lemma 23. Let G ∼ G(n, p), p ≥ (1 − An −1/3 )/n where A is a sufficiently large constant. Let C 1 , C 2 , . . . be the connected components of G in decreasing order. Then, for all sufficiently large constant L > 0, there exists a positive constant p such that for all n sufficiently large it holds that
We next give the proof of Lemma 23. The proof is based on [15, Proof of Lemma 8.26 ]. We will use the following special case of Theorem 5.20 from [14] . 
. . the connected components of G in decreasing order of their sizes.
Proof. The statement of [14, Theorem 5.20 ] is for the Erdös-Rényi random graph model G(n, M ) with M = n/2 + cn 2/3 . Since for G ∼ G(n, p) with p = (1 + cn −1/3 )/n the number of edges is (n + cn 2/3 )/2 + O( √ n log n) with probability at least 1 − 1/n Ω(1) , the corollary follows. 
From Corollary 24 (with t = 1, b 1 = L) we obtain that for p = 1/n, |C 1 | is greater than Ln 2/3 with asymptotically positive probability p 1 for any constant L > 0. Note that for p > 1/n we can couple G ∼ G(n, 1/n) and G ∼ G(n, p) so that G is a subgraph of G . Since |C 1 | is monotone, it follows that for p > 1/n, |C 1 | is greater than Ln 2/3 with positive probability p 1 . Provided that A is sufficiently large (depending on K, p 1 ), by a union bound we have that 
where p 2 is a constant. The lemma follows.
We will also use the following lemma from [16] (there a much more precise bound is given to account even for small values of n). 
B Fast mixing at the uniqueness point
The proof of Lemma 17 is based on the following two key lemmas.
Lemma 26. Let S 1 , . . . , S t , . . . be a sequence of random variables that satisfy (13), (14), (15) when
where τ > 0 is a constant (independent of n) and Q 1 , Q 2 are as in (14) . Then, for any ζ ≥ (1 + ε)n/B, it holds that 
where C 1 , C 2 are positive constants depending on L. Further, the function G satisfies the conditions of Lemma 26.
Proof of Lemma 17. Just combine Lemmas 26 and 27.
Proof of Lemma 26. Let x = ζ/n and
, and by Lemma 16,
By Taylor's expansion, we have
for some ρ which lies between y and y + Z (note that ρ is also a random variable). From condition (15) of Lemma 16 we have for all sufficiently small ε > 0
Taking expectations of (28) we obtain
where
. Using (13) of Lemma 16, we have
Plugging these estimates in (29) we obtain
where R is an error term satisfying
It thus follows from (30) that
where in the first inequality we used that Q 1 /n ≤ E[Z 2 | S t = ζ] ≤ Q 2 /n (note that both estimates are needed since we do not know the sign of G ) and in the second inequality we used (25). This proves that (26) holds for all sufficiently large n.
Recall that for B = B u , the function F (z) has exactly one fixpoint at z = a where a > 1/q. The following lemma will be useful for the proof of Lemma 27.
Lemma 28. Let B = B u . Then it holds that
3. F (z) ≤ z for all z ∈ (1/B, 1] with equality iff z = a.
Proof. The proofs for the first two parts are given in Lemma 41 and Lemma 42 respectively (note that Lemma 42 is stated for z = a but the proof and the expressions therein also hold for any z ∈ (1/B, 1] ). For the third part, note that the function z − F (z) is convex in (1/B, 1] and has a critical point at z = a. Thus, z − F (z) ≥ a − F (a) = 0 with equality if z = a.
Proof of Lemma 27. For some large constants L − , L m , L + , let
(Later we will set L − = 4L + L m .) We will define piecewise the function G(z) in the intervals
Specifically, for j ∈ {0, 1, 2, 3, 4} and z ∈ I j , we will set G(z) = G j (z)+w j , where G j is an increasing and three times differentiable function (to be specified) satisfying 0 ≤ G j (z) ≤ M j n 1/3 for some absolute constant M j and the w j 's are such that G is continuous. This already implies that G is increasing throughout the interval [1/q, 1] and 0 ≤ G(z) ≤ M n 1/3 for z ∈ [1/q, 1], where M is an absolute constant. To further ensure that G is two times continuously differentiable we will need to match the first and second order derivatives of the functions G j at the endpoints of the corresponding intervals.
To specify the functions G 1 and G 4 , first consider a function h which satisfies h(1/B) = h(z + ) = 0 and h (z) = 1/(z − F (z)) for z ∈ I 1 ∪ I 4 . This well-defines h on I 1 ∪ I 4 . We then set G 1 (z) = h(z) for z ∈ I 1 and G 4 (z) = h(z). For z ∈ I 1 ∪ I 4 , note that z > F (z) and thus h (z) > 0, so G 1 and G 4 are increasing. Note that
Using Lemma 28, let ε > 0 be such that for all z ∈ (a − ε, a + ε), we have the expansion
for some constant c > 0. Using (31) and (32), it is not hard to show that max
) and thus these bounds carry over to G 1 , G 4 as well. We next show that max z∈I 1 ∪I 4 h(z) = O(n 1/3 ). We focus on the interval I 1 , the proof for the interval I 4 is completely analogous. In the interval z ∈ (1/B, a − ε), we clearly have that h has variation bounded by a constant. Consider next z ∈ (a − ε, z − ), so that z = a − Kn −1/3 for some K which satisfies L − < K < εn 1/3 . Using the expansion (32), for all sufficiently large n, we have the crude bound
for some absolute constant M depending only on L − . To specify the functions G 2 , G 3 , we will need to ensure that they are defined appropriately so that G is twice continously differentiable. Thus, set
From (32), we obtain
Thus, for every ε > 0, for all sufficiently large n, there exist D ± , D ± > 0 such that
and
For z ∈ I 3 , we will set G 3 (z) = u 0 n 1/3 + u 1 n 2/3 (z − a) + u 2 n(z − a) 2 for u 0 , u 1 , u 2 which we next specify. To ensure that G is twice continuously differentiable at z = z + we will choose
Note, by construction G 3 (z) is linear and positive at the endpoints of the interval I 3 , thus
To define the function G 2 (z) on the interval I 2 , we will set
where g is a three times differentiable function on the interval
We specify such a function g by its second derivative. For some
consider the function h defined on
We next check (37). Clearly L − > K 1 and K 2 > L m , so we only need to argue that K 1 > K 2 . Note that
It follows that by choosing
we have K 1 > K 2 as desired. With this choice of K 1 , K 2 we also have that
Then it is not hard to check that the function g(z) specified by
h(x)dx satisfies all of (33), (34), (35), (36). Note that max z∈I 2 |G 2 (z)| = O(n 1/3 ),
Finally, in the interval I 0 , pick any strictly increasing function G 0 with G 0 (1/q) = 0 which matches the first three (right) derivatives of G 1 at 1/B (note, using the method in Lemma 43, one can show that the right derivative of F at 1/B is equal to 2B, while the right second derivative of F at 1/B is equal to
We have now defined the functions G 0 , G 1 , G 2 , G 3 , G 4 and thus the function G as well. By construction, G is three times differentiable in the interval [1/q, 1] except at the points z − , z m , z + where we can perturb G infinitesimally to make G everywhere three times differentiable in the interval [1/q, 1].
We next prove that G satisfies (25). From (32), we obtain that there exists ε > 0 so that for all z ∈ (a − ε , a + ε ) it holds that
Let x = a + Kn −1/3 for some −ε n 1/3 < K < ε n 1/3 . Then, from (39) for all sufficiently large n we have that
Since ξ ∈ (F (x), x), we have ξ = a − Kn −1/3 − κcK 2 n −2/3 for some 1/2 ≤ κ ≤ 2. It follows that for all sufficiently large n, ξ − F (ξ) ≤ 4cK 2 n −2/3 .
If −L − ≤ K ≤ −L m , we have that x ∈ I 2 . Suppose first that F (x) ∈ I 2 . From (36) and the choice (38) of L − we have that |G (F (x))| ≤ 10 3 n/cL 3 − , so that
Since F (x) ∈ I 2 , we have ξ ∈ I 2 as well, so from (35) we have G (ξ) ≥ n 2/3 /2cL 2 − . Thus
By choosing L m ≥ 10 10 max{Q 1 /c, Q 2 /c, 1} we obtain max i∈{1,2}
Suppose next that F (x) ∈ I 1 . Then z + ≥ F (x) ≥ z + − 2cL 2 + n −2/3 and thus G (F (x)) ≤ G (z + ) + O(n 2/3 ) ≤ 4/cL 3 + . If ξ ∈ I 2 by an argument analogous to the previous case, we obtain (40) (using that L − = 4L + from (38)). If ξ ∈ I 1 , we have G (ξ) ≥ n 2/3 /4cK 2 . Thus
Thus for all L + sufficiently large we obtain that max i∈{1,2}
Since G is increasing we also trivially have G(F (x))−G(x) ≤ 0. It follows that max i∈{1,2}
If
so the same argument as in (42) still applies. Finally, if K < −ε n 1/3 , we have that G(F (x)) − G(x) is a negative constant. Let
Then W > 0 and W = Ω(1). Further G (F (x)) is also a constant so for all sufficiently large n we have max i∈{1,2}
An analogous argument applies when K > ε n 1/3 . This concludes the proof of (25) and hence the proof of Lemma 27.
We next give the proofs of Lemmas 15, 16, 18. We start with the proofs of Lemmas 15 and 18 which are similar.
Proof of Lemma 15. We will write α i as a shorthand for α i (X t ), and denote m i = nα i . In each step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph
2 , . . . be the components of G i in decreasing order of size. Let A be the constant in Lemma 23. For each color i the following hold with positive probability (not depending on n):
by Item 1 of Lemma 22).
Let S = {i ∈ [q] : Bα i ≥ 1} (note that the set S may be empty). Consider all the components different from C (i) 1 , i ∈ S. Color these components independently by a uniformly random color from [q] . Let A i be the number of vertices of color i. Let w > 0 be a constant such that 1 > 2q exp(−w 2 /2). By Azuma's inequality and a union bound we have that with probability at least 1 − 2q exp(−w 2 /2) > 0, for each i ∈ [q] it holds that
With probability at least q −q each of C (i) 1 with i ∈ S receives color 1. Let A i be the number of vertices of color i after the coloring step of the SW-algorithm. Note, we have
We obtain that with probability at least q −q 1 − 2q exp(−w 2 /2) > 0, for
Since B u < q, we have that for all constant ε > 0, for all n sufficiently large, it holds that |A i | ≤ (1 − ε)n/B for all i = 1, and thus the colors 2, . . . , q are ε-light with probability Θ(1) as wanted.
For the second part of the lemma where we know that in X 0 there are q − 1 colors which are ε-light, the proof is analogous. The difference now is that we can use Lemma 8 to bound the sum of squares of the components corresponding to ε-light colors by n 5/3 with probability 1 − exp(−Θ(n 1/3 )). For the remaining color class 1, to bound the the sum of squares of the components other than C (1) 1 we obtain the same bound n 5/3 by considering cases. If the color class is supercritical we use Lemma 7. If the color class is in the critical window we use Lemma 25. If the color class is subcritical we use Lemma 8. The only modification needed in the argument is to replace wn 2/3 in (44) by n 5/6 and the remaining part holds verbatim.
Proof of Lemma 18. The proof is analogous to the proof of Lemma 15 and as such we follow the notation in there. The only difference is that now we have to account slightly more accurately for the size of the largest color class in X t+1 .
Assume that the q − 1 ε-light colors in X t are 2 . . . , q and assume w.l.o.g. that (the perhaps linear sized) C (1) 1 gets colored with color 1 (in state X t+1 ). The color classes of 2 . . . , q in X t are subcritical and thus fall into Item 2 of the analysis in the proof of Lemma 15. For the remaining color class 1 in X t , it may fall either into Item 1 or 2.
It follows that the bounds for A i in (44) still hold and in particular the colors 2, . . . , q have size at most (1 + ε)n/q (since they did not receive a giant component). For the color class 1 in X t+1 , note that A 1 = |C (1) 1 | + A i and that C (1) 1 with probability 1 − o(1) has size at most 3εn (with room to spare). It follows that for all sufficiently large n, A 1 has size at most (1 + 3ε)n/q, as wanted.
Proof of Lemma 16. To avoid overloading notation, we assume throughout that we condition on S t = ζ.
As in the proof of Lemma 16, we will write α i as a shorthand for α i (X 0 ), and denote m i = nα i . W.l.o.g. we will assume that the color class with largest size is the one corresponding to color 1, so that α 1 = ζ/n ≥ (1 + ε)/B. Since the remaining (q − 1) colors are ε-light, for each i ∈ {2, . . . , q} we have
In each step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph
2 , . . . be the components of G i in decreasing order of size. Note that G 1 is in the supercritical regime, while G 2 , . . . , G q are in the subcritical regime. By Lemma 20 (for ε = 1/20), we have that
where β ∈ (0, 1) satisfies β + exp(−β Bζ n ) = 1. Note that
Let A i be the number of vertices with color i in X t+1 and w.l.o.g. assume that C
1 receives the color 1 in the coloring step of the SW-dynamics. We will show that with probability 1−exp(−n Ω(1) ) it holds that S t+1 = A 1 , so the estimates on the moments of S t+1 will follow from those of A 1 .
More precisely, with a scope to also prove (15), we will show that for every sufficiently small constant ε > 0 it holds with probability 1 − exp(Θ(n −ε )) that
and A i ≤ (n − βζ)/q + n 1/2+ε for all i ∈ {2, . . . , q}. Since βζ = Ω(n), we will then obtain that A 1 > A i for all i = 1. From Lemma 21 equation (21), with probability 1 − q exp(−Θ(n ε )), we have
From Lemma 21 equation (22), with probability 1 − exp(−Θ(n ε )), we also have |C (1) (Note that βζ = Ω(n).) Condition on the event that the bounds in (47) and (48) hold. Since there are at most n components in G, we have the crude bound
Consider now the coloring step of the SW-process. Consider all the components different from C
1 . Color these components independently by a uniformly random color from [q] . Let A i be the number of vertices of color i in this process. Note that A 1 = |C (1) 1 | + A 1 and A i = A i for i = 2, . . . , q. Using (49), by Azuma's inequality we have that with probability 1 − 2q exp(−n 2ε ) for all i ∈ [q] it holds that
From (48) and (50) we obtain that for all sufficiently large n, with probability 1 − exp(−Θ(n ε )) it holds that
Thus, the bounds in (13), (14), (15) will follow from
where k ≥ 3 is an integer, ε > 0 is a sufficiently small constant, Q 1 , Q 2 are absolute constants and K is a constant depending on k. Assuming (51) for the moment, note that (53) follows immediately by integrating (53). We thus focus on proving (51) and (52) where we need more precise bounds. By the second inequality in (20) of Lemma 20 (applied to color 1) and part 1 of Lemma 22 (applied to colors i = 2, . . . , q), we have for some constants K 1 , K 2 , K 3 > 0 that
Denote by C the random vector { C
. We first estimate the moments of A 1 conditioned on C. We have
It follows from (55) that
, so (51) follows from (45). Also, by the law of total variance we have V ar[ (54), (55), we obtain (52).
This concludes the proof of Lemma 16.
C Fast mixing for B = B rc
The proof resembles the case B > B rc , though we have to account more carefully for the mixing time of the chain for configurations which are close to uniform. In particular, for starting configurations which are ε-far from being uniform, a straightforward modification of the proof for B > B rc gives that the SW-chain mixes rapidly. The main difficulty in the case B = B rc is to show that the chain escapes from starting configurations which are close to uniform.
Lemma 29. Assume B = B rc . There exists ε > 0 such that for any n and any initial state X 0 with probability Θ(1) after T 1 = O(log n) steps, X t has an ε-heavy color and the remaining q − 1 colors are ε-light.
Lemma 29 yields the following analogue of Lemma 12 (note here the logarithmic bound on T ).
Lemma 30. Assume B = B rc . For any δ > 0 and any starting state X 0 after T = O(log n) steps with probability Θ(1) the SW-algorithm moves to state X T such that α(
Proof of Lemma 30. From Lemma 29, we have that for T 1 = O(log n), with probability Θ(1), X T 1 has an ε-heavy color and the remaining q − 1 colors are ε-light for some (small) constant ε > 0. For constant T 2 (depending on δ) we have
Lemma 44), so the same arguments as in the proof of Lemma 12 yield that α(X T 1 +T 2 ) − m ∞ ≤ δ, as wanted.
Using Lemmas 9, 10 and 13, we may conclude the following.
Corollary 31. Let B = B rc be a constant. The mixing time of the Swendsen-Wang algorithm on the complete graph on n vertices is O(log n).
We next turn to the proof of Lemma 29. We will use the following definition. For W > 0, a state X will be called W -good if X has a W -heavy color and the remaining q − 1 colors are (W/2q)-light.
Lemma 32. For any starting state X 0 and an arbitrary constant w > 0, with probability at least p(w) > 0 (not depending on n) the next state X 1 of the SW-dynamics is wn −1/3 -good.
Lemma 33. There exist absolute constants c 1 , c 2 , C > 0 such that for all n sufficiently large the following holds. For all w such that c 1 ≤ w ≤ c 2 n 1/3 , for every wn −1/3 -good starting state X 0 , the next state of the SW-dynamics X 1 is (13/12)wn −1/3 -good with probability at least exp(−C/w).
Lemma 29 follows immediately from Lemmas 32 and 33.
Proof of Lemma 29. Let c 1 , c 2 , C be the constants from Lemma 33. Define w t by w 1 = c 1 and w t = (13/12)w t−1 . Moreover, let 0 < ε 0 < c 2 and set t 0 = log(ε 0 n)/ log(13/12) . By Lemmas 32 and 33, for any starting state X 0 , the state X t is w t -good for all t = 1, . . . , t 0 with probability at least p(w 1 ) t 0 t=2 exp(−C/w t ) =: L. Note that the product in the expression for L is bounded by an absolute positive constant, since the series t≥1 1/w t converges.
It follows that for ε < ε 0 /10q, with positive probability (not depending on n) X t 0 has an ε-heavy color and the remaining q − 1 colors are ε-light, as wanted.
We next prove Lemmas 32 and 33.
Proof of Lemma 32. We will write α i as a shorthand for α i (X 0 ), and denote m i = nα i . In each step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph
2 , . . . be the components of G i in decreasing order of size. The beginning of the proof is analogous to the beginning of the proof of Lemma 15. Let A, L be the constants in Lemma 23 and let w = L. For each color i the following hold with positive probability (not depending on n):
With probability at least q −q each of C
1 with i ∈ S receives color 1. Let A i be the number of vertices of color i after the coloring step of the SW-algorithm. Note, we have
We obtain that with probability at least q −q 1 − 2q exp(−50w 2 q) > 0
and for all i ∈ {2, . . . , q}
This concludes the proof.
Proof of Lemma 33. W.l.o.g., we may assume that the color classes S 1 , S 2 , . . . , S q of X 0 satisfy
Now we make a step of the Swendsen-Wang algorithm. Let C 1 , C 2 , . . . , be all the connected components after the percolation step of the Swendsen-Wang algorithm, listed in decreasing size. By Lemma 22 (first part for each sub-critical color class with ε ≥ (w/2)n −1/3 and second part for the super-critical color class with ε ≥ qwn −1/3 ) we have
By Markov's inequality
By Lemma 22 (part 3) we have
For all sufficiently large w, we may assume that the events in (58) and (59) occurred, that is, |C 1 | ≥ (7/4)wn 2/3 and i≥2 |C i | 2 ≤ n 4/3 . Now we color the components C 2 , C 3 , . . . , independently by a uniformly random color from [q] (for now we leave the component C 1 uncolored). Let A i be the number of vertices of color i. We have, by say, Azuma's inequality,
Now we color C 1 , w.l.o.g., it receives color 1. Let A i be the number of vertices of color i now (we have
. Applying union bound to (60) we obtain that with probability at least 1 − 2q exp(−w 2 /(32q 2 )) we have
(Note that we used the fact that q ≥ 3 in the second inequality in (61).) Let w = (13/12)w. Summarizing all the steps we obtain that from a state satisfying (57) we get to a state satisfying
with probability at least
For all sufficiently large w, the last expression is greater than exp(−C/w), where C is a positive constant (depending on K, c, q), as wanted.
D Fast mixing for B < B u
The proof for establishing mixing in the uniqueness regime will be similar to the B > B rc case. We begin with the following analogue of Lemma 11.
Lemma 34. Assume B < B rc is a constant. There exists ε > 0 such that for any n and any initial state X 0 with probability Θ(1) the next state X 1 has at least q − 1 colors that are ε-light.
Proof. Let ε < 1/10 be small enough such that B(1 + 2ε) < q. As in the proof of Lemma 11 with probability Θ(1) all the giant components receive color 1 (it could be that there are no giant components). By Chernoff bound, with probability 1 + o(1) colors 2, . . . , q receive less than (1+ε/2)/q fraction of vertices and since (1 + ε/2)/(1 + 2ε) ≤ 1 −ε we have that they are ε-light.
We then have the following lemma, which is an analogue of Lemmas 12 and 13 in the B > B rc case, showing that we get within O(n −1/2 ) of the uniform phase.
Lemma 35. Assume B < B u is a constant. There exists a constant L such that for any starting state X 0 after T = O(1) steps with probability Θ(1) the SW-algorithm moves to state X T such that
Proof of Lemma 35. Let ε be as in Lemma 34. By Lemma 34 starting from any X 0 with constant probability we move to X 1 where q − 1 colors are ε-light. W.l.o.g. let 1 be the remaining color. Let z be such that zn vertices have color 1. In the next step the only giant component (with probability 1 + o(1)) can arise from color 1. With probability 1 + o(1) we move to a state (F (z)n(1 + o (1) (1))/q). Since 1/q is the only fixpoint of F we have that there exists constant T such that
. With probability 1 + o(1) after at most T steps the size of the largest color class becomes less than 1/q + (3/2)ε. In the next step even the largest color class is subcritical and we end up (with probability 1 + o(1)) in a state where each color occurs (1 + o(1))n/q times. In the next step the components sizes after the percolation step satisfy, by Lemma 22
Hence, after the coloring step, with constant probability (using the same argument as in (91) and (92)) we have color classes of size (n + O(n 1/2 ))/q.
We then use the analogue of Lemma 10.
Lemma 36 ( [15] , Theorem 6.5). Let B ≤ B u and let X 0 , Y 0 be a pair of configurations where
for some constant L > 0. Then there exists a coupling such that with probability Θ(1),
We omit the proof of Lemma 36 since it is a simplified version of the proof of Lemma 10. Finally, we apply Lemma 9 to complete the proof of rapid mixing for the B < B u case and we conclude the following corollary.
Corollary 37. Let B < B u be a constant. The mixing time of the Swendsen-Wang algorithm on the complete graph on n vertices is O(log n).
E Connection: Proof of Lemma 2
In this section we prove Lemma 2 presented in Section 2 connecting the critical points of the first moment with the fixpoints of the function F , which relates to the behavior of the Swendsen-Wang algorithm.
Proof of Lemma 2. The following parametrization will simplify the expressions: a = (z + 1)/(z + q) where z ≥ 0. Equation (5) becomes
Under the parametrization equation F (a) = a becomes
and (7) becomes
Plugging (66) into (67) and taking logarithm of both sides one obtains (65). We established that the critical points of Ψ 1 correspond to fixpoints of F . Differentiating (6) (with (7)) we obtain
Differentiating (4) we obtain
At a critical point/fixpoint we have F (a) = a and (7). We first express exp(−aBx) from (7) plug it in (68) and then express x from F (a) = a (which yields x = (qa − 1)/((q − 1)a)) and plug it in the resulting expression. Simplifying the expressions we obtain that at a critical point a ∂ ∂a F (a) = 1 +
The denominator of (70) is positive (by Lemma 38) and hence at a critical point a we have
We also have
where the inequality follows from
< 1 (see Lemma 38) and a > 1/q. Hence we can im-
This establishes the second claim of the lemma.
F Analysis of Fixpoints of F
We will need the following bound on the coordinates of a fixpoint.
Lemma 38. Let a > 1/q be a critical point of Ψ 1 (a). Let b = (1 − a)/(q − 1). Then aB > 1 and bB < 1.
Proof. We use the same parametrization of a as in the proof of Lemma 2 (that is, a = (z +1)/(z +q) where z ≥ 0). For z > 0 that satisfies (65) we obtain aB = zB + B z + q = (1 + 1/z) ln(1 + z) > 1,
The following result shows that the local maxima of Ψ 1 are hessian and hence Lemma 2 can be used to conclude the existence of attractive fixpoints of F .
Lemma 39. A critical point a > 1/q of Ψ 1 for B > B u has non-zero second derivative.
Proof. Suppose not, that is (69) is zero. Then we have 1/q = 1 − Ba(1 − a) . Plugging the value of q into (5) we obtain ln
Let w = B − 1/a. Note that by Lemma 38 we have w > 0. Equation (73) becomes
and hence we can parameterize B, a, q in terms of w:
We will now show B ≤ B u . Suppose not, that is, B u < B. Then, looking at the definition (2), there exists B < B and z > 0 such that
and hence
We will now prove that for any z > 0 we have
a contradiction with (76) and B < B.
Our goal (inequality (77) with parametrization (75)) is to show that for any w > 0 and any z > 0 w 2 e −w + w − 1 ≤ z + e w + e −w − 2 e −w + w − 1
Inequality (78) is equivalent to (we multiply both sides by e −w + w − 1 > 0 and e z − 1 > 0 and simplify) 0 ≤ z(e z − e w )(e −w − 1) − w(w − z)(e z − 1) =:
We have G 1 (s + y, 2s) = (s 2 − y 2 )(e 2s − 1) − 2s(e s − e y )(e s − e −y ) =: G 2 (s, y).
We will show G 2 (s, y) ≥ 0 for all s > 0 and y ≥ −s. We have G 2 (s, −s) = 0 and lim y→∞ G 2 (s, y) = ∞. Thus it is enough to explore the critical points of G 3 (y) := G 2 (s, y) for each s. We have
The function y → (e y − e −y )/y is monotone for y ≥ 0 (this follows from the series expansion) and hence the only critical points of G 3 (y) are y = 0 and y = ±s. For y = ±s we have G 3 (y) = 0. For y = 0 we have
This establishes non-negativity of G 3 (y) for y ≥ −s for all s > 0; which implies (77).
As a consequence of the existence of local maxima of Ψ 1 for B > B u and Lemmas 2 and 39 we obtain that F has a non-uniform fixpoint. The Swendsen-Wang algorithm will tend to get stuck around this fixpoint (we show in Section 3).
Corollary 40. For B > B u the function F has an attractive fixpoint a where a > 1/q (the value of a depends on B).
The following lemma establishes that, for B = B u , the spectral radius of F at the fixpoint a is equal to 1. Thus, the first-order derivative is not sufficient to study the attractiveness of the fixpoint a.
Lemma 41. For B = B u , it holds that F (a) = 1.
Proof. From (70), it suffices to show that Recall that B u = inf B. We first prove that f Bu (z) ≤ 0. Suppose otherwise. Then, there exists z such that f Bu (z ) > 0. Since f B (z ) → f Bu (z ) as B ↑ B u , we obtain that there exists B < B u such that f B (z ) > 0. Since f (B )(z) → − 1 q−1 as z → ∞, it follows that B ∈ B, contradicting that B u = inf B.
Thus, f Bu (z) ≤ 0 for every z > 0. In fact, B u ∈ B so there exists z o > 0 such that f Bu (z o ) = 0. This gives
Since
Equating this expression for e −zo with the expression for e −zo from (80) shows that z o satisfies
Now we are set to prove , which is zero from (81).
The next lemma establishes that the second-order derivative of F at a is non-zero and hence the fixpoint a is repulsive.
Lemma 42. For B = B u , it holds that F (a) < 0. Remark 1. Note, the non-attractiveness of the fixpoint a for B = B u follows from F (a) = 1 (see Lemma 41) and F (a) = 0.
Proof. We view (7) as an equation that defines x as an implicit function of a. Differentiating (7) two times we obtain
These yield
At B = B u , it holds that F (a) = 1 (Lemma 41). Thus, to prove F (a) < 0, we only need to show aB(x + 2e −aBx ) − 2 > 0. Since x satisfies (7), we have aB = − log(1 − x)/x, so we need to show 2 + (2 − x) log(1 − x)/x < 0. It is simple to check that this holds for every 0 < x < 1, concluding the proof.
Finally, we classify the attractiveness of the uniform fixpoint u = 1/q of F for B < B rc .
Lemma 43. For all B < B rc , the fixpoint u = 1/q of F is jacobian attractive. For B = B rc , the fixpoint u = 1/q is jacobian repulsive.
Proof. For B < B rc , we have that F is constant throughout [1/q, 1/B], so trivially F (1/q) = 0 and hence u is jacobian attractive. For B = B rc , rewrite (7) as
Note that as x ↓ 0, we have z ↓ 1/q. Then, for all sufficiently small x > 0, an expansion of f around x = 0 yields
It is not hard from here to conclude
for all z in a small neighborhood of 1/q. It follows that
for all q ≥ 3, and hence u is jacobian repulsive.
We are now set to prove Lemma 3 from Section 2.
Proof of Lemma 3. The statements for the attractiveness of the fixpoint u = 1/q of F follow from Lemma 43. The jacobian attractiveness of the fixpoint a > 1/q of F follows from Corollary 40. Finally, Lemmas 41 and 42 show that, at B = B u , the fixpoint a > 1/q of F is not attractive.
Finally we prove the following lemma, which was used in the proofs of Lemmas 12 and 30.
Lemma 44. For B ≥ B rc , there is a single fixpoint of F with a > 1/q.
Proof. From the first part of Lemma 2, it suffices to prove that the critical point of Ψ 1 with a > 1/q is unique. We have
.
Consider the polynomial p(a) = a 2 − a + q−1 qB and note that for all a ∈ (0, 1), p(a) ·
∂a 2 (a) < 0 and
, there is at exactly one zero of p(a) in the interval (1/q, 1), say a 0 , and another one in the interval (1/q, 1). Thus, ∂Ψ 1 ∂a is increasing for 1/q ≤ a < a 0 and decreasing for a 0 < a ≤ 1. Since 
G Leftover Slow Mixing Proofs
In Section 3 we proved Lemma 5 which roughly says that when we start at a configuration close to the majority phase m then we are unlikely to escape the neighborhood of m in one step. Here we prove Lemma 4 which is the analog of Lemma 5 for the uniform phase u.
Proof of Lemma 4. Let X 0 ∈ S. The first step of the Swendsen-Wang algorithm chooses, for each color class, a random graph from G(m, p), where p = B/n and m is the number of vertices of that color. For all sufficiently small ε we have
where d < 1 (we used B < q and m ≤ n/q + εn). Now Lemma 8 (with t = 1/2) implies that with probability at least
all components after the first step have size ≤ n 1/2 . The second step of the Swendsen-Wang algorithm colors each component by a uniformly random color; call the resulting state X 1 . Let Z i be the number of vertices of color i in X 1 . By symmetry E[Z i ] = n/q. Now assume that all components have size ≤ n 1/2 . Then by, say, Azuma's inequality (see, e.g., [14] , p. 37)
and hence P (X 1 ∈ S) ≥ 1 − n exp(−Θ(n 1/2 )), which combined with (84) yields the Lemma.
H Leftover Rapid Mixing Proofs
In this section we present the deferred proofs for lemmas from Section 4. Before proving Lemma 11 we will need the following function. Let g : [0, 1] → [0, 1] be such that g(a)n is the size of the giant component in G(an, B/n) (as n → ∞). For a ≤ 1/B we have g(a) = 0; for a ≥ 1/B we have g(a) = ax, where x is the largest solution of x + exp(−aBx) = 1 in [0, 1]. We have the following inequalities.
Lemma 45. Assume B > B rc . Then
Lemma 46. The minimum of
over non-negative a i 's that sum to 1 is achieved for a 2 = a 3 = · · · = a q = 1/B and a 1 = 1−(q−1)/B.
Proof of Lemma 45. Equation (86) is equivalent to
Suppose that (88) is false, that is, x ≤ 1 − 1/(B − q + 1). We have
where the inequality follows from the fact that x → −(ln(1 − x))/x is an increasing function on (0, 1). Inequality (89) is equivalent to B − q ≤ ln(1 + B − q), which is false (since B − q > 0), and hence we have a contradiction. This shows that (88) is true.
Proof of Lemma 46. Function g(a) is strictly monotone for a > 1/B:
and since x + exp(−aBx) = 1 we have
the inequality holds since the derivative of the numerator is ln(1 − x) and its value at x = 0 is 0. Thus g (a) > 0 for a > 1/B. Function g(a) is strictly concave for a > 1/B:
again using x + exp(−aBx) = 1 we have
the inequality holds since the second derivative of the numerator is −x/(1 − x) 2 and its value at x = 0 is 0. Thus g (a) < 0 for a > 1/B. If a i > 1/B and a j < 1/B then we can decrease the value of (87) by decreasing a i and increasing a j (since g(a) = 0 for all a ≤ 1/B and g(a) is increasing for a > 1/B). If 1/B < a i < a j then we can decrease the value of (87) by decreasing a i and increasing a j (since g(a) is strictly concave for a > 1/B). Note that at least one a i has to be strictly larger than 1/B. From the preceding discussion it follows that at a maximum one a i is larger than 1/B and the remaining a j 's are equal to 1/B.
Proof of Lemma 11. Let α i be the number of vertices of color i in X 0 , normalized by n. After the percolation step of the SW algorithm, with probability 1 − o(1) the largest component in color class i has size g(α i )(n + o(n)) (for α i ≤ 1/B the claim is still true since then g(α i ) = 0). Suppose that in the coloring step of the SW algorithm all the largest components receive color 1 (this happens with probability q −q = Θ(1)). The remaining components have, with probability 1 − o(1), size o(n) and hence, by Chernoff bound, with probability 1 − o(1) we end up in state (an + o(n), bn + o(n), . . . , bn + o(n)) where b = (1 − a)/(q − 1) and
the last inequality follows from Lemmas 45 and 46. From (90) we obtain b < 1/B. Let ε = min((1/B − b)/2, (B − q)/(2B)) > 0. We have that one color is ε-heavy and the remaining colors are ε-light. Note that this happened with probability q −q + o(1) = Θ(1). The argument for the second statement of the lemma is almost identical, the only difference being that there is just one color class with α i ≥ 1/B and thus after the percolation step of the SW-dynamics with probability 1 − o(1) there is just one giant component of size g(α i )(n − o(n)) and the rest have size o(n).
Proof of Lemma 12. By Lemma 11 with probability Θ(1) state X 1 has one ε-heavy color and the remaining q − 1 colors are ε-light. Assume that the largest color class in X 1 has size z 1 . Now we do the next step of the SW algorithm. With probability 1 − o(1) in the percolation step the largest component of the ε-heavy color has size g(z 1 )n(1 + o (1)) and all the other components have size o(n). Thus, by Chernoff bound, after the coloring step we have one color class of size F (z 1 )n(1 + o(1)) and the remaining color classes have roughly equal sizes, in particular, each is of size ((1 − F (z 1 ))/q)n(1 + o (1)).
By the second part of Lemma 11, with probability 1 − o(1), the bigger color class is ε-heavy and the smaller color classes are ε-light. Note that F is monotone and since B > B rc , by Lemma 3, it has a unique fixpoint a. Hence for constant T (depending on δ) we have F (T ) ([0, 1]) ⊆ [a − δ/2, a + δ/2]. Thus in T steps, with probability, Θ(1) we are within l ∞ -distance δ of m.
Proof of Lemma 13. Let δ > 0 be such that for some c < 1 for all z ∈ [a − δ, a + δ] we have |F (z) − a| ≤ c|z − a|. Note that the existence of such δ is guaranteed by the jacobian attractiveness of the fixpoint a throughout the regime B > B u .
Suppose that we are in X t with α(X t ) − m ∞ ≤ δ. If condition (11) is satisfied then we stop. Otherwise let C 1 , C 2 , . . . be all the connected components after the percolation step, sorted by decreasing size. By Lemma 22 we have
Let w t ≥ 1; we will fix the value of w t later. By Markov's inequality
Assuming the event in (91), by Azuma's inequality, in the coloring step of the SW algorithm the number Z i of vertices in C 2 ∪ C 3 . . . that receive color i is concentrated around the expectation
Let z = S t /n. The size of C 1 is asymptotically normal around g(z)n (see, [18] ) and hence for some constant U P (||C 1 | − g(z)n| ≥ w t √ n) ≤ exp(−U w 2 t ).
Combining (91), (92), and (93) we obtain that with probability at least
(1 − 1/w t )(1 − exp(−w t /2) − exp(−U w 
we have that α(X t+1 ) − (F (z), (1 − F (z))/(q − 1), . . . , (1 − F (z))/(q − 1)) ∞ ≤ w t (1 +
We have (F (z), (1 − F (z))/(q − 1), . . . , (1 − F (z))/(q − 1)) − m ∞ ≤ c α(
Equations (95) and (96) combined yield
for w t := 1 − c 2
where we achieve the last inequality by choosing L large enough (L := 4(1 + √ K )/(1 − c)). Assuming w t ≥ max(1/U, 10) we have (94) bounded from below by exp(−2/w t ). Also note that assuming no "failures" (that is, (95) holds) we have that w t 's are geometrically decreasing (with a factor at least (c + 1)/2). Thus the probability that (95) is never violated (for all t until we stop) is at most Finally, since the distance to m is geometrically decreasing (assuming no failures) and it is between Ln −1/2 and 1 we have that the number of steps until we stop is O(log n).
H.1 Basic rapid mixing proofs
In this section, we give the deferred proofs of Lemmas 9 and 10.
Proof of Lemma 9. Let A t = {v : X t (v) = Y t (v)} and D t = V \ A t . We will define a one-step coupling which maintains α(X t ) = α(Y t ) and where
We'll define a matching τ t : V → V . For v ∈ A t let τ (v) = v. For V \ A t define τ so that for all v ∈ V , X t (v) = Y t (τ (v)). In words, τ matches vertices with the same color (this is always possible since α(X t ) = α(Y t )) and it uses the identity matching on those vertices whose colors agree in the two chains. In the percolation step of the Swendsen-Wang process, first perform the step for chain X t , then for Y t for a pair v, w where Y t (v) = Y t (w) we delete the edge iff the edge (τ (v), τ t (w)) is deleted. Therefore, the component sizes are identical for the two chains and we can couple the recoloring in the same manner so that if v ∈ A t then v ∈ A t+1 and (98) holds. Then, by applying Markov's inequality, Pr [X t = Y t | X 0 , Y 0 ] ≤ n(1 − 1/q) t ≤ ε for t = O(log n).
Proof of Lemma 10. Our proof closely follows the approach in [15, Theorem 6.5] (which is for the case q = 2) with small differences in some of the technical details. Apply the percolation step of the Swendsen-Wang algorithm independently for the chains X 0 and Y 0 . By Lemma 5.7 in [15] we know that there is a constant C > 0 such that with probability 1 − O(1/n) there are ≥ Cn isolated vertices (i.e., components of size 1). In each chain, order the components by decreasing size. Independently color the components in each chain in order of decreasing size, but leave the last Cn components uncolored. As noted earlier, the remaining Cn components in each chain consist of all isolated vertices (with probability 1 − O(1/n)). As in the proof of Lemma 13, (91),(92) and (93) apply to this truncated coloring process. LetX 1 ,Ŷ 1 denote the configuration except on these Cn uncolored components. In analogy with (95), we then have that, with probability Θ(1), the vectors α(X 1 ) and α(Ŷ 1 ) are both close to m rescaled to account for the uncolored Cn vertices, thus:
for some constant L > 0 with probability Θ(1). Fix a spin i. We have that |α i (X 1 ) − α i (Ŷ 1 )| ≤ L √ n. For the remaining Cn uncolored vertices, denote them as v 1 , . . . , v Cn . For 1 ≤ j ≤ Cn, let Z j = 1 if X 1 (v j ) = i 0 otherwise, and similarly let Z j = 1 iff v j is assigned spin i in Y 1 . Let Z = j Z j and Z = j Z j . With probability Θ(1), for any where L √ n ≤ L √ n we can couple the assignments in X 1 and Y 1 to v 1 , . . . , v Cn so that Z = Z − . This is nearly identical to Lemma 6.7 in [15] , and as in that case, the proof of this fact follows from the local central limit theorem for a simple random walk. Therefore, with probability Θ(1) for each color we can couple the color assignments for X 1 , Y 1 on the remaining Cn vertices so that α i (X 1 ) = α i (Y 1 ). Since q is constant, with probability Θ(1) we get that α(X 1 ) = α(Y 1 ).
