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Abstract
A weak version of a conjecture stated by Kannan, Lovász and Simonovits claims that an isotropic log-
concave probability μ on Rn should be concentrated in a thin Euclidean shell in the following way:
∀t ∈ [0, nκ ], μ{x ∈ Rn: (1 − t
nκ
)
 |x|√
n

(
1 + t
nκ
)}
 1 − Ce−ct (1)
where κ = 1/2 and c and C are positive absolute constants. For κ = 1/10.02, this inequality has been
established by Klartag. By combining different approaches introduced by Klartag and by Guédon, Paouris
and the author, we improve this result by showing that the inequality (1) holds with κ = 1/8.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let X = (X1, . . . ,Xn) be a random vector in Rn distributed according to a log-concave
density. We suppose that X is isotropic, that means its barycenter EX is 0 and its covariance
matrix cov(X) = (EXiXj )1i,jn is the identity matrix. We denote by |x| the Euclidean norm
of x ∈ Rn. The isotropic assumption implies (E|X|2)1/2 = √n. The letters c, C, c1, C1, . . . stand
for various positive universal constants whose value may change from one line to the next.
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B. Fleury / Journal of Functional Analysis 259 (2010) 832–841 833Anttila, Ball and Perissinaki [1] conjectured that there exists a decreasing sequence (εn) con-
verging to 0 such that, for any integer n 1, all isotropic log-concave random vector X in Rn is
concentrated within a thin Euclidean shell of width εn in the following sense:
P
{
(1 − εn) |X|√
n
 (1 + εn)
}
 1 − εn.
This conjecture is mainly motivated by the central limit problem for log-concave measures.
It implies indeed that most marginals of log-concave measures are approximately Gaussian [1].
A positive answer to this conjecture has been established by Klartag [8] and in a different way by
Guédon, Paouris and the author [6] with εn decreasing logarithmically with n. To find the good
dependence on the dimension remains a major question in Asymptotic Geometric Analysis.
A weak version of a conjecture stated by Kannan, Lovász and Simonovits [7] claims that
X/
√
n should be concentrated within a Euclidean shell of width 1/
√
n. More precisely, the ex-
pected concentration inequality is
∀t > 0, P
{(
1 − t√
n
)
 |X|√
n

(
1 + t√
n
)}
 1 − Ce−ct . (2)
As shown by Paouris [13], this inequality is known for large deviations, i.e. when t  C′√n.
Note also that the inequality (2) was proved when X is uniformly distributed on a generalized
Orlicz ball [5]. Up to now, the best estimate in the general case has been proved by Klartag [9]
with a power-law dependence on n:
∀t ∈ [0, n1/10.02], P{(1 − t
n1/10.02
)
 |X|√
n

(
1 + t
n1/10.02
)}
 1 − Ce−ct3.33 . (3)
We show the following
Theorem 1. Let X be an isotropic random vector in Rn distributed according to a log-concave
density. For any p ∈ [2, c1n1/4], we have
(
E|X|2)1/2  (E|X|p)1/p  (1 + C1p
n1/4
)(
E|X|2)1/2. (4)
In particular, X satisfies the following concentration inequality
∀t ∈ [0, n1/8], P{(1 − t
n1/8
)
 |X|√
n

(
1 + t
n1/8
)}
 1 − C2e−c2t . (5)
Moreover,
∀t ∈ [0, n1/8], P( |X|√
n

(
1 + t
n1/8
))
 C3e−c3t
2
. (6)
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and the author [6] with arguments developed by Klartag [9] to prove the inequality (3). We
specify some notations. Let f be the log-concave density of X. For an integer k ∈ [1, n], Gn,k
stands for the Grassmannian of all k-dimensional subspaces in Rn. For F ∈ Gn,k , we denote
by PF the orthogonal projection from Rn on F and by ΠFf the marginal density of f on F ,
i.e. the density of PFX. We denote by νn the unique Haar probability on the special orthogonal
group SO(n) invariant under both left and right translations. On SO(n), d stands for the geodesic
distance and ‖h‖Lip stands for the Lipschitz semi-norm of a function h on SO(n) with respect
to d .
To emphasize the origin of the gain of our proof, we summarize the main steps of Klartag’s
proof of the inequality (3).
1. Using the fact that, with large probability, the k-dimensional subspaces F satisfy, for any
x ∈ Rn, 1√
k
|PFx| 1+ε≈ 1√n |x|, Klartag reduces the study of deviations of 1√n |X| to the one of
1√
k
|PFX| for most F ∈ Gn,k .
2. A key step is to get a version of Dvoretzky’s theorem [11,12] for log-concave measures: an
isotropic log-concave probability on Rn, once projected on subspaces whose dimension is a
power of n, becomes approximately spherically-symmetric. To build almost radial projection
measures, Klartag uses the following arguments:
• To gain smoothness, Klartag shows that, without loss of generality, one can suppose f =
f˜ ∗ γn where f˜ is a log-concave density and γn is a Gaussian density. He get then a
Lipschitz estimate of the function M : u ∈ SO(n) 	→ logΠu(F0)f (u(x0)) where F0 is a
fixed k-dimensional subspace and x0 ∈ F0: ‖M‖Lip  Ck2.
• Using the concentration inequality on SO(n) for Lipschitz functions,
∀t > 0, νn
{
u ∈ SO(n),
∣∣∣∣h(u) −
∫
h dνn
∣∣∣∣ t
}
 Ce−c(
√
nt
‖h‖Lip )
2
, (7)
and the principle of Milman’s proof of Dvoretzky’s theorem [11,12], Klartag shows that,
for k ≈ n1/5.01, with large probability, the k-dimensional projection of X are approxi-
mately spherically-symmetric in the following sense: for any x1 ∈ F and x2 ∈ F with
|x1| = |x2| C′
√
k,
1
2
ΠFf (x1)ΠFf (x2) 2ΠFf (x1). (8)
3. If Z is a random vector in Rk with a radial density ρ(|.|) where ρ : R+ → R+ is log-concave,
Z satisfies:
∀t > 0, P
{(
1 − t√
k
)
 |Z|√
k

(
1 + t√
k
)}
 1 − Ce−ct2 . (9)
When PFX is approximately spherically-symmetric in the sense of (8), the previous inequal-
ity remains true for PFX.
It gives the inequality (3) with the coefficient 2 instead of 3.33 in the right-hand side of (3). The
coefficient 3.33 comes from an optimization of previous arguments.
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tration (7) on SO(n) (through the log-Sobolev inequality on SO(n)). Our gain comes from the fact
that we do not need to use Milman’s principle to deduce the inequality (8) from the concentration
inequality (7). We project the vector X on k-dimensional subspaces with k ≈ n1/4. For k ≈ n1/4,
the inequality (7) with h = M gives 12Πu(F)f (u(x0)) Πv(F)f (v(x0))  2Πu(F)f (u(x0)) for
(u, v) in a subset of SO(n) of probability greater than 1/2. We use this type of estimate in average
instead of the uniform estimate (8) for sub-marginals.
2. Proof
Let X be an isotropic random vector in Rn distributed according to a log-concave density f
and let Gn be a standard Gaussian vector on Rn independent of X. We denote by γn the standard
Gaussian density on Rn. By the Prékopa–Leindler inequality [14,15,10], the density g = f ∗γn of
the random vector Y = X +Gn and the marginal densities ΠF0g of PF0Y for F0 ∈ Gn,k , are log-
concave and satisfy cov(Y ) = 2In and cov(PF0Y) = 2Ik . Remark that (E|PF0Y |2)1/2 =
√
2k. Let
F be a k-dimensional random subspace in Rn distributed according to the unique rotationally-
invariant probability on Gn,k and let U be a random rotation distributed according to the Haar
probability νn on SO(n). Note that, if F0 ∈ Gn,k is fixed, U(F0) and F have the same law. For
real numbers δ >
√
2 and p  0, we define the function hp : SO(n) → R+ by
hp(u) =
δ
√
k∫
0
tp+k−1Πu(F0)g
(
tu(θ0)
)
dt
where F0 is a fixed subspace in Gn,k and θ0 is a fixed point in the Euclidean unit sphere of F0.
Lemma 2. We can choose δ equal to a universal constant in such a way that, for any p ∈
[2, cmin(k,√n )],
(E|Y |p)1/p
(E|Y |2)1/2 
(
1 + Ce−cmin(k,
√
n )
) (Ehp(U))1/p(Eh0(U))1/2−1/p
(Eh2(U))1/2
where c and C are absolute constants.
Recall that, as consequence of Borell’s lemma [4], for every random vector Z in Rn distributed
according to a log-concave law and for every even norm ‖.‖ on Rn, one has the Khintchine-type
inequality
∀q  r  1, (E‖Z‖q)1/q  C q
r
(
E‖Z‖r)1/r . (10)
Proof. Fix an integer k ∈ [1, n], a real p  2 and a subspace F0 ∈ Gn,k . There exists a real
number an,k,p such that, for any points y ∈ Rn,
|y|p = an,k,pEF |PFy|p.
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E|Y |q
E|Gn|q =
EF,Y |PFY |q
E|Gk|q . (11)
Simple computations gives E|Gi |p/(E|Gi |2)p/2 = Γ ( i+p2 )Γ ( i2 )p/2−1/Γ ( i+22 )p/2. Since the
function (log◦ Γ )′ is concave (the Euler’s formula shows that log◦ Γ is the sum of functions
which have a negative third derivative), the function i 	→ E|Gi |p/(E|Gi |2)p/2 is decreasing. We
get thus
(E|Y |p)1/p
(E|Y |2)1/2 =
(E|Gn|p)1/p
(E|Gn|2)1/2
(E|Gk|2)1/2
(E|Gk|p)1/p
(EF,Y |PFY |p)1/p
(EF,Y |PFY |2)1/2 
(EF,Y |PFY |p)1/p
(EF,Y |PFY |2)1/2 . (12)
It is well known that, for any fixed points y ∈ Rn, |PFy| satisfies the large deviation inequality
∀s  1, P
(
|PFy| 2s
√
k
n
|y|
)
 C1e−c1ks
2
.
On the other hand, Paouris concentration inequality [13] for the log-concave random vector Y
claims that
∀s  1, P(|Y | C3s√n ) C2e−c2√ns .
Hence, we get
PF,Y
(|PFY | δ√k )= EY [PF (|PFY | δ√k )1|Y | δ2 √n]+ EY [PF (|PFY | δ√k )1|Y | δ2 √n]
 EY
[
PF
(
|PFY | 2|Y |
√
k
n
)]
+ PY
(
|Y | δ
2
√
n
)
 C1e−c1k + C2e−c2
√
n (13)
by taking δ = 2C3. According to the inequality (10), we have (E|Y |2p)1/2p  C4(E|Y |p)1/p.
By the relation (11), this implies (EF,Y |PFY |2p)1/2p  C5(EF,Y |PFY |p)1/p. Consequently, by
Cauchy–Schwarz inequality, we get
EF,Y
[|PFY |p1|PF Y |δ√k] (EF,Y |PFY |2p)1/2PF,Y (|PFY | δ√k )1/2
 Cp5 e
−c3 min(k,√n )EF,Y |PFY |p
 e−c4 min(k,
√
n)
EF,Y |PFY |p
when p  c5 min(k,
√
n ). Hence,
EF,Y |PFY |p 
(
1 + C6e−c4 min(k,
√
n)
)
EF,Y
[|PFY |p1 √ ]. (14)|PF Y |δ k
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(E|Y |p)1/p
(E|Y |2)1/2 
(
1 + C7e−c5 min(k,
√
n )
)
× (EF,Y [|PFY |
p1|PF Y |δ
√
k])1/pPF,Y (|PFY | δ
√
k )1/2−1/p
(EF,Y [|PFY |21|PF Y |δ√k])1/2
and to observe that, by polar coordinates, we have for q ∈ {0,2,p},
EF,Y
[|PFY |q1|PF Y |δ√k]= EF
[
kvk
∫
SF
σF (dθ)
δ
√
k∫
0
tq+k−1ΠFg(tθ) dt
]
= kvkEhq(U)
where vk is the volume of the k-dimensional Euclidean unit ball and σF is the uniform probability
on the Euclidean unit sphere SF of F . 
To compare h0, h2 and hp , we use the following result which gives a moment bound similar
to the concentration inequality (9).
Lemma 3. (See Barlow, Marshall, Proschan [2], Borell [3].) Let φ be an integrable log-concave
function on [0,∞). The function
q ∈ (0,∞) 	→ 1
Γ (q)
∞∫
0
tq−1φ(t) dt
is log-concave.
To compare the moments of hp(U), we use Herbst’s argument and the log-Sobolev inequality on
SO(n). For any Lipschitz function H : SO(n) → R, we have
EntU
[
H 2
] := E[H(U)2 log(H(U)2)]− E[H(U)2] log(E[H(U)2]) C
n
E
∣∣∇H(U)∣∣2
where |∇H(u)| = lim supd(v,u)→0 |H(v)−H(u)|d(v,u) . Let h be a positive function on SO(n). If log(h)
is L-Lipschitz, applying the previous inequality with H = hq/2, we get for any q > 0,
d
dq
[
log
(
Eh(U)q
)1/q]= 1
q2
EntU [hq ]
Eh(U)q
 C
n
E[h(U)q−2|∇h(U)|2]
E[h(U)q ] 
CL2
n
.
Consequently,
∀q > r > 0, (E∣∣h(U)∣∣q)1/q  e CL2n (q−r)(E∣∣h(U)∣∣r)1/r . (15)
According to Lemma 3.1 in [9] (with α = 0), for a fixed subspace F0 ∈ Gn,k and a fixed point
x0 ∈ F0 such that |x0| δ
√
k, the function
838 B. Fleury / Journal of Functional Analysis 259 (2010) 832–841Mx0 : u ∈ SO(n) 	→ logΠu(F0)g
(
u(x0)
)
is Lipschitz with respect to the geodesic distance d on SO(n) and ‖Mx0‖Lip  Ck2. This estimate
implies
∀p  0, ∥∥log(hp)∥∥Lip  Ck2 (16)
since, for any u ∈ SO(n),
∣∣∇ loghp(u)∣∣= |
∫ δ√k
0 t
p+k−1eMtθ0 (u)∇Mtθ0(u) dt |∫ δ√k
0 t
p+k−1eMtθ0 (u) dt
 sup
|x0|δ
√
k
‖Mx0‖Lip.
Lemma 4. If L := max(‖ log(hp)‖Lip,‖ log(h0)‖Lip)√n and 4 p  k, we have
(
Ehp(U)
)1/p(
E
[
h0(U)
])1/2−1/p  (1 + CL2
np
+ Cp
k
)(
Eh2(U)
)1/2
for an absolute constant C > 0.
Proof. Let us fix a real p  4. According to Lemma 3 with φ(t) = Πu(F0)g(tu(θ0))1[0,δ√k ](t),
we have for any u ∈ SO(n),
1
Γ (k + 2)h2(u)
(
1
Γ (k + p)hp(u)
)2/p( 1
Γ (k)
h0(u)
)1−2/p
.
By simple computations on the Γ function, we get for p  k,
hp(u)
2/ph0(u)
1−2/p 
(
1 + 2p
k
)
h2(u). (17)
On the other hand, the inequality (15) applied respectively with h = hp , q = 1 and r = 2/p, and
with h = h0, q = 1 and r = 1 − 2/p, gives
E
[
hp(U)
2/p] e−C1L2np (E[hp(U)])2/p, (18)
E
[
h0(U)
1−2/p] e−C2L2np (E[h0(U)])1−2/p. (19)
In the same way, by the inequality (15) applied with h = hp , q = 4/p and r = 2/p, and with
h = h0, q = 2(1 − 2/p) and r = 1 − 2/p, we get
E
[
hp(U)
4/p] e C3L2np2 (E[hp(U)2/p])2, (20)
E
[
h0(U)
2(1−2/p)] e C4L2n (E[h0(U)1−2/p])2. (21)
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Var(Z1) the variance of Z1, the inequalities (20) and (21) give for L
√
n,
∣∣cov(hp(U)2/p,h0(U)1−2/p)∣∣√Var[hp(U)2/p]√Var[h0(U)1−2/p]

(
e
C3L2
np2 − 1)1/2(e C4L2n − 1)1/2E[hp(U)2/p]E[h0(U)1−2/p]
 C5L
2
pn
E
[
hp(U)
2/p]
E
[
h0(U)
1−2/p].
Therefore, integrating the inequality (17) and using the inequalities (18) and (19), we get for
4 p  k,(
1 + 2p
k
)
E
[
h2(U)
]
 E
[
hp(U)
2/ph0(U)
1−2/p]
= E[hp(U)2/p]E[h0(U)1−2/p]+ cov(hp(U)2/p,h0(U)1−2/p)

(
1 − C5L
2
np
)
E
[
hp(U)
2/p]
E
[
h0(U)
1−2/p]

(
1 − C6L
2
np
)(
E
[
hp(U)
])2/p(
E
[
h0(U)
])1−2/p
.
Consequently, the proof is complete. 
Proof of Theorem 1. According to Lemmas 2 and 4 and the Lipschitz estimate (16), we have
for k  n1/4 and p ∈ [4, k],
(
E|Y |p)1/p  (1 + C1p
k
+ C1k
4
np
)(
E|Y |2)1/2.
Recall that Y = X + Gn where Gn is a standard Gaussian vector independent of X. Ex-
panding |X + Gn|2p by Newton’s formula, we observe that E|Y |2p  E(|X|2 + |Gn|2)p 
2pE|X|pE|Gn|p  (2√n )pE|X|p for any integer p  2. Consequently, for any integer p ∈
[4, k/2],
(
E|X|p)1/p  (E|Y |2p)1/p
2
√
n

(
1 + C2p
k
+ C2k
4
np
)
E|Y |2
2
√
n
=
(
1 + C2p
k
+ C2k
4
np
)(
E|X|2)1/2. (22)
Taking k = n1/4, we get the first assertion of Theorem 1 for p ∈ [√k, k/2]:
(
E|X|p)1/p  (1 + C3p)(E|X|2)1/2. (23)k
840 B. Fleury / Journal of Functional Analysis 259 (2010) 832–841To show the inequality (6), we can assume that t ∈ [2,√k ]. We take p = 12
√
kt . One has p ∈
[√k, k/2]. We remark that, by Chebychev inequality, we have
P
(
|X|
(
1 + t√
k
)(
E|X|p)1/p) 1
(1 + t√
k
)p
 e−
pt
2
√
k = e− 14 t2 .
By the inequality (23), we obtain
P
(
|X|
(
1 + C3 t√
k
)(
E|X|2)1/2) e− 14 t2 . (24)
To prove the inequality (5), we observe that, by the inequality (22), we can choose suitably
k ≈ n1/4 and p ≈ √k in such a way that Var |X|p  116 (E|X|p)2. Then, Chebychev inequality
gives
1
4
 P
(
||X|p − E|X|p| 1
2
E|X|p
)
 P
(
|X| 1
21/p
(
E|X|p)1/p)
 P
(
|X|
(
1 − C4√
k
)(
E|X|2)1/2).
On the other hand, the inequality (24) gives
P
(
|X|
(
1 + C5√
k
)(
E|X|2)1/2) 3
4
.
We assume t  1, otherwise the inequality (5) is trivial. Let C6 := max(C4,C5) and λ ∈ [0,1]
be real numbers such that 1 − C6√
k
= λ(1 − C6t√
k
) + (1 − λ)(1 + C6√
k
), i.e. λ = 2/(1 + t). Since the
function u ∈ R+ 	→ P(|X| u) is log-concave, we have
P
(
|X|
(
1 − C6√
k
)(
E|X|2)1/2)
 P
(
|X|
(
1 − C6t√
k
)(
E|X|2)1/2)λP(|X| (1 + C6√
k
)(
E|X|2)1/2)1−λ.
Hence
P
(
|X|
(
1 − C6t√
k
)(
E|X|2)1/2) (1
4
)1/λ(4
3
)1/λ−1

(
1
3
)1/λ
 e−ct .
To conclude, it is sufficient to observe that the concentration inequality
∀s > 0, P(∣∣|X| − (E|X|2)1/2∣∣ s(E|X|2)1/2) Ce−c√ks1s1 + Ce−c√ns1s1
B. Fleury / Journal of Functional Analysis 259 (2010) 832–841 841implies the inequality (4) for p ∈ [2,√k ] thanks to the integration by parts
E|T |q = q
∞∫
0
uq−1P
(|T | u)du with T = |X|2
E|X|2 − 1
(see Lemma 1.4. in [5]). 
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