Abstract-In this extended abstract we develop a technique to extend any bound for cyclic codes constructed from its defining sets (ds-bounds) to abelian (or multivariate) codes. We use this technique to improve the searching of new bounds for abelian codes.
and the improvements by Van Lint and Wilson, as the shifting bound (SB) [21] .
Having so many references on the subject, it seems very necessary to find a general method that allows us to extend any bound for the minimum distance of cyclic codes based on the defining set to the multivariate case. This is our goal. We shall show a method to extend to the multivariate case any bound of the type mentioned via associating an apparent distance to such bound.
To do this, we give in Section III a notion of defining set bound (ds-bound) for the minimum distance of cyclic codes; then, in Section IV we relate the weight of codewords with the apparent distance of their discrete Fourier transforms. In Section V, we use this technique to define the apparent distance of an abelian code with respect to a set of ds-bounds. In Section VI, we show an algorithm (of linear complexity by Remark 21) to compute this apparent distance. Finally, we show how one may improve the searching of new bounds for abelian codes.
II. PRELIMINARIES Let F q be a finite field with q elements, with q a power of a prime p, r i be positive integers, for all i ∈ {1, . . . , s}, and n = r 1 · · · r s . We denote by Z ri the ring of integers modulo r i and we shall always write its elements as canonical representatives.
An abelian code of length n is an ideal in the algebra F q (r 1 , . . . , r s ) = F q [X 1 , . . . , X s ]/ X r1 1 − 1, . . . , X rs s − 1 and throughout the work we assume that this algebra is semisimple; that is, gcd(r i , q) = 1, for all i ∈ {1, . . . , s}. Abelian codes are also called multidimensional cyclic codes (see, for example, [12] ).
The codewords are identified with polynomials. We denote by I the set Z r1 × · · · × Z rs and we write the elements
. . , s}, we denote by U ri the set of all r i -th primitive roots of unity and write U =
It is a known fact that, for a fixedᾱ = (α 1 , . . . , α s ) ∈ U , the code C is determined by its defining set, with respect tō α, which is defined as = (a 1 , . . . , a s ) 
In our case, it is known that the defining set Dᾱ (C) is a disjoint union of q-orbits modulo (r 1 , . . . , r s ). Conversely, every union of q-orbits modulo (r 1 , . . . , r s ) determines an abelian code (an ideal) in F q (r 1 , . . . , r s ) (see [2] , [7] or [12] for details).
We recall that the notion of defining set also applies to cyclic codes. For s = 1 and r 1 = n, a q-orbit is called a q-cyclotomic coset of a positive integer b modulo n and it is the set C q (b) = {b · q i ∈ Z n | i ∈ N}. Let L|F q be an extension field containing U ri , for all i ∈ {1 . . . , s}. The discrete Fourier transform of a polynomial f ∈ F q (r 1 , . . . , r s ) with respect toᾱ ∈ U (also called Mattson-Solomon polynomial in [19] ) is the polynomial 
III. DEFINING SET BOUNDS FOR CYCLIC CODES
In this section we deal with cyclic codes; that is r 1 = n. By P(Z n ) we denote the set of the parts of Z n . We take an arbitrary α ∈ U n . Definition 1: A defining set bound (or ds-bound, for short) for the minimum distance of cyclic codes is a family of relations δ = {δ n } n∈N such that, for each n ∈ N, δ n ⊆ P(Z n ) × N satisfies the following conditions:
From now on, sometimes we write simply δ to denote a ds-bound or any of its elements independently on the length of the code. It will be clear in the context which one is being used.
Remarks 2: (1) For example, the BCH bound states that for any cyclic code in F q (n) having a string of t − 1 consecutive integers in its defining set with respect to some α ∈ U n , the minimum distance of the code is at least t [16, Theorem 7.8] .
Now, define δ ⊂ P(Z n ) × N as follows: for any a ≥ 2, (N, a) ∈ δ if and only if there exist i 0 , i 1 , . . . , i a−2 in N which are consecutive integers modulo n. Then the BCH bound says that δ is a ds-bound, for any cyclic code (we only have to state Condition 3 as a convention).
(2) It is easy to check that all extensions of the BCH bound, all new bounds from the defining set of a cyclic code as in [4] , [11] , [17] , [18] , [24] and the new bounds and improvements arising from Corollary 1, Theorem 5 and results in Section 4 and Section 5 in [21] , also verify Definition 1.
In order to relate the idea of ds-bound with the Camion's apparent distance, which will be defined later, we consider the following family of maps.
Definition 3: Let δ be a ds-bound for the minimum distance of cyclic codes. The optimal ds-bound associated to δ is the family δ = {δ n } n∈N of maps δ n :
The following result is immediate. Lemma 4: Let δ be a ds-bound for the minimum distance of cyclic codes. Then, for each n ∈ Z:
As we noted above, we may omit the index of the mapδ n , because it will be clear in the context for which value it is being taken.
IV. APPARENT DISTANCE OF MATRICES
We begin this section recalling the notion and notation of a hypermatrix that will be used hereby, as it is described in [2] . For any i ∈ I, we write its k-th coordinate as i(k). A hypermatrix with entries in a set R indexed by I (or an I-hypermatrix over R) is an s-dimensional I-array, denoted by M = (a i ) i∈I , with a i ∈ R [22] . The set of indices, the dimension and the ground field will be omitted if they are clear in the context. For s = 2, M is a matrix and when s = 1, M is a vector. We write M = 0 when all its entries are 0 and M = 0, otherwise. As usual, a hypercolumn is defined as
where a i ∈ M means that a i is an entry of M . A hypercolumn will be seen as an (s − 1)-dimensional hypermatrix. In the case s = 2, we refer to hypercolumns as rows or columns and, when s = 1, we say entries.
Let D ⊆ I. The hypermatrix afforded by D is defined as M = (a i ) i∈I , where a i = 1 if i ∈ D and a i = 0, otherwise. When D is an union of q-orbits we say that M is a q-orbits hypermatrix, and it will be denoted by M = M (D). For any I-hypermatrix M with entries in a ring, we define the support of M as the set supp(M ) = {i ∈ I | a i = 0}. Its complement with respect to I will be denoted by D(M ). To define and compute the apparent distance of an abelian code we will use the hypermatrix afforded by its defining set, with respect toᾱ ∈ U .
We define a partial ordering over the set of hypermatrices {M (D) | D is union of q-orbits of I} as follows:
Clearly, this condition is equivalent to D ⊆ D. We begin with the apparent distance of a vector in L n . Definition 5: Let δ be a ds-bound for the minimum distance of cyclic codes and v ∈ L n a vector. The apparent distance of v with respect to δ (or δ-apparent distance of v, for short), denoted by δ * (v), is defined as
From now on we denote by B a set of ds-bounds which are used to proceed a computation of the apparent distances of matrices, hypermatrices or abelian codes.
Remark 7:
The following properties arise straightforward from the definition above, for any v ∈ L n .
1) If
Let f ∈ L(n) and v be the vector of its coefficients. Fix any α ∈ U n . Then
α,f ). Now we define the apparent distance of matrices and hypermatrices with respect to a set B of ds-bounds. 
Analogously, we compute the apparent distance Δ 1 (M ) for the other variable and finally we define the apparent distance of M with respect to B by
3) For s > 2, proceed as follows: suppose that one knows how to compute the apparent distance Δ B (N ), for all non zero hypermatrices of dimension s − 1. Then first compute the "hypermatrix support" of M = 0 with respect to the j-th hypercolumn, that is,
Finally, define the apparent distance of M with respect to B (or the B-apparent distance) as:
For example, by taking B = {δ BCH }, Δ B (M ) is the strong apparent distance in [2] . On the other hand, we note that condition (2) of Remark 7 does not necessarily hold in two or more variables.
Before showing examples, we relate apparent distance to weight of codewords. For each polynomial f = i∈I a i X i , consider the hypermatrix of the coefficients of f , denoted by M (f ) = (a i ) i∈I . For any j ∈ {0, . . . , s}, if we write , k) . This means that "fixed" the variable X j in f , for each power k of X j , the coefficient f j,k is a polynomial in X j , and H M (j, k) is the hypermatrix obtained from the coefficients of this f j,k . Now we extend Proposition 8 to several variables. 5)∪Q(1, 6) . Choose B = {δ HT , δ BS }, where δ HT is the Hartman-Tzeng bound in [18] (see [11] ) and δ BS is the Betti-Sala bound in [4] . One may check that supp 1 (M ) = {0, 1, 2} and ω 1 (M ) = 1. On the other hand, supp 2 (M ) = Z 24 \{0, 1, 5, 6} and ω 2 (M ) = 4, by using δ HT . Now Δ B (H M (1, 0)) = 8, by using δ BS (see [4, Example 4.2] ) which is the maximum, and hence 1 (M ) = 8.
Finally it is clear that
The reader may check that Δ δ HT (M ) = 8 too, because although Δ 1 (M ) = 6 we get Δ 2 (M ) = 8. Moreover, one may check that for B = {δ BCH } we get Δ 1 (M ) = 5 and
Example 12: Set q = 2, n = 75 = 5 × 15 and let M be the q-orbits matrix afforded by (1, 4) . In this case, one may check that Δ {δ BCH ,δ HT } (M ) = 8.
V. APPARENT DISTANCE OF ABELIAN CODES
The following definition changes a little the usual way to present the notions of apparent distance in [7] and the strong apparent distance in [2] (see also [19] ). We recall that B denotes a set of ds-bounds, which are used to proceed a concrete computation of the apparent distances.
Definition 13: Let C be an abelian code in F q (r 1 , . . . , r s ). 1) The apparent distance of C with respect toᾱ ∈ U and B (or the (B,ᾱ)-apparent distance) is
2) The apparent distance of C with respect to B is
The following result is consequence of Theorem 10. Corollary 14: For any abelian code C in F q (r 1 , . . . , r s ) and any B as above,
It is certain that to compute the apparent distance for each element of a code in order to obtain the apparent distance of the code can be as hard work as to compute the minimum distance of such a code. Thus, to improve the efficiency of the computation the following result tells us that we may restrict our attention to the idempotents of the code. It also allows us to reformulate Definition 13 as it is presented in the mentioned papers. F q (r 1 , . . . , r s ) . The apparent distance of C with respect toᾱ ∈ U and B verifies the equality
Proposition 15: Let C be an abelian code in
If e ∈ F q (r 1 , . . . , r s ) is an idempotent and E is the ideal generated by e then ϕᾱ ,e ϕᾱ ,e = ϕᾱ ,e , for anyᾱ ∈ U . Thus if ϕᾱ ,e = i∈I a i X i , we have a i ∈ {1, 0} ⊆ F q and a i = 0 if and only if i ∈ Dᾱ(E). Hence M (ϕᾱ ,e ) = M (Dᾱ(E)). Conversely, let M be a hypermatrix afforded by a set D which is a union of q-orbits. We know that D determines a unique ideal C in F q (r 1 , . . . , r s ) such that Dᾱ(C) = D. Let e ∈ C be its generating idempotent. One may verify that M (ϕᾱ ,e ) = M (D). Now let C be an abelian code,ᾱ ∈ U and let M be the hypermatrix afforded by Dᾱ(C). For any q-orbits hypermatrix P ≤ M [see the ordering (1)] there exists a unique idempotent e ∈ C such that P = M (ϕᾱ ,e ) and for any codeword f ∈ C there is a unique idempotent e(f ) such that
This fact drives us to give the following definition.
Finally, in the next theorem we set the relationship between the apparent distance of an abelian code and the minimum apparent distance of hypermatrices.
Theorem 17: Let C be an abelian code in F q (r 1 , . . . , r s ) and let e be its generating idempotent. For anyᾱ ∈ U , we have Δ B,ᾱ (C) = B−mad (M (ϕᾱ ,e ) ). Therefore, Δ B (C) = max{B−mad (M (ϕᾱ ,e )) |ᾱ ∈ U }.
VI. COMPUTING THE MINIMUM APPARENT DISTANCE
In [2] it is presented an algorithm to find, for any abelian code, a list of matrices representing some of its idempotents (or hypermatrices in case of more than 2 variables) whose apparent distance based on the BCH bound (called the strong apparent distance) goes decreasing until the minimum value is reached. It is a kind of "suitable idempotents chase through hypermatrices" [2, p. 2]. This algorithm is based on certain manipulation of the hypermatrix afforded by the defining set of the abelian code. It is not so hard to see that it is possible to obtain an analogous algorithm in our case.
We reproduce here the result and algorithm in the case of two variables under our notation. Then we will use the mentioned algorithm to improve the searching of new bounds for abelian codes.
Definition 18: With the notation of the previous section, let D be a union of q-orbits and M = M (D) the hypermatrix afforded by D. We say that H M (j, k) is an involved hypercolumn (row or column for two variables) in the
We denote the set of indices of involved hypercolumns by I p (M ). Note that the involved hypercolumns are those which contribute in the computation of the B-apparent distance.
The next result shows a sufficient condition to get at once the minimum B-apparent distance of a hypermatrix.
Proposition 19 If P is a q-orbits matrix such that 0 = P ≤ M , then
Moreover, if l ∈ {0, . . . , l} is the first element satisfying
The proof of the theorem above follows the same lines of that in [2, Proposition 25] just having in mind the use of different ds-bounds.
Algorithm for matrices.
Set I = Z r1 × Z r2 . Consider the matrix M = (a ij ) (i,j)∈I and a set B of ds-bounds.
Step 1. Compute the apparent distance of M with respect to B and set m 0 = Δ B (M ).
Step 2. a) If there exists the place of M and m 1 in the place of m 0 .
Remark 21:
It is worth to note that if a matrix has μ q-orbits the algorithm has at most μ steps. This code has dim F5 (C) = 52 and Δ B (C) = 8. The closer code we know is a (105, 51, 7) binary cyclic code in [10, Table  II This code has dim F2 C = 52 and Δ B (C) = 8. It has the largest known bound to the minimum distance among the linear codes with the same length and dimension (see [6, p. 670] or [9] ).
VII. EXAMPLES
In Table I we include binary abelian codes of lengths n = 3 × r 2 that may be of interest. The codes C 1 , C 2 and C 5 have the largest known bound to the minimum distance among the linear codes with the same length and dimension (see [6] or [9] ). The codes C 3 and C 4 have a bound larger than that of any cyclic code with the same length and dimension (see [23] ). The "shifting bound", denoted δ SB , is considered for the code C 4 (see [21, Example 7] ). The reader may compare this codes with those in [24] and [15] .
VIII. CONCLUSION
We have developed a technique to extend any ds-bound for cyclic codes to multivariate codes which can be applied to codes of arbitrary length, mainly for those whose minimum distance is still unknown. We use this technique to improve the searching of new bounds for abelian codes.
