This paper provides a modification to the Gauss-Newton method for nonlinear least squares problems. The new method is based on structured quasi-Newton methods which yield a good approximation to the second derivative matrix of the objective function. In particular, we propose BFGS-Iike and DFP-like updates in a factorized form which give descent search directions for the objective function. We prove local and q-superlinear convergence of our methods, and give results of computational experiments for the BFGS-like and DFP-like updates.
Introduction
This paper is concerned with the problem of minimizing a sum of squared nonlinear functions F(x) =½ 2, (1.1) j=l where fj : ~" ~ R are twice continuously differentiable for j = 1 , . . . , m and m/> n. This problem is extremely important in many applications of mathematical programming, e.g. maximum likelihood estimation, nonlinear data fitting, or parameter estimation. Most iterative methods for the above problem are variants of Newton's method. At the kth iteration of Newton's method, the search direction dk is computed by solving
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and the new point is generated by
Here Xk is the current estimate of the minimum point x* and VF, V2F are the gradient vector and the Hessian matrix of F, respectively, which are given by
and J is the m x n Jacobian matrix whose (i, j)th element is Of/Oxj, and the symbol " T " denotes the transpose of a vector or a matrix.
Since the cost of providing the complete Hessian matrix is often expensive, some methods have been derived which use only the first derivative information. For example, the Gauss-Newton method and the Levenberg-Marquardt method are well known. Since these methods neglect the second part of the Hessian matrix of F, they can be expected to perform well when the residuals at x* are small or the functions f are close to linear. We call these cases the small residual problems. However, when the residuals at x* are very large and the functions are rather nonlinear, these methods may perform poorly [8, Chapter 10; 11]. We call these cases the large residual problems.
On the other hand, quasi-Newton approximations to the second part of the Hessian matrix have been considered [12] . Recently, two robust algorithms have been proposed by Bartholomew-Biggs [1] and Dennis et al. [9] . These methods are summarized in Section 2.
Our approach is based on the idea of structured quasi-Newton updating which utilizes the structure of the Hessian matrix of F. The first subject of this paper is to obtain descent search directions for the objective function, facilitating the use of the line search strategy which is generally simpler than the trust region strategy. The second is to construct algorithms which are robust for both large and small residual problems. In Section 3, we present factorized versions of structured quasiNewton methods, and derive a BFGS-like and a DFP-like update, which were first given in Yabe and Takahashi [13] . In Section 4, the local and q-superlinear convergence of our algorithms is proved. A new algorithm is presented in Section 5. Finally, some computational experiments are described in order to show that the proposed methods are comparable to other effective methods.
Throughout this paper, the norm H" [I denotes the 2-norm for vectors or matrices. 
