We consider a repetitive routing problem of a single grasp-and-delivery robot used on a printed circuit board (PCB) assembly line. The robot arranges n identical pins from their current configuration to the next required one by transferring at most one pin at a time. The pins support a PCB from underneath to prevent it from overbending, while an automated manipulator embeds electronic parts in the PCB from above. Given an initial configuration of pins and a sequence of m required configurations, the problem asks to find a transfer route of the robot that minimizes the route length over all m transitions. A polynomial time approximation algorithm with factor two has been proposed by the authors to the problem. In this paper, we design a dynamic programming (DP) procedure to improve its empirical performance, and also conduct numerical experiments to show how well the proposed DP procedure performs.
Introduction
In this paper, we consider a repetitive routing problem of a single grasp-and-delivery robot used on a printed circuit board (PCB) assembly line.
Let m denote the number of PCBs to be processed at the assembly line. We refer to an uninterrupted sequence of processing m PCBs as a production run. We are given n identical pins, which support a PCB from underneath to prevent it from overbending, while an automated manipulator embeds electronic parts in the PCB from above. Note that we do not treat any automated manipulator routing issue, e.g., see Srivastav, Schroeter and Michel (10) . Each PCB has its own circuit pattern, and a dedicated pin configuration has been designed for each individual PCB so that the pins do not obstruct its circuit. The underlying figure and size are common to all PCBs, and pins are scattered over a bounded area defined by the footprint of the PCBs. We are also given a sequence C = (C 0 , C 1 , . . . , C m ) of m + 1 configurations of pins, where C 0 is the initial configuration and C is the required configuration for the -th processed PCB ( = 1, 2, . . . , m). A sequence C corresponds to a given production run of m PCBs. In the -th transition, the robot arranges n pins from their current configuration C −1 to the next required configuration C by transferring at most one pin at a time, i.e., the robot has unit capacity. It is obvious that for a given instance of the repetitive routing problem, the number of transitions is m.
Note that the current configuration C −1 in the -th transition has been the next required one in the preceding ( − 1)-th transition. At the end of a transition, the robot comes to rest at the last visited point in the bounded area. Therefore, in every transition except for the first one, the robot starts by grasping the pin transferred last in the preceding transition, since it is disadvantageous for the robot to start by grasping another pin. We regard this as a consecutiveness constraint of the repetitive routing problem. If the robot must return to a given home location in every transition, the routing problem would not be repetitive, but it would be reduced to an individual-and-concatenate optimization, i.e., optimizing individual transitions, and then concatenating m partial solutions.
The repetitive routing problem asks to find a transfer route of the robot that minimizes the route length over all m transitions. In this paper, we assume that the starting pin in the first transition is prescribed.
In Fig. 1 , we provide an example of two PCBs, i.e., m = 2, and five pins, i.e., n = 5, scattered over a bounded area (6) . The first transition is illustrated in (a) of this figure, and the second transition in (b). In (a), the five black circles are points corresponding to the initial configuration C 0 = {1, 2, 3, 4, 5} of five pins, and the five white squares are points corresponding to the next required configuration C 1 = {6, 7, 8, 9, 10}. These five white squares become points corresponding to the current configuration of pins in the second transition, illustrated by the black squares in (b) of the figure. The five new white circles in (b) are points corresponding to the next required configuration C 2 = {11, 12, 13, 14, 15} of pins in the second transition. In the figure, thicker arrows indicate transfer moves of the robot, while thinner arrows indicate empty moves. In the first transition, the robot transfers the five pins from point 1 to point 6, from point 2 to point 7, etc., and lastly from point 5 to point 10. In the second transition, the robot transfers the five pins from point 10 to point 15, etc., and from point 7 to point 13. From the fact that the robot starts the second transition by grasping the pin at point 10, which was visited last in the first transition, we see that the transfer route satisfies the consecutiveness constraint. Fig. 1 An example of a transfer route with two PCBs and five pins (6) .
The repetitive routing problem can be proved to be NP-hard, e.g., see Garey and Johnson (4) , and Krishnamoorthy (8) . An O(mn 7 ) time approximation algorithm with factor two has been proposed by Karuno, Nagamochi and Shurbevski (6) , which is based on a weighted matroid intersection algorithm presented by Frank (3) . In this paper, we design a dynamic programming (DP) procedure aiming to improve the empirical performance as opposed to a straightforward implementation of the known approximation algorithm with factor two. We notice that in the computation process of the known approximation algorithm with factor two, we can obtain O(2 m n m ) concatenations of m partial solutions. The proposed DP procedure Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 computes the best concatenation which leads to the minimum route length over all m transitions among O(2 m n m ) concatenations in O(mn) time. In this paper, we also conduct numerical experiments to show how well the proposed DP procedure performs.
Problem Description
As stated in the previous section, we are given m PCBs to be processed, n identical pins, and a sequence C = (C 0 , C 1 , . . . , C m ) of m + 1 configurations of pins, where C 0 is the initial configuration and C is the required configuration for the -th processed PCB ( = 1, 2, . . . , m).
We also define by C the set of n points in a bounded area corresponding to the next required configuration of n pins in the -th transition. As shown in Fig. 1 , we assign ID, i.e., identification, numbers to the n points as
For each = 1, 2, . . . , m of transitions, we first define a weighted complete graph
where U is its set of points (which may also be observed as vertices in this context) and A is its set of edges. For any pair of consecutive configurations C −1 and C , we assume that the 2n points are settled at different locations from one another in the bounded area. Let u ∈ U and v ( u) ∈ U be two end points of an edge e ∈ A , i.e., e = (u, v).
A positive weight w(u, v) is associated with edge e = (u, v). This represents the travel length which the robot traverses when it moves from point u to point v. We assume that the weight function is symmetric, i.e., w(u, v) = w(v, u), and satisfies the triangle inequality. The robot actually uses only edges such that one end point belongs to C −1 and the other one to C . We extract such edges from A , and define a weighted complete bipartite graph G = (V = C −1 ∪C , E = C −1 ×C ). The weight w(u, v) associated with each edge e = (u, v) ∈ E is unchanged from that in the weighted complete graph K . Together with V = U and E ⊆ A , this implies that the weighted complete bipartite graph G is a subgraph of K , for which it holds |V | = 2n and |E | = n 2 .
For each = 1, 2, . . . , m of transitions, let
denote a permutation on n points of C −1 , and let
denote a permutation on n points of C . Then, a (partial) trajectory of the robot in the -th transition can be represented as a Hamiltonian path P in the complete bipartite graph G such that
where points in C −1 and C appear alternately (since the robot can transfer at most one pin at a time). We refer to such path P in G as an alternating Hamiltonian path.
Recall that in the first transition of a production run, the pin to be transferred first is prescribed. Without loss of generality, we assume that the ID number of the starting point of the robot in the first transition is one. That is, we assume σ 1 (1) = 1. For all other transitions, i.e., for each = 2, 3, . . . , m, as imposed by the consecutiveness constraint, the alternating Hamiltonian path P −1 adopted in the preceding transition determines which pin is to be transferred first in the -th transition. For notational convenience, let τ 0 (n) = 1. We can then represent the consecutiveness constraint as
Looking at the example in Fig. 1 again, the transfer route consists of the following two alternating Hamiltonian paths:
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where σ 1 (1) = 1 and σ 2 (1) = τ 1 (5) = 10 are satisfied (see Eq. (2)).
For an alternating Hamiltonian path P in G , we define the path length L(P ) as the sum of weights of edges belonging to the path, i.e.,
We call a sequence π = (P 1 , P 2 , . . . , P m ) of m alternating Hamiltonian paths a transfer route over all m transitions, and call the sum of lengths of the m paths, defined by
the route length. A transfer route π is feasible if all m alternating Hamiltonian paths satisfy the consecutiveness constraint (see Eq. (2)). The repetitive routing problem asks to find a feasible transfer route π = π * of the robot that minimizes the route length L(π). We refer to π * as an optimal transfer route, and L * = L(π * ) as the optimal route length, or simply the optimal value. We call the problem of finding an optimal transfer route π * RR (Repetitive Routing) for short.
Basic Procedures
In this section, we prepare some mathematical tools by reviewing the known approximation algorithm with factor two proposed by Karuno, Nagamochi and Shurbevski (6) . In the next section, we are going to design a DP procedure for improving its empirical performance.
Alternating Spanning Trees
We first define an alternating spanning tree in a complete bipartite graph as follows.
complete bipartite graph in the -th transition. A spanning tree T of G is an alternating spanning tree if the degree of any point of C −1 is at most two.
In Fig. 2 , we provide an example T 1 of an alternating spanning tree with n = 7, where the seven black circles represent points corresponding to the initial configuration C 0 = {1, 2, 3, 4, 5, 6, 7} of seven pins, and the seven white squares are points corresponding to the next required configuration C 1 = {8, 9, 10, 11, 12, 13, 14}. Each black circle is incident with at most two edges.
For an alternating spanning tree, the following property holds true.
the -th transition, and let T be an alternating spanning tree of G . Then, there is exactly one point of C −1 whose degree in T is one. 
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Vol. 6, No.5, 2012 In the example of Fig. 2 , the black circle of ID number 1 is such a point (with degree one) in C −1 (where = 1). We define the weight w(T ) of an alternating spanning tree T in G as the sum of weights of edges belonging to T . We call an alternating spanning tree T * in G a minimum weight alternating spanning tree if it satisfies w(T * ) ≤ w(T ) for any alternating spanning tree T in Lemma 2 is obtained by applying a weighted matroid intersection algorithm presented by Frank (3) . The time complexity follows that of Baltz and Srivastav (1) . We should mention that
Chalasani and Motwani (2) have also observed that a minimum weight alternating spanning tree can be obtained in polynomial time by taking a weighted matroid intersection.
Alternating Hamiltonian Paths
The approximation algorithm with factor two proposed by Karuno, Nagamochi and Shurbevski adopts an individual-and-concatenate approach (6) . That is, for each = 1, 2, . . . , m of transitions, an (approximate) alternating Hamiltonian path P is computed in the complete bipartite graph G with edge weight w and then the m alternating Hamiltonian paths are concatenated to obtain an approximate feasible transfer route π = (P 1 , P 2 , . . . , P m ). We here review how to construct an alternating Hamiltonian path P from a minimum weight alternating spanning tree T * in the complete bipartite graph G .
We first identify the one point in C −1 which has degree one (see Lemma 1) . Starting from that particular point, we visit all points in T * by traversing every edge twice in a depthfirst manner (ending with the starting point). This is termed a doubling traversal. It is obvious that the length of the doubling traversal is 2w(T * ).
However, the doubling traversal visits some points more than once. So, we next take short-cuts in the doubling traversal by proceeding directly to next unvisited points. The shortcuts yield an alternating Hamiltonian cycle Q , where 2n edges connect 2n points of G , and points in C −1 and C appear alternately. We define the cycle length of Q , denoted by L(Q ), as the sum of weights of edges belonging to the cycle. Since the edge weight function w satisfies the triangle inequality, the short-cuts ensure L(Q ) ≤ 2w(T * ), e.g., see Johnson and Papadimitriou (5) .
An alternating Hamiltonian cycle Q can be converted into an alternating Hamiltonian path by removing a single arc from it. To meet the consecutiveness constraint (see Eq. (2)), we identify an arc belonging to Q that is incident to point τ −1 (n) ∈ C −1 , which we have already found in the ( − 1)-th transition. Note that there are exactly two such arcs, thus we have a choice of which one of them to remove. The known approximation algorithm chooses arbitrarily among the two. (In the following section we will consider which arc is a better candidate for improving the empirical performance.) The resulting approximate path P is an alternating Hamiltonian path in G starting from point σ (1) = τ −1 (n).
The performance guarantee of the transfer route π = (P 1 , P 2 , . . . , P m ) is evaluated as follows. Given an instance of problem RR, let π * = (P * 1 , P * 2 , . . . . . . , P * m ) be an optimal transfer route, where P * is the alternating Hamiltonian path in the -th transition. By noting that each alternating Hamiltonian path P * is an alternating spanning tree in G , and by Lemma 2, we see that problem RR is 2-approximable in O(mn 7 ) time (6) .
Dynamic Programming Procedure
In this section, we propose a dynamic programming (DP) procedure in order to improve the empirical performance of the known approximation algorithm with factor two (6) . We
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where σ Q (1) can be any point in C −1 .
As stated in the previous section, Q can be converted into an alternating Hamiltonian path P by deleting an arc so as to satisfy the consecutiveness constraint. There is a choice for deleting such an arc, since Q is an alternating Hamiltonian cycle in G and therefore it contains two edges incident to point τ −1 (n) ∈ C −1 . To be more specific, we say that Q can either be converted into an alternating Hamiltonian path P → (i) defined by
or into the inverse, P ← (i), defined by
where σ Q (i) with a certain index i (1 ≤ i ≤ n) has to satisfy the consecutiveness constraint (see Eq. (2)) and for notational convenience we assume τ
The proposed DP procedure then solves the following problem. There are O(2 m n m ) concatenations of m alternating Hamiltonian paths with n pins. The DP procedure computes the best concatenation which leads to a feasible transfer route with the minimum route length among the O(2 m n m ) concatenations. We call the proposed approximation algorithm employing the DP procedure AA+DP for short. On the other hand, we call a straightforward implementation of the approximation algorithm with factor two, i.e., without the DP procedure, simply AA. We show how the proposed DP procedure solves problem CONCATENATE. For every transition, we first obtain an alternating Hamiltonian cycle Q from a minimum weight alternating spanning tree T * of G . Next, we compute the costs of alternating Hamiltonian paths
for = 1, 2, . . . , m and i = 1, 2, . . . , n (see Eqs. (6) and (7)). Then, we define state variables z σ (i), representing the minimum total cost which is incurred for the robot to be at point σ Q (i) at the beginning of the -th transition. Since the robot starts at point with ID number of 1 (= τ 0 (n)) in the first transition, the initial values for i = 1, 2, . . . , n are defined by
Vol.6, No. 5, 2012 We also define state variables z τ (i), each of which means the minimum of the total cost incurred when the robot comes to rest at point τ Q (i) after transferring n pins in the -th transition.
By definition, the robot has started at either point σ Q (i + 1) or point σ Q (i). Hence, the initial values are computed by
for i = 1, 2, . . . , n. By similar arguments to those above, we compute the remaining values of z σ (i) and z τ (i) as follows. For = 2, 3, . . . , m and i = 1, 2, . . . , n,
Note that in Eq. (12), both σ Q and τ Q −1 are permutations on a common set C −1 of n points. For notational convenience, in Eqs. (11) and (13), we assume P → (n + 1) = P → (1). The approximate route length is achieved by the smallest value, i.e.,
By backtracking the computation process, we can construct an approximate feasible transfer
With an O(mn) time preprocessing, we store the index j in Eq. (12) 
It holds max{L(P
any i = 1, 2, . . . , n and for each = 1, 2, . . . , m of transitions (see Eqs. (8) and (9)), and hence the proposed algorithm AA+DP maintains the factor of two. Also, we see that the total time complexity of algorithm AA+DP remains O(mn
Therefore, we have the following theorem. 7 ) time.
Theorem 1 Algorithm AA+DP delivers a 2-approximate transfer route for an instance of problem RR in O(mn

Numerical Results
Our numerical experiments were based on random instances of problem RR that have been generated as follows.
•The number of pins: n ∈ {5, 10, 20, 40}.
•The number of transitions: m ∈ {5, 10, 20, 40}.
•The orthogonal coordinates of a point u in configuration C : x u and y u were random integers, uniformly distributed on intervals [0, 1024) and [0, 768), respectively.
•The weight of a pair of point u of configuration C −1 and point v of configuration C :
The program was written in C++, compiled by GCC Ver. 4.5.2. It was run on a personal computer with Ubuntu 10.10 (64bit), Intel Core i5-650 CPU (3.20 GHz) and 4GB of memory (MouseComputer Co., Ltd., Lm-i720B customized). In all the tables, each of the data Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 indicates the mean value over a hundred different instances. The notations used in the tables have the following meanings:
• AA: A straightforward implementation of the known approximation algorithm with factor two proposed by Karuno, Nagamochi and Shurbevski (6) . This algorithm concatenates the partial transfer routes by arbitrarily discarding an arc so that the consecutiveness constraint is met. That is, for each transition , = 1, 2, . . . , m, we identify the two points incident to point τ −1 (n) in Q (recall that by definition τ 0 (n) = 1). Without any preference or heuristic decision, select one of them. The selected point becomes τ (n) and the same process continues until all m partial transfer routes have been concatenated.
• AA+DP: The proposed approximation algorithm in this paper, i.e., algorithm AA with the DP procedure.
• Concorde: This algorithm computes an optimal alternating Hamiltonian cycle Q * by
Concorde-03.12.19, which is a general solver for Traveling Salesperson-like Problems (see http://www.tsp.gatech.edu/concorde/), for each = 1, 2, . . . , m of transitions, instead of computing Q by a matroid intersection algorithm. However, it adopts the same straightforward concatenation as that of algorithm AA. Note that it is not an exact algorithm for problem RR, since it does not compute a path P * , but computes a cycle Q * for each transition.
• Concorde+DP: Algorithm Concorde with the DP procedure for improving the concatenation of m alternating Hamiltonian paths.
• OPT: An exact algorithm by invoking Concorde-03.12.19. To obtain an optimal solution, we transform a given instance of problem RR into an instance of TSP (Traveling Salesperson Problem) with 2mn + 1 points. Of course, the time complexity is not polynomial. See Appendix for the transformation. The number of pins, n = 10 Table 1 shows the route lengths obtained by four approximation algorithms AA, AA+DP, Concorde and Concorde+DP as well as the optimal values. We observe the effect of the proposed DP procedure. In particular, the improvement is more than 7.3 [%] from algorithm AA and more than 5.7 [%] from Concorde for the case of m = 10 and n = 5. We also observe that the empirical performance ratio of algorithm AA to the optimal value is at most 1.33 (see the case of m = 10 and n = 40) for all tested instances, which is not so close to its theoretical guarantee of factor two. Table 2 shows the execution times of four approximation algorithms AA, AA+DP, Concorde and Concorde+DP as well as the time required to find an optimal solution by Concorde solver. We show the additional execution time required by the proposed DP procedure separately in columns named as "DP only [μsec]" of the table. The proposed DP procedure itself requires very small amount of execution time, i.e., we observe that the additional execution time is less than one millisecond for all tested instances. The execution time of algorithm AA is increasing quickly with the number of pins, since the time complexity is evaluated as O(mn 7 ). However, we may have attained an implementation of algorithm AA with more practical execution time than our early implementation.
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In the actual PCB assembly line which motivated this research, around ten pins are used, i.e., n ≈ 10. From that viewpoint, an exact algorithm may be applicable in practice (the execution time of the general Concorde solver was less than 0.1 [sec] per transition in our experiments). This is an acceptable execution time, however, as expected in advance, it is considerably larger than that of algorithm AA+DP, and it is not polynomially bounded by the number of pins. Once obtaining the mathematical formulation and examining the structure of the repetitive routing problem, we realize that it may appear in other applications with significantly larger size instances, and it is worthwhile to design polynomial time approximation algorithms and heuristic procedures for the problem.
Concluding Remarks
In this paper, we considered a repetitive routing problem of a single grasp-and-delivery robot which is working at an actual PCB assembly line. The robot arranges n identical pins from their current configuration to the next required one by transferring them one by one. The pins support a PCB from underneath in order to prevent it from overbending. Given an initial configuration of the pins and a sequence of m required configurations for PCBs to be processed at the assembly line, the repetitive routing problem asks to find a transfer route of the robot that minimizes the route length over all m transitions. In this paper, we designed a DP procedure to improve the empirical performance of a known O(mn 7 ) time approximation algorithm with factor two. The proposed DP procedure computes the best concatenation of m approximate alternating Hamiltonian paths among O(2 m n m ) concatenations in O(mn) time. We also conducted numerical experiments, and observed that the proposed DP procedure indeed improves the route length of a straightforward implementation of the known approximation algorithm with factor two with very small amount of additional execution time.
The following directions are open for future research. It would be interesting to conduct numerical experiments based on random instances with a few hundred pins. Since around ten pins are used in the actual PCB assembly line, we generated instances close to the actual situation. However, the repetitive routing problem may appear in other applications. Of course, it would be significant to design a polynomial time approximation algorithm with factor less than two if the repetitive routing problem admits it. Furthermore, it would be interesting to investigate a mathematical model of a grasp-and-delivery robot with an arbitrary finite capacity.
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Vol. 6, No.5, 2012 Appendix: Transforming into an Instance of TSP We can define a super graph by G S = m =1 G , which is the union of m complete bipartite graphs. Notice that a transfer route can be regarded as a walk in the super graph G S . Based on this observation, we conjecture that an optimal solution of a given instance of problem RR can be obtained by invoking Concorde-03.12.19. In order to do so, we transform the given instance of problem RR into an instance of TSP.
The transformation is as follows. We first make a copy C m+ of every set C of n points for each = 1, 2, . . . , m − 1. The ID numbers of points in C m+ are assigned by following the same manner as Eq. (1) . By this, we end up with 2m point sets, each of which contains n points. We also introduce an additional artificial point with ID number of 0. We define the set of 2mn + 1 points of the transformed TSP instance as V = {0} ∪ 2m−1 i=0 C i . We next define the following disjoint subsets of edges.
Each subset of these also contains n 2 edges.
-F 0 = {(0, 1)}: This subset contains a single edge whose endpoints are the artificial point 0 and the starting point 1 ∈ C 0 .
-F = {(k, k ) | k = × n + i, k = (m + ) × n + i, i = 1, 2, . . . , n}, = 1, 2, . . . , m − 1: Each of these subsets contains n edges. An endpoint of an edge is a point k ∈ C , and the other endpoint is its copy k ∈ C m+ .
- We regard the distance between two points u and v such that (u, v) E as w(u, v) = ∞. We state the following lemma concerning a Hamiltonian tour in the graph H. Proof. Lemma 4 can be shown by demonstrating a contradiction. Let us first examine F 0 and F m . Those are the edge sets connected to the artificial point 0. Now let us suppose that Q T SP contains two edges of F m and none of F 0 (any other count leaves the point 0 either unvisited or visited multiple times). Having done so, we examine the partial tour between C 0 and C 1 . C 0 contains n points connected either to point 0 or points in C 1 by 2n links (of the Hamiltonian tour). Since point 0 is already adjacent to two arcs of F m , that leaves those 2n links to belong to D 0,1 . These are only incident with C 1 , which would mean the sub-tour visiting C 0 and C 1 is a closed circuit, and hence the contradiction. By similar reasoning, the same can be seen for the rest of F , = 1, 2, . . . , m − 1. Namely, supposing the tour contains more than a single edge from any of those edge subsets violates the necessity of a Hamiltonian tour to visit each point in H exactly once.
Lemma 4 Let
A feasible transfer route for a given instance of problem RR can be constructed from an optimal tour for the transformed instance of TSP, by replacing each point of C m+ , = 1, 2, . . . , m − 1 with its corresponding original from C ; which effectively turns each edge in Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 F , = 1, 2, . . . , m − 1 into a self-loop, and can be omitted. Also, the artificial point 0 can be left out as well. The tour cost thus obtained is exactly the routing length for the appropriate instance of problem RR, and it is the optimal value since the tour cost is minimized.
