Lagrange inversion in infinitely many variables  by Barnabei, Marilena
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 108, 198-210 (1985) 
Lagrange Inversion in Infinitely Many Variables 
M ARILENA BARNABEI * 
Dipartimento di Matematica, Universitci di Bologna, 
Piazza di Porta S. Donato, 5, 40127 Bologna, Italy 
Submitted by G.-C. Rota 
1. INTRODUCTION 
This paper is concerned with the problem of finding an effective 
definition for the compositional inverse of formal power series in several 
variables, with special regard to series in infinitely many variables. The 
problem of defining analogs for several variables of the Lagrange inversion 
formula has been open for a long time (see, e.g., [3, 53). So far, all 
indications point to the fact that an explicit Lagrange inversion formula in 
infinitely many variables does not exist in the complete generality that we 
find for series in finitely many variables [4]. 
Our main result in this paper is a Lagrange inversion formula for sets of 
power series in infinitely many variables c~r(xr, x2 ,... ), c(~(x~, x2 ,...) ,..., where 
the formal power series X,(X,, x,,...) does not depend on the variables 
Xl, x27.7 x, - , * This situation occurs in several instances, most notably in 
the composition for series in infinitely many variables which has come to 
be called plethysm. We recall that the plethysm of a series /?(x,, x2,...) with 
a series u(x,, x2 ,...) is defined as follows. Set c(,(x,, x2 ,...) := a(~,,, x2,, ... ); 
the plethysm of p with a is then the series /?(a,, a,,...). There are other 
applications as well. 
As is well known, a Lagrange inversion formula requires the 
understanding of the embedding of the ring of formal power series into a 
ring of formal Laurent series (which turns out to be a field for series with 
coefficients in a field). This is an old and thorny problem, which also has 
not received to this day a satisfactory answer. 
There are at least two possible definitions of formal Laurent series in 
many variables [2, 81: they can be required to be either series such that the 
set of their monomials (which are always of finite length) has an infimum, 
or series for which the set,of weights of their monomials has a minimum; in 
this second case it is necessary to add a finiteness condition on monomials 
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of the same weight, in order to perform products and, hence, compositions. 
Accordingly, we get two different algebras of Laurent series, say, A 1, AZ, 
respectively. For a finite number of variables, A, is included in AZ, and the 
algeb-a A, has been extensively studied in [4]. Here, an elementary proof 
of the Lagrange-Good inversion formula is given for series in AZ. 
In infinitely many variables, the situation is more delicate: .4, and A2 are 
not comparable; A, has properties which are similar to those of the algebra 
of Laurent series in one variable. All continuous endomorphisms and 
automorphisms of the ring can be determined, and an elementary proof of 
the Lagrange inversion formula can be given in a characteristic-free setting 
(see [2]). However, in A, we find pathological situations: it seems to be 
impossible to characterize those power series which can be composed 
indiscriminately with Laurent series. Accordingly, it is impossible to 
characterize continuous endomorphisms of the topological algebra AZ. We 
find sets of linear power series, such as the series xi + x,, i, i = 1, 2,..., 
whose compositional inverses &a i( - 1 )k+i xk are series which do not 
belong to A*. Thus, the inversion problem seems to be hard to solve in the 
complete generality. On the other hand, it is natural to look for a Lagrange 
formula which allows us to invert such a simple set of series as xi+& 
i = 1, 2,... . 
Our main tool in the proofs is the notion of recursive matrix (Section 3), 
introduced in [l] and used in both [Z] and [4] for proving an inversion 
formula. Definitions, results and proofs of Section 3 are formally the same 
as in [2], despite the altogether different setting of the present paper. 
The last section discusses the special case of plethysm. 
Finally, we remark that our results are characteristic-free. 
2. THE ALGEBRA OF LAURENT SERIES 
A degree will be a map d: N + Z (here, N does not contain zero), with 
finite support supp(d). The set of all degrees will be denoted by D, while 
D+ will be the set of all positive degrees, namely, degrees d such that 
d(n) > 0 for every n. 
We endow D with a structure of ordered abelian group by defining the 
sum of degrees pointwise and setting d < e whenever d(n) < e(n) for every n. 
The weight of a degree d is the integer 
w(d) := 1 d(n). 
For every n E N, the elementary degree e, is the degree such that 
e,(h) = b,, for every h E N 
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Let now A be a commutative integral domain with unity, and let UJ 
denote the group of units of A. A formal series in infinitely many variables 
over A will be a map CC D + A. We will use the symbol (d(a) instead of 
a(d). 
Let LY be a series, and set ad := (d ) a); we will formally write 
where ri, r2,... are formal variables, and 
Td := n ,y. 
n 
A series a will be called a Laurent series whenever: 
(1) for every k E E, the set 
{dED; (dla)#Oandw(d)=k} 
is finite, and 
(2) the set 
{w(d);deD, (dla>#O) 
has a minimum, which is called the weight of a, w(a). 
The weight of the zero series is meant as + 00. 
Let a, fl be two Laurent series; the convolution product up is defined as 
(fla)(d-f(/?) 
this makes sense, since the inner sums are finite, and yields a Laurent 
series. 
It is immediate that, under the usual yointwise sum and the convolution 
product, the set L of all Laurent series turns out to be a commutative 
A-algebra. It can also be proved that L is an integral domain, and for 
every a, /I EL, w(aj?) = w(a) + w(b). The identity element with respect to 
the product will be denoted by u. 
We explicitly note that the convolution product a/3 is defined even if a is 
a Laurent series and fl is any series satisfying condition (2). In fact, if 
a= c adtdT 8= c bdfd, 
d:w(d) C h d:w(d) a k 
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then 
h<w(f)<w(d)-k 
and the inner sums are finite, since, for every integer i between h and 
w(d)-k, the set 
{feD;w(f)=i, (fla)#O} 
is finite. 
Straightforward computations show that a Laurent series a admits mul- 
tiplicative inverse a- ’ whenever it has exactly one monomial of minimum 
weight, p. If this is the case, setting a = p + y, we have 
a -1=/j-l c (-l)“y”P-“. 
n>O 
A power series will be a Laurent series a such that (d 1 a) # 0 only for 
d ED+. The set P of all power series is of course a subalgebra of L. 
A collection a := (a,), iE N, of power series will be called a P-set 
whenever: 
(i) w(ai) > 0 for every i; 
(ii) for every degree d, the set {i E N; (d 1 a,) # 0} is finite. 
If a := (ai) is a P-set and d E D, set 
Let now a := (ai) be a P-set, and /? a Laurent series. The composition 
j3 0 a is defined as 
P ~a:= ~(dIfl)u”. 
d 
It is easily checked that the definition makes sense and, moreover: 
(1) if p is a power series, /? 0 a is again a power series; 
(2) if j? is a Laurent series, PO a is a series with minimum weight 
(namely, a series satisfying condition (2)), but not, in general, a Laurent 
series: as an example, take 
2n-2 n-1 B= c rn IT1 
II>2 
202 MARILENA BARNABEI 
and a=(a,), with a, =r: and CI,=Z, for n>2; then 
pea= 1 (T,/z,)~(~ -‘) 
ns2 
and this is a series consisting of infinite monomials of weight zero. 
In the sequel, we will consider only compositions between power series 
and P-sets. 
The composition of two P-sets a := (a,) and fl is defined as follows: 
It is immediately seen that this gives an associative operation between 
P-sets, whose identity element is the P-set t := (ri). 
We are now interested in those P-sets a which are invertible with respect 
to composition, namely, such that there exists another P-set p such that 
aofi=t=floa. If th is is the case, then fi is of course unique, and we call it 
the inverse set of a, denoting it by &. 
It is obvious that, if a := (a,) is an invertible P-set, then we must have 
w(q) = 1 for every i. 
In order to study invertible P-sets, we begin with the following special 
case: 
(2.1) PROPOSITION. Let a := (q) be a P-set, with 
ai = UiTj + h,, U;E OJ, w(L?,) 3 2, iE N. 
Then, a is invertible. 
Proof. First of all, for every degree d, ad can be written as 
a d := adtd + 2 ad,hTh 
h:w(h)> w(d) 
where ad := nj tzSci). 
We have to determine a P-set fi = (/Ii), with 
Bi=C bi,jZj+ C bi,dZd 
j d:w(d) 2 2 
such that /I; 0 a = ri for every i. This gives 
2 bi,juj+ 1 bi,d ( adrd + 1 
j d:w(d) 2 2 h:w(h) > w(d) 
a&“) = Tz 
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which implies b,,j = 6i,ja; l and, for every degree e with w(e) > 2, 
Lae + 1 bi,aaa,e= (4 zi-b;,iai); (*I 
d:2 6 w(d) < w(e) 
for every given in N, Eqs. (*) yield a triangular system, which allows us to 
determine the coefficients of pi. Moreover, since (ai) is a P-set and every ad 
is a power series, the series pi are again power series. 
Obviously, the same result holds also for P-sets a := (ai) of the form 
a, = aiT, + 6, (aiE u, W(di) > 21, 
for some bijection 0: N + N. 
Let now a := (ai) be a P-set with w(a,) = 1 for every i; the linear part of 
a will be the P-set 1 := (A;), with 
Ai:= 1 (dlai)zd for every i. 
d:w(d) = 1 
A P-set which coincides with its linear part will be called a linear P-set. 
As we remarked in the Introduction, there exist linear P-sets whose com- 
positional inverse does not consist of Laurent series; on the other hand, we 
have: 
(2.2) PROPOSITION. A P-set consisting of series of weight one is invertible 
if and only if its linear part is invertible. 
Proof: Obvious. 
In the sequel, we will consider P-sets whose linear part is of the kind 
(a,z,), for some sequence (ai) in U. 
3. RECURSIVE MATRICES 
The aim of this section is simply to set up the technical tools which will 
yield our main result: hence, we will not perform a complete study of recur- 
sive matrices with respect to our algebra of Laurent series. 
A matrix will be a map M: D x D + A. The entries of M will be denoted 
by M,,, or by (81 M If); the fth row-generating function of it4 will be the 
series 
(Mlf) := 1 Mf,g+, 
g 
and the gth column-generating function: 
<glW := CMf,,T’. 
f 
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We define an involutory operator T on matrices as follows: if A4 is any 
matrix, then TM is the matrix such that 
(A TMIf):= (-flMI-g) for every f, g E D. 
Moreover, for every n E N, we define two invertible operators F, and G, 
on matrices by setting: 
and 
(81 F,,M If> := (gl M If-f-e,) 
(81 CM If> := (g-e,1 M If> 
for every matrix M. Note that, for every n E N: 
G,= TF,,T. 
If c( is a Laurent series, c1 := Cd adrd, set 
cl(F) := c adFd, cl(G) := c adGd 
d d 
where 
Fd := n c(“), Gd := n G;‘“‘. 
n n 
By previous remarks, a(F) M and a(G) M make sense whenever the 
matrix M has column-generating functions with maximum weight or row- 
generating functions with minimum weight, respectively. 
If a := (UJ is a P-set, a(F), a(G) will denote the collection of operators 
(xi(F)), (a,(G)), respectively. We remark that, for every P-set a, we have 
u(G) = Tu(F) T. 
Let now a be a P-set, and /J a series with minimum weight; the (a, fl)- 
recursive matrix will be the (unique) matrix A4 such that 
(Mld)=ud/3 for every d E D. 
M will be denoted by R(u, j3). a and fi will be called the recurrence rule and 
the boundary value of A4, respectively. 
(3.1) PROPOSITION. A matrix M is the (a, /3)-recursive matrix ifand only 
if 
a(G) M=FM and (MIO>=B. 
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(3.2) THEOREM. Let M = R(a, /?). The matrix TM is again a recursive 
matrix if and only if a is an invertible P-set. If this is the case, the recurrence 
rule of TM is 6. 
Proof. Suppose a invertible. First of all we remark that, in this case, the 
column-generating functions of M have maximum weight, since 
Wf)=~ (A Mlf) ~‘=c (gb’B> Tf 
f 
and (g ( ccffl) # 0 only if w(g) 2 w(cc’p) = ~(a’) + w(p) = w(f) + w(p), which 
implies 
(gl M If> =O for w(f) > w(g) - w(p). 
Now, by Proposition 3.1, u(C) M = FM, and the following equations are 
equivalent: 
a(G)M=FM 
GM= ii(F) M 
Tl?TM= T&(G) TM 
ii(G) TM = FTM; 
this gives the assertion. 
Conversely, suppose TM= R(y, 6) for some P-set y and some series 6. 
Then, again by Proposition 3.1: 
((u~~)F)M=u(y(F))M=Tu(y(G))TM=Tu(F)TM=u(G)M=FM 
which implies a 0 y = z. 
4. TRIANGULAR P-SETS AND LAGRANGE INVERSION 
In this section, we will be concerned with sets of power series a := (ai), 
iE N, such that: 
(1) xi=aizi+6ii, with ~,EU and w(hi)>22; 
(2) acri/azj = 0 for i>j, where a/i3rj denotes the (formal) partial 
derivative with respect to ti. 
Such sets of series are automatically P-sets, and we will call them 
triangular P-sets. By Proposition 2.1, every triangular P-set is invertible. 
If a := (ai) is a triangular P-set, set 
P(q) := 22 for every i; 
I I 
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P(q) is a Laurent series of weight zero, (01 P(q)) = 1, and in its 
monomials zi is the only variable which can appear with negative exponent. 
Moreover, by definition, (d 1 P(q)) # 0 implies i < min supp(d). 
Hence, setting I’(@,) = u + yi, we have (0 1 yi) = 0 and, for every JE N, J 
finite. 
only if j < max supp(d) for every j E J. 
This implies that the infinite product 
is well defined. We set 
By previous remarks, for every d E D, we have: 
(dlP(a)) = (d/ n P(d) 
r<* 
with a := max supp(d). 
We note explicitly that P(a) is a series, but not, in general, a Laurent 
series: for example, if cl; := zi(u + r;))‘, we have P(a,) = (o + zi)-‘, and 
P(a) has infinitely many monomials of given weight. 
Nevertheless, P(u) can be multiplied by any Laurent series, since it has a 
minimum weight (see Section 2). 
(4.1) LEMMA. Let a := (ai) be a triangular P-set; then, for every d E D, 
co 1 udpb) > = b,d. 
ProoJ: In order to realize that the assertion holds in a characteristic- 
free setting, it is sufficient o perform our computations in the case when A 
is a free commutative Z-algebra with unity. 
First of all, we have already seen that (0 ) P(u)) = 1. 
Let now d E D, d f 0, and let I := supp(d). For every i E N, set 
and 
ai = a,z,(u + pi) 
f(B,):= c (-l)n+$, 
n>l 
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Z(pi) is again a power series, and 
ar(Bi) ai7i afli -=-- 
87, aj ati 
which gives 
Now, 
since, in general, for every series y and every degree f, we have 
aY (I > f ‘iz- =f(i)<fly), I 
we get 
<Oladp(a)) = c n h,(~)ld(~)&Ia~(“)) 
&<,h,,=O ntl 
now, for every n E N, (h, 1 a$“)) # 0 or (h, 1 Z(/?,,)) # 0 implies n < min 
supp(h,); hence+ the first sum on the right-hand side is extended to those 
sets of degrees (h,), n E Z, such that, if a := min Z, C h, = 0 and h,,(u) = 0 for 
n > a, which implies h,(a) =O; hence, the whole sum is zero. A similar 
argument shows that each inner sum in the second summand is zero. This 
completes the proof. 
(4.2) THEOREM (Lagrange Inversion Formula). Let cc: (aJ be a 
409/108 l-14 
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triangular P-set, and ii := (a,) its compositional inverse; then, for every 
dED, 
(dlii) = ( -e,la-dP(a)). 
In particular, ti is again a triangular P-set. 
Proof Consider the recursive matrix M := R(a, P(a)); since a is inver- 
tible, by Theorem 3.2 TM is again a recursive matrix with recurrence rule 6 
and boundary value 
(TM(0)=~(O(MI-d)zd=~(OIu-dP(a))td=o 
d d 
by Lemma 4.1; hence, TM = R(ii, u), and, in particular, 
( -eJ A4 ) -d) = (dl TM lei) = (dJ &) 
which gives the assertion. 
5. PLETHYSM 
In [6], A. Joyal deals with a composition between two power series in 
infinitely many variables, which has come to be called plethysm. Given 
power series a(~,, x2 ,...) and jI(x,, x2 ,,.. ), set 
a,(x,, x2,...) := 4x,, x,,,...), n = 1, 2,...; 
the plethysm of j3 with c1 is defined to be the series 
P(a,, %Y..). 
In this section, we will derive an inversion formula for such a composition. 
For any fixed n E N, let z(n) be the P-set 
z(n) := (T-, T~~,...). 
It is evident that 
z(k) 0 z(n) = z(kn) for every k, n E N. 
Let now a be any power series; the canonical set associated to a will be 
the set (a 0 z(n)), n E N. 
It is immediately seen that the canonical set associated to a series a is a 
P-set if and only if w(a) > 0. Moreover, if a canonical set a is invertible, its 
inverse is again a canonical set: 
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(5.1) PROPOSITION. Let a be a power series whose canonical set a admits 
the inverse j3 := (j?,); then, fi is the canonical set associated to j?, , 
Proof: Let PI := Ca bard; then 
I1 =fil 0U =c bdCZd=z bd n (Ud’k’U(k)); 
d d k 
hence, for every n E N: 
T, = Z1 0 t(n) = (PI 0 CZ) 0 T(n) = c bd fl CXdCk)o T(nk) = PI c T(n) 0 U. 
d k 
This implies that the set (PI, /I1 0 r(2), PI 0 t(3),...) is a (left) compositional 
inverse of a, and, by uniqueness, 
for every n E N. 
Let now a be a power series of the form 
a=az,fd with aE RJ and w(&)a2; 
then, its canonical set a is of course a triangular P-set; hence, a is invertible 
and, by Theorem 4.2; we get: 
(5.2) THEOREM. Let a = at, + 13, a E OJ and w(a) > 2, be a power series 
with canonical set a, and let /I be the power series whose canonical set is the 
compositional inverse of a; then 
where P(a) := (z,/a)(8a/&,). 
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