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ABSTRACT
Local features represent a powerful tool which is exploited in several
applications such as visual search, object recognition and tracking,
etc. In this context, binary descriptors provide an efficient alterna-
tive to real-valued descriptors, due to low computational complex-
ity, limited memory footprint and fast matching algorithms. The de-
scriptor consists of a binary vector, in which each bit is the result of
a pairwise comparison between smoothed pixel intensities. In sev-
eral cases, visual features need to be transmitted over a bandwidth-
limited network. To this end, it is useful to compress the descrip-
tor to reduce the required rate, while attaining a target accuracy for
the task at hand. The past literature thoroughly addressed the prob-
lem of coding visual features extracted from still images and, only
very recently, the problem of coding real-valued features (e.g., SIFT,
SURF) extracted from video sequences. In this paper we propose
a coding architecture specifically designed for binary local features
extracted from video content. We exploit both spatial and temporal
redundancy by means of intra-frame and inter-frame coding modes,
showing that significant coding gains can be attained for a target
level of accuracy of the visual analysis task.
Index Terms— Visual features, binary descriptors, video cod-
ing.
1. INTRODUCTION
Visual features are a powerful tool that is being successfully ex-
ploited in many visual analysis tasks, ranging from image/video re-
trieval and classification, to object tracking and image registration.
They provide a succinct, yet effective, representation of the local
content of a given image patch, while being invariant to many lo-
cal and global image transformations. The traditional pipeline for
visual feature extraction consists of two main components: the key-
point detector, that is responsible for the identification of a set of
salient keypoints within an image, and a keypoint descriptor, that
computes a discriminative description vector for each identified key-
point, based on the local image content. Traditional keypoint de-
scription algorithms such as SIFT [1] and SURF [2] assign a signa-
ture to each interest point by means of a set of real-valued elements
represented by means of floating point numbers. Instead, binary de-
scriptors recently emerged as a computationally efficient alternative
to such approaches [3]. The simplest algorithm belonging to the
class of binary descriptors is BRIEF [4], which computes a binary
representation whose entries are the results of pairwise comparisons
between (smoothed) pixel intensity values randomly sampled from
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the neighborhood of a given keypoint. Similarly, each descriptor el-
ement (dexel) of both BRISK [5] and FREAK [6] is the result of
a comparison between the intensity values of a pair of pixels sam-
pled from ad-hoc designed spatial patterns. Furthermore, Differently
from BRIEF, both BRISK and FREAK are inherently rotation- and
scale-invariant. More recently, BAMBOO [7, 8] exploits a pairwise
boosting algorithm in order to learn a discriminative pattern of pair-
wise pixel intensity comparisons. BinBoost [9], differently from
more traditional approaches, proposes a boosted hash function based
on a set of local gradients.
Several visual analysis applications, e.g., mobile visual search,
distributed monitoring and surveillance, etc., require visual fea-
tures to be transmitted over a bandwidth-limited network. The
evolution of networks towards the “Internet-of-Things”, a scenario
in which low-power devices are able to collaboratively perform
complex visual analysis tasks, might support such applications. In
this sense, Visual Wireless Sensor Networks (VWSNs) represent
a promising technological platform for distributed visual analy-
sis tasks [10]. The traditional approach to such tasks, denoted
hereinafter as “Compress-Then-Analyze” (CTA), consists in the
following steps: the visual content is acquired by a sensor node;
then, it is compressed (e.g., resorting to JPEG or H.264/AVC coding
standards) and efficiently transmitted to a central unit, where visual
analysis takes place. The task is thus performed based on a lossy
representation of the visual content, possibly resulting in impaired
performance. Furthermore, many applications might require only a
succinct representation of the acquired visual content, disregarding
the pixel-domain representation. In this sense, “Analyze-Then-
Compress” (ATC) represents an alternative approach to CTA [11].
According to such a novel paradigm, visual features are extracted
and compressed directly at the sensor node; then, they are transmit-
ted to a sink node that performs visual analysis. For this model to be
successfully enacted, efficient visual feature coding architectures are
needed. A few works tackled the problems of either compressing
local features extracted from still images [12] or adapting visual
feature extraction algorithm, so that they are more suitable for com-
pression, e.g., CHoG [13]. Moreover, since matching sets of visual
features on large scale databases requires a huge amount of com-
putational resources, a large body of works addressed the problem
of building more compact, global representation of visual content,
e.g., Bag-of-Visual-Words [14], VLAD [15], etc. Although such
solutions offer a good compromise between efficiency and accuracy,
especially considering retrieval and classification tasks, local fea-
tures still play a fundamental role, being usually employed to refine
the results of such tasks [16]. Furthermore, approaches based on
global features disregard the spatial configuration of the keypoints,
preventing the use of spatial verification mechanism and thus being
unsuitable to tracking and structure-from-motion scenarios [17, 18].
In this paper we propose a coding architecture suitable for binary




















Let ⇡j , j 2 [1, P ] represent the j-th element of a binary descrip-
tor, where P is the dimension of such a descriptor. The entropy of
such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) are the probability of ⇡j = 0 and ⇡j = 1,
respectively. Similarly, the conditional entropy of dexel ⇡j1 given








with j1, j2 2 [1, P ]. Let ⇡˜j , j = 1, . . . , P , denote a permuta-
tion of the dexels, indicating the sequential order used to encode a





H(⇡˜j |⇡˜j 1, . . . , ⇡˜1). (4)
In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜P that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =




argmin⇡j H(⇡j) j = 1
argmin⇡j H(⇡j |⇡˜j 1) j 2 [2, P ]
(5)
3.2. Inter-frame coding
As for inter-frame coding, each set of local features Dn is coded
resorting to a reference set of features. In this work we consider as a
reference the set of features extracted from the previous frame, i.e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
process consists in the following steps:





whereD(dn,i,dn 1,l) = kdn,i   dn 1,lk0 is the Hamming dis-
tance between the descriptorsdn,i anddn 1,l. We limit the search
for a reference feature within a given set C of candidate features,
i.e., the ones whose coordinates and scales are in the neighbor-
hood of dn,i, in a range of (± x,± y,±  ). The prediction
residual is computed as cn,i = dn,i   dn 1,l⇤ .
- Coding mode decision: Compare the cost of inter-frame coding











where Rcn,i and Rdn,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component (ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(dn,i,dn 1,l⇤) < JINTRA(dn,i), then inter-frame coding is
the selected mode. Otherwise, proceed with intra-frame coding.
- Intra-descriptor transform: This step aims at exploiting the spa-
tial correlation between the dexels. If intra-frame is the selected
coding mode, then the dexels of dn,i are reordered according to
the permutation algorithm presented in Section 3.1. Similarly, a
reordering strategy can be applied also in the case of inter-frame
coding, in this case considering the prediction residual cn,i.
- Entropy coding: Finally, the sets of local features are entropy
coded. In the case of intra-frame coding, it is necessary to encode
the reordered descriptor and the quantized location component.
Otherwise, for inter-frame coding, it is necessary to encode: i) the
identifier of the matching keypoint in the reference frame and the
displacement in terms of position, scale and orientation of the key-
point with respect to the reference, which require RINTERn,i (l⇤) bits;
ii) the reordered prediction residual c˜n,i. The probabilities of the
symbols used for entropy coding are learned from a training set of
images. In particular, for each of the P dexels, we estimated the
conditional probability of each symbol, given the previous one de-
fined by the optimal permutation. Such a procedure is applied also
in the case of inter-frame coding, exploiting a training set of pre-
diction residuals. The estimated probabilities are then exploited to
entropy code the features.
3.3. Descriptor element selection
The lossless coding architecture described in the previous section
can be used to encode all the P elements of the original binary de-
scriptor. However, in order to operate at lower bitrates, it is possible
to decide to code only a subset of K < P descriptor elements. In
our previous work we explored different methods that define how to
select the dexels to be retained [22, 7, 8]. In this work, we employed
the greedy asymmetric pairwise boosting algorithm described in [8]
in order to iteratively select the most discriminative descriptor ele-
ments. To this end, we used a training set of image patches [23],
along with the ground truth information defining whether two image
patches refers to the same physical entity. At each step, the asym-
metric pairwise boosting algorithm selects the dexel that minimizes
a cost function, which captures the error resulting from the wrong
classification of matching and non-matching patches. The output of
this procedure is a set of dexels, ordered according to their discrim-
inability. Hence, given a target descriptor sizeK < P , it is possible
to encode only the firstK descriptor elements selected by this algo-
rithm.
4. EXPERIMENTS
For the evaluation process, we extracted BRISK [5] features from
a set of six video sequences at CIF resolution (352 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [24]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequences (Hall, Mobile and Foreman) were employed for testing
purposes. The statistics of the symbols to be fed to the entropy coder
were learned based on the descriptors extracted from the training se-
quences. Moreover, the training video sequences were exploited to
obtain the optimal coding order of dexels for both intra- and inter-
frame coding, as illustrated in Section 3.1. Starting from the original
BRISK descriptor consisting in P = 512 dexels, we considered a set
of target descriptor sizes K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection algorithm
presented in Section 3.3.
As a first test, we evaluated the number of bits necessary to en-
code each visual features using either intra-frame or inter-frame cod-
of such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) ar the p obability of ⇡j = 0 and ⇡j = 1,
respectively. Similarly, the conditional entropy of dexel ⇡j1 given








with j1, j2 2 [1, D]. Let ⇡˜j , j = 1, . . . , D, denote a permuta-
tion of the dexels, indicating the sequential order used to encode a





H(⇡˜j |⇡˜j 1, . . . , ⇡˜1). (4)
In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜D that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =




argmin⇡j H(⇡j) j = 1
argmin⇡j H(⇡j |⇡˜j 1) j 2 [2, D]
(5)
Note that such optimal ordering is computed offline, thanks to a
training phase, and shared between both the encoder and the decoder.
3.2. Inter-frame coding
As for inter-frame coding, each set of local features Dn is coded
resorting to a reference set of features. In this work we consider as a
reference the set of features extracted from the previous frame, i.e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
process consists in the following steps:





whereD(dn,i,dn 1,l) = kdn,i   dn 1,lk0 is the Hamming dis-
tance between the descriptors dn,i and dn 1,l, and l⇤ is the index
of the selected reference feature used in the next step. We limit
the search for a reference feature within a given set C of candi-
date features, i.e., the ones whose coordinates and scal s are in
the neighborhood of dn,i, in a range of (± x,± y,±  ). The
prediction residual is computed as cn,i = dn,i   dn 1,l⇤ , that is,
the bitwiseXOR between dn,i and dn 1,l⇤ .
- Coding mode decision: Compar the cost of inter-frame coding











where Rpn,i and R
d
n,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component (ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(dn,i,dn 1,l⇤) < JINTRA(dn,i), then inter-frame coding is
the selected mode. Otherwise, proceed with intra-frame coding.
- Intra-descriptor transform: This ste aims at exploiting the spa-
tial correlation between the dexels. If intra-frame is the selected
coding mode, then the dexels of dn,i are reordered according to
the permutation algorithm presented in Section 3.1. Similarly, a
reordering strategy can be applied also in the case of inter-frame
coding, in this case considering the prediction residual cn,i.
- Entropy coding: Finally, the sets of local features are entropy
coded. In the case of intra-frame coding, it is necessary to encode
the reordered descriptor and the quantized location component.
Otherwise, for inter-frame coding, it is necessary to encode: i)
the identifier of the matching keypoint in the reference frame and
the displacement in terms of position, scale and orientation of the
keypoint with respect to the reference, which requireRp,INTERn,i (l
⇤)
bits; ii) the reordered prediction residual c˜n,i.
For both intra-frame and inter-frame coding, the probabilities of
the symbols (respectively, descriptor elements or prediction resid-
uals) used for entropy coding are learned from a training set of
images. In particular, for each of the D dexels, we estimated the
conditional probability of each symbol, given the previous one de-
fined by the optimal permutation. The estimated probabilities are
then exploited to entropy code the features.
3.3. Descriptor element selection
The lossless coding architecture described in the previous section
can be used to encode all the P elements of the original binary de-
scriptor. However, in order to operate at lowe bitrates, it is possible
to decide to code only a subset of K < P descriptor elements. In
our previous work we explored different methods that define how to
select the dexels to be retained [24, 7, 8]. In this work, we employed
the greedy asymmetric pairwise boosting algorithm described in [8]
in order to iteratively select the most discriminative descriptor ele-
ments. To this end, we used a training set of image patches [25],
along with the ground truth information defining whether t o image
patches refers to the same physical entity. At each step, the asym-
metric pairwise boosting algorithm selects the dexel that minimizes
a cost function, which captures the error resulting from the wrong
classification of matching and non-matching patches. The output of
this procedure is a set of dexels, ordered according to their discrim-
inability. Hence, given a target descriptor sizeK < P , it is possible
to encode only the firstK descriptor ele ents selected by this algo-
rithm.
4. EXPERIMENTS
For the evaluation process, we extracted BRISK [5] features from
a set of six video sequences at CIF resolution (352 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [26]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequences (Hall, Mobile and Foreman) were employed for testing
purposes. The statistics of he symbols to be fed to the entropy coder
were l arned bas d on the descriptors extracted from the training se-
quences. Moreover, the training video sequences were exploited to
obtain the optimal coding order of dexels for both intra- nd inter-
frame coding, as illustrated in Section 3.1. Starting from the original
BRISK descriptor consisting in P = 512 dexels, we considered a set
of target descriptor sizes K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection algorithm
presented in Section 3.3.
As a first test, we evaluated the number of bits necessary to en-
code ach visual features using either intra-frame or inter-frame cod-
of such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) are the probability of ⇡j = 0 and ⇡j = 1,
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tion of the dexels, indicating the sequential order used to encode a





H(⇡˜j |⇡˜j 1, . . . , ⇡˜1). (4)
In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜D that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =
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(5)
Note that such optimal ordering is computed offline, thanks to a
training phase, and shared between both the encoder and the de r.
3.2. Inter-frame c ding
As for inter-frame coding, each set of local features Dn is coded
resorting to a reference set of features. In this work we consider as a
reference the set of f atures extract d from the previous frame, i.e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
process consists in the following steps:
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tance between the descriptors dn,i and dn 1,l, and l⇤ is the index
of the selected reference feature used in the next step. We limit
the search for a reference feature within a given set C of candi-
date features, i.e., the ones whose coordinates and scales are in
the neighborhood of dn,i, in a range of (± x,± y,±  ). The
prediction residual is computed as cn,i = dn,i   dn 1,l⇤ , that is,
the bitwiseXOR between dn,i and dn 1,l⇤ .
- Coding mode decision: Compare the cost of inter-frame coding











where Rpn,i and R
d
n,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component (ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(dn,i,dn 1,l⇤) < JINTRA(dn,i), then int r-frame coding is
the selected mode. Otherwise, proceed with intra-frame coding.
- Intra-descriptor transform: This step aims at exploiting the spa-
tial correlation between the dexels. If intra-frame is the selected
coding mode, then the dexels of dn,i are reordered according to
the permutation algorithm presented i Section 3.1. Similarly, a
reordering strategy can be applied also in the case of inter-frame
coding, in this case considering the prediction residual cn,i.
- Entropy coding: Finally, the sets of local features are entropy
coded. In the case of intra-frame codi g, it is necessary to encode
the reordered escriptor and the quantized location component.
Otherwise, for inter-frame coding, it is necessary to encode: i)
the identifier of the matching keypoint in the reference frame and
the displacement in terms of position, scale and orientation of the
keypoint with respect to the reference, which requireRp,INTER, (l
⇤)
bits; ii) the reordered prediction residual c˜n,i.
For both intra-frame and inter-frame coding, the probabilities of
the symbols (respectively, descriptor elements or prediction resid-
uals) used for entropy coding are learned from a training set of
images. In particular, for each of the D dexels, we estimated the
conditional probability of each symbol, given the previous one de-
fined by the optimal permutation. The estimated probabilities are
then exploited to entropy ode th features.
3.3. Descriptor element selection
The lossless coding architecture described in the previous section
can be used to encode all the P elements of the original binary de-
scriptor. However, in order to operate at lower bitrates, it is possible
to decide to code only a subset of K < P descriptor elements. In
our previous work we explored different methods that define how to
select the dex ls to be retained [24, 7, 8]. In this ork, we employed
the greedy asymmetric pairwise boosting algorithm described in [8]
in order to iteratively select the ost discriminative descriptor ele-
ments. To this end, we used a training set of image patches [25],
along with the ground truth information defining whether two image
patches refers to the same physical entity. At each step, the asy -
metric pairwise boosting algorithm selects the dexel that minimizes
a cost function, which captures the error resulting from the wrong
classification of matching and non-matching patches. The output of
this procedure is a set of dexels, ordered according to their discrim-
inability. Hence, given a target descriptor sizeK < P , it is possible
to encode only the firstK descriptor elements selected by this algo-
rithm.
4. EXPERIMENTS
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a set of six video sequences at CIF resolut on ( 52 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [26]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequences (Hall, Mobile and Foreman) were employed for testing
purposes. The statistics of the symb ls to be fed to the entropy coder
were learned based on the descriptors extracted from the training se-
quences. Moreover, the training video sequences were exploited to
obtain the optimal coding order of dexels for both intra- and inter-
frame coding, as illustrated in Section 3.1. Starting from the original
BRISK descriptor consisting in P = 512 dexels, we considered a set
of target descriptor sizes K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection algorithm
presented in Section 3.3.
As a first test, we evaluated the number of bits neces ary to en-
code each visual features using either intra-frame or inter-frame cod-
of such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) are the probability of ⇡j = 0 and ⇡j = 1,
respectively. Similarly, the conditional entropy of dexel ⇡j1 given
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In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜D that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =
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Note that such optim l ordering is computed offline, thanks to
training phase, and shared between both the encoder and the decoder.
3.2. Inter-frame coding
As for inter-frame coding, each set of local features Dn is coded
resorting to a refere ce et of features. In this work we consider as a
reference the set of featu es extracted from the previous frame, .e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
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where Rpn,i and R
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n,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(dn,i,dn 1,l⇤) < JINTRA(dn,i), then inter-frame coding is
the selected mode. Otherwise, proceed with intra-frame coding.
- Intra-descriptor transform: This step aims at exploiting the spa-
tial correlation between the d x ls. If intra-frame is the selected
coding mode, then the dexels of dn, are reordered accord ng to
the permutat on algorithm presented in Section 3.1. Similarly, a
reordering strategy can be applied also in the case of inter-frame
coding, in this case considering the prediction residual cn,i.
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For both intra-frame and inter-frame coding, the probabilities of
the symbols (respectively, descriptor eleme ts or prediction resid-
uals) used for entropy coding are learned from a training set of
images. In particular, for each of the D dexels, we estimated the
conditional probability of each symbol, given the previous one de-
fined by the optimal permutation. The estimated probabilities are
then exploited to entropy code the features.
3.3. Descriptor element selection
The lossless coding architecture described in the previous section
can be used to encode all the P elements of the original binary de-
scriptor. However, in order to operate at lower bitrates, it is possible
to decide to code only a subset of K < P descriptor elements. In
our previous work we explored different methods that define how to
select the dexels to be retained [24, 7, 8]. In this work, we employed
the greedy asymmetric pairwise boosting algorithm described in [8]
in order to iteratively select the most discriminative descriptor ele-
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a cost function, whi captures the error resulting from the wrong
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to encode nly the firstK descriptor eleme ts select d by this algo-
rithm.
4. EXPERIMENTS
For the evaluation process, we extracted BRISK [5] features from
a set of six video sequences at CIF resolution (352 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [26]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequences (Hall, Mobile and Foreman) were employed for testing
purposes. The statistics of the symbols to be fed to the entropy coder
were learned based on the descriptor xtracted from the training se-
quences. Moreover, the training video sequences were exploited to
obtain the optimal coding order of dexels for both intra- and inter-
frame coding, as illustrated in Section 3.1. Starting from the original
BRISK descriptor consisting in P = 512 dexels, we considered a set
of target descriptor sizes K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection algorithm
presented in Section 3.3.
As a first test, we evaluated the number of bits necessary to en-
code each visual features using either intra-frame or inter-frame cod-
of such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) are the probability of ⇡j = 0 and ⇡j = 1,
respectively. Similarly, the conditional entropy of dexel ⇡j1 given
dexel ⇡j2 c be comput d as
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tion of the dexels, indicating the sequential order used to encode a





H(⇡˜j |⇡˜j 1, . . . , ⇡˜1). (4)
In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜D that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =




argmin⇡j H(⇡j) j = 1
argmin⇡j H(⇡j |⇡˜j 1) j 2 [2, D]
(5)
Note that such optimal ordering is computed offline, thanks to a
training phase, and shared between both the e coder and the decoder.
3.2. Inter-frame coding
As for inter-frame coding, each set of local features Dn is coded
resorting to a reference set of features. In this work we consider as a
reference the set of features extracted from the previous frame, i.e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
process consists in the following st ps:





whereD(dn,i,dn 1,l) = kdn,i   dn 1,lk0 is the Hamming dis-
tance betwee the descriptors dn,i and dn 1,l, and l⇤ is the index
of the selected reference feature use in the next step. We limit
the search for a reference feature within a given set C of candi-
dat features, i.e., the ones whose coordinate and scales are in
he neighborhood of dn,i, in a range of (± x,± y,±  ). The
prediction r sidual is comput d as cn,i = dn,i   dn 1,l⇤ , that is,
bitwiseXOR b tween dn,i an dn 1,l⇤ .
- Coding mode ecision: Compare the cost of inter-frame coding











where Rpn,i and R
d
n,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(d ,i,dn 1,l⇤) < JINTRA(dn,i), th n inter-fram c ing is
the selected m d . Otherwise, proceed with intra-fr me coding.
- Intra-descriptor transform: This step aims at exploiting the spa-
tial correlation between the dexels. If intra-frame is the selected
coding mode, then the dexels of dn,i are reordered according to
the permutation algorithm presented in Section 3.1. Similarly, a
reordering strategy can be appl ed also in the case of inter-frame
c ding, in thi case c nsidering the prediction residual cn,i.
- Entropy coding: Finally, the sets of local features are entropy
coded. In the case of intra-frame coding, it is necessary to encode
the reordered descriptor and the quantized location compo ent.
Oth rwise, for inter-frame coding, it is necessary to enc de: i)
identifier of the m tching keypoint in th reference ra e and
the displacement in terms of pos ti n, scale and orien ati f th
keyp i t with resp ct t e refer nce, whi h requ reRp,INTERn,i (l
⇤)
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For both intra-frame and inter-frame coding, the pr babilities of
the symbols (respectively, descriptor eleme ts or predictio resid-
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image . In particular, for each f he D dexels, we estimated the
c ndit onal prob bility f each symbol given th previous on de-
fined by the optimal p rmutati . Th stimated obab lities are
then exploited to entropy code the featur s.
3.3. Descript r element selection
The lossless coding architecture described in the previous section
can be u ed to encode all the P elements of the original binary de-
scriptor. However, in order to operate at lower bitrates, it is possible
to decide to code only a subset of K < P descriptor elements. In
our previou w rk we explored diff rent methods that define how to
select the dexels to be retained [24, 7, 8]. In this work, we employed
the greedy asymmetric pairwise boosting algorithm descr b d in [8]
in order to iteratively select the most discriminat ve descriptor ele-
ments. T this end, we used a training set of image patches [25],
along with the ground truth information defining h ther two image
patches refers to the same physical entity. At each step, the asym-
etric pairwise boosting algorith elects the dexel that minimiz s
a cost function, which captures he error result ng from the wrong
c assification of matching and non-matching patches. The output of
this procedu e is a set of dexels, ord r d according to t eir discri
inability. Henc , given a t r et descriptor iz K < P , i is poss ble
to encode only the firstK descriptor eleme ts select d by this algo-
rithm.
4. EXPERIMENTS
For the evaluation process, we extracted BRISK [5] features from
a set of six video sequences at CIF resolution (352 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [26]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequence (Hall, Mobile and Foreman) were employed for testi g
purpo es. Th statistics of the symbols to be fed to the entropy coder
were learned based on the descriptors extracted from the training s -
quences. Mor over, training vi eo sequences were xploited to
obtain the optimal c ding order of dexels for both intra- and inter-
frame coding, as illustrated in Section 3.1. Starting from he original
BRISK descriptor c sisting in P = 512 d x ls, we considered a t
of target descriptor siz s K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection lgorithm
presented Sect on 3.3.
As a first test, we evaluated the number of bits necessary to en-
code each visual features using either intra-frame or inter-frame cod-
Fig. 1. Block diagram of th propos d coding architecture. The highlighted functional m dules needed to be revisited due to th binary nature
of the source.
video coding tools, we exploit both spatial and temporal redundancy
by means of intra-frame and inter-frame coding. The coding effi-
ciency is evaluated in terms of rate-accuracy curves, clearly demon-
strating the advantage of the ATC paradigm, based on binary local
features, over the traditional CTA paradigm, based on H.264/AVC
video coding and the extraction of SIFT local features at the sink
node. This work extends our previous work [19], which tackled the
problem of compressing real-valued local features (SIFT and SURF)
extracted from video sequences.
The problem of encoding visual features extracted from video
is receiving a great deal of attention from the scientific community.
In [20, 21], the authors proposed to encode and transmit temporally
coherent image patches in the pixel-domain, shifting the computa-
tion of the descriptor to the sink node for augmented reality appli-
cations. At the same time, a new MPEG ad-hoc group on Compact
Descriptors for Video Search (CDViS) [22] has recently started in-
vestigating the opportunity of drafting a standard related to the rep-
resentation and coding of visual features in the context of video re-
trieval, automotive, tracking, etc.
The rest of this paper is organized as follows. Section 2 states the
problem, defining the properties of the features to be coded, whereas
Section 3 illustrates the coding architecture. Section 4 is devoted to
defining the experimental setup and reporting the results. Finally,
conclusions are drawn in Section 5.
2. PROBLEM STATEMENT
Let In denote the n-th frame of a video sequence, which is pro-
cessed to extract a set of local featuresDn. First, a keypoint detector
is applied to identify a set of interest points. Then, a descriptor is
applied on the (rotated) patches surrounding each keypoint. Hence,
each element of dn,i 2 Dn is a visual feature, which consists of two
components: i) a 4-dimensional vector pn,i = [x, y, , ✓]T , indi-
cating the position (x, y), the scale   of the detected keypoint, and
the orientation angle ✓ of the image patch; ii) a D-dimensional bi-
nary vector dn,i, which represents the descriptor associated to the
keypoint pn,i.
We propose a coding architecture which aims at efficiently cod-
ing the sequence {Dn}Nn=1 of sets of local features. In particular,
we consider both lossless and lossy coding schemes: in the former,
the binary description vectors are preserved throughout the coding
process, whereas in the latter only a subset ofK < D descriptor el-
ements is actually coded, thus discarding a part of the original data.
The latter approach is lossy, since a lossless coding scheme is applied
only to a subset of the descriptor elements. Each decoded descriptor
can be written as d˜n,i = {p˜n,i, d˜n,i}. The number of bits necessary






That is, we consider the rate used to represent both the location of the
keypoint, Rpn,i, and the descriptor itself, R
d
n,i. For both the lossless
and the lossy approach, no distortion is introduced during the coding
process in the received descriptor elements. Nonetheless, since in the
lossy case part of the descriptor elements are discarded, the accuracy
of the visual analysis task is affected.
As for the component p˜n,i, we decided to encode the coordi-
nates of the keypoint, the scale and the local orientation i.e., p˜n,i =
[x˜, y˜,  ˜, ✓˜]T . Although some visual analysis tasks might not require
this information, it could be used to refine the final results. For exam-
ple, it is necessary when the matching score between image pairs is
computed based on the number of matches that pass the spatial ver-
ification step using, e.g., RANSAC [16] or weak geometry check-
ing [17]. Most of the detectors produce floating point values as
keypoint coordinates, scale and orientation, thanks to interpolation
mechanisms. Nonetheless, we decided to round such values with a
quantization step size equal to 1/4 for the coordinates and the scale,
and ⇡/16 for the orientation, which has been found to be sufficient
for typical applications [23, 19].
Note that the proposed coding architecture, designed to encode
visual features extracted from video sequences, can be straightfor-
wardly adapted also to the context of sets of descriptors extracted
from multiple cameras observing the same scene.
3. CODING OF LOCAL FEATURES
Figure 1 illustrates a block diagram of the proposed coding archi-
tecture. The scheme is similar to the one we recently proposed for
encoding real-valued visual features [23, 19]. However, we high-
lighted the functional modules that needed to be revisited due to the
binary nature of the source.
3.1. Intra-frame coding
In the case of intra-frame coding, local features are extracted and
encoded separately for each frame. In our previous work we pro-
posed an intra-frame coding approach tailored to binary descriptors
extracted from still images [24], which is briefly summarized in the
following. In binary descriptors, each element represents the binary
outcome of a pairwise comparison. Hence, the dexels are potentially
statistically dependent, and it is possible to model the descriptor as a
binary source with memory.
Let ⇡j , j 2 [1, D] represent the j-th element of a binary de-
scriptor, whereD is the dimension of such a descriptor. The entropy
of such a dexel can be computed as
H(⇡j) =  pj(0) log2(pj(0))  pj(1) log2(pj(1)), (2)
where pj(0) and pj(1) are the probability of ⇡j = 0 and ⇡j = 1,
respectively. Similarly, the conditional entropy of dexel ⇡j1 given








with j1, j2 2 [1, D]. Let ⇡˜j , j = 1, . . . , D, denote a permuta-
tion of the dexels, indicating the sequential order used to encode a





H(⇡˜j |⇡˜j 1, . . . , ⇡˜1). (4)
In order to maximize the coding efficiency, we aim at finding the
permutation of dexels ⇡˜1, . . . , ⇡˜D that minimizes such a lower
bound. For the sake of simplicity, we model the source as a first-
order Markov source. That is, we impose H(⇡˜j |⇡˜j 1, . . . ⇡˜1) =




argmin⇡j H(⇡j) j = 1
argmin⇡j H(⇡j |⇡˜j 1) j 2 [2, D]
(5)
Note that such optimal ordering is computed offline, thanks to a
training phase, and shared between both the encoder and the decoder.
3.2. Inter-frame coding
As for inter-frame coding, each set of local features Dn is coded
resorting to a reference set of features. In this work we consider as a
reference the set of features extracted from the previous frame, i.e.,
Dn 1. Considering a descriptor dn,i, i = 1, . . . ,Mn, the encoding
process consists in the following steps:







whereD(dn,i,dn 1,l) = kdn,i   dn 1,lk0 is the Hamming dis-
tance between the descriptors dn,i and dn 1,l, Rp,INTERn,i (l) is the
rate needed to encode the keypoint motion vector and l⇤ is the in-
dex of the selected reference feature used in the next steps. We
limit the search for a reference feature within a given set C of can-
didate features, i.e., the ones whose coordinates and scales are in
the neighborhood of dn,i, in a range of (± x,± y,±  ). The
prediction residual is computed as cn,i = dn,i   dn 1,l⇤ , that is,
the bitwiseXOR between dn,i and dn 1,l⇤ .
- Coding mode decision: Compare the cost of inter-frame coding











where Rpn,i and R
d
n,i represent the bitrate needed to encode the
location component (either the location itself or location displace-
ment) and the one needed to encode the descriptor component (ei-
ther the descriptor itself or the prediction residual), respectively. If
JINTER(dn,i,dn 1,l⇤) < JINTRA(dn,i), then inter-frame coding is
the selected mode. Otherwise, proceed with intra-frame coding.
- Intra-descriptor transform: This step aims at exploiting the spa-
tial correlation between the dexels. If intra-frame is the selected
coding mode, then the dexels of dn,i are reordered according to
the permutation algorithm presented in Section 3.1. Similarly, a
reordering strategy can be applied also in the case of inter-frame
coding, in this case considering the prediction residual cn,i.
- Entropy coding: Finally, the sets of local features are entropy
coded. In the case of intra-frame coding, it is necessary to encode
the reordered descriptor and the quantized location component.
Otherwise, for inter-frame coding, it is necessary to encode: i)
the identifier of the matching keypoint in the reference frame and
the displacement in terms of position, scale and orientation of the
keypoint with respect to the reference, which requireRp,INTERn,i (l
⇤)
bits; ii) the reordered prediction residual c˜n,i.
For both intra-frame and inter-frame coding, the probabilities of
the symbols (respectively, descriptor elements or prediction resid-
uals) used for entropy coding are learned from a training set of
images. In particular, for each of the D dexels, we estimated the
conditional probability of each symbol, given the previous one de-
fined by the optimal permutation. The estimated probabilities are
then exploited to entropy code the features.
3.3. Descriptor element selection
The lossless coding architecture described in the previous section
can be used to encode all the D elements of the original binary de-
scriptor. However, in order to operate at lower bitrates, it is possible
to decide to code only a subset of K < D descriptor elements. In
our previous work we explored different methods that define how to
select the dexels to be retained [24, 7, 8]. In this work, we employed
the greedy asymmetric pairwise boosting algorithm described in [8]
in order to iteratively select the most discriminative descriptor ele-
ments. To this end, we used a training set of image patches [25],
along with the ground truth information defining whether two image
patches refers to the same physical entity. At each step, the asym-
metric pairwise boosting algorithm selects the dexel that minimizes
a cost function, which captures the error resulting from the wrong
classification of matching and non-matching patches. The output of
this procedure is a set of dexels, ordered according to their discrim-
inability. Hence, given a target descriptor sizeK < D, it is possible
to encode only the firstK descriptor elements selected by this algo-
rithm.
4. EXPERIMENTS
For the evaluation process, we extracted BRISK [5] features from
a set of six video sequences at CIF resolution (352 ⇥ 288) and
30 fps, namely Foreman, Mobile, Hall, Paris, News and Mother,
each with 300 frames [26]. In the training phase, we employed
three sequences (Mother, News and Paris), whereas the remaining
sequences (Hall, Mobile and Foreman) were employed for testing
purposes. The statistics of the symbols to be fed to the entropy coder
were learned based on the descriptors extracted from the training se-
quences. Moreover, the training video sequences were exploited to
obtain the optimal coding order of dexels for both intra- and inter-
frame coding, as illustrated in Section 3.1. Starting from the original
BRISK descriptor consisting inD = 512 dexels, we considered a set
of target descriptor sizes K = {512, 256, 128, 64, 32, 16, 8}. For
each of such descriptor sizes, we employed the selection algorithm
presented in Section 3.3.
As a first test, we evaluated the number of bits necessary to en-





























































Reference  Keypoint ID
Descriptor
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Descriptor size
Fig. 2. Bitrate needed to encode each visual feature extracted from
the Foreman sequence, varying the size of the BRISK descriptor.

























ATC - BRISK - boost ing - INTRA
ATC - BRISK - boost ing - INTRA/INTER
ATC - SIFT - INTRA
ATC - SIFT - INTRA/INTER
CTA - SIFT - H.264
Fig. 3. Rate-accuracy curves obtained for the Paris - homography
sequence. ATC (either based on BRISK or SIFT) vs. CTA.
ing, when varying the size of the descriptor K. Figure 2 shows the
bitrate obtained by coding the BRISK features extracted from the
Foreman video sequence, indicating separately the number of bits
used for encoding the keypoint location, the reference keypoint iden-
tifier (inter-frame only), and the descriptor elements. Similar results
were obtained for all other test sequences (for supplementary results,
refer to the technical report [27]). At high bitrates (K = 512), the
coding rate is 340 bits/feature in the case of intra-frame coding, and
220 bits/feature in the case of inter-frame coding. At low bitrates
(K = 32), the rate drops to 57 bits/feature and 19 bits/feature, re-
spectively. Similar results were also obtained for the other test se-
quences.
As a second test, we evaluated the rate-accuracy performance of
a visual analysis task using the coded local features. In this case, we
used a publicly available dataset for visual tracking [28], consisting
in a set of video sequences, each containing a planar texture subject
to a given motion path. For each frame of each sequence, the ho-
mography that warps such frame to the reference one is provided as
ground truth. The sequences have a resolution of 640 ⇥ 480 pix-
els at 15 fps and a length of 500 frames (33.3 seconds). Given a
test sequence, the goal of this experiment was to correctly estimate
the homography for each frame. Hence, we measured the fraction
of frames for which the homography was correctly estimated (i.e.,
average error less than 3 pixels) [19], which gives the homography
estimation precision. We temporally down-sampled the sequences
to 3 fps, in order to have consecutive frames sufficiently different
and the task challenging. We compared two paradigms: Analyze-
Then-Compress (ATC) and Compress-Then-Analyze (CTA). As for

























ATC - BRISK - original - INTRA
ATC - BRISK - original - INTRA/INTER
ATC - BRISK - boost ing - INTRA
ATC - BRISK - boost ing - INTRA/INTER
CTA - SIFT - H.264
Fig. 4. Rate-accuracy curves obtained for the Paris - homography
sequence. Comparison of different dexel selection schemes.
the ATC approach, BRISK features were extracted from each frame
and encoded at a target descriptor length K. Then, for each frame,
the homography was estimated applying the RANSAC [18] algo-
rithm on the compressed local features.
On the other hand, for the CTA approach the video was com-
pressed with the H.264/AVC coding standard (inter-frame coding),
using the x264 video coding library and varying the quality factor
Q = {5, 10, . . . , 45}. Then, SIFT visual features were extracted
from each frame by means of the VLFEAT [29] implementation and
subsequently fed to RANSAC [18]. Figure 3 compares the results
of the two approaches. We also included the results obtained us-
ing ATC when SIFT visual features were used [19]. As a reference,
when no visual feature compression is used, the bitrate for sending
either SIFT or BRISK descriptors in the ATC paradigm would be, re-
spectively, 376 kbps or 220 kbps, attaining a homography estimation
precision equal to 0.66 or 0.62. Thus, visual feature compression
leads to very large coding gains, since comparable precision levels
are achievable at 25 kbps for both SIFT and BRISK (bitrate saving
-93% and -89%, respectively). In all cases, ATC outperforms CTA,
since higher levels of precision are attained for all target bitrates.
Within the tested alternatives of the ATC approach, inter-frame cod-
ing significantly improves the coding efficiency, especially at low
bitrates, for both SIFT and BRISK. The use of SIFT in ATC allows
to achieve a higher accuracy in the homography estimation, but at
the cost of a significantly higher complexity to extract the visual fea-
tures at the sensing node. This is particularly important in visual
sensor network applications, in which sensing nodes are critically
energy-constrained.
In addition, to evaluate the benefit of using the dexel selection
scheme described in Section 3.3, we compare our results with a base-
line in which the original selection scheme embedded in the BRISK
descriptor was used. The latter simply chooses the elements cor-
responding to smallest spatial distance between the pattern points
whose intensities are to be compared. Figure 4 shows that appropri-
ately selecting the dexels significantly improves the task accuracy,
which saturates using as few as 32 dexels / descriptors (requiring 25
kbps to be transmitted).
5. CONCLUSIONS
We proposed a coding architecture tailored to binary visual features
extracted from video sequences. The efficiency of the proposed so-
lution has been evaluated by means of rate-accuracy curves with re-
spect to a traditional visual analysis task. Considering BRISK [5]
descriptors, the proposed coding architecture provides bitrate sav-
ings up to 35% (60%) for intra-frame (inter-frame) coding.
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