Integration of Augmented-Reality-Glasses into a Helicopter Simulator with Front Projection by Walko, Christian
INTEGRATION OF AUGMENTED-REALITY-GLASSES  
INTO A HELICOPTER SIMULATOR WITH FRONT PROJECTION 
Christian Walko,  
Deutsches Zentrum für Luft- und Raumfahrt, Institute of Flight Systems 
Lilienthalplatz 7, 38108 Braunschweig, Germany 
christian.walko@dlr.de 
 
ABSTRACT 
This paper describes the integration of augmented-reality-glasses into a helicopter simulator with front projec-
tion. Therefore the Microsoft HoloLens is used as a head-mounted-display for pilots. The paper focuses on the 
fundamental integration with the encountered problems and related solutions. In a simulator, the projection of 
the outside world causes multiple errors regarding the position of the objects, such as distances from the eye. A 
proposed solution to these errors is the repetition of the projection transformation at the glasses, thus doing the 
same errors to match the projected outside world. Another problem arises with the need of head-fixed holo-
grams on the HoloLens. They are very shaky and they fan out. To solve, a non-linear filter is proposed. The draw-
ing of lines, as the graphic core element, is investigated to find a tradeoff between good aesthetics and suffi-
cient frames-per-second. Furthermore a method for calibration is proposed to align the holograms with the 
world, and save or load the result. The overall quality of the system is excellent. It is extremely cost-effective and 
got very positive feedback from pilots and engineers. 
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1. INTRODUCTION 
Augmented-reality-glasses as head-mounted-displays (HMD) 
have a high potential to improve human-machine interaction 
(HMI). For research, development, training or entertainment, 
there are often simulators of the real world vehicles, there-
fore making an integration of the glasses into the simulator 
necessary. 
The advantages of helmet-mounted-displays for pilots, like 
improved situational awareness or reduced workload, are 
shown in numerous investigations (e.g. [1], [2]), especially 
for degraded visual environments in [3]. 
The recent generation of augmented-reality-glasses includes 
extremely cost-effective consumer products with extensive 
features, like multicolor, high-resolution, stereoscopic, 3D-
representations or integrated optical head-tracking with 
depth cameras and automatic pupillary distance calibration. 
The holograms produced by these glasses create the illusion 
of being part of reality. The word “hologram” is used here 
for virtual objects (or light) generated by the glasses. 
The German Aerospace Center (DLR) examines within the 
project HELMA [5] the possibilities to improve availability and 
flight safety of helicopter operations in maritime scenarios. 
Therefore a Microsoft HoloLens was integrated into DLR’s 
AVES [6] (Air Vehicle Simulator) to provide the pilot with 
FIGURE 1: Photo taken through the HoloLens inside the AVES Simulator. Holograms are superimposed over the projected 
world. 
additional information with a head-mounted display; see 
FIGURE 1 and FIGURE 2. In collaboration with the German 
Federal Police Aviation Service the benefits of a HMD will be 
worked out. 
The paper’s content extends to almost every HMI-simulator 
(e.g. driving-, ship- or tower-simulator) with front projection, 
and also to other but similar augmented-reality-glasses. 
The next section – CONFIGURATION – provides an overview of 
the setup. Then following the sections will detail specific 
problems like PROJECTION ERRORS, HEAD-FIXED HOLOGRAMS, LINE 
QUALITY and CALIBRATION. 
 
 
FIGURE 2 : The setup is a simulator with a helicopter cockpit 
and a spheric projection, together with a HoloLens as head-
mounted-display for the pilot. 
2. CONFIGURATION 
2.1. Glasses  
The research started with finding the optimal hardware 
solution. It was focused on two commercial products, the 
Microsoft HoloLens [7] and Meta 2 [8]. In comparison, the 
HoloLens is better suited for this task. The main reason is the 
better hologram-quality due to the optical-waveguide-
principle, the automatic pupillary distance calibration and 
the quality of the head tracking. From the user’s perspective, 
the HoloLens gives a better impression that the holograms 
are part of the real world, because they are more stable with 
head movement and appear at the correct distances. 
The Meta 2 has a larger Field-of-View (FoV), but the optical 
quality is reduced towards the edges. Microsoft is working 
on a ≈70 degree FoV for a HoloLens successor and the pilots 
rarely addressed the small FoV as a major problem in their 
feedback. The higher resolution of the Meta 2 is not re-
quired, because lines (as basic graphic element) need a cer-
tain thickness anyway. Additionally for lines, the higher 
computing power provided by a Meta 2 setup is ‘nice to 
have’ but not indispensable here. Both glasses have internal 
head tracking and are, as development versions, subject to 
changes. 
The HoloLens is wireless and therefore communicates via 
Wi-Fi and Bluetooth. Since all calculations take place on the 
glasses, it can run into FPS issues (frames per second). 
 
FIGURE 3: Field-of-View comparison between HoloLens and 
Meta 2. Note that the Meta 2 FoV values are approximated 
because the holograms are flawed towards the FoV-edges. 
2.2. Communication 
The necessary communication is simple, as shown in FIGURE 
4. The simulator sends the state data per UDP to the Ho-
loLens. For vehicles, the core state data are usually position 
and orientation. Specific holograms might need additional 
data, like the velocity for a speed indicator or the positions 
of gates for a tunnel-display. If desired, the glasses might 
send the head tracking data to the simulator. 
 
FIGURE 4: Ethernet communication. 
 
Errors caused by bad latency or poor head tracking, are 
critical for the overall system-quality. The orientation data is 
for vehicles especially decisive, because orientation errors are 
particularly noticeable in contrast to position errors. How 
critical errors are, is determined by the movement of a holo-
gram (on screen in pixels) as consequence of the error (off-
sets in state data, e.g. due to latency). In general, it is im-
portant to minimize Wi-Fi latency and packet loss. 
A firewall is used for IT-security to segregate the insecure 
Wi-Fi, see FIGURE 4. 
Furthermore, a Bluetooth keyboard is used to change the 
settings of holograms on the HoloLens (e.g. change the 
color of a hologram or turning it on/off). Hand gestures are 
possible but impractical while controlling most conventional 
vehicles. 
2.3. Simulator 
In core, there are only two interfaces between the glasses 
and the simulator: First a state data sender as already de-
scribed and second the projection of the outside world on a 
surface. 
The cockpit of the AVES-Simulator is placed inside a sphere 
shaped dome. The outside world is projected as an uncolli-
mated front projection on the inside surface of the dome 
with 15 projectors. The outside world is calculated for a 
fixed eye-point, and therefore incorrect for every other eye-
point. 
The radius of the dome is 3.25m, hence the pilot (or his eye) 
focuses that distance while flying and looking at the (simu-
lated) outside world. 
2.4. Development 
For the development of holograms, the game engine Uni-
ty3D [5] is used. Programming is conducted with the lan-
guage C#.  An example of the running application in Unity is 
shown in FIGURE 5. The developed application is compiled 
and deployed as a standalone application to the HoloLens. 
The holograms in FIGURE 5 mainly consist of the Unity 
graphic primitives line (GL.LINES) and text (3D-TextMesh), 
but almost all possibilities from the game engine are availa-
ble to develop holograms. The main limiter is the graphical 
performance. 
 
FIGURE 5: Screenshot from game engine Unity3D, showing 
holograms for helicopter pilots. Everything but black is ren-
dered inside the HoloLens (after deploying) and shown as 
additional light to the viewers eye. 
2.5. Coordinate Systems 
The “game world” in Unity3D has a coordinate system (CS), 
where further CS’s can be created with the parent-child 
relation. In that world, it is possible to draw lines and create 
text or any other objects. The camera, as a game object in 
Unity, defines what is seen in the game and subsequently 
seen through the AR-glasses. When the application is started 
on the HoloLens, the camera parent will be positioned at the 
initial position (real-room-position) of the HoloLens. That is 
significant, because it positions the game world in the real 
world. The heading (of the camera) will also be zeroed at 
the initial heading of the glasses. However, the roll and pitch 
angle (of the camera) will be zeroed with relation to gravity 
and not related to the initial orientation of the glasses. That 
means the camera’s pitch angle will be zero, when the user 
looks at the horizon, regardless of the initial pitch angle of 
the HoloLens. 
There are different possibilities to structure the coordinate 
systems. Head-mounted-displays often use the camera (or 
glasses) as central CS. However, here the world is used as 
central CS, see FIGURE 6. In the world there is a helicopter-
CS moving around, and in that CS a camera (or the glasses) 
is also moving. The position (and orientation) of the helicop-
ter CS is set based on the state data received from the simu-
lator. However, one must take care of large helicopter posi-
tions (about  m), because of floating point precision is-
sues. This can be done when converting latitude and longi-
tude into a Cartesian CS by setting the reference geograph-
ical position (LAT/LON) close enough to the helicopter. 
Holograms are usually attached to a CS like world-fixed, 
head-fixed or helicopter-fixed holograms. 
The projection sphere CS of the holograms needs to be 
positioned exactly at the projection sphere of the simulator 
to align the holograms with the projected outside world (see 
section 6).  
 
FIGURE 6: Coordinate systems used in the hologram applica-
tion. 
3. PROJECTION ERRORS 
In a simulator, when projecting the outside world onto a 
surface, three relevant errors occur: 
1) The outside world is calculated for a fixed eye point and 
projected onto a surface. The resulting error when the 
eye moves away from the fixed point is illustrated in 
FIGURE 7. (This error occurs only with fixed-eye-point-
projections.) 
2) The distances of objects are wrong, see FIGURE 7. The 
real object (blue cross) is further away than the projec-
tion of the object (red cross) from the fixed point per-
spective. The eye focuses on the objects distance (ac-
commodation). With a front projection, the eye focuses 
at the distance of the projection surface. 
3) The horizon has an offset, because it results through 
the Far Clipping Plane from which the rendering of the 
world ends. This error is illustrated in FIGURE 8. 
 
 
FIGURE 7: Projection error in consequence of a fixed eye-
point. The object (blue cross) is projected onto the surface 
(red cross) for the fixed eyepoint. The correct projection for 
the actual eye (yellow) would be the green cross, but the 
object is displayed at the red cross, thus resulting in an error. 
 
 
 
FIGURE 8: Horizon error due to Far Clipping Plane (Flat earth 
assumption). There are two different Far Clipping Planes 
shown to illustrate how the error changes at the projection 
surface. 
The first two errors result in incorrect object positions in the 
world. To fix these errors, the projection transformation is 
repeated at the glasses, thus doing the same errors to match 
the projected outside world. All points of the holograms are 
transformed to the sphere as shown in FIGURE 9. Simply 
said, everything world-fixed is now drawn on the sphere, see 
FIGURE 10. More precisely, for lines the start- and endpoint 
is transformed, and for text the anchor point is transformed. 
Depending on the requirements for the holograms, it is 
possible to transform every pixel instead of the key vertices.  
At the moment the transformation is performed by the CPU, 
because it is only a negligible FPS drop for the current holo-
grams. To increase the performance, the transformation can 
be done by the graphics card. 
 
FIGURE 9: Transformation of a hologram point to the projec-
tion sphere. 
 
FIGURE 10: Result of the sphere transformation. Earth-fixed 
holograms like the red horizon, the white heading tape 
dashes, the yellow obstacle highlights and a blue tunnel are 
projected onto a sphere. 
Related to FIGURE 9, the transformed point D is defined as 
(1)   
 
(2)  
with the condition 
(3)  . 
This equation is solved for d:  
(4)  
 
(5)  
 
(6)  
 
(7)  
Analogous to the sphere transformation, the world points 
can be projected to any surface. Since a flat surface is fre-
quently used for simulations, a cube transformation is addi-
tionally presented below, see FIGURE 11. This creates flat 
surfaces, thus ordinary projections at flat backgrounds (or TV 
/ Monitor) can be used with it. 
 
FIGURE 11: Transformation to a cube for a flat projection 
surface. The area on which D lies, can be aligned with the 
projection surface. The cube center M is positioned at the 
fixed eye-point of the projection. 
The point projected to the cube, can be calculated with  
(8)   . 
To align the cube (on which the holograms are drawn) with 
the projection (or TV / Monitor) while the fixed eye-point is 
unknown, this equation can be used to adjust the FoV of the 
projection or the size of the cube (r, see FIGURE 11): 
(9)  
FoV is the vertical Field of View and h is the height of the 
projection or screen in the same unit as r.  
 FIGURE 12: Horizon Error in dependence of the altitude and 
the horizon distance at ground. As simplifications a flat 
projection surface and a flat earth is used. 
 
The severity of the third error, the horizon offset, is illustrat-
ed in FIGURE 12. If the horizon is visible, this error is already 
with 2-3cm very conspicuous for the user. Distance fog for 
the projection is a possible solution to hide the wrong hori-
zon. Another fix for this problem is to place the horizon-
hologram at the intersection between ground and Far Clip-
ping Plane. However, then other problems occur with dis-
plays showing the pitch attitude of the aircraft, that are not 
at the horizon while being zero, as shown in FIGURE 13. To 
fix this, the pitch displays could get the same offset.  
 
FIGURE 13: A pitch angle of zero (white hologram) is not on 
the horizon anymore, because the horizon is drawn at the 
render distance on the ground to match the false horizon of 
the outside world projection. 
4. HEAD-FIXED HOLOGRAMS  
The advantage of head-fixed holograms is that they can be 
perceived at any time, regardless of the head’s position and 
orientation. They have however a poor quality on the Ho-
loLens, because the head tracking is very precise and causes 
jittering and fan-out of the head-fixed holograms. (FIGURE 
14) 
The jitter is very uncomfortable for the user and it is hard to 
perceive the information provided by the display. It arises 
through the natural noise of the heads orientation together 
with pulse, breathing or vehicle vibrations. Especially the 
strong vibrations in a real helicopter make filtering mandato-
ry. 
 
FIGURE 14: Examples of fan outs of head-fixed holograms, 
(left) fan outs of single colorchannels (monochrome), and 
(right) fan outs between the colorchannels (rainbow effect). 
 
 
FIGURE 15: Filter design with generic noise-step-noise data 
and responses with different filters. 
To design a filter against the jitter, a generic noise-step-noise 
signal was used to emulate the head movement, see FIGURE 
15 - blue signal. It is desired to have no movement while 
there is only noise and a quick follow up for steps. First, a 
PT1-filter was tested. Despite significant improvement, the 
movement was still too much for moderate vibrations 
(FIGURE 15, green line at 4-6 sec). Therefore, the PT1-filter 
was used twice to get an initial response gradient of zero. 
That fixed the vibration problem, but the step-responses 
(e.g. FIGURE 15 between 3 and 4 sec) were too slow, for 
both PT1 and 2xPT1. The pilots had to wait multiple seconds 
for the appearance of the display after a 90 degree head 
rotation. Therefore a dynamic time constant was added, 
resulting in a nonlinear digital filter, see FIGURE 16. 
 
FIGURE 16: Nonlinear digital filter (top-left) with matlab 
code snippets (bottom) using double PT1 and a dynamic 
sigmoid time ‘constant’ (top-right). The sigmoid parameters 
work for helicopter pilots and can be adjusted to the 
respective needs.  
Regarding the implementation of the filter, all head-fixed 
objects are placed on a plain area. That area is oriented 
normal to the Line-of-Sight (LoS) of the glasses and has a 
fixed distance from the glasses. The distance is (with 3.25m) 
equal to the projection distance, to avoid eye-
accommodation. The filter is applied to all six degrees of 
freedom, the rotation (the Euler angles) of the area around 
the camera-position and the position (x, y, z) of the area. 
The proposed filter fixes the jitter. The holograms are mov-
ing only with intended head motion. To address the fanning 
out during that movement, a velocity dependent fadeout 
was added. It is done linearly between 0.5 and 2 m/s of the 
intersection between head-fixed-area and glasses-LoS. 
Therefore, the holograms become invisible during head 
motion with fan-outs. Additionally each head-fixed object is 
monochrome to avoid the rainbow effect. 
The result was evaluated by multiple pilots (10+) and engi-
neers. The overall rating of the head-fixed principle is very 
good. 
5. QUALITY OF LINES  
Lines are the core element of the holograms. The quality of 
the lines is crucial for the overall quality of the system. They 
need nice aesthetics while keeping the FPS (frames per sec-
ond) acceptable. For nice aesthetics anti-aliasing (AA) is 
mandatory, but that also causes FPS-loss. Low FPS is a draw-
back for the actual system. Without AA the lines flicker 
annoyingly, which probably also increases the users work-
load. 
The holograms for the pilots (e.g. FIGURE 5) usually show 
about 1000-2000 lines. The lines are drawn with Unity’s 
GL.LINES and 8xMSAA is used, resulting in 20-30 FPS. 
To examine the quality on the HoloLens when drawing lines, 
a test application was developed. It basically draws lines into 
a cube (1m³) with various different settings to analyze the 
FPS and the visual quality. Test cases are methods to draw 
lines (GL.LINES, Vectrosity [6], Line Renderer, etc.), the char-
acteristics of the lines (number, anti-aliasing, length, etc.) or 
FPS related functions (like the sphere-transformation see 
FIGURE 9) and its influence on the FPS. 
 
 
FIGURE 17: FPS on HoloLens over the number of lines and 
Anti-Aliasing (MSAA). The lines are drawn with GL.LINES, 
except the dashed green. 
 
One result of that examination is shown in FIGURE 17. The 
FPS drop from 60 to 20 because of 8xAA for 2000 lines and 
there is a limit for the number of lines (~3000) for which the 
FPS are unacceptable. Without AA the FPS will leave the cap 
of 60 at 4000 lines. Vectrosity has about the same visual 
quality as 8xMSAA but uses a different method for anti-
aliasing. A texture that is transparent at the edges and bilin-
ear filtered results in fast AA; therefore Vectrosity achieves 
better FPS. 
The sphere-transformation (FIGURE 9) has a minor influence 
on the FPS with active AA, but a large influence without AA 
(40% FPS drop). 
Low FPS causes hologram jitter, stutter, flicker and a fanning 
out of lines, especially noticeable with fast movement of the 
glasses or vehicle. This degrades the visual quality but is not 
critical for 20-30 FPS. 
6. CALIBRATION 
Calibration is the real space positioning of the holograms to 
match the simulated outside world. More specifically, it is 
the positioning of the hologram sphere CS on the AVES 
sphere CS, as shown in FIGURE 18. Explanations regarding 
the coordinate systems were presented in section 2.5. It is 
also possible to save and load the calibration result.  
The procedure to calibrate is to start the application as close 
as possible to the fixed-eye-point of the projection. In case 
of the AVES, it is the head position of the right pilot. If posi-
tion and heading of the glasses match the fixed eyepoint 
well enough, the calibration is finished. The projection or the 
real room should give cues to find the fixed eyepoint with 
the glasses, like a grid that can be visualized in the projec-
tion for calibration. With that cue a fine tuning is possible 
with the Bluetooth keyboard to adjust the hologram-sphere. 
Right now it takes 30-60 seconds to calibrate. It is done by 
the engineer and not the user. 
After the position is set, saving the result is beneficial to load 
it for the next session. Another frequent use case is to load it 
after a loss of head tracking happened. Head tracking can 
get lost, when the sensors vision is obstructed. To save and 
load positions (and orientations) in the real room, “World-
Anchors” are provided by Unity and the HoloLens. 
 
 
FIGURE 18: Spheres to align at the calibration. The red digi-
tal sphere of holograms needs to be positioned at the physi-
cal black sphere. The three position axes and the heading 
need to match. 
An ordinary use case of WorldAnchors is illustrated in 
FIGURE 19. It is based on a simple Unity application consist-
ing only of a camera and a cube. The cube (gray square) is 
placed one meter in front of the camera’s initial position 
(blue triangle). The cube’s position in the real room depends 
on where the application is started (e.g. A or B). Loading a 
WorldAnchor, would move the cube to a specific position in 
the real room. That position is specified by saving the 
WorldAnchor. 
 FIGURE 19: Ordinary use of WorldAnchors. A cube is used 
exemplarily as hologram, to anchor it somewhere (here red 
position) in the world.  
 
This papers case however is more complicated because the 
sphere has a fixed position to the helicopter and cannot be 
moved. Therefore the sphere is only moved for saving and 
loading, otherwise the positioning of the sphere is faked by 
moving the camera-parent. Note that, according to Mi-
crosoft, developers are supposed to use the origin of Unity’s 
main CS as camera parent. Even thou it is working fine (as 
explained in FIGURE 20), it could be beneficial to use a dif-
ferent CS-constellation, with the camera parent as original 
CS and the ability to move the hologram sphere. 
The link between the two worlds (real room and virtual 
world) is the camera-parent (in the virtual world) and the 
initial HoloLens position (at applications start in the real 
room). The rest of the virtual world will be displayed relative 
to the camera-parent. Therefore moving the camera-parent 
in the virtual world will not move the camera-parent in the 
real room, but it will move the rest of the virtual world in the 
real room, because of the relative movement to the camera-
parent. This way, if it is not possible to move the cube for-
ward, one can move the camera parent backwards to 
achieve the same visual result for the user. The problem with 
this method is that a saving of the WorldAnchor for the 
cube will not save the visible new position, but the old one 
without camera parent movement. The reason lies some-
where in the unknown software implementation of the 
HoloLens. To solve this problem, the cube is moved only to 
save and load WorldAnchors without visible effect; other-
wise the cube movement is done by moving the camera-
parent, see FIGURE 20. 
7. CONCLUSION AND OUTLOOK 
Integrating a HoloLens as augmented reality glasses into a 
simulator is inexpensive and results in a Head-Mounted 
Display with great quality. The potential for further devel-
opment and research is enormous. Expectations for pilots 
and engineers were exceeded and the feedback was ex-
tremely positive. The integration is worth recommending 
because literally all visual HMI’s could be reconsidered as 
augmented reality version with renewed cues, which are 
now artificial objects integrated in the real world. 
 
FIGURE 20: Workaround for positioning, saving and loading 
of the calibration with WorldAnchors, when the object can-
not be moved. The hologram of a cube is used as example 
object. 
 
Arising challenges during the integration process were 
solved with comprehensible and efficient implementations, 
as explained for projection errors, head-fixed holograms and 
the calibration. The visual aesthetic quality with anti-aliasing 
is great, but the FPS is low, causing unpleasant but accepta-
ble jitter when rotating fast. The internal head tracking 
based on depth sensors is sufficient for pilot tests in re-
search, but not reliable enough for a mature HMD product 
for pilots. Contrary to expectations, the moving images of 
the simulators projection never confused the head tracking, 
in the maritime scene. However, in scenes with outstanding 
image features and at head positions with insufficient depth 
sensor features (e.g. sphere-inside without cockpit elements) 
the head tracking can switch to camera-based instead of the 
depth sensor-based, resulting in a loss of head-tracking. 
For future work, a graphical optimization and the avoidance 
of the consequences of a head-tracking loss would be great 
updates for the overall quality. A quicker to use and more 
automated calibration and an investigation into other con-
stellations of coordinate systems would be beneficial. In 
addition, a next step would be the integration of the Ho-
loLens into a real aircraft. 
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