This paper addresses a whole architecture, including the IMISketch method. IMISketch method incorporates two aspects: document analysis and interactivity. This paper describes a global vision of all the parts of the project. IMISketch is a generic method for an interactive interpretation of handwritten sketches. The analysis of complex documents requires the management of uncertainty. While, in practice the similar methods often induce a large combinatorics, IMISketch method presents several optimization strategies to reduce the combinatorics. The goal of these optimizations is to have a time analysis compatible with user expectations. The decision process is able to solicit the user in the case of strong ambiguity: when it is not sure to make the right decision, the user explicitly validates the right decision to avoid a fastidious a posteriori verification phase due to propagation of errors.
Introduction
The interpretation of structured documents consists in recognizing its constituents. These components are all the symbols that we can find in a structured document. Unlike the interpretation of isolated symbols that consists in graphically recognizing the symbol, the interpretation of symbols in a structured document requires both the graphical recognition and the structural recognition, i.e. recognizing relations between instances of symbols.
Nowadays, digital documents are becoming more and more omnipresent in our life. Many reasons, such as the flexibility provided by digital processing, have led to transform handwritten documents to digital ones.
To edit documents already drawn, we have two possibilities: either redraw the document using of specific software -unfortunately this hypothesis can become a tedious task especially in the case of numerous documents -or automatically recognize the document, to edit it later. In this paper we focus on a new approach to interactively recognize the document.
Two types of interpretation are present in the literature: eager interpretation [33, 28] that consists in trying to understand the structure of the document as well as its elements during its composition, more precisely after each input stroke, and lazy interpretation [39, 22] that recognizes the document when its composition is finished. Our approach is an original lazy interpretation method called IMISketch. Contrary to classical methods that can require a fastidious a posteriori verification phase, IMISketch 1 system attempts to avoid this phase by integrating the user during the analysis process. As shown in Fig. 1 , the input of this system is a scanned image of handwritten architectural plan and after interpretation the output is its digital version. This version is able to be edited 1. a hybrid method by modeling the document through twodimensional grammars and incorporating the uncertainty through the statistics; a hybrid exploration by combining breadth-first and depth-first exploration according to the context. The IMISketch analyzer is based on a top-down analysis. The top-down analysis consists in predicting the presence of primitives in the structured document based on a priori knowledge, and then verifying their presence.
Thanks to the interactivity, the user can be solicited, if needed, by the analyzer to raise ambiguities of recognition [19] i.e. to choose between two or more possible hypotheses or to enrich the a priori knowledge of the system [17] . In fact, the user participation has a great impact to avoid error accumulation during the analysis step. This interactivity has been the topic of several studies [7] . Several questions need to be answered. We will give response of two questions: how interpretation results will be presented to the user, and how the user will interact with analysis process.
Note that the IMISketch is the result of an important work for a period of four years within a big project called "MobiSketch" This paper aims at describing a global vision of all the parts of the IMISketch method. Several parts of our approach have been described in other papers [17] [18] [19] . The experiments already presented in these papers illustrate the unit validations for each part of the system. In this paper we give for the first time a complete description of the IMISketch approach and we validate the complete system considering the interpretation of complex architectural plans drawing by hand.
The remainder of this paper is organized as follows. Section 2 discusses previous work on the processing of structured document recognition. In the Section 3, we introduce the architecture and the basic principles of IMISketch method. The implementation of the method is shown in Section 4. The human computer interaction (HCI) is described in Section 5. Experimental results are reported in Section 6 and finally, conclusions are drawn in Section 7.
Related work
In this section, we focus on positioning our method compared to other methods of recognition based on the characteristics of IMISketch.
Several authors proposed methods of interpretation of sketches. They are usually dedicated to the interpretation of a unique type of document. Lank et al. [28] proposed a method to recognize the online UML diagrams. This method requires a limited number of shapes to recognize. On-line diagram recognition systems exist for a number of notations other than UML Diagram, including mathematical formulas [9] , engineering drawings [26] and architecture diagrams [20] . Unlike these methods that are designed to a specific domain, IMISketch method is generic, i.e. it is able to interpret many kinds of structured documents.
In the state of the art, one interesting generic approach is the LADDER [22, 21] system which has been proposed by Hammond and Davis for interpreting a posteriori or on the fly on-line handwritten documents. LADDER language has been exploited for the design of various systems of interpretation of structured documents, such as UML [21] , electrical diagrams [5] or complex graphs [23] .
All the cited methods are interpretation methods of on-line structured documents. Notowidigdo and Miller [39] proposed an 2 The general concept of this project is illustrated in http://youtu.be/HIV6dQHg buw and http://youtu.be/7divT_r7El0.
3 http://mobisketch.irisa.fr/.
