Abstract: This paper is devoted to exploring suitable methods for modelling, estimating and forecasting fuzzy time series, when facing the problem of non-invertibility of the standard Minkovsky addition and multiplication in a fuzzy framework. Some generalized versions of Hukuhara difference, which allow the fuzzy estimation problem to be handled in some L 2 -type metric space, are first examined from a critical viewpoint. This leads us to propose a new estimation procedure, where the monolithic fuzzy model is broken in several more tractable crisp estimation subproblems, based upon a partial decoupling principle. Our aim is to produce fuzzy estimations with non-negative spreads, capable not only to help decomposing, but also to make the process invertible, by recomposing a nonstationary fuzzy time series from its components, such as trend, cycle, seasonality and the simulated residuals, all of them properly defined as LR-fuzzy sets. Computational Intelligence techniques such as wavelet decomposition and de-noising or nonlinear model fitting with wavelet networks are also addressed. Finally, the proposed methods are exemplified for a fuzzy time series with fuzzy daily temperatures (minimum, average and maximum values).
Introduction
The study of fuzzy time series has attracted great interest and is expected to expand rapidly. Fuzzy time series have an inherent fuzzy and random nature.
We consider an extension of the x , each one assigned to each discrete observation time.
For extending both the classical estimation theory and some computational intelligence techniques like wavelet analysis and wavelet networks to time series models with fuzzy data, appropriate assumptions should be stated and suitable methods should be developed.
Square-integrable random variables are assumed, defined on a Hilbert space equipped with a suitable 2 L -metric that allows the projection theorem to be still valid. However, it cannot be properly applied as usually onto a subspace, but rather onto cones (i.e., subject to some constraints), due to the lack of a general additive inverse in the space of fuzzy variables, which is only a semi-linear space. This may lead to distorted results such as obtaining fuzzy least squares estimates with negative spreads. Using Hukukara difference instead of fuzzy subtraction has been proposed to overcome the problem. Unfortunately, it does not always exist, and even if it exists, some distortions may still appear when applying least square estimation.
A criticism of the existing fuzzy estimation methods in the literature is first addressed and suitable new methods are then proposed, based upon a partial decoupling principle. It allows decomposing the monolithic fuzzy model into several crisp models, starting from that one corresponding to modal values ( 1   ) in fuzzy data, and then proceeding in a decremental way for left and right  -level bounds, with  progressively decreasing towards 0 . The estimates of modal values are not subject to any constraints, thus being obtained by applying the Hilbert space projection theorem directly onto the corresponding subspace. However, the estimates for the left and right  -level bounds can only be obtained by applying the projection theorem onto cones, in such a way to obtain least squares estimates without negative spreads. This leads to constrained quadratic programs, conveniently defined.
As an alternative to fuzzy estimation methods, computational intelligence techniques, based on wavelet decomposition and wavelet networks for nonlinear model fitting have been proposed to address fuzzy time series estimation and prediction.
Parameter Estimation in Models with Fuzzy Data: A Critical View
The problem of parameter estimation in models with fuzzy data has been previously treated in literature from different points of view. Inversion of addition and multiplication has been typically addressed as a problem of interest. The reason is that, in fuzzy arithmetic, the standard Minkovsky addition and multiplication are not invertible.
Using generalized Hukuhara difference instead of fuzzy subtraction: rationales and limitations
In contrast with the case of real numbers, for some set-defined quantities, such as intervals and fuzzy sets, the opposite of A is not the inverse of A in Minkovsky addition (unless } {a A  is a singleton). This implies that, in general, additive simplification is not valid,
To partially overcome this situation, the Hukuhara difference has been introduced as a set C for which
This is important in regression analysis, where the estimates are obtained from the condition of minimizing the sum of squares residuals, expressed as a difference between the response of a system and its model based estimation.
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The Hukuhara difference can now be extended to the 2 L -approximant B  H A by
Another generalized Hukuhara difference has been proposed recently in [18] , as follows:
The definition given above allows us to express the generalized Hukuhara difference of compact convex fuzzy sets
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Despite the obvious advantages of using the generalized Hukuhara diference instead of fuzzy subtraction, its application for the parametric estimation of a monolithic fuzzy model is still rigid and practically unsuitable in some real-world cases, as it will be motivated next. This will lead us to propose a new estimation procedure based upon a partial decoupling principle.
Rationales for avoiding the use of fuzzy multiplication
In order to estimate the parameter vector b in the case of a classical regression model e b X y   , we have to take an orthogonal projection of y onto the subspace Im(X) generated by the columns of X, i.e.
When we deal with regression models defined with respect to fuzzy input-output data, the projection subspaces are somewhat ambiguous. The major difficulty is to obtain an explicit form for the product X B  , where B is a fuzzy coefficient and X is a fuzzy-valued explanatory variable. The extension principle of Zadeh is the basic result from which all fuzzy operations are derived. As long as B is unknown, we cannot directly obtain an ex-ante specification of the membership function of the product X B  . According to Nguyen's theorem, such a specification depends on the factor signs. Thus:
Some other cases could be taken into account if we consider opposite signs for the left and right interval bounds. The general definition is:
As opposite to the classical linear regression, where the parameters are obtained by projection onto a linear subspace, in the fuzzy linear model, however, there is no full linear structure and we also have to deal with the problem of negative spreads. Such a problem may occur because the multiplication of an LR-fuzzy number by a negative scalar reverses the spreads. This leads to imposing some constraints on the regression coefficients and results in a constrained optimization problem. Instead of a subspace of projection, we have cones of projections, according to the rules derived from the Nguyen's theorem.
With a positive explanatory variable X and a fuzzy slope-coefficient
, the projection cone for L Y will be defined with respect to L x and the projection cone for R Y will be defined with respect to R x .
By contrary, if
, the projection cone for L Y will be defined with respect to R x and the projection cone for R Y will be defined with respect to L x . Now, let as consider one of the simplest models of fuzzy input-output data, with a non-fuzzy slope-coefficient
. Figures 3 and 4 show how to choose the two projection cones (instead of projection subspaces):
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, where Figure 2 . For b<0, we have:
Remark: An additional condition is also active:
(which appears only in the particular case of a non-fuzzy slope-coefficient).
Without prior information, an ex-ante specification of the model is not possible and we must take into account both projection cones  C and  C in order to check for admissible estimators, as solutions of the following two constrained quadratic programs:
For fuzzy models with multiple repressors, the number of projection cones to be tested becomes too large for being conveniently handled.
Rationales for allowing coefficients with negative spreads
Let us consider the following fuzzy linear regression model:
We are clearly restricted to interpret the left and right slope-coefficients will not be necessarily interpreted as  -level intervals.
can't be an -level interval
Estimating and Forecasting Fuzzy Time Series
Non-stationary time series may be analyzed by means of the fuzzy component model, which decomposes the fuzzy time series into a trend component, a cyclical or seasonal component and a fuzzy random residual component. The estimation technique proposed in this paper is based upon a partial decoupling principle, first proposed in [6] . It allows decomposing the monolithic fuzzy model into several crisp models, starting from that one corresponding to modal values ( 1   ) in fuzzy data, and then proceeding in a decremental way for left and right  -level bounds, with  progressively decreasing towards 0 . The estimates of modal values are not subjects to any constraints, thus being obtained by applying the Hilbert space projection theorem directly onto the corresponding subspace. However, the estimates for the left and right  -level bounds can only be obtained by applying the projection theorem onto cones, in such a way to obtain least squares estimates without negative spreads. This leads to constrained quadratic programs, conveniently defined.
Fuzzy data: minimum, average and maximum daily temperatures registered at a local weather station
In what follows, we will exemplify some suitable methods for modelling and forecasting non-stationary fuzzy time series, based on the fuzzy component model. The observed sequence consists of the minimum, average and maximum daily temperatures registered at a local weather station. The fuzzy time series is represented in figure 5 and the corresponding empirical fuzzy cumulative distribution function in figure 6. , showing the fuzzy probability of not exceeding a given temperature, or reversely, the fuzzy quantile corresponding to a given probability.
If we restrict to the class of triangular fuzzy numbers, which are a special case of LR fuzzy numbers, we can decompose the fuzzy model into 3 crisp models: one model for the modal (average) values and two models for the minimum and maximum values, respectively. The former is estimated without any constrains, i.e., by orthogonal projection of the observed values onto the appropriate subspace. The latter are estimated subject to some non-negativity restrictions on spreads, corresponding to the time series components:
) and residuals ( 0
). This leads to constrained quadratic programs, i.e., to the projection of the observed values onto some cones.
The fuzzy time series model for daily temperatures, with fuzzy trend and fuzzy cyclical component
The fuzzy component model attached to the fuzzy time series is defined below.
Due to the properties of minimum, mean and maximum, the following order relations hold (implying positive spreads for
The regressors for the linear fuzzy trend are defined by the matrix: 
Estimating the Fuzzy Trend (De-trending)
Step1: First, we estimate the trend corresponding to the average daily temperature, without any constraints, i.e., as a projection of C Y onto the subspace ) Im(T generated by the columns of matrix T :
Step 2: Second, we estimate the trend corresponding to the minimum daily temperature, as a solution of a constrained quadratic program:
2 min subject to:
means that the left spread of the fuzzy trend must be non-negative, i. Step 3: Third, we estimate the trend corresponding to the maximum daily temperature, as a solution of a constrained quadratic program:
means that the right spread of the fuzzy trend must be non-negative, i.e.,
means that the right spread of the intermediary fuzzy residuals (after detrending) must be strictly positive. 
Estimating the fuzzy cyclical component
The periodogram or sample spectrum shows the variation of the peak points of empirical daily temperature data. The maximum value of the periodogram is about 365 days. Step1: First, we estimate the cyclical component corresponding to the average daily temperature, without any constraints, i.e., as a projection of
(the intermediary residuals after de-trending) on the subspace ) Im(C generated by the columns of matrix C :
Step 2: Second, we estimate the cyclical component corresponding to the minimum daily temperature, as a solution of a constrained quadratic program:
means that the left spread of the fuzzy cyclical component must be non-
means that the left spread of the final fuzzy residuals (after removing both trend and cyclical component) must be strictly positive. The reason for this is that the final fuzzy residuals will be further decomposed as a multivariate auto-regressive process (VAR). At this step, we recommend for  a value of about 1 .
.
Step 3: Third, we estimate the cyclical component corresponding to the maximum daily temperature, as a solution of a constrained quadratic program:
means that the right spread of the fuzzy cyclical component must be nonnegative, i.e., 0
means that the right spread of the final fuzzy residuals (after removing both trend and cyclical component) must be strictly positive. 
Modeling and forecasting the fuzzy residuals as a VAR(4) process, after removing both trend and cyclical component
The fuzzy residuals obtained after removing both trend and cyclical component can now be modeled as a multivariate auto-regressive process. A VAR(4) model has been chosen (among some other candidate models) based upon likelihood ratio tests and Akaike Information Criterion. This allows forecasting or simulating the residuals, starting from a sequence of the latest 10% observed historical temperatures. 
Fuzzy Time Series Wavelet Decomposition and Nonlinear Model Fitting with Wavelet Networks
Another alternative to removing disturbances from a time series is de-noising data by wavelet decomposition.
The Discrete Wavelet Transform (DWT, [15] ) uses scaled and shifted versions of a mother wavelet function, usually with compact support, to form either an orthonormal basis (Haar wavelet, Daubechies) or a bi-orthonormal basis (Symlets, Coiflets). Wavelets allow cutting up data into different frequency components (called approximations and details), and then studying each component with a resolution matched to its scale. They can help de-noise inherently noisy data through wavelet shrinkage and thresholding methods, developed by David Donoho ([4] ). The idea is to set to zero all wavelet coefficients corresponding to details in the data set that are less than a particular threshold. These coefficients are used in an inverse wavelet transformation to reconstruct the data set. An important advantage is that the de-noising is carried out without smoothing out the sharp structures and thus can help to increase the predictive performance.
We start with the de-trended fuzzy time series shown in figure 8 . A level 5 decomposition with Sym8 wavelets and a fixed form soft thresholding is first performed (see figures 17 and 18). However, the representations are not smooth enough, because of some weather turbulences that occur in certain time intervals. In order to produce smoothed representations, the time series obtained after de-noising can be further fitted to some nonlinear approximation functions by using wavelet networks to learn them.
Wavelet networks attempt to combine the properties of the Wavelet decomposition previously described, along with the learning capabilities of feedforward neural networks. The method is similar to that used in the case of daily temperatures, except for the seasonal component, for which we use the matrix S defined above, instead of matrix C . 
Conclusion
This paper proposed suitable new methods for fuzzy time series estimation and prediction, using both the estimation theory and Computational Intelligence techniques.
We combined a generalized Hukuhara difference, which allows the fuzzy estimation problem to be handled in some L 2 -type metric space, with a partial decoupling principle (first proposed in [6] ), which allows the monolithic fuzzy model to be broken in several more tractable crisp estimation subproblems. This approach was proved to provide an efficient solution to the problem of non-invertibility of the standard Minkovsky addition and multiplication in a fuzzy feature space, while enabling to obtain fuzzy estimations in a proper sense (i.e., with non-negative spreads).
Alternatively, wavelet decomposition, a Computational Intelligence based technique, has been also used to de-noising fuzzy time series. Finally, starting from the de-trended and de-noised time series, wavelet networks have been employed as universal approximators to
