ABSTRACT In this paper, an identification problem for nonlinear models is explored and a novel fuzzy identification method based on the ant colony optimization algorithm is proposed. First, a modified cluster validity criterion with a fuzzy c-regression model is adopted to find appropriate rule numbers of the Takagi-Sugeno fuzzy model. Then, the ant colony optimization algorithm is adopted and the sifted initial membership function and the consequent parameters of the fuzzy model are obtained. Through an improved fuzzy c-regression model and the orthogonal least-squares method, the premise structure and the consequent parameters can be obtained to establish the Takagi-Sugeno fuzzy model. Some examples are illustrated to show that the proposed method provides better approximation results and robustness than those obtained using some of the existing methods.
I. INTRODUCTION
Fuzzy logic has been applied to the analysis of physical and engineering problems [1] - [4] . In addition, fuzzy models have been widely applied to the identification of nonlinear systems in the past few decades. Among the various types of fuzzy model, the Takagi-Sugeno (T-S) fuzzy model [5] - [7] is regarded as being effective and powerful for identifying nonlinear models. The T-S fuzzy model is described by a family of fuzzy IF-THEN rules that represent the local linear input-output relations of the model. The overall T-S fuzzy model can be obtained by blending these linear models via fuzzy membership functions to represent the nonlinear model. In addition, the T-S fuzzy model has been shown to be a universal function approximator as it can approximate any smooth nonlinear function to any degree of accuracy in any convex compact region [8] . Therefore, based on the T-S fuzzy model, many approaches have been developed for the identification of nonlinear models [9] - [11] .
Identification approaches based on the T-S fuzzy model can be roughly classified into two types: One type is independent of the input-output data, with the T-S fuzzy model established from the nonlinear model via some known system parameters and analytic methods, such as the sector nonlinearities method [8] and the equilibrium point modeling methods [2] . However, the disadvantages are that the nonlinear system parameters must be known in advance. The other type of identification approach involves establishing the T-S fuzzy model based on the input-output data. The advantage is that the T-S fuzzy model can be established from the original model when the system parameters are not known. Therefore, it is recognized that the latter approach is more suitable for real-world applications than the former, and so many fuzzy identification methods based on input-output data have been developed.
For the identification problem with the T-S fuzzy model, a major procedure is to determine the number of fuzzy rules. However, most approaches do not set the number of fuzzy rules automatically. So hierarchical sparse fuzzy inference systems have been proposed for finding the minimum rule numbers of the T-S fuzzy model [10] ; however, for some models, the established T-S fuzzy model with minimum rule number cannot precisely represent the original model. In one study [11] , the rule base and the number of rules were obtained during the evolutionary process in which the mutation process played a key role. In another study [12] , an index was proposed to determine the appropriate rule number for a hyper-spherical-shaped clustering algorithm, but it was not suitable for hyper-planes. Therefore, in this study, a modified cluster validity criterion with the fuzzy c-regression model is adopted to obtain the appropriate rule numbers.
In addition to the number of rules, the choice of initial values for the system parameters also affects the final results. Moreover, an inappropriate premise structure may be obtained, resulting in unreasonable modeling distortion. Therefore, many metaheuristic algorithms have been developed to find the appropriate parameters. In recent years, many nature-inspired heuristic algorithms have been developed and applied in various areas, including those for optimization problems [13] - [15] , classification problems [16] - [19] , and identification problems [20] . Most swarm intelligence concepts originate from the study of colonies or swarms of social organisms [21] - [23] . Among the various algorithms based on swarm intelligence, the ant colony optimization (ACO) algorithm, a popular metaheuristic algorithm, has shown a promising performance. The ACO algorithm, usually applied to combinatorial optimization problems, has been inspired by observations of the seeking behavior of ants [24] . The ACO algorithm shows the advantages of solving the optimization problem; however, for the fuzzy identification problem, many unknown parameters need to be found and the interval for each parameter is unknown. In addition, it takes a lot of time to find a solution; therefore, few studies have explored the fuzzy identification problem using the ACO algorithm. For this reason, an improved ACO based fuzzy identification method is proposed in this study to find the silted initial consequent parameters and the initial membership function matrix.
Related to the above discussion, a novel identification method based on an improved ACO algorithm is developed in this study. First, a cluster validity criterion index for the fuzzy c-regression model (FCRM) is used to determine the appropriate rule number of the T-S fuzzy model. Second, based on the improved ACO algorithm, the sifted initial membership function matrix and the consequent parameter matrix are obtained. Through an improved FCRM algorithm and the orthogonal least-squares (OLS) method, the premise and consequent parameters are obtained. Finally, some examples are provided to show the validity and effectiveness of the proposed identification method. The main contributions of this paper are as follows: i) with a cluster validity criterion index, the appropriate number of rules is obtained; ii) based on the improved ACO algorithm, a sifted initial consequent parameter matrix i (k) is obtained; and iii) according to the obtained i (k) from the ACO algorithm and the improved FCRM, the membership function matrix U is obtained with fewer iterations. The rest of the paper is organized as follows. In Section II, the T-S fuzzy model and some algorithms that are used in the design procedure are introduced. In Section III, based on the FCRM algorithm, cluster validity criterion index, and ACO algorithm, a novel identification method based on the T-S fuzzy model is proposed. In Section IV, some examples are given to demonstrate that the proposed identification method provides better approximation and robustness than can be obtained using some existing methods. Last, conclusions are given in Section V.
II. PRELIMINARIES
Before discussing the proposed identification method, the T-S fuzzy model and some algorithms which are used to search the appropriate parameters for the T-S fuzzy model are reviewed in this section.
A. T-S FUZZY MODEL
The T-S fuzzy dynamic model is described by fuzzy IF-THEN rules, which locally represent input-output relations of a nonlinear model. First, consider data set X = {x 1 , x 2 , . . . , x N }, where N is the number of data inputs, and for each input vector x k = {x 1 (k), x 2 (k), · · · , x n (k)}, n is the dimension of x k and k is the k th data set. The i th rule of the T-S fuzzy model is presented as:
Rule i:
where i = 1, · · · , c is the i th fuzzy rule, c is the number of fuzzy rules, x q (k) is the input variable, q = 1, 2, · · · , n, A i q is the fuzzy set, y i (k) is the output of the i th fuzzy rule, and a i q is the consequent parameters of the i th output.
By using the product of inference, singleton fuzzifier, and center average defuzzifier, the defuzzified output of the overall T-S fuzzy model can be represented as:ŷ
whereŷ(k) is the output of the fuzzy system, the weight
is the grade of the membership function, expressed as:
where i = 1, · · · , c is the i th fuzzy rule, α i q and β i q represent the center bell-shaped membership function and the standard deviation of the bell-shaped membership function respectively.
B. FUZZY C -REGRESSION MODEL
The fuzzy c-means (FCM) algorithm is regarded as a simple and effective clustering algorithm. However, the FCM algorithm is a hyper-spherical-shaped cluster algorithm; therefore, it is not suitable for hyper-plane-shaped clustering. Therefore, the FCRM clustering algorithm was proposed [25] - [28] to partition the input-output data pairs into hyper-plane-shaped clusters for the fuzzy modeling.
Consider the k th input vector x k and output vector y i (k). The hyper-plane function is:
where i is the row vector of parameters for the i th fuzzy rule consequent part. The fitness function of the FCRM clustering algorithm is defined as:
where,
, and the modeling output y(k). The membership function u ik and consequent parameters a i j , shown in (6) and (7), cannot be trained toward the direction that minimizes the fitness function; therefore, an improved FCRM algorithm [29] is adopted in this paper. Based on the modified FCRM algorithm, the membership function u ik and the consequent parameters a i j can refresh and vary towards the direction that minimizes the fitness function.
C. A MODIFIED CLUSTER VALIDITY CRITERION
In the process of system identification, the number of clusters is always decided by the user. The number of rules will affect the number of parameters and the effectiveness of the cluster. Therefore, different approaches [12] , [30] , [31] have been proposed for searching for an appropriate cluster number. However, most of the methods are more suitable for hyper-spherical-shaped clustering algorithms. Since the FCRM is a hyperplane-shaped algorithm, a modified cluster validity criterion [32] is adopted in this paper to search for the appropriate rule number. The cluster validity criterion is defined by the compactness-to-separation ratio, the numerator reflects the compactness the of hyperplane-shaped clusters, and the denominator indicates the separation of the hyperplane-shaped clusters. The optimal rule number c is obtained when F NEW reaches its minimum.
where 2 are small real positive constants to avoid the function from being zero or infinity.
D. IMPROVED ANT COLONY OPTIMIZATION ALGORITHM
Ant colony optimization (ACO) [33] - [35] is a metaheuristic approach that is widely utilized to find an approximation solution for optimization problems. The ACO was inspired by observations of the foraging behavior of real ants. Similar to the behavior of ants seeking a path between their colony and a source of food, the ACO algorithm was first aimed at searching for an optimal path in a graph. Based on the ACO algorithm, the optimization problem can be transformed into the problem of finding the best path on a weighted graph. The ants (hereafter, ants) incrementally build solutions by moving on the graph. The solution construction process is stochastic and depends on the pheromone model, whose values are modified at runtime by the ants. The combination of fuzzy logic and ACO have been widely applied to solving the combinational optimization problem, such as the traveling salesman problem (TSP) [36] , vehicle routing problem [37] , railroad-blocking problem [38] , optimal reconfiguration for distribution systems [39] , fuzzy controller design [40] , and so on. The ACO algorithm shows the advantage of solving the optimization problem; however, for continuous cases, the solution for the optimization problem is not as clear and straightforward. Some studies have adopted the concept of the ACO to find a solution to the optimization problem for continuous domain, but they often do not follow its steps exactly. From an examination of the fuzzy identification problem, many unknown parameters need to be found and the interval for each parameter is unknown. In addition, a lot of iterations are needed to obtain the optimal solution; therefore, few studies have explored the fuzzy identification problem using the combination of fuzzy logic and the ACO algorithm. Therefore, in this study, an improved ACO [41] is adopted to obtain the sifted initial membership function and consequent parameter matrices to establish a T-S fuzzy model with fewer iterations. The improved ACO algorithm is briefly described as follows.
1) Initialize the solutions in the pheromone table, shown in Fig. 1 , and substitute the solutions into the fitness function (5). 2) Sort the solutions by fitness function and calculate the weight of each solution by (9) .
where v is v th solution, ζ T is standard deviation, T is population size, and ζ is a parameter of ACO. When ζ is small, the best-ranked solutions are strongly preferred; otherwise, the probability becomes more uniform. 3) The probability P v is calculated by (10) and select the solution by probability formula (10) with the roulette method. 
where ξ is the evaporation rate of pheromone, σ i v = ζ T , S i is the i th variable of th solution in Fig. 1, and S i v is the i th variable of v th solution in Fig. 1 .
then set S i = µ i ; otherwise, keep the original S i . 6) If the terminal condition |f (l+1) (S i ) − f (l) (S i )| < δ with δ > 0 is satisfied, then stop the algorithm; otherwise, go back to Step 2.
III. PROPOSED IDENTIFICATION METHOD
The proposed identification method, which combines a modified cluster validity criterion index and ACO and OLS algorithms, is introduced in this section. The purpose of the proposed fuzzy identification is to establish the T-S fuzzy model with the minimal error variance between the established model and the original nonlinear model. The following steps are followed:
Identification of the premise parameters 1) Determination of the number of fuzzy rules. 2) Identification of the membership function parameters.

Identification of the consequent parameters 1) Establishment of the consequent structure for each local q model. 2) Optimization of the initial consequent parameters. 3) Identification of the consequent parameters.
A. PROPOSED IDENTIFICATION ALGORITHM
In general, the initial value and the number of rules are set randomly before the cluster algorithm is applied to identify the parameters of the established model. However, since the initial premise structure, consequent parameters, and number of rules might lead to an inappropriate premise structure and identification results, this study develops an algorithm that utilizes the ACO algorithm to find a better initial value and adopts a modified cluster validity criterion index to determine the appropriate rule number. In addition, by utilizing improved FCRM and OLS algorithms, the final premise structure and consequent parameters are obtained. The proposed identification algorithm is described below in detail.
Step 1: Set the number of clusters c = 2 and c max , and find the appropriate number of clusters using (8) . Set the parameters in the ACO algorithm and initialize the solution S i , i = 1, . . . , T and substitute S i into fitness function (5) with i = S i .
Step 2: Sort the solution by fitness function, and then arrange these solutions in ascending order. According to (9) and (10), we can obtain the probability value for renewing solutions as S i (i = 1, . . . , T ).
Step 3: Calculate the mean µ i using the probability value obtained by Step 2 and the roulette method, and set standard deviation σ i v using (11) . If the condition |f (l+1) (µ i ) − f (l+1) (S i )| < 0 is satisfied, then set S i = µ i ; otherwise, keep the original S i .
Step 4: If the condition |f (l+1) (S i ) − f (l) (S i )| < δ is satisfied, then define S i ≡ i ; otherwise set l = l + 1 and return to Step 2.
Step 5: Search for the minimum fitness value using (5) until the condition U (l+1) − U (l) < ε is satisfied, where
The center of the bell-shaped membership function α i q and the standard deviation of the bell-shaped membership function β i q can be obtained by the following formulas:
The grade of the membership function A i q (x q (k)) can be obtained by (3) , and weight w i (k) and outputŷ can be obtained
Step 6: Substitute the input-output data andŷ(k) obtained from Step 5 into (14) .
where e = y −ŷ, real model y = y(1) ... y(N ) T , the
Step 7: Transform the set χ i , where i = 1, . . . , r, obtained from Step 6 as orthogonal basis vectors, using the following procedure:
1) Setm = 1 1 = χ 1 and q 1 = < 1 ,y> Figure outˆ by the following equation:
where
4) Establish the T-S fuzzy model based on the consequent parametersˆ .
IV. EXAMPLES
In this section, three examples are provided to demonstrate that the proposed identification method outperforms some existing methods. In order to show the error between the original model and the proposed T-S fuzzy model, the mean square error (MSE) and average percentage error (APE) are used as performance indices, defined as:
where k is the k th data set, N is the total number of data points, y(k) is the k th original model output andŷ(k) is the k th data point of the model output.
A. EXAMPLE 1: STATIC NONLINEAR FUNCTION
Consider the following stationary nonlinear function [27] , [29] , [32] , [42] - [46] :
, 1 ≤ x 1 and x 2 ≤ 5. (18) Fifty input-output data points of (18) from [44] are adopted in this experiment to establish the T-S fuzzy model, where the input variables of the T-S fuzzy model are x 1 and x 2 . By applying the cluster validity criterion index F NEW , the appropriate cluster c = 4 is obtained. Therefore, the optimal rule number is set as 4. Utilizing the proposed identification method, the parameters of the antecedent and the consequent parts are obtained, as shown in Table 1 . Based on the parameters provided in [32] , [42] , and [43] , the data set and output which are expressed as a 3-dimensional model for the original model, [42] , [32] , [43] , as well as the proposed model, are shown in Fig. 2 , respectively. From Fig. 2 , it is readily seen that the proposed fuzzy identification method can provide a the better approximation model for the original nonlinear model than [32] , [42] , and [43] . A comparison of the established model with the nonlinear model and the approximation error between them are shown in Fig. 3 . From Table 2 , it can be readily seen that [32] and [42] adopt few rules to establish T-S fuzzy models and that the MSE value of the proposed method (0.0024) is superior to those reported in these two studies.
B. EXAMPLE 2: STATIONARY NONLINEAR FUNCTION
Consider the following stationary nonlinear function [47] - [50] 
In this experiment, 40 data points from [50] are used to establish the T-S fuzzy model. The first 20 data points are training data, and the remaining 20 data points are testing data. Similarly, by utilizing the cluster validity criterion index, an appropriate rule number (c = 6) is found. [32] . (e) The output and data of [43] . Table 3 and Table 4 list the parameters of the antecedent and consequent for the T-S fuzzy model, respectively. The established fuzzy model contains 6 rules with 18 antecedent variables. Each antecedent variable is described by bell-shaped membership functions with two parameters, namely the center and the standard deviation.
The comparison results of the established model and the real model for the training data and testing data are shown in Fig. 4 and Fig. 5 , respectively. From these figures, one can observe that the approximation error between the established fuzzy model and the real model is very small. The performance index APE is adopted to examine the approximation error between the established model and other fuzzy models. Table 5 lists the comparison results between the results of the proposed method and those obtained using other methods. It can be seen that the proposed identification method provides the best APE value (0.0031%) for the training data and the testing data (0.3892%). The proposed identification approach is thus more effective in approximating the nonlinear model, with significantly high accuracy, than the other approaches.
C. EXAMPLE 3: BOX-Jenkins GAS FURNACE SYSTEM
Consider a multiple-input single-output gas furnace system [10] , [13] , [23] , [26] , [43] , [51] - [59] with 296 input and output measurements. In this model, u represents the flow of gas into the gas stove, and y represents the carbon dioxide concentration flowing out of the stove. In order to compare the identification results with those in the literature, u(k),
, and y(k − 3) are chosen as the input data in this example. By executing the modified cluster validity criterion, the rule number (r = 2) is found. Similar to in previous studies [10] , [13] , [23] , [26] , [43] , the first 148 data pairs are taken as training data and the last 148 pairs are taken as test data to use in evaluating the fuzzy models. The antecedent part and the consequent parameters of the T-S model obtained using the proposed method are listed in Table 6 . The performance result and the approximation error of the established fuzzy model approximating the real system for the training data and testing data are depicted in Fig. 6 and Fig. 7 , respectively. It can be seen that the established T-S fuzzy model output is in good agreement with the actual model output. Table 7 shows a detailed comparison of the results obtained with the proposed identification method as well as with other methods. From Table 7 , it can be readily seen that the established T-S fuzzy model has a high accuracy, with a training MSE value of 0.0080 and a testing MSE value of 0.0846, which are better than those reported in previous studies [10] , [13] , [23] , [26] , [43] , [51] - [59] . Furthermore, the established T-S fuzzy model with two fuzzy rules has a training MSE value of 0.0080 and a testing MSE value of 0.0846. Although some studies also established T-S fuzzy models with two fuzzy rules, their training and testing MSE values were larger. In contrast, with the same fuzzy rules, better MSE values for training and testing are achieved by our model. [29] , [59] , [26] and the proposed method under different SNR. (•: [29] ; : [59] ; : [26] ; * : Our method).
In order to show the robustness of the proposed fuzzy identification method, we compare the established model output with the other approaches under the different noises. Figs. 8 and 9 show the MSE values of the training and testing data under the signal-to-noise ratio (SNR), respectively. From Figs. 8 and 9 , it can be observed that when the noise variance increase, the MSE values of the proposed method increases slightly more than in the other methods. Table 8 lists the comparison results of the proposed approach along with the other approaches under a different SNR level. From Table 8 , it is evident that the proposed fuzzy identification method [29] , [59] , [26] and the proposed method under different SNR. (•: [29] ; : [59] ; : [26] ; * : Our method). in this paper can provide a better robustness than the other three studies.
V. CONCLUSION
In this paper, a novel fuzzy identification method that combines a modified cluster validity criterion index and ACO and OLS algorithms is proposed. In general, the initial premise structure and consequent parameters might affect the final identification result. Therefore, in this paper, the ACO algorithm is adopted to sift better initial premises and the consequent parameters. In addition, an insufficient number of rules will lead to an inappropriate premise structure and unreasonable modeling results. A modified cluster validity criterion index is thus adopted to determine the appropriate rule number. In addition, instead of the conventional FCRM algorithm, an improved FCRM algorithm is utilized, and the fuzzy membership matrix U and consequent parameters can be refreshed and varied towards the direction that minimizes the fitness function gradually. Furthermore, the antecedent parameters can be obtained from U and the final consequent parameters can be obtained via the OLS algorithm. Last, three examples are given to show that the proposed identification method provides better approximation results and robustness than those obtained using other methods.
