In biological macromolecules, structural patterns (motifs) are often repeated across different molecules. Detection of these common motifs in a new molecule can provide useful clues to the functional properties of such a molecule. We formulate the problem of identifying a given structural motif (pattern) in a target protein (example) and discuss the notion of complete matches vis-a-vis partial matches. We describe the precise error criterion that has to be minimized and also discuss different metrics for evaluating the quality of partial matches. Secondly, we present a new polynomial time algorithm for the problem of matching a given motif in a target protein. We also use the sequence and (if available) secondary structure information to annotate the different points in motif and the target protein, thus reducing the search space size. Our algorithm guarantees the detection of a perfect match, if present. Even otherwise, the algorithm computes very good matches. Unlike other methods, the error minimized by our algorithm directly translates to root mean square deviation (RMSD), the most commonly accepted metric for structure matching in biological macromolecules. The algorithm does not involve any preprocessing and is suitable for the detection of both small and large motifs in the target protein. We also present experiments exploring the quality of matches found by the algorithm. We examine its performance in matching (both full and partial) active sites in proteins.
Introduction
Before we can go very far in modeling and manipulating proteins in-silico, we need to develop quantitative measures of structural similarities between (parts of) two proteins. In the simplest case-comparing two conformations of the same protein-one usually calculates the root mean squared deviation (RMSD) between the two structures. Suppose, however, we would like to know if some part of the given protein matches a particular sub-structure. For example, finding a particular active site inside a protein can provide insights into the protein's function. Most of the current approaches for identification of active-sites rely on building sophisticated sequence-based models to build a 'consensus' representation of the active site h9 ) iH @ E I H @ d e Q Q 
Intuitively, a multipoint can be thought of as a model of a collection of points (e.g. atoms in an amino acid) that behaves as a rigid body i.e., the relative orientation of the points stays the same. Labels capture the intuition that an amino acid of feature can only match another acid of the same feature. In simple cases, the feature could just indicate the residue type or the hydrophobicity of the amino acid. For larger motifs, the label could indicate the secondary structure (helix, loop, or strand) the amino acid is part of. Features can be aggregated (7 b ¦ 
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). Thus, we have formulated MATCH as the problem of finding the optimal correspondence (and alignment) of the multipoints in the pattern set to the multipoints in the example set. The pattern set p and the example set are abstractions of a motif and a protein, respectively. Typically, each multipoint models one amino acid. This abstraction might depend only on the backbone atoms or on the side-chain atoms as well. Henceforth, we shall assume that each multipoint represents a list of points and the number (and the relative ordering) of these points is the same for two multipoints if they have the same label.
As it stands, however, the problem is too general. We need more information about how to model multipoints and their distance measures. By providing more information about these, we can formulate different special cases of the problem, each of which has a special biological relevance. 
Problem 2 (COMPLETE-MATCH)
. The problem with this metric is that the influence of each pairwise distance is quadratic in the size of the distance. This creates problems when we expect a partial match between the two point-sets. In PARTIAL-MATCH, we use an influence function,`H U Q , designed so that the larger inter-point distances do not overshadow the smaller ones. This idea is borrowed from the notion of M-estimators which are often used in Statistics and Computer Vision for robust estimation. The choice of a particular`depends on the situation and the biological motivation. For example, we might only be interested in matches where the distance between two matching points is less than a given threshold. The Tukey estimator captures that intuition. Similarly, this formulation can also be used in the case where the structure of the pattern (e.g., active site) is ambiguous. 
; where c is a constant.
Previous Work
The problem of identifying motifs in a protein has strong parallels to the object recognition problem in computer vision. Before we proceed, it is worth noting that many of the methods mentioned below rely on a well-known technique for the finding the optimal transformations-rotations and translations-for aligning two sets of points i.e. the rotation and translation that result in the least squared-error in the alignment of the two point sets. The method, initially proposed by Faugeras¨and Horn , assumes that the correspondences between the points in the two sets are known and boils down to finding the largest eigenvalue of a e c f g e matrix. Kleywegt h et al. have released programs (SPASM, RIGOR) that look for small motifs (e.g., active sites) in a given protein using a brute-force approach. Their method, based on the idea that inter-point distances are invariant w.r.t. rotation and translation, performs an exhaustive search of sets of matching inter-point distances in the two point-sets. Their method can take advantage of the labeling information available with the motif and the protein and use it to prune the search space (e.g. a carbon atom should only match another carbon atom). Exhaustive searching, however, limits the size of motifs this method can be easily applied to.
Wolfson and Nussinov
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proposed a technique (Geometric Hashing) also based upon the idea that distances are invariant under rotations and translations. An ordered triplet of points can be used to define a reference frame. For each ordered triplet of points in the point-set, coordinates of the other points (in the ref frame defined by the triplet) are stored in a hash-table. For points from the matching region, the key for the protein's hash-table will also be found in the motif's hash-table (and vice-versa) so that the appropriate transformation between the two ref frames (for the two triplets) can be found. The most popular transformation, across all triplets, wins.
Geometric hashing is a powerful approach, but it has the same kind of problem as the approach of Kleywegt et al: it is hard to establish a link between the output of this algorithm and the desired optimum because they handle the matching problem in an indirect fashion. When two sets of points match perfectly, the H ¡ ¦ Q pairwise distances corresponding to each set will also match perfectly. However, when the match is imperfect, it can not be expressed easily in terms of an imperfect match between the corresponding pair-wise distances (see Fig 3) . As such, it is not necessary that the final answer returned by this approach will be optimal in the LSE (least sum of squared errors) sense.
Iterative Closest Point Algorithm, proposed by Besl and McKay
, computes a locally optimum match between two point sets i.e., it returns a correspondence and the induced optimal transformation between two unlabelled point sets. The distance metric is the same as the RMSD metric or the one used in COMPLETE-MATCH. The basic idea is that at any point, the (currently) best estimate of the optimal transformation can be used to improve the (currently) best estimate of the optimal set of correspondences and vice-versa (see Fig 4) . By iterating over these operations, the method converges to a locally optimal solution. The algorithm is guaranteed to converge because in each step of the iteration, the least-mean-squared-error can only decrease. However, the minima which it reaches may well be a local minima and the algorithm is highly dependent on the starting placement for the pattern set w.r.t. to the example set.
Method
Here are some of the observations that guided our approach: ¢ In ICP, if we replace the Euclidean distance function by any other monotonically non-decreasing function of the Euclidean distance (see the defn of PARTIAL-MATCH), the algorithm is still guaranteed to converge to a local optimum because each step in each iteration of the algorithm can only reduce the error. Of course, the optimal transformation to map the pattern set to the example set must be optimal with respect to the specific distance measure and the methods of Faugeras et al may not be applicable.
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The quality of the final match returned by ICP depends on the initial placement of the pattern relative to the example. Suppose that we can identify, in the example, a few (small) regions of interest one of which, with high probability, also contains the optimal match. For each such region, we can seed ICP by placing the pattern near this region of the example.
In our formulation, only multipoints of the same label can be matched. The proper choice of label for this purpose can help us in reaching the optimum quickly by reducing the size of the search space. The frequency of occurrence of different features among the set of amino acids is often uneven. For example, if one were to label amino acids just by their residue type, the most frequent amino acid, Leucine, is times more abundant than the least frequent amino acid, Tryptophan
Our method to solve MATCH is described in Algorithm 1. The initial step of our method consists of identifying regions of interest by using a small set of multipoints from the pattern as pivots. We find sets of multipoints from the example such that these multipoints could correspond to the pivoting multipoints in an optimal match. For each such possible correspondence, we transform the pattern so that the pivoting multipoints are aligned with their (guessed) counterparts. We then use an ICP-like algorithm to find the best match in that region. Two functions in the algorithm need further elaborations: . This function can be implemented by choosing some multipoints from the pattern and looking, in the example set, for sets of multipoints whose labels and relative orientations are consistent with those of the chosen multipoints from the pattern. Our aim is to get only a few regions of interest. As the simplest choice, one could pick just one pivoting multipoint from the pattern and, from the example, choose all multipoints that have the same label as this multipoint. In a more sophisticated approach, one can pick a collection of multipoints from the pattern. The matching constraints would also be based on the relative orientation of these multipoints. Such constraints can be efficiently implemented, say, by using kd-trees.
OptimalTransform Given a set of corresponding multipoints 
In the case of COMPLETE-MATCH, the distance function is just the sum of the squares of the Euclidean distances between the points making up the two multipoints. As mentioned before, there are well known methods that can compute the optimal transformation (in a least squared error sense) such that final error is minimum¨¤ . In the case of PARTIAL-MATCH, our method is based on the following observation: the fraction of 'bad' data-points (or outliers),
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, is expected to be lowotherwise the match won't have any biological significance. On picking a random sample from the data, there is a low probability that some the points in the sample will not be 'good'. This probability can be reduced further by taking samples many times. Then we can use the method by Faugeras and Horn,¨ , to calculate an optimal transformation for this subset, using the Euclidean distance measure. Since our distance function gives lower weight to the bad data-points, this transformation should be a pretty good choice for the whole data too. Our method is similar to the RANSAC £ © method and the method of Venkatsubramanian et al
. Due to a lack of space, we can not provide a formal specification of our algorithm in this paper.
Analysis
The speed of Algorithm 1 depends on our ability to generate a small list of regions of interest in the example (protein) while ensuring that the global optimum will be one of these. There is a trade-off between the complexity of this step and the quality of its results. Still, the time it takes will, typically, be much smaller than the time taken by the rest of the algorithm.
It should be clear that if a perfect match (exact replica of the pattern in the example) exists, Algorithm 1 will always detect it-one of the regions of interest will result in a perfect alignment of the pattern and the example.
In the second part of the algorithm, we iterate over each of the regions of interest discovered earlier and start our search by aligning the pivoting multipoints. The basic intuition is that once we have placed the pattern near the region of interest in the example, the algorithm can take us to the locally best match which could also be the global minimum. Of course, the algorithm might still go wrong and stray towards another local optimum even if the global optimum was indeed present in that region. We shall now try to provide some intuition for why something like this is unlikely i.e., once the algorithm has gotten on the trail towards the optimal match, it is unlikely that it will stray.
We analyze the case corresponding to COMPLETE-MATCH. Given a pattern set as follows: first, we apply a random rotation and translation to and randomly add points around it such that the probability of a point being present in any given unit volume is ¢ . This is the test set ¡ .
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indicates the density of points in the test set-if the test set is densely packed, there should be a greater chance for any method to make mistakes, i.e., infer incorrect correspondences between points of the pattern set and those of the test set, even if it is close to the global optimum. Also, for notational convenience, we shall use The filled squares represent points belonging to . The filled circles represent points belonging to ¡ . Of those, the lighter circles are randomly selected and the darker circles belong to z Q©
Results
To test the quality of the matches returned by our algorithm (for COMPLETE-MATCH), we downloaded two sets of protein structures from the Protein Data Bank . We chose about 42 different variants of the protease trypsin and about 37 different types of kinases. Choosing the trypsin (consensus) active site £ ¡ (3 amino acids) as our pattern, we ran our matching algorithm against the trypsins and then against the kinases.The results of our experiments are summarized in the plots shown below (Fig 6) . For 32 of the 42 trypsin-like molecules, we were able to achieve matches with RMSDs less than ˚A , indicating a near perfect match. In some other cases, the structural information in the PDB was incomplete and hence a good match could not be found. Finally, in the remaining cases, our algorithm had not converged on to the optimal match. When we tried to match the trypsin active site against the kinases, we expected to get low-quality matches. Most of the matches returned alignments where the RMSD was more than ˚A -a low score considering that active site of trypsin is relatively small and hence a rough match for it can be found in many proteins. The interesting observation was that there were some kinases in which we could obtain really high quality matches. Some of these turned out to be buried inside the protein and hence could not be an active site. Such spurious matches, however, are a problem faced by almost all structure based techniques. Finally, there were 2 kinase-type molecules which matched the trypsin active site on their surface. It would be an interesting biological problem to determine if these kinases share any functional similarity with trypsins.
To evaluate partial matches, we distorted the trypsin active site by displacing two of the amino acids and then changing their orientation randomly. One of these amino acids was given a large displacement ( § ˚ ) while the other was given a smaller displacement ( § d ˚ ). Our aim was to find an alignment that would ignore the most outlying amino acid and align (a part of) the protein with the rest of the motif. First, we used the same distance measure as in COMPLETE-MATCH i.e. the Least-Sumof-Squared-Error criterion. We then replaced the the distance measure with one of the M-estimator (we used the Tukey Estimator) based criteria (PARTIAL-MATCH) and ran our algorithm. In one set of experiments, we used a gradient descent based approach to find the best transformation that minimized the error (in OptimalTransform()). In the other set of experiments, we used the method mentioned before (based on repeated sampling of a subset of points from the set). Fig 7 summarizes the results of a comparison of these three implementations with a distorted active site.
Conclusion
In this paper, we have formulated the problem of detecting motifs in proteins and have presented a general method for it. Our formulation of the problem provides for a rigorous measure of the best fit between a given pattern and an example. At the same time, there is a certain flexibility in the choice of an appropriate distance measure-biological context of the particular problem instance will be important in RMSD between the aligned pattern and the matching sub-structure in the protein, after removing the outlier pair from the match. The pattern is a distorted version of the trypsin active site. X axis 9 different proteins from the Trypsin family. Here we compare the minimum alignment error after excluding the 'bad' amino acid. Ideally, this should be close to zero. Using the normal Least Square Error criterion gives the poorest performance. Using M-estimator based error criteria and gradient-descent based optimization technique, we can get better performance. If we use the RANSAC-like method mentioned before for finding the optimal transforms, we get the best results. choosing this. Our method for solving the matching problem is fast and we also provided some intuition for why its results should be near-optimal most of the time. The algorithm, as presented, leaves significant scope in the choice of various parameters.
