Community structure is thought to be one of the main organizing principles in most complex networks. Big data and complex networks represent an area which researchers are analyzing worldwide. Of special interest are groups of vertices within which connections are dense. In this paper we begin with discussing community dynamics and exploring complex network structural parameters. We put forward structural and functional models for analyzing complex networks under situations of perturbations. We introduce modified adjacency and modified Laplacian matrices. We further introduce network or degree centrality (weighted Laplacian centrality) based on modified Laplacian, weighted micro-community centrality. We discuss its robustness and importance for micro-community detection for social and technological complex networks with overlapping communities. We also introduce 'k-clique sub-community' overlapping community detection based on degree and weighted micro-community centrality. The proposed algorithms use optimal partition of k-clique sub-community for modularity optimization. We establish relationship between degree centrality and modularity. This proposed method with modified adjacency matrix helps us solve NP-hard problem.
Introduction
The last decade has witnessed the birth of a new field of interest and research in the study of complex networks, i.e. networks whose structure is irregular, complex and dynamically evolving in time, with the main focus moving from the analysis of small networks to that of systems with thousands or millions of nodes, and with a renewed attention to the properties of networks of dynamical units. Networks are all around us, and we are ourselves, as individuals, the units of a network of social relationships of different kinds and, as biological systems, the delicate result of a network of biochemical reactions. Networks can be tangible objects in the Euclidean space, such as electric power grids, the Internet, highways or subway systems, and neural networks. Or they can be entities defined in an abstract space, such as networks of acquaintances or collaborations between individuals [1] .
The network construction from general, real-world data presents several unexpected challenges owing to the data domains themselves, e.g., information extraction and pre-processing, and to the data structures used for knowledge representation and storage. The increased availability of large-scale, real-world sociographic data has ushered in a new era of research and development in social network analysis. The quantity of content-based data created every day by traditional and social media, sensors, and mobile devices provides great opportunities and unique challenges for the automatic analysis, prediction, and summarization in the era of what has been dubbed "Big Data" [2] .
Centrality is one of the most studied concepts in social network analysis to characterize social power and structural influence [3] . When studying faults and fault propagation in physical networks, complex networks such as smart grid, communication, highway, traffic networks, centrality plays a somewhat different role than in social networks [4] .
In this paper we discuss structural and functional analysis of complex technological and social networks. First we discuss various existing structural analysis parameters. Major contribution of this work is modified relationship between adjacency and Laplacian matrix. We use this modified relationship to define new degree centrality and new modularity. Using these new degree centrality and new modularity we are able to detect micro level overlapping community structures. We introduce network or degree centrality (weighted Laplacian centrality) based on modified Laplacian, weighted micro-community centrality and discuss its robustness and importance for micro-community detection for social and technological complex networks with overlapping communities. We also introduce 'k-clique sub-community' overlapping community detection based on degree and weighted micro-community centrality. These new matrices and algorithms are helpful for identifying hidden level vulnerabilities. First we review various complex network structural parameters. We further put forward new community detection based on network or degree centrality. In the related work section, we review and discuss existing community detection methods and algorithms. The our approach section discusses about community dynamics, research approach and complex network structural parameters. The Methodology section discusses analysis of unweighted, weighted networks (functional analysis), where we introduce modified relationship between adjacency, degree and Laplacian matrices. Using this we define weighted Laplacian centrality, weighted microcommunity centrality and related algorithms. We also discuss and introduce algorithm for k-clique sub-community and optimal partition of k -clique sub-community for weighted modularity optimization and overlapping community detection. In the "Results and discussion" section, we analyse real world complex networks and carry out comparison of different community detection algorithms. Lastly we discuss computational complexity of our proposed algorithms and conclude the paper with major findings and future works.
Background and literature review
Community detection is a fundamental component of network analysis for sensor systems and is an enabling technology for higher level analytical applications such as behavior analysis, prediction, and identity and pattern-of-life analysis [2] . In both commercial industry and academia, significant progress has been made on problems related to the analysis of community structure; however, traditional work in social networks has focused on static situations (i.e., classical social network analysis) or dynamics in a large-scale sense (e.g., disease propagation) [2] .
Communities are of interest for a number of reasons. They have intrinsic interest because they may correspond to functional units within a networked system [5] . The aim of community detection in graphs is to identify the modules and, possibly, their hierarchical organization, by only using the information encoded in the graph topology. Community detection is important for other reasons, too. Identifying modules and their boundaries allows for a classification of vertices, according to their structural position in the modules. So, vertices with a central position in their clusters, i.e. sharing a large number of edges with the other group partners, may have an important function of control and stability within the group; vertices lying at the boundaries between modules play an important role of mediation and lead the relationships and exchanges between different communities [6] . Fortunato [6] discussed various crucial issues of community detection like the significance of clustering and its application to real networks. This paper triggered a big activity in the field, and many new methods have been proposed in the last years.
With the aim at explaining and comprehending common principles and properties in real networks, three general network models have been intensely researched: random network [7] , small-world network [8] and scale-free network [9] , though these models cannot interpret all phenomena observed in real networks. Random network has binomial or Poisson degree distribution [10] , so random network is rather robust since it is a homogeneous network where majority of vertices almost have the same number of edges to be connected. However, real networks do not show random distribution and properties. Small-world is a network between a lattice and random networks. Small-world network has smaller average path length like a random network but larger clustering coefficient like a lattice network. Rather unexpectedly, the degree distribution of small-world network is mathematically explained by binomial distribution that is same as random network. Besides, most of real networks have the degree distribution that is power law [11] rather than Poisson distribution and these networks are called as scale-free network which is sensitive to intentional removal of vertices but robust against randomly removing vertices because the power law distribution shows it is a heterogeneous network where a larger number of vertices have larger edges to be connected and these vertices are called as hubs that play important role in connectivity of networks [12] .
Centrality measures the relative importance of a node or a link in terms of the network efficiency and utilization of the network resources. Koschutzki et al. [13] discusses centrality indices based on degree considering distances and neighborhoods as well as shortest paths. Koschutzki et al. presented some of the more influential, 'classic' centrality indices but he did not strive for completeness and provide a catalog of basic centrality indices with some of their main applications.
Borgatti [14] claimed that centrality measures can be regarded as generating expected values for certain kinds of node outcomes (such as speed and frequency of reception) given implicit models of how traffic flows. Borgatti regarded the formulas for centrality concepts like betweenness and closeness as generating the expected values under specific unstated flow models of certain kinds of node participation in network flows.
As such, they do not actually measure node participation at all but rather indicate the expected participation if things flow in the assumed way. One contribution of Borgatti's paper is to make explicit what the assumptions behind each measure are, and then to test each measures deconstruction via simulation. Node-centric measures are more convenient for computation and interpretation, hence more common than edge-centric measures.
The problem of community detection requires the partition of a network into communities of densely connected nodes, with the nodes belonging to different communities being only sparsely connected. Precise formulations of this optimization problem are known to be computationally intractable. Several algorithms have therefore been proposed to find reasonably good partitions in a reasonably fast way [15] . One of the proposed algorithms is by Greedy sketch method for modularity Q optimization [16] . It is an agglomerative hierarchical clustering method, where groups of vertices are successively joined to form larger communities such that modularity increases after the merging. Greedy optimization method attempts to optimize the "modularity" of a partition of the network. The optimization is performed in two steps. First, the method looks for "small" communities by optimizing modularity locally. Second, it aggregates nodes belonging to the same community and builds a new network whose nodes are the communities. These steps are repeated iteratively until a maximum of modularity is attained and a hierarchy of communities is produced.
By assumption, high values of modularity Q indicate good partitions. So, the partition corresponding to its maximum value on a given graph should be the best or at least a very good one. This is the main motivation for modularity maximization, by far the most popular class of methods to detect communities in graphs. An exhaustive optimization of Q is impossible, due to the huge number of ways in which it is possible to partition a graph, even when the latter is small. Besides, the true maximum is out of reach, as it has been recently proved that modularity optimization is an NP-complete problem [17] , so it is probably impossible to find the solution in a time growing polynomially with the size of the graph. However, there are currently several algorithms able to find fairly good approximations of the modularity maximum in a reasonable time [6] .
Integer linear programming algorithms solve the modularity maximization problem for small graphs [16, 18] . Brandes et al. [18] have given an integer linear programming formulation for modularity clustering and established that the formal problem is -in the worst case -NP-hard.
Gregori et al. [19] presented a novel, parallel k-clique community detection method, based on an innovative technique which enables connected components of a network to be obtained from those of its subnetworks. The novel method has an unbounded, userconfigurable, and input-independent maximum degree of parallelism, and hence is able to make full use of computational resources. Chen et al. [20] introduce two novel fine-tuned community detection algorithms that iteratively attempt to improve the community quality measurements by splitting and merging the given network community structure but they did not consider optimal number of clusters or subnetwork or concept of modularity for community detection.
Considering the importance of the community detection problem this work aim to identify hidden layer micro-community, overlapping communities and related functional dynamics by using concept of modified adjacency and modified Laplacian matrices.
Research design and methodology

Research design
Many social networks exhibit community structure. Communities are groups of nodes that have high connectivity within a group and low connectivity across groups. Communities roughly correspond to organizations and groups in real social networks. Figure 1 shows our community detection research process. We will apply our developed algorithm for large-scale big data networks. This algorithm will explore or extract different community structures which will represent properties of real networks such as random, small world and scale-free network. Figure 2 shows research methodology which holds true for any type of network. Here, the aim of network analysis is to study how the performance of networks is affected by the removal of vertices and edges, to compare the structure of different networks, and to analyse how the change of structure affects the vulnerability of networks.
Complex network structural parameters
Structural parameters are the tools of Complex Network Analysis which are of useful to understand salient properties of complex systems. Some of the important local and global structural parameters are discussed below Node degree distributions, correlations and assortativity The degree (or connectivity) k i of a node i is the number of edges incident with the node. It is defined in terms of the adjacency matrix A as given by k in i = A ij . For directed network total degree is sum of in-degree of node and out-degree of node given with Eqs. 1 to 3.
The degree distribution, usually denoted by P(k), is the probability that a vertex chosen uniformly at random has degree k, or equivalently, the fraction of vertices in the network with degree k. In many real networks it has been found that the degree distribution follows a power-law, i.e. P(k) ∼ k −α , where α is the scaling coefficient, it is typically between 1 and 3 [21] . A large number of real networks are correlated in the sense that the probability that a node of degree k is connected to another node of degree, say k depends on k. The degree correlations are formally characterized by P(k |k). Some networks (including the Internet and the World Wide Web) have degree distributions in the form of a power law: that is, the probability that a node has degree k is given as P(k) ∼ k −α [22] . Assortativity is the correlation between the degrees of connected nodes. Positive assortativity indicates that high-degree nodes tend to connect to each other.
Shortest path lengths or characteristics path length
Average path length is the distance between two vertices is defined as the number of edges along the shortest path connecting them. Many complex networks, despite their often-large size, have a relatively short average path length between any two vertices.
Let the community network be represented as a graph G n = {V , E} with N nodes, V = {v i } is the set of vertices and E the set of edges. Denote by d(v i , v j ) = d ij the shortest path lengths (shortest distance) connecting two nodes i and j in the community network. The average path length l is given by,
The community network is divided into two subcommunities, G c 1 representing the subcommunity 1, and G c 2 representing the subcommunity 2. Then the interdependent structural efficiency X(G c 1 ∩ G c 2 ) of the community network can be defined as follows [23] :
where N c 1 is the number of resource nodes in the subcommunity 1, and N c 2 is the number of nodes in the subcommunity 2. When two nodes are not connected at all, or become disconnected due to attacks, their shortest path length d ij becomes infinite, and then
is indicated that the network is well connected and has high efficiency [24] .
Local and global clustering coefficient
If the nearest neighbours of a node are also directly connected to each other they form a cluster. The clustering coefficient quantifies the number of connections that exist between the nearest neighbours of a node as a proportion of the maximum number of possible connections [8] . Interactions between neighbouring nodes can also be quantified by counting the occurrence of small motifs of interconnected nodes [25] . The distribution of different motif classes in a network provides information about the types of local interactions that the network can support [26] .
The local clustering coefficient (Cliques): For the modular network cliques (or similar measures) identify interesting sub-components of the network. This metric can help to identify functionally related genes/proteins in the network. The local clustering coefficient, CC i , of a vertex i is the ratio between the actual number of edges that exist between the vertex and its neighbors and the maximum number of possible edges between these neighbors. The CC i of the network is defined as:
Here CC i is the local clustering coefficient, m i is the number of edges that exist between the neighbors of vertex i and k i is the number of neighbors for vertex i. The denominator k i (k i − 1)/2 is the maximum possible number of edges that can exist between the neighbors of vertex i.
The global clustering coefficient CC is the ratio of the number of triangles in a network versus the number of paths of length 2. This ratio is typically high in social networks, whose generative processes tend to close triangles. In contrast, the clustering coefficient is close to 0 for random graphs.
The global clustering coefficient, CC of the network is defined as:
N represents the number of vertices or the number of nodes in the network. A general problem of network measures, such as the clustering coefficient, is whether sampling or perturbations change the values of these measures. Network measures are frequently used for the classification of different networks [27] or of topological changes (addition or deletion of nodes or edges) within the same network.
Network centrality and robustness The structure of many networks is governed by latent communities or clusters. For example, in a social network, people which are part of the same latent community are more likely to be friends and therefore be connected in the network. Very often it is useful to learn these latent communities in order to better understand the structural composition of a network. The challenge is then to figure out how to use the available network data to find these latent communities. Social networks have the added complexity that very often the users belong to multiple communities, so there is considerable overlap in the communities. For example, in Fig. 3 , we show a social network where there are three overlapping communities: people from work, family, and college. This type of overlapping community structure is very common in social networks, so finding the community structure is more complex than simply partitioning the network into disjoint communities. Centrality measures are used in network science to rank the relative importance of vertices and edges in a graph. Within graph theory and network analysis, there are various measures of the centrality of a vertex or an edge. Centrality indices are quantifications of the fact that some nodes/edges are more central or more important in a network than others [28] . Our algorithm uses the network centrality known as degree centrality to find overlapping community structure.
Degree centrality
The simplest centrality for a vertex is its node degree, i.e., the total number of edges incident upon a node. This centrality represents the connectivity of a node to the rest of the network and reflects the immediate chance for a node to exert its influences to the rest of the network or to be exposed to whatever is flowing through the network, such as disturbances, shared information, power or traffic flows, or even a virus. For a graph with G n = {V , E}, where V represents the set of vertices and E the set of edges, given its Laplacian L the degree centrality of a vertex or node is defined as [28] ,
Where 2n E is used as a normalization factor. In order to make better comparisons between graphs of different sizes the degree is standardized by dividing by 2n E , the maximum possible degree of any node.
Robustness refers either to the structural integrity of the network following deletion of nodes or edges or to the effects of perturbations on local or global network states. As shown in example network in Fig. 4 node 8 is most central but not robust. Network robustness and centrality plays vital role under circumstances of perturbations [28, 29] .
Modularity The modularity is the fraction of edges that fall within communities, minus the expected value of the same quantity if edges fall at random without regard for community structure [30] . Several optimization methods attempt to optimize the " modularity" of a partition of the network [30] . Many complex networks consist of a number of modules. Each module contains several densely interconnected nodes, and there are relatively few connections between nodes in different modules. Hubs can therefore be described in terms of their roles in this community structure [22] . Provincial hubs are connected mainly to nodes in their own modules, whereas connector hubs are connected to nodes in other modules as shown in Fig. 5 [22] .
Network density or cost Network or Connection density is the actual number of edges in the graph as a proportion of the total number of possible edges and is the simplest estimator of the physical cost, for example, the energy or other resource requirements, of a network.
We use above discussed complex network structural parameters for supervised community detection. Research methodology and algorithms are discussed in next section.
Methodology
As briefly discussed in the Related Work section, our research process and methodology consists of structural and functional analysis. To account for structural analysis we already discussed various complex network structural parameters in the Our Approach section.
Analysis of unweighted network (structural analysis)
A network can be defined as an object composed of elements and interactions or connections between these elements. A graph, G n (V , E), made up of node set, V , and link set, Supervised community detection process [22] E, is a natural means to model networks mathematically. Consider a graph with N nodes and m links or edges. The line-node incidence matrix of the network, is an m × N, matrix M where the l th edge is connected between nodes i and j if and only if M :
The Laplacian matrix L of the network [31] , with size N × N, can be obtained as
Then
with i, j = 1, 2, · · · , N. Moreover, L is positive-semidefinite, real symmetric and the elements of every row (or column) add to zero. Alternatively:
A normalized Laplacian is stated as
where D = diag(L) is the diagonal degree matrix of the network, matrix D be defined as
and A is the N × N adjacency matrix. The adjacency matrix can be written as
1 if there is an edge from vertex i to vertex j , 0 if there is no edge from vertex i to vertex j .
Here A ij = k if there are k parallel edges from i to j. Moreover, D i ≥ 0, D ii = number of edges connected to node i. Note that the diagonal elements of the Laplacian are assumed to be positive.
Eigenvalues of matrices in a graph, especially the adjacency matrix, the Laplacian matrix and the normalized Laplacian matrix reflect structural properties about the graph. For instance, adjacency matrix is useful for counting paths of certain length in a graph, number of spanning trees and connected components can be determined from the Laplacian, and the normalized Laplacian enables recognition of connected components and bipartite structures [32] .
Analysis of weighted networks (functional analysis)
For a purely topological representation of a simple graph (with no parallel or self loops), the graph-theoretic matrices satisfy the following properties.
• The adjacency matrix A is real, symmetric, and zero on the diagonal, with entries being either 0 or 1. Since the trace is zero, then some of the eigenvalues must be positive and others must be negative, and hence this matrix is not sign-definite. It is obtained from the Laplacian matrix after zeroing its diagonal elements.
• The Laplacian matrix L is real symmetric and the sum of each row is zero. The diagonal elements are nonnegative, and the off-diagonal elements are nonpositive, either 0 or -1.
• The degree matrix D is a matrix with diagonal elements equalling either 0 or 1.
If parallel links are allowed between nodes, then nonzero entries can have integer values higher than 1 but of the same sign. If self loops are allowed, the adjacency matrix can have nonnegative integer diagonal elements. In any case, the matrices are related by Eq. 12,
Here we lift the restriction that the elements be binary or integers, thus leading to definitions of the pseudo-adjacency, pseudo-Laplacian, and pseudo-degree matrices. We will use the above guidelines to define pseudo-adjacency, pseudo-Laplacian, and pseudo-degree matrices for the weighted networks. The value of weights considered as power flow in smart grid network, signal or data flow in communication or data networks, information flow in social networks, money flow or transactions in financial networks, traffic flow in internet networks, money, weapons, drugs transactions in terrorists network etc. These matrices are required to maintain the basic structure and property of their graph-theoretic counterparts. In particular:
• The pseudo-adjacency matrixÃ is real, symmetric, and zero on the diagonal, with nonnegative entries. Since the trace is zero, then some of the eigenvalues must positive and others must be negative, and hence this matrix is not sign-definite.
• The pseudo-Laplacian matrixL is real symmetric and the sum of each row is zero. The diagonal elements are nonnegative, and the off-diagonal elements are nonpositive.
• The pseudo-degree matrixD is diagonal with nonnegative diagonal elements. The sum of the diagonal elements is twice the total susceptance of all the lines in the system.
Similarly we require that
Note however that entries need not be integers or -1, 1, 0. A normalized Laplacian is
where I is an N ×N identity matrix (with ones on the diagonal, other elements being zero). Normalized Laplacian in matrix form is written as
where Do is the diagonal matrix of out-degrees (or row sum of A) and D I is the diagonal matrix of in-degrees (or column sum of A). For a directed weighted networks Eq. 20 is written as
whereÃ is weighted adjacency matrix of directed networks,D O is the weighted diagonal matrix of out-degrees (or row sum ofÃ) andD I is the weighted diagonal matrix of in-degrees (or column sum ofÃ).
For incorporating functional analysis in order to consider flow or functional dynamics in the network we proposed modified relationship between adjacency and Laplacian of a graph given by Eq. 16.
This modified relationship turns modularity maximization into a spectral graph partitioning problem using the modified Laplacian matrix. A nice feature of the modified Laplacian is that, for graphs which are not too small, it can be approximated (up to constant factors) by the transition matrixÃ x , obtained by normalizingÃ such that the sum of the elements of each row equals one.
Weighted laplacian centrality Using modified relationship obtained in Eq. 16 we then obtained modified network or degree centrality as given by Eq. 22.,
Using Eq. 22 we will get centrality of the functional network. We used this functional degree centrality to determine robustness of the network.
Definition 1. (Micro-Community).
The micro-community is a small dense group or a sub-graph or isolated node that consists of one or more connected dense network or pairs with certain energy.
Network energy is defined as: the sum of the absolute values of the real components of the eigenvalues,
For a network G n (V , E), the local micro-community µc
where V l 1 vertices of sub or dense network, E l 1 edges of sub or dense network and ne l 1 is the energy of local sub or dense network. The micro-community clusters µcc are given by
For a given community network, to partition it into a certain number of smaller subcommunities or number of subsets, called clusters.
Weighted micro-community or sub-community centrality
Smaller sub-communities are given more weight than larger ones, which makes this measure appropriate for characterizing network motifs. The sub-community centrality can be obtained mathematically from the spectra of the weighted adjacency matrix of the network. The sub-community centrality of a node is a weighted sum of closed walks of different lengths in the network starting and ending at the node. This function returns a vector of sub-community centralities for each node of the network [33, 34] .
Definition 2. (Micro-Community Centrality).
For a graph, G n (V , E), let v 1, v 1, .....v N be an orthogonal basis of R N composed by eigenvectors of weighted adjacency matrixÃ associated to the eigenvalues λ 1, λ 2, .....λ N. Let v i j denote the i th component of v j. For all i ∈ V , the sub-community centrality is expressed as [33] ,
For all methods and approaches discussed above Micro-Community Centrality (MCC) network robustness algorithm is developed. Overall process of MCC is described in Algorithm 1. For any given large-scale community network G n . First it identifies type of network i.e. Directed Unweighted (DU), Directed Weighted (DW), Undirected Unweighted (UU), Undirected Weighted (UW). As per the type of network then it calculates all required statistical parameters from adjacency A, Laplacian L and degree matrices D and similarly for weighted matrices i.e.Ã,L, andD etc. Then it calculates network energy, micro-community and micro-community clusters. With these parameters it then calculate weighted Laplacian centrality and weighted micro-community centrality. Using algebraic connectivity it check for robustness of the network i.e. whether network is strongly connected or weakly connected.
Algorithm 1 : Micro-community centrality and network robustness
Input: G n the initial network (Dataset) Returns: Micro-Community Centrality, Algebraic Connectivity 1:
Identify type of network 2:
Directed Unweighted (DU), Directed Weighted (DW),
3:
Undirected Unweighted (UU), Undirected Weighted (UW) 4:
As per the type of network 5:
Adjacency matrix A ij , 7:
In, Out Node Degree D i and Degree DistributionP(k),
8:
Avg. Degree Distribution, 9:
Degree matrixD, 10:
λ 2 (L), Avg. path length l, Shortest path length d ij , 13:
Local clustering coefficient CC i (local),
14:
Global clustering coefficient CC(global),
15:
Network Energy ne(G n ), Micro-community µc, Micro-community clusters µcc
16:
Weighted Laplacian centrality C D i F = (L) ii 2n E
17:
Weighted Micro-Community Centrality C S K-clique sub-community: degree and weighted micro-community centrality based overlapping community algorithm Most real networks typically contain parts in which the nodes (units) are more highly connected to each other than to the rest of the network. The sets of such nodes are usually called clusters, communities, cohesive groups, or modules [35] . Most real networks are characterized by well defined statistics of overlapping and nested communities. Such a statement can be demonstrated by the numerous communities each of us belongs to, including those related to our scientific activities or personal life (family, work, college) and so on [35] , as illustrated in Fig. 3 .
Definition 3.
A typical community consists of several complete (fully connected) subcommunities that tend to share many of their nodes. Thus, we define a sub-community, or more precisely, a k-clique-sub community as a union of all k-cliques (complete subgraphs of size k) that can be reached from each other through a series of adjacent k-cliques (where adjacency means sharing k − 1 nodes).
Proposed algorithms (Algorithm 2 and 3) firstly extracts all complete weighted subcommunities of the network that are not parts of larger complete sub-communities. A maximal clique is a clique that is not a subset of any other clique in a community network [36] . These maximal complete subgraphs are simply called cliques, and the difference between k-cliques and cliques is that k-cliques can be subsets of larger complete subcommunities. Once the cliques are located, the clique-clique overlap matrix is prepared [37] . In this symmetric matrix each row (and column) represents a clique and the matrix elements are equal to the number of common nodes between the corresponding two cliques, and the diagonal entries are equal to the size of the clique. The intersection of two cliques is always a complete sub-communities. The k-clique-communities for a given value of k are equivalent to such connected clique components in which the neighbouring cliques are linked to each other by at least k − 1 common nodes. Advantage of this method is that the clique-clique overlap matrix encodes all information necessary to obtain the communities for any value of k, therefore once the clique-clique overlap matrix is constructed, the k-clique-communities for all possible values of k can be obtained very quickly [35] . Algorithm 2 describes the process of finding maximum s-size k-cliques in the community network. It uses degree sequence for finding largest possible clique size.
Algorithm 2 : Maximum s-Size k-Cliques in the Community Network
Input: G n the initial network (Dataset) Returns: Maximum s−size k-cliques 1:
Number of nodes N =size(G n , 1) 2:
Find the largest possible clique size via the degree sequence 3:
Let {d 1 , d 2 , ..., d k } be the degree sequence of a graph.
4:
The largest possible clique size of the graph is the 5:
maximum value k such that d k >= k − 1 6: degree_sequence = sort(sum(G n , 2) − 1,'descend'); 7:
s max = 0; 8:
if degree_sequence(i) >= i − G n aux(N, :) = 0; 29:
G n aux(:, N) = 0; 30: end 31: end For detecting overlapping communities Algorithm 3 is developed. It uses weighted adjacency matrix, weighted micro-community centrality and maximum s-size k-cliques in the community network (With Algorithm 2). First it generates the clique-clique overlap matrix. Then extracts the k-clique matrix kM from the clique-clique overlap matrix and k-clique sub-communities cc from the k-clique matrix kM.
Algorithm 3 : Overlapping Community Detection
Input: G n the initial network (Dataset) Returns: k-clique sub-communities cc, all cliques, k-clique matrix kM 1:
Number of nodes N=size(G n ) 2:
Compute Weighted micro-community centrality (C S i ) F 3:
Find all maximum s-size k-cliques in the community network using Algorithm 2
5:
Generating the clique-clique overlap matrix 6: kM = length(cliques) 7:
for c 1 = 1: length(cliques) 8:
for c 2 = c 1 : length(cliques) 9:
if c 1 = c 2 10:
kM(c 1 , c 2 ) = Number of array elements(cliques{c 1 }); 11: else 12:
kM(c 1 , c 2 ) = Number of array elements(cliques{c 1 } ∩ cliques{c 2 })); 13:
kM(c 2 , end Modified weighted modularity: optimal partition of k-clique sub-community We then used weighted adjacency matrixÃ to derive functional modularity of the network. For a simple, undirected graph G n and a partition C with a given number of groups or number of communities n, the modularity measure Q(G n , C) is defined as [38] :
where the network is fully subdivided into a set of nonoverlapping communities n, and e ij is the proportion of all links that connect nodes in community i with nodes in community j. with
where A adjacency matrix which is symmetric and set of edges E. With modified adjacency matrixÃ, Eq. 28 changes to
and the proportion of edges with at least one node in the community i is given by
e: The N × N symmetric weighted matrix of the partition C. e ij : The fraction of edges between clusters C i and C j . e ii : The fraction of edges in cluster C i . (i.e. the portion of edges that connect vertices inside community C i ).
Assuming the network is divided into n communities. Let us define C i and C j be the communities which belong to vertices i and j respectively. Node i belong to community C i , the fraction of edges that fall between community i and community j is defined as:
where the δ is a function δ(i, j) and m is again the number of edges in the network.
δ(i, j) = 1 if i and j are the same community 0 otherwise (32) Let P ij be the expected number of edges between i and j.
where k i k j are degrees of vertex i and vertex j. The actual number of edges falling between a particular pair of vertices i and j is A ij . The modularity matrix is defined as
Alternatively Eq. 34 can be written as
Important property of modularity matrix is that all rows (and columns) of the modularity matrix sum to zero i.e.,
Like Laplacian matrix for any network the vector (1, 1, 1 , . . .) is an eigenvector of the modularity matrix with eigenvalue zero but the eigenvalues of the modularity matrix are not necessarily all of one sign i.e. matrix has both positive and negative eigenvalues [39] .
Modularity measures the non-randomness of a graph partition. Higher values of the modularity indicate stronger community structures. The modularity maximization problem is then:
Then the MaxModularity can be written
Using weighted adjacency matrix weighted modularity can be written as
wherek i andk j are weighted degrees.
For directed weighted network modularity is given as
A measure for the modified modularity is proposed to quantify the overlapping community structure referred as Q W M (Weighted modified modularity). With the measure Q W M , the overlapping community structure can be identified by finding an optimal partition of k-clique sub-community, i.e., the one with the maximum Q W M . The Q W M is based on a maximal clique view of the original network. A maximal clique is a clique (i.e. a complete subgraph) which is not a subset of any other clique in a network. The maximal clique view is according to a reasonable assumption that a maximal clique cannot be shared by two communities due to that it is highly connective. To find an optimal partition, we construct a maximal clique network from the original network. We then prove that the optimization of Q W M on the original network is equivalent to the optimization of the modularity on the maximal clique network. Thus the overlapping community structure can be identified through partitioning the maximal clique network with an efficient modularity optimization Algorithm [40] .
The proposed overlapping community structure based on optimal partition of k-clique sub-community is stated as
where C i , C j are the number of overlapping communities to which node i and node j belongs. High value of → Q W M max indicates a significant overlapping community structure. In our implemented Algorithm 4 given below we used Fast Newman Greedy algorithm for modularity optimization [41] with modified functional parameters. In order to efficiently detect community structure using complex network structural and functional parameters listed above we developed an Algorithm 5 for modified modularity for overlapping community detection.
Algorithm 4 : Modularity Maximization
1:
G n (V , E) the initial network 2:
Put each node of G n in its own community 4:
Calculate Q W from pairs of connected communities 5:
while some nodes are moved do 6: for all N node of G n do 7:
place N in its neighboring community including its own 8:
while maximal Q W > 0 do 9:
select the maximal Q W , join the pair of communities with the maximal Q W 10:
which maximizes the modularity gain It measures modularity variation for each candidate partition where pair of clusters are merged. It merges the pair of clusters by maximizing modularity Q using Algorithm 4. So for each formed clusters it splits community and then updates corresponding Q. For each sub-community then it measures sub-community energy ne, micro-community centrality using overlapping community detection Algorithm 3. Then it selects sub-community with highest Q and highest ne to find k-cliques sub-community network to form microcommunity clusters µcc. These micro-community cluster formation continues till value of Q is 0 i.e. leading eigenvalue is zero which means that subgraph is indivisible. Overall process of modified modularity for overlapping community is described in Algorithm 5.
Algorithm 5 Modified modularity for overlapping community detection (MMOC)
Input: G n the initial network (Dataset) Returns: Community Clusters cc 1: Identify type of network 2:
3:
Compute Community c and Modularity Q W 6:
Apply overlapping community detection (Algorithm 3) 7:
Apply modularity optimization (Algorithm 4) 8:
Measure modularity variation Q W for each candidate 9:
partition where a pair of clusters are merged This modified modularity for overlapping community algorithm has several advantages. First, its steps are intuitive and easy to implement. Moreover, the algorithm is extremely fast, i.e., network simulations on large-scale ad-hoc modular networks found that its complexity is linear on typical and sparse data. Experimental evaluation of these algorithms for complex technological networks and social networks are discussed in next Section result and discussion on analysis of real-world large-scale complex networks.
Results and discussion
Analysis of real-world large-scale complex networks
In this section we analyze real world large-scale complex network using proposed algorithms discussed above. We used MATLAB version R2015a [42] with Intel, Xeon(R) 2.60 GHz, 256 GB RAM 2 processors, GPU Quadro K6000 and Tesla K20c for running these algorithms. In a simple random graph G n , degree will have a Poisson distribution, and the nodes with high degree are likely to be at the intuitive center. Deviations from a Poisson distribution suggest non-random processes, which is at the heart of current "scale-free" work on networks. Figure 6 shows degree distribution of directed weighted Facebook social network with 1899 nodes and 20296 links [43] . Centrality measures and power have become common emphasis for world city network research and frequently serve as tools for describing cities' position or status in the system. We experimented weighted bipartite graph of world city network. Figure 8 shows the out degree distribution for world city system. and other social community, as well as citation networks. For these networks we applied MMOC and other algorithms (Algorithms 1 to 5 and parameter k = 3). Table 1 shows analysis for these networks. As seen from the results MMOC algorithm plays major role in overlapping community detection in complex networks. We can see relationship of algebraic connectivity ac and network energy ne. These values shows how strong or how weak the overall network is. This MMOC algorithm plays decisive role for directed weighted, unweighted as well as undirected weighted networks. As seen from results in case of Facebook network with 1899 nodes. (1899 users that sent or received total of 59,835 online messages over 20,296 directed ties among these users) MMOC algorithm identifies 512 communities and 353 overlapping communities based on topics, social areas of interests, 
Comparison of different community detection algorithms
We compared modularity optimization values obtained using MMOC algorithm with other existing algorithms for real world large-scale big data networks as shown in Table 2 .
We plotted values obtained using different modularity optimization algorithms as shown in Table 2 . Figure 10 shows modularity comparison for existing algorithms and with MMOC algorithm (Algorithms 4 and 5). Modularity maximization achieved with MMOC algorithm helps for detection of dense, hidden micro level communities. These results clearly indicate the importance of modularity maximization even though it is NP-complete problem.
Also for overlapping community analysis shown in Table 1 , we plotted comparison based on communities obtained with existing algorithm and overlapping communities clusters obtained with MMOC algorithm. Figure 11 shows overlapping community detection analysis for complex technological and social community networks. These values clearly shows significant difference between base communities and overlapping communities for both complex technological networks as well as social community networks. The parameter k affects the constituent of the overlapping regions between communities. The choice of the parameter k depends on the specific networks. Observed from many real world networks, the typical value of k is often between 3 and 6 [40] .
From these results it showed that community centrality appears to have relation with vertices that are central in their local communities. The centrality is correlated with degree, for few overlapping communities they are not perfectly correlated and in particular some vertices have quite high centrality while having relatively low degree. High centrality is an indicator of individuals who have more connections than expected within their neighborhood and hence potentially make a large contribution to the modularity, rather than simply having a lot of connections.
Computational complexity
The determination of the full set of cliques of a network is widely believed to be nonpolynomial problem. In spite of this, proposed algorithm proves to be very efficient when applied to the graphs of the investigated real systems. Our method consists of five stages, finding degree sequence, micro-community centrality, finding out the maximal cliques, constructing the maximal clique network and overlapping community network matrix and partitioning the maximal clique network based on the modularity maximization and then finding overlapping communities.
We analyze the computational complexity of MMOC and other algorithms (Algorithms 1 to 5). Finding an exact solution to a partitioning task of this kind is believed to be an NP-complete problem, making it prohibitively difficult to solve for large-scale networks, but a wide variety of heuristic algorithms have been developed that give acceptably good solutions in many cases. The first algorithm of the modern age of community detection introduced by Newman and Girvan has a complexity O(N 3 ) on a sparse networks and other mentioned existing algorithms for detecting community structures gives qualitatively similar results. Fast implementation of Newman algorithm (Fast Newman algorithm) has worst-case running time of O((m + N)N), or O(N 2 ) on sparse network with N nodes and m edges. Experimental evaluation on the real-world complex technological and social community networks show that MMOC algorithm achieves the best performance when compared with other existing methods discussed in Table 2 . Efficient time complexity of MMOC algorithm and other algorithm is O(N log N) which is scalable in nature. For MMOC algorithm running time is consumed by maximizing modularity and forming overlapping community matrix based on sub-community energy. Also in case of directed weighted networks running time is also consumed by computation of large eigen values. Our method is very efficient on real world networks. In our future work we will work for modifying our MMOC algorithm for better run time performance.
Conclusions
In this paper we have discussed community dynamics and reviewed complex network structural parameters. We highlighted the importance of network centrality or degree centrality and network robustness for community detection. Centrality is correlated with degree. We discussed network or degree centrality (weighted Laplacian centrality) based on modified Laplacian, weighted micro-community centrality. We also discussed and introduced algorithm for k-clique sub-community and optimal partition of k-clique subcommunity for weighted modularity optimization and overlapping community detection based on degree and weighted micro-community centrality. These new matrices and algorithms are helpful in identifying hidden level vulnerabilities. We analyzed real-world large-scale complex networks and carried out comparison of different community detection algorithms. Our results indicated certain relationship between degree centrality and modularity optimization. Network centrality and robustness will help for supervised community detection in overlapping communities. Proposed algorithms will be useful for finding communities of densely connected vertices in network data. Computational complexity of our proposed algorithms is better as compared to other existing algorithms. Scalable nature of this algorithm is valuable for analyzing more complex large-scale networks.
It is also an interesting problem about the selection of the parameter k in our method. We will further investigate how to determine an appropriate k for a given network later. In our future work we will put forward functional dynamics of complex network by incorporating network centrality and weighted clustering coefficient for identifying micro level communities and their associated relationship.
