We show that Monotone 3-Sat remains NP-complete if (i) each clause contains exactly three distinct variables, (ii) each clause is unique, i.e., there are no duplicates of the same clause, and (iii), amongst the clauses, each variable appears unnegated exactly twice and negated exactly twice. Darmann and Döcker [6] recently showed that this variant of Monotone 3-Sat is either trivial or NP-complete. In the first part of the paper, we construct an unsatisfiable instance which answers one of their open questions (Challenge 1) and places the problem in the latter category.
Introduction
The satisfiability problem for Boolean formulas is one of the go-to problems when choosing a base problem for polynomial reductions. Indeed, it was the first problem shown to be NP-complete [5] . The seminal book by Garey and Johnson [9] contains a large list of known NP-complete problems and an extensive introduction into the theoretical foundation of NP-completeness. A very popular variant of the satisfiability problem is 3-SAT, where each clause contains exactly three variables. This problem remains NP-complete even if further restrictions are imposed (see Table 1 ). In this article, we consider variants of 3-SAT where each clause contains exactly three distinct variables. Hence, unless we explicitly say otherwise, the considered instances have this property (the same goes for references regarding 3-SAT variants).
Clauses
Variables Table 1 : Overview of complexity results for (monotone) 3-SAT. A checkmark in the "unique" subcolumn means that each clause contains exactly three distinct variables. The headings of the subcolumns in the "Variables" column denote the following properties: E4 := each variable appears exactly four times; 3P1N, 1P3N := each variable appears exactly four times and either exactly once unnegated or exactly once negated; 3P1N := each variable appears exactly three times unnegated and once negated; 2P2N := each variable appears exactly twice unnegated and exactly twice negated. In the last column we use the abbreviation NP-c for NP-complete. Note that we only ticked the strongest restrictions, e.g., a checkmark in the 3P1N subcolumn implies a checkmark in the two preceding subcolumns. Moreover, by symmetry we can omit the 1P3N case (identical to 3P1N).
Recently, Darmann and Döcker [6, Cor. 2] showed that for each fixed k ≥ 3 Monotone 3-Sat is NP-complete if each variable appears exactly k times unnegated und exactly k times negated. Further, they were able to prove that the case k = 2 is either trivial or NP-complete. In other words, finding a single unsatisfiable instance is enough to prove that the problem remains NP-complete for k = 2. Hence, by constructing an unsatisfiable instance for k = 2, we settle this case and thus, one of their open problems (Challenge 1). As the problem is trivial for k = 1 [6, p. 32 ] by a result from Tovey [17, Thm. 2.4] , our result closes the last remaining gap for this variant of Monotone 3-Sat.
The gadgets used in the construction of the unsatisfiable instance can also be used to obtain a more direct way of establishing NP-completeness for the case k = 2 (we describe two reductions in this article). Then, we use one of the new gadgets to show that two recent results from Döcker et al. [8, Thm. 3.1 and Thm. 3.2] hold even in the monotone setting. First, we show that ∀∃ 3-SAT remains Π P 2 -complete if (i) each clause is monotone (ii) each universal variable appears exactly once unnegated and exactly once negated, (iii) each existential variable appears exactly twice unnegated and exactly twice negated, and (iv) the number of universal and existential variables is equal. Second, we show that the variant where (ii) is replaced with (ii') each universal variable appears exactly twice unnegated and exactly twice negated, and where (i), (ii) and (iv) are unchanged, is Π P 2 -complete, too. The article is structured as follows: In Section 2, we recall important definitions and concepts. Then, in Section 3, we construct an unsatisfiable instance of Monotone 3-Sat-(2, 2). Section 4 contains two reductions that can be used to obtain the main result in a more direct way and one of the involved gadgets is subsequently used in Section 5 to show that a restricted variant of ∀∃ 3-SAT remains Π P 2 -complete. The appendix contains proofs of two Lemmas used in Section 3, and a representation of • a gadget on which several of our results are based, and
• the constructed unsatisfiable instance of Monotone 3-Sat-(2, 2), which can be used to verify our results with the help of a SAT Solver (e.g., using the PySAT Toolkit [11] ).
Preliminaries
Let V = {x 1 , x 2 , . . . , x n } be a set of n variables. We also write X i 1 to denote the set {x 1 , x 2 , . . . , x i } for i ≥ 1. A positive literal is an element of L + = V , a negative literal is an element of L − = {x i | x i ∈ V }, and the set of literals is denoted by L = L + ∪ L − . A clause is a subset of L. We say that a clause
A Boolean formula is monotone if C j is monotone for each j ∈ {1, . . . , m}. A truth assignment β : V → {T, F } maps each variable to the truth value T (True) or F (False). A formula is satisfied for a truth assignment β : V → {T, F } if β sets at least one literal in each clause true (e.g., a negative literal evaluates to true if β sets the corresponding variable false). If such a truth assignment exists, we say that the formula is satisfiable; otherwise the formula is unsatisfiable. Further, a formula is nae-satisfiable if and only if there exists a truth assignment β that sets at least one literal in each clause true and at least one false. The main result concerns the following decision problem.
. , x n } of variables such that (i) each C j is a unique monotone 3-clause that contains exactly three distinct variables, and (ii), amongst the clauses, each variable appears unnegated exactly twice and negated exactly twice. Question. Does there exist a truth assignment for V such that each clause of the formula is satisfied?
Remark. A monotone 3-clause always contains exactly three distinct variables.
In one instance, we reduce from Monotone 3-Sat*-(2, 2) [6] which is the variant of Monotone 3-Sat-(2, 2) where variables may appear more than once in a clause. Note that we can assume that each variable appears at most twice in a given clause, since each clause is monotone and there are only two unnegated and two negated appearances of any variable. Enforcers. In the construction of an unsatisfiable instance of Monotone 3-Sat-(2, 2) and the reductions after that, we make use of gadgets that enforce truth assignments to have certain properties (gadgets also go by the name of enforcers [2] ). As an example, we consider an enforcer introduced by Berman et al. [2, p. 3] :
where a, b, c are new variables. The enforcer S(ℓ 1 , ℓ 2 , ℓ 3 ) can not be satisfied by a truth assignment β that sets all literals in {ℓ 1 , ℓ 2 , ℓ 3 } false. On the other hand, if at least one literal in {ℓ 1 , ℓ 2 , ℓ 3 } evaluates to true, we can find truth values for the variables a, b, c such that all clauses of the enforcer are satisfied. In other words, S(ℓ 1 , ℓ 2 , ℓ 3 ) simulates a clause but has the advantage that we can allow duplicates since each literal in {ℓ 1 , ℓ 2 , ℓ 3 } ends up in a different clause (cf. [2, p. 3] ). Note that this enforcer is not monotone. In this article, we construct a monotone version with 99 new variables and 133 clauses (instead of 3 new variables and 5 clauses in the setting above).
3 Construction of an unsatisfiable instance of Monotone 3-Sat-(2, 2)
In this section, we construct an unsatisfiable instance of Monotone 3-Sat-(2, 2). First, we construct an enforcer M (i) (u 1 , u 2 , u 3 ) that, intuitively, consists of three smaller gadgets. The first gadget is only satisfiable by truth assignments for the corresponding variables that can be placed in one of two categories. Depending on the category of the truth assignment (and the restrictions imposed by them), it is not possible to find a truth assignment for the variables contained in the second or the third gadget such that all clauses are satisfied. The second and the third gadget (see Lemmas 1 and 2) have been found via computer search. The basic idea of the implemented Python code is the following: start with a collection of random candidates and try to improve them by swapping literals of differenct clauses, where this operation preserves the properties of an instance of Monotone 3-Sat-(2, 2) (a reduction in the number of satisfying truth assignments is considered an improvement here). We used the PySAT Toolkit [11] to (1) obtain a list of all satisfying truth assignments for a given collection of clauses, and (2), to verify some of our constructions (see appendix). Finally, we combine several instances of the enforcer M (i) (u 1 , u 2 , u 3 ) to obtain an unsatisfiable instance of Monotone 3-Sat-(2, 2). We start with the construction of the first gadget. Let F 2 denote the set consisting of the following 2-clauses:
Further let F 3 denote the set consisting of the following 3-clauses:
First, the 2-clauses in F 2 are equivalent to the implications
Hence, if β(x 1 ) = F then β(x 2 ) = T and consequently β(x 3 ) = β(x 4 ) = F . Next, we introduce a set of clauses for which no satisfying truth assignment exists that sets β(x 3 ) = F and β(x 4 ) = F . To this end, let G be the set consisting of the following 3-clauses: Note that for β(x 3 ) = β(x 4 ) = F , omitting the appearances of x 3 and x 4 in G has no effect on the satisfiability. We deferred the proof that the resulting instance is unsatisfiable to the appendix (see Lemma 1) . Now, for at least one x i ∈ {x 3 , x 4 } we have β(x i ) = T and we may assume that β(x 1 ) = T and β(x 2 ) = F . Next, by clauses 4 and 5 we have β(x j ) = F for at least one x j ∈ {x 5 , x 6 }. Then, clauses 6 and 7 imply β(x k ) = T for at least one x k ∈ {x 7 , x 8 }. Hence, by clauses 8, 9, 10 and 11 we get two clauses {F, z 1 , z 2 } and {F, z 3 , z 4 } which is equivalent to {z 1 , z 2 } and {z 3 , z 4 }. Recalling that β(x 1 ) = T and β(x 2 ) = F , the first three clauses in the following set H of 3-clauses evaluate to {F, z 5 , z 6 }, {F, z 7 , z 8 } and {F, z 7 , z 15 }, respectively. Hence, the constructed set of 42 clauses
We note that each literal appears at most twice in M. The only variables that appear less than 4 times are x 1 , x 5 , x 6 , y 6 and z 15 each of which appear once unnegated and twice negated. Consider the following enforcer
has two properties that we use to construct an unsatisfiable instance of Monotone 3-Sat-(2, 2). First, as alluded to in Section 2, we can deal with duplicates in a clause {u 1 , u 2 , u 3 }, i.e., if u 2 = u 3 and, second, we can transform a mixed clause into a monotone clause. Further, we obtain a second enforcer
It is easy to verify that the following collection of clauses is unsatisfiable (we do not use set notation here since the clauses contain duplicates):
Now, we are in a position to construct an unsatisfiable instance U of Monotone 3-Sat-(2, 2): Since Monotone 3-Sat-(k, k) is known to be NP-complete for each fixed k ≥ 3 [6, Cor. 2], we get the following corollary. 
A special case that is always satisfiable
We briefly consider instances of Monotone 3-Sat-(k, k) with the property that for each clause C = {x, y, z} the instance also contains C = {x, y, z}. Noting that this is Monotone NAE 3-SAT with exactly k appearances of each variable, it follows that this problem is hard for k = 4 (see [ of an instance of NAE 3-SAT (resp. 3-SAT), contains a vertex for each variable and an edge between two vertices if the corresponding variables appear together in some clause of the instance. For example, the variable graph of the following instance is isomorphic to the K 7 and is, thus, not nae-satisfiable:
Let us now consider k = 2. We show that the property mentioned above leads to a trivial instance of Monotone NAE 3-SAT with exactly two appearances of each variable and, hence, Monotone 3-Sat-(2, 2) is always satisfiable if clauses always appear in pairs {C, C}. Jain [12, p. 2] observed that instances of Monotone NAE 3-SAT are in P if the variable graph is 4colorable. Indeed, such instances are trivial since we can associate each truth value with exactly two colors such that a 4-coloring corresponds to a truth assignment that sets at least one variable of each clause false and at least one true (since each clause contains exactly three distinct variables, all clauses are satisfied). Pilz [13, Thm. 12] used an approach based on this idea to show that every instance of Planar SAT in which each clause contains at least three negated or at least three unnegated appearances of distinct variables is satisfiable. He transformed the incidence graph of the formula into a certain subgraph of the variable graph, showed that this transformation preserves planarity, and then applied the Four Color Theorem [1] to obtain a 4-coloring. Hence, all we need to show is that the variable graph of an instance of Monotone NAE 3-SAT where each variable appears exactly twice is always 4-colorable. First, observe that a vertex corresponding to a variable x in the variable graph of such an instance has degree 2 if and only if x is contained in two clauses {x, y, z}, {x, y, z} for some variables y, z such that x, y, z are pairwise distinct (otherwise x has at least three neighbours). Such clauses can simply be removed as it is trivial to nae-satisfy them. Hence, we can assume that the variable graph has no cycles and, in particular, no cycles of odd length. Furthermore, it is easy to see that each instance has a number of variables that is divisible by 3 and, hence, each connected component in the variable graph contains a number of vertices that is a multiple of 3. Now, there is no component with 3 vertices since we already removed the clauses that would result in such a subgraph (the K 3 is a cycle of odd length). Noting that the degree of each vertex is bounded by 4, we conclude that no component with 6 or more vertices is a complete graph. Consequently, we can assume that the variable graph of an instance of Monotone NAE 3-SAT does not contain a component that is a complete graph or a cycle of odd length. Hence, the variable graph is 4-colorable by Brooks' Theorem [4] and we get the following theorem. 
where C j is obtained from C j by negating each literal, then I is satisfiable.
More ways to obtain the main result
It is also possible to show NP-hardness of Monotone 3-Sat-(2, 2) by reduction from Monotone 3-Sat*-(2, 2), for which NP-hardness was established by Darmann and Döcker [6, Thm. 5] . To this end, let
By construction, this set of clauses is not satisfied for any truth assignment β that sets β(u 1 ) = T . Now, we can construct another enforcer which has exactly three positive 2-clauses: Given an instance I of Monotone 3-Sat*-(2, 2), we replace each positive (resp. negative) clause with a duplicate, say (p ∨ p ∨ q) (resp. (p∨ p∨ q)), by an enforcer S(p, p, q) (resp. S(p, p, q) ). The result is an instance of Monotone 3-Sat-(2, 2) that is satisfiable if and only if I is satisfiable.
Yet another approach is the following. We can also reduce from 3-Sat-(2, 2), for which NP-hardness was established by Berman et al. [2, Thm. 1] , and use an extended version of the enforcers M (i) (u 1 , u 2 , u 3 ) and M (i) (u 1 , u 2 , u 3 ) to transform mixed clauses that may be present in a given instance into monotone clauses. To this end, consider Combining three instances of the enforcer M (i) (u 1 , u 2 , u 3 ) in this way has the advantage that each instance of M j introduces only variables that appear exactly twice unnegated and twice negated. A second enforcer M j is again obtained by negating all literals. In order to be able to use these enforcers to replace all mixed clauses in a given instance of 3-Sat-(2, 2) we need the number of clauses with a positive (resp. negative) duplicate to be divisible by 3. This can be achieved by simply taking three copies of the original instance on pairwise disjoint sets of variables. With the help of a SAT solver it is easy to verify that M j has only satisfying truth assignments that set at least one literal in each of {u 1 , u 2 , u 3 }, {u 4 , u 5 , u 6 } and {u 7 , u 8 , u 9 } true.
On a restricted variant of ∀∃ 3-SAT
In this section, we consider the monotone variant of the following problem and show that it remains Π P 2 -complete in restricted settings. We assume the reader is familiar with basic concepts regarding the polynomial hierarchy and, in particular, with the complexity class Π P 2 . For an in-depth introduction to this theory, we refer to Stockmeyer [16] (see [15] for a list containing many problems that are known to be Π P 2 -complete). We use the same notation defined in [8] , e.g., for i ≤ i ′ , let showed that Balanced ∀∃ 3-SAT-(2, 2, 2, 2) and Balanced ∀∃ 3-SAT-(1, 1, 2, 2) are both Π P 2 -complete. We use the gadgets M j and M j to show that these results also hold for instances, where each clause is monotone (i.e., each clause consists of exactly three unnegated variables or exactly three negated variables, respectively). Since the transformation is virtually identical for both cases, we focus on the second result and mention the necessary adaption to obtain the first result. Consider an instance of Balanced ∀∃ 3-SAT-(1, 1, 2, 2), i.e. a quantified Boolean formula Φ = ∀X p 1 ∃X n p+1 ϕ, with ϕ = m j=1 {C j }. Let ϕ ′ and ϕ ′′ be the sets of clauses obtained from ϕ by replacing x i with y i and z i , respectively (y i and z i are distinct new variables). It is easy to see that the following quantified Boolean formula is a yes-instance if and only if Φ is a yes-instance.
Now, the number of mixed clauses with two negative (resp. positive) literals is divisible by 3. Hence, we can replace such clauses in triples using M j and M j , respectively. For example, we replace first triple of mixed clauses, e.g.,
with the following collection of monotone clauses Note that we introduce 3 · 32 = 96 new existential variables with each instance of M j or M j . By construction, the resulting quantified Boolean formula Φ ′′ is a yes-instance if and only if Φ ′ is a yes-instance. Since we introduced a number of existential variables that is divisible by 3, we can use multiple instances (each with new variables) of the following quantified enforcer introduced by Döcker et al. [8, p. 9] Q 3 ={u, r, a}, {u, b, a}, {v, q, b}, {v, r, a}, {w, a, b}, {w, q, b}, where u, v, w, q, r are universal variables and a, b are existential variables, to obtain a quantified Boolean formula with the same number of existential and universal variables. Since Q 3 is a yes-instance [8, Lem. 3.2] , the resulting quantified Boolean formula is a yes-instance if and only if Φ ′′ is a yes-instance. Noting that the transformation is polynomial, we get the following theorem. The only difference in the reduction from Balanced ∀∃ 3-SAT-(2, 2, 2, 2) to obtain the first result is the last step. Here, we are not able to use the existing quantified enforcer Q 1 given in [8, p. 9] , since it introduces mixed clauses. For this reason, we adapt the quantified enforcer Q 3 as follows where u, v, w, q, r are universal variables and a, b, c, d are existential variables. Intuitively, we use two instances of Q 3 on the same universal variables but with different existential variables. Consider an arbitrary truth assignment β for the universal variables. Since Q 3 is a yes-instance we can find truth values β(a) and β(b) such that the top eight clauses in Q 1 mon are satisfied. Hence, for β(c) = β(a) and β(d) = β(b) we can satisfy all clauses in Q 1 mon . In other words, Q 1 mon is a yes-instance of ∀∃ 3-SAT that introduces 5 universal variables but only 4 existential variables (each of which appears exactly twice unnegated and exactly twice negated). Now, we can use multiple instances (each with new variables) of Q 1 mon to obtain a formula with the same number of existential and universal variables. Thus, we get the following theorem. 
