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Summary. The rate of convergence of the distribution function of a linear com-
bination n−1/2
∑n
j=1 cjnXj:n of order statistics of n independent and identically
distributed random variables with a common distribution function F to its normal
limit is investigated. Under the assumptions
|cjn| = O
(
n−α1
(
j
n
)−α2 (n− j + 1
n
)−α2)
,
|cjn − cj−1,n| = O
(
n−β1
(
j
n
)−β2 (n− j + 1
n
)−β2)
with some α1, β1 ∈ R, α2, β2 ≥ 0 and
|(F−1)′(x)| = O(x−κ(1− x)−κ)
with some 0 ≤ κ < 4/3 and appropriate moment conditions a Berry–Esseen bound
is given. If the coefficients are generated by a sequence of weight functions of a
special structure, then the rate is shown to be O(n−1/2). Finally, the result is
applied for a statistic, which is widely used in auditing.
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Stringer bound.
∗Research supported by the Limperg Institute, which is the Interuniversity Research Institute for
Accountancy in the Netherlands.
1
2 G. Pap and M. C. A. van Zuijlen
1. Motivation, discussion and outline
Let X1, X2, . . . , Xn be i.i.d. random variables concentrated on [0, 1] with a common
distribution function F . Let X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the corresponding order
statistics. The so–called Stringer bound is defined by
µ
(n)
ST = p0n +
n∑
j=1
(pn−j+1,n − pn−j,n)Xj:n,
where pjn, j = 0, 1, . . . , n− 1, is the unique solution of
j∑
k=0
(
n
k
)
pk(1− p)n−k = α
with some fixed α ∈ (0, 1), and pnn = 1. The Stringer bound is widely used in
auditing as a non-parametric 100(1 − α)% upper confidence bound for the common
mean µ = EX1. We refer to the papers of Anderson and Teitlebaum (1973), Leslie,
Teitlebaum and Anderson (1980), Statistical Models and Analysis in Auditing (1989),
Bickel (1992), Pap and Van Zuijlen (1994), (1996) and De Jager, Pap and Van Zuijlen
(1997). In Pap and Van Zuijlen (1996) the central limit theorem (CLT)
√
n(µ
(n)
ST − µn)
σ(X1)
D−→ N (0, 1), as n→∞
has been shown, where
D−→ denotes convergence in distribution, σ2(X1) = E(X1−EX1)2
denotes the variance of X1,
µn = µ+
1√
n
c(F )z1−α, c(F ) =
∫ 1
0
√
t(1− t) dF−1(t),
where Φ(z1−α) = 1− α with the standard normal distribution function Φ. We remark
that
Eµ(n)ST = µn +O(n−1), σ2(µ(n)ST ) = σ2(X1)n−1 + o(n−1),
hence we also have
µ
(n)
ST − Eµ(n)ST
σ(µ
(n)
ST )
D−→ N (0, 1), as n→∞.
We are interested in the rate of convergence in the above CLT, hence in
sup
x
∣∣∣∣∣∣P
µ
(n)
ST − Eµ(n)ST
σ(µ
(n)
ST )
≤ x
− Φ(x)
∣∣∣∣∣∣→ 0, as n→∞.
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Let us consider the following linear combinations of order statistics
Ln = n
−1/2
n∑
j=1
cjnXj:n, (1)
where cjn = n(pn−j+1,n − pn−j,n). Then µ(n)ST = p0n + n−1/2Ln, hence
∆n = sup
x
∣∣∣∣∣P
{
Ln − E(Ln)
σ(Ln)
≤ x
}
− Φ(x)
∣∣∣∣∣→ 0, as n→∞,
where σ2(Ln) = σ
2(X1) + o(1) is bounded from below. Corollary 4.2 in Van Zwet (1984)
does not provide a Berry–Esseen bound of order n−1/2, since
Lemma 1. We have
max
2≤j≤n
|cjn − cj−1,n| ≥ |cnn − cn−1,n| → c > 0, as n→∞,
which implies
n max
2≤j≤n
|cjn − cj−1,n| = n2 max
0≤k≤n−2
|pk+2,n − 2pk+1,n + pkn| → ∞, as n→∞.
The proof of this lemma is deferred to the Appendix.
The results of Bjerre (1977) are not applicable since he supposed that cjn = 0 if
j < γn or j > δn where 0 < γ < δ < 1. The results of Helmers (1981, 1982),
Helmers and Husˇkova´ (1984, 1986) and Serfling (1980) are also not applicable because
they assumed that the weights are of the form
cjn = J
(
j
n+ 1
)
or cjn = n
∫ j/n
(j−1)/n
J(t) dt
with a single weight function J : (0, 1)→ R. One can also consider the weights in (1) in
the form
cjn = n
∫ j/n
(j−1)/n
Jn(t) dt,
where {Jn} is a sequence of weight functions. Lemma 1 implies that limt→0 |J ′n(t)| =
+∞, thus the approach of Section 2.7 in Bentkus, Go¨tze and Van Zwet (1994) also
does not provide a Berry–Esseen bound of order n−1/2. The inconvenient property
of the coefficients in the Stringer bound, described in Lemma 1, is connected with the
asymptotic behaviour
cjn = n(pn−j+1,n − pn−j,n) = 1 + 2j − n− 1
2
√
nj(n− j + 1)
z1−α − 1
n
+O
(
n
j(n− j + 1)
)3/2
, (2)
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(see Pap and Van Zuijlen (1996)), which implies supn max1≤j≤n |cjn| <∞ and
cjn − cj−1,n = O
(
n
j(n− j + 1)
)3/2
,
but it does not imply
sup
n
n max
2≤j≤n
|cjn − cj−1,n| <∞.
We remark that Theorem 4.1 of Friedrich (1989) implies
sup
x
∣∣∣∣∣P
{
Ln − E(Ln)
σ(Ln)
≤ x
}
− Φ(x)
∣∣∣∣∣ ≤ CFn−1/2 for all n ∈ N
if E|X1|p < ∞ for some p > 4, but the dependence of the constant CF on the
underlying distribution is not clarified. In the present paper we will obtain Berry–Esseen
bounds for linear combinations of order statistics with coefficients having an asymptotic
structure similar to (2).
We start with a generalization of Van Zwet’s Berry–Esseen bound (1984, Corollary
4.2). We prove a result where the coefficients of the linear combinations of order statistics
are not necessarily generated by weight functions and where the dependence of the bound
on the coefficients and on the underlying distribution is also indicated. This theorem
provides a bound of order n−1/2 only if one can guarantee that σ2(Ln) (the variance
of Ln) is bounded from below. In particular we obtain a Berry–Esseen bound of order
n−1/2 for the Stringer statistic. We also give a statement concerning the convergence of
the sequence σ2(Ln) in the case where the coefficients are generated by a sequence of
weight functions having some special structure (covering the Stringer bound), together
with a central limit theorem.
Our starting point is Theorem 1.1 of Van Zwet (1984). We estimate the terms in his
Berry–Esseeen bound with the aid of Lemmas 3 and 4, which might be of independent
interest.
The paper is organized as follows. Section 2 contains the results. In Section 3 we will
give the proof of Theorem 1. In Section 4 we recall a strong law of large numbers due
to Van Zwet (1980), and give a corollary of this result, which we will need in Section 5,
where we prove the remaining theorems.
2. Results
Let X1, X2, . . . , Xn be i.i.d. random variables with a common distribution function F .
Let X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the corresponding order statistics. For real numbers
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c1n, c2n, . . . , cnn, n = 1, 2, . . ., we consider a sequence of normed linear combinations of
order statistics
Ln = n
−1/2
n∑
j=1
cjnXj:n.
For κ ≥ 0 let
KF (κ) := sup
0<x<1
xκ(1− x)κ|(F−1)′(x)|,
where F−1 is the quantile function of F . For convenience we will suppress the depen-
dence on κ in the notation KF (κ). Let
max
1≤j≤n
nα1
(
j
n
)α2 (n− j + 1
n
)α2
|cjn| = an,
max
2≤j≤n
nβ1
(
j
n
)β2 (n− j + 1
n
)β2
|cjn − cj−1,n| = bn,
where α1, β1 ∈ R and α2, β2 ≥ 0. We note that these values of the parameters are the
only cases of interest. (For instance, if α2 < 0, then one can use the result for α2 = 0.)
Suppose that
0 < σ2(Ln) <∞,
and let
∆n = sup
x
∣∣∣∣∣P
{
Ln − ELn
σ(Ln)
≤ x
}
− Φ(x)
∣∣∣∣∣ .
Theorem 1. Let 0 ≤ κ < 4/3. Then there exists an absolute constant C and
a constant c = c(α1, α2, β1, β2, κ) (depending on α1, α2, β1, β2 and κ but not
depending on n or F ) such that
∆n ≤ C
(
a3n
σ3(Ln)
(AnE|X1|3 + cA˜nK3F ) +
b2n
σ2(Ln)
(BnEX21 + cB˜nK2F )
)
n−1/2, (3)
where
An :=
 n
−3(α1−α2) if α1 ≥ α2,
0 if α1 < α2,
A˜n :=

n−3α1 if α1 < α2, α2 + κ < 43 ,
n−3α1 log3 n if α1 < α2, α2 + κ = 43 ,
n−3(α1−α2−κ)−4 if α1 < α2, α2 + κ > 43 ,
0 if α1 ≥ α2,
Bn :=
 n
−2(β1−β2−1) if β1 ≥ β2 + 1,
0 if β1 < β2 + 1,
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B˜n :=

n−2(β1−1) if β1 < β2 + 1, β2 + κ < 52 ,
n−2(β1−1) log n if β1 < β2 + 1, β2 + κ = 52 ,
n−2(β1−β2−κ)−3 if β1 < β2 + 1, β2 + κ > 52 ,
0 if β1 ≥ β2 + 1.
We note that Theorem 1 provides a Berry–Esseen bound of order n−1/2 if σ2(Ln) is
bounded from below, KF <∞, an and bn are bounded from above and
α1 >
(
α2 + κ− 4
3
)+
, β1 >
(
β2 + κ− 5
2
)+
+ 1.
(If α2 + κ 6= 4/3 then α1 = (α2 + κ− 4/3)+ is also allowed, and a similar remark can
be formulated for β1.)
Friedrich (1985, 1989) imposed an extra condition of the type
|cjn − 2cj−1,n + cj−2,n| = O
(
n−γ1
(
j
n
)−γ2 (n− j + 1
n
)−γ2)
.
In Theorem 4.1 in Friedrich (1989) the special case α1 = 0, β1 = 1, γ1 = 2 and
δ := α2 = β2 − 1 = γ2 − 2 ∈ (0, 1/4) has been considered. Under the moment conditions
E|X1|p < ∞ with some p > 4/(1 − 4δ) and σ2(Ln) > 0 he proved a Berry–Esseen
bound ∆n = O(n−1/2) without specifying the dependence of the constant (hidden in
O(n−1/2)) on the parameter δ and on the underlying distribution.
The function
1
(F−1)′(x)
= F ′(F−1(x))
is called the density quantile function of the distribution F , hence KF (κ) < ∞ is
related with the tail behaviour of the distribution F (cf. Parzen (1979)) . If the left
and right tail exponent of the distribution F are γ1 and γ2, respectively, then
(F−1)′(x) = L(x)x−γ1(1− x)−γ2,
where L : (0, 1) → R is slowly varying from the right at x = 0 and from the left
at x = 1. We remark that KF (0) < ∞ in the case of the uniform distribution,
and KF (1) < ∞ in the case of the normal, exponential, Weibull, extreme value and
logistic distributions. Note also that in the case of the lognormal distribution we have
KF (κ) < ∞ only if κ > 1. In the case of the Cauchy distribution KF (κ) < ∞ if
κ ≥ 2.
We remark the connection with the refined Parzen classification of distribution func-
tions (see Schuster (1984)): if KF (κ) <∞ with some κ < 1 then the distribution has
Berry–Esseen bound for L–statistics 7
short or medium–short tails; if KF (1) <∞ then the distribution has medium–medium
tails; if one of the tails of the distribution is medium–long or long then KF (1) = ∞.
(The connection with the extreme value index of the distribution — classifying the types
of distributions leading to the three possible limiting distributions of extremes — is not
clear yet.)
We remark also that if KF (κ) < ∞ for some κ ∈ [0, 1] then the existence of all
moments of the underlying distribution is guaranteed. If KF (κ) < ∞ for some κ > 1
then E|X1|p <∞ for p < 1/(κ− 1).
We can apply Theorem 1 for the Stringer bound µ
(n)
ST defined in Section 1:
Corollary 1. Let 0 ≤ κ < 4/3. Then there exists an absolute constant C and a
constant c = c(κ) (depending on κ but not depending on n or F ) such that for the
Stringer bound we have
∆n ≤ C
(
E|X1|3
σ3(Ln)
+
c(κ)K2F (κ)B˜n)
σ2(Ln)
)
n−1/2, (4)
where
B˜n =

n−1 if κ < 1,
n−1 log n if κ = 1,
n2κ−3 if 1 < κ < 4/3.
If KF (κ) <∞ then the leading term of the bound is the first term (which has the classical
form) since the second term in the parentheses is of order O(n−1/3) for all 0 ≤ κ < 4/3.
Next we prove a CLT together with convergence of σ2(Ln). Consider sequences of
linear combinations of order statistics of the following form:
Ln = n
−1/2
n∑
j=1
cjnXj:n, L̂n = n
−1/2
n∑
j=1
ĉjnXj:n,
where
cjn = n
∫ j/n
(j−1)/n
Jn(t) dt, ĉjn = Jn
(
j
n+ 1
)
and the weight functions Jn : (0, 1)→ R, n = 1, 2, . . ., have the form:
Jn(t) =
k∑
i=0
ϕi(t)n
−δi, ϕi(t) = t−γi(1− t)−γiψi(t) (5)
with some functions ψi : (0, 1)→ R, i = 0, 1, . . . , k, and with 0 = δ0 < δ1 < · · · < δk.
Theorem 2. Suppose that
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(i) δ0 = 0, 1/2 ≤ δ1 < δ2 < · · · < δk, and 0 ≤ γi < δi + 1/2, i = 0, 1, . . . , k,
(ii) we have
|ψ0(s)− ψ0(t)| ≤ Λ0|s− t|λ0
for all 0 < s < t < 1 and for some λ0 > 1/2 and Λ0 ≥ 0,
(iii) ψ1, . . . , ψk are bounded and Lebesgue measurable,
(iv) E|X1|m <∞ for some
m > max
0≤i≤k
(
1
2
− γi + δi
)−1
.
Then
Ln − ELn D−→ N (0, σ2(ϕ0, F ))
and
lim
n→∞σ
2(Ln) = σ
2(ϕ0, F ),
where
σ2(ϕ0, F ) =
∫ 1
0
∫ 1
0
ϕ0(s)ϕ0(t)(s ∧ t− st) dF−1(s) dF−1(t).
Moreover, under the extra condition
(v) we have
|ψ1(s)− ψ1(t)| ≤ Λ1|s− t|λ1
for all 0 < s < t < 1 and for some λ1 > 0 and Λ1 ≥ 0
we also have
L̂n − EL̂n D−→ N (0, σ2(ϕ0, F ))
and
lim
n→∞σ
2(L̂n) = σ
2(ϕ0, F ).
We mention that central limit theorems in the case of sequences of weight functions can
also be found in Shorack and Wellner (1986, Theorem 1 and 6 in Chapter 19). However,
these results cannot be applied in general in the situation considered in Theorem 2.
Furthermore we note that in the special case of Theorem 2 where k = 0 we have a single
weight function and our Theorem 2 is slightly weaker than Theorem 1 in Mason (1981).
Next we will prove a Berry-Esseen bound for Ln. Clearly a similar result holds for
L̂n.
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For i = 0, 1, . . . , k let
sup
0<x<y<1
|x− y|−λi |ψi(x)− ψi(y)| = Λi
with some 0 ≤ λi ≤ 1.
Theorem 3. Let 0 ≤ κ < 4/3 and 0 ≤ γi < 1, i = 1, . . . , k. Then there exists an
absolute constant C and a constant c = c(κ, λi, δi, γi; i ∈ {0, 1, . . . , k}) (depending on
κ, λi, δi, γi; i ∈ {0, 1, . . . , k}, but not depending on n or F ) such that
∆n ≤ C
n1/2
(
1
σ3(Ln)
k∑
i=0
‖ψi‖3∞
(1− γi)3
(
AinE|X1|3 + cA˜inK3F
)
+
+
1
σ2(Ln)
k∑
i=0
{
Λ2i
(
BinEX21 + cB˜inK2F
)
+ (6)
+
‖ψi‖2∞
(1− γi)2
(
DinEX21 + cD˜inK2F
)})
,
where
Ain :=
 n
−3(δi−γi) if δi ≥ γi,
0 if δi < γi,
A˜in :=

n−3δi if δi < γi, γi + κ < 43 ,
n−3δi log3 n if δi < γi, γi + κ = 43 ,
n−3(δi−γi−κ)−4 if δi < γi, γi + κ > 43 ,
0 if δi ≥ γi,
Bin :=
 n
−2(δi+λi−γi−1) if δi + λi ≥ γi + 1,
0 if δi + λi < γi + 1,
B˜in :=

n−2(δi+λi−1) if δi + λi < γi + 1, γi + κ < 52 ,
n−2(δi+λi−1) log n if δi + λi < γi + 1, γi + κ = 52 ,
n−2(δi+λi−γi−κ)−1 if δi + λi < γi + 1, γi + κ > 52 ,
0 if δi + λi ≥ γi + 1,
Din :=
 n
−2(δi−γi−1) if δi ≥ γi + 1,
0 if δi < γi + 1,
D˜in :=

n−2δi if δi < γi + 1, γi + κ < 32 ,
n−2δi log n if δi < γi + 1, γi + κ = 32 ,
n−2(δi−γi−κ)−3 if δi < γi + 1, γi + κ > 32 ,
0 if δi ≥ γi + 1.
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We note that Theorem 3 provides a Berry–Esseen bound of order n−1/2 if the condi-
tions of Theorem 2 hold, σ2(ϕ0, F ) > 0, KF ,Λ0,Λ1, . . . ,Λk <∞, and for i = 0, 1, . . . , k
δi > max
{(
γi + κ− 4
3
)+
,
(
γi + κ− 5
2
)+
+ 1− λi
}
.
(In some cases equality is also allowed; see the note after Theorem 1.) From Theorem
3 one might have the feeling that the speed of convergence can be better than n−1/2.
However for i = 0 we have necessarily δ0 = 0 and 0 ≤ γ0 < 1/2. Hence if
γ0 = 0 then in the case λ0 = 1 we have B0n = 1, and in the case λ0 < 1 we have
B˜0n = n
2(1−λ0) ≥ 1. If 0 < γ0 < 1/2 then the inequalities λ0 < γ0 +1 and γ0 +κ < 5/2
imply B˜0n = n
2(1−λ0) ≥ 1. Consequently, indeed, the speed of convergence n−1/2 cannot
be improved.
Helmers (1981, 1982) covered the case where k = 0, γ0 = 0 and λ0 = 1. Helmers
and Husˇkova´ (1984, 1986) have considered essentially the case where k = 0, 0 ≤ κ < 5/4
and |φ′′0(t)| ≤ ct−2(1− t)−2 for 0 < t < 1.
3. The proof of Theorem 1
For the proof of Theorem 1 we need some preparations.
Lemma 2. Let y ∈ R. Then there exist constants c1(y) > 0 and c2(y) > 0 (depending
only on y) such that for all k ∈ N with k > −y we have
c1(y)k
y ≤ Γ(k + y)
Γ(k)
≤ c2(y)ky.
Proof. By Stirling’s formula we have for fixed a ∈ R
log Γ(x+ a) =
(
x+ a− 1
2
)
log x− x+ 1
2
log 2pi +O(x−1), as x→∞,
and consequently, for fixed y ∈ R,
log Γ(k + y)− log Γ(k)− y log k = O(k−1), as k →∞.
Hence
lim
k→∞
(log Γ(k + y)− log Γ(k)− y log k) = 0,
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which implies
lim
k→∞
k−y
Γ(k + y)
Γ(k)
= 1,
from which the assertion follows. 2
Let U1, U2, . . . , Un be i.i.d. random variables with a common uniform distribution on
(0, 1). We take U0:n = 0, Un+1:n = 1. For r, s > 0 let br,s be the beta density
br,s(x) =
xr−1(1− x)s−1
b(r, s)
, 0 < x < 1,
where
b(r, s) =
∫ 1
0
xr−1(1− x)s−1 dx = Γ(r)Γ(s)
Γ(r + s)
is the beta function.
The following lemmas will be used intensively and might be of independent interest.
Lemma 3. For every γ, δ ∈ R there exist constants c1(γ, δ) > 0 and c2(γ, δ) > 0
(depending only on γ and δ) such that for all n ∈ N and j ∈ {1, . . . , n} with
−γ < j < n+ δ + 1 we have
c1(γ, δ)
(
j
n
)γ (n− j + 1
n
)δ
≤ EUγj:n(1− Uj:n)δ ≤ c2(γ, δ)
(
j
n
)γ (n− j + 1
n
)δ
.
Proof. We have
EUγj:n(1− Uj:n)δ =
∫ 1
0
xγ(1− x)δbj,n−j+1(x) dx =
=
Γ(n+ 1)
Γ(j)Γ(n− j + 1) ·
Γ(j + γ)Γ(n− j + 1 + δ)
Γ(n+ 1 + γ + δ)
,
hence by Lemma 2 the proof can be completed. 2
Lemma 4. For every γ, δ ∈ R there exists a constant c(γ, δ) > 0 (depending only on
γ and δ) such that for all n ∈ N and
(i) j ∈ {2, . . . , n} with −2γ − 1 < j < n+ 2δ + 3,
(ii) j = 1 with −2γ − 1 < j < n+ 2δ + 1,
(iii) j = n+ 1 with −2γ + 1 < j < n+ 2δ + 3
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we have √√√√E(∫ Uj:n
Uj−1:n
xγ(1− x)δ dx
)2
≤ c(γ, δ) 1
n
(
j
n
)γ (n− j + 2
n
)δ
.
Proof. First let j ∈ {2, . . . , n} and γ > 0, δ > 0 with −2γ + 1 < j < n + 2δ + 1.
Then the function x 7→ xγ(1 − x)δ is monotone increasing on [0, x0] and monotone
decreasing on [x0, 1], where x0 = γ/(γ + δ). For some cγδ > 0 we have
E
(∫ Uj:n
Uj−1:n
xγ(1− x)δ dx
)2
≤
≤ E(Uj:n − Uj−1:n)2
(
U2γj−1:n(1− Uj−1:n)2δ + U2γj:n(1− Uj:n)2δ
)
+ (7)
+ cγδE
{
(Uj:n − Uj−1:n)2
∣∣∣ Uj−1:n < x0 < Uj:n}P {Uj−1:n < x0 < Uj:n} .
Using that Uj−1:n/Uj:n and Uj:n are independent random variables and Uj−1:n/Uj:n
D
=
Uj−1:j−1 (see Corollary 1.6.3 in Reiss (1989)), and applying Lemma 3 we obtain
E(Uj:n − Uj−1:n)2U2γj:n(1− Uj:n)2δ = E
(
1− Uj−1:n
Uj:n
)2
U2γ+2j:n (1− Uj:n)2δ =
= E(1− Uj−1:j−1)2EU2γ+2j:n (1− Uj:n)2δ = O
(
1
(j − 1)2
j2γ+2(n− j + 1)2δ
n2γ+2δ+2
)
=
= O
(
j2γ(n− j + 2)2δ
n2γ+2δ+2
)
. (8)
In a similar way using that (1 − Uj:n)/(1 − Uj−1:n) and 1 − Uj−1:n are independent
random variables and (1− Uj:n)/(1− Uj−1:n) D= 1− Un−j+1:n−j+1 (see Corollary 1.6.2 in
Reiss (1989)), and applying again Lemma 3 we obtain
E(Uj:n − Uj−1:n)2U2γj−1:n(1− Uj−1:n)2δ = E
(
Uj:n − Uj−1:n
1− Uj−1:n
)2
U2γj−1:n(1− Uj−1:n)2δ+2 =
= EU2n−j+1:n−j+1EU
2γ
j−1:n(1− Uj−1:n)2δ+2 = O
(
j2γ(n− j + 2)2δ
n2γ+2δ+2
)
. (9)
For 0 < u < x0 < v < 1 we have
P {Uj−1:n < u,Uj:n > v |Uj−1:n < x0 < Uj:n} = u
j−1(1− v)n−j+1
xj−10 (1− x0)n−j+1
,
consequently the conditional density of (Uj−1:n, Uj:n) with respect to the condition
{Uj−1:n < x0 < Uj:n} has the form
(u, v) 7→

(j − 1)(n− j + 1) uj−2(1−v)n−j
xj−10 (1−x0)n−j+1
for 0 < u < x0 < v < 1,
0 otherwise.
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Using this conditional density, straightforward but somewhat tedious computations show
that
E
{
(Uj:n − Uj−1:n)2|Uj−1:n < x0 < Uj:n
}
= O
(
n2
j2(n− j + 1)2
)
. (10)
Moreover,
P {Uj−1:n < x0 < Uj:n} =
(
n
j − 1
)
xj−10 (1− x0)n−j+1 =
= x−10 (1− x0)−1
j(n− j + 2)
(n+ 1)(n+ 2)
(
n+ 2
j
)
xj0(1− x0)n−j+2 ≤
≤ x−10 (1− x0)−1
j(n− j + 2)
(n+ 1)(n+ 2)
= O
(
j(n− j + 1)
n2
)
.
In a similar way one can show for arbitrary k ∈ N
P {Uj−1:n < x0 < Uj:n} = O
(
jk(n− j + 1)k
n2k
)
. (11)
Collecting the estimates from (7), (8), (9), (10) and (11) we conclude the statement for
j ∈ {2, . . . , n}, γ > 0, δ > 0 and −2γ + 1 < j < n+ 2δ + 1. In the cases where γ ≤ 0
or δ ≤ 0 the proof can be carried out in the same way.
If j ∈ {2, . . . , n}, γ 6= −1, δ ≤ 0 and −2γ− 1 < j ≤ −2γ+ 1, j < n+ 2δ+ 1 then
in an analogous way we obtain
E
(∫ Uj:n
Uj−1:n
xγ(1− x)δ dx
)2
≤ (γ + 1)−2E(Uγ+1j:n − Uγ+1j−1:n)2(1− Uj:n)2δ =
= (γ + 1)−2E
(
1− U
γ+1
j−1:n
Uγ+1j:n
)2
EU2γ+2j:n (1− Uj:n)2δ = O
(
j2γ(n− j + 1)2δ
n2γ+2δ+2
)
,
since
E
(
1− U
γ+1
j−1:n
Uγ+1j:n
)2
= E(1− Uγ+1j−1:j−1)2 =
2(γ + 1)2
(j + γ)(j + 2γ + 1)
.
If j ∈ {2, . . . , n}, γ = −1, δ ≤ 0 and −2γ − 1 < j ≤ −2γ + 1, j < n+ 2δ + 1 then
E
(∫ Uj:n
Uj−1:n
x−1(1− x)δ dx
)2
≤ E(logUj:n − logUj−1:n)2(1− Uj:n)2δ =
= E
(
log
Uj−1:n
Uj:n
)2
E(1− Uj:n)2δ = O
(
j−2(n− j + 1)2δ
n2δ
)
,
since
E
(
log
Uj−1:n
Uj:n
)2
= E(logUj−1:j−1)2 =
2
(j − 1)2 .
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Since the case δ > 0 is similar, we conclude the statement for j ∈ {2, . . . , n}, −2γ−1 <
j ≤ −2γ + 1 and j < n+ 2δ + 1.
If j ∈ {2, . . . , n} and n+ 2δ + 1 ≤ j < n+ 2δ + 3, j > −2γ + 1 then again similar
arguments can be used.
Let now j = 1 with −2γ− 1 < j < n+ 2δ+ 1. The condition j > −2γ− 1 implies
γ > −1. If δ ≤ 0 then by Lemma 3
E
(∫ U1:n
0
xγ(1− x)δ dx
)2
≤ E
(
(1− U1:n)δ
∫ U1:n
0
xγ dx
)2
=
= (γ + 1)−2EU2γ+21:n (1− U1:n)2δ = O(n−2γ−2).
If δ > 0 then
E
(∫ U1:n
0
xγ(1− x)δ dx
)2
≤ E
(∫ U1:n
0
xγ dx
)2
= (γ + 1)−2EU2γ+21:n = O(n−2γ−2).
The case j = n+ 1 can be handled as the case j = 1, so that the proof is completed. 2
Proof of Theorem 1. We shall find it convenient to introduce i.i.d. random variables
U1, U2, . . . , Un with a common uniform distribution on (0, 1) and pretend that Xj =
F−1(Uj) for j = 1, . . . , n. We take X0:n = −∞, Xn+1:n = +∞. The rank of Uj
among U1, . . . , Un will be denoted by Rj, and we define
K1 = min{Rn−1, Rn}, K2 = max{Rn−1, Rn}.
Furthermore we define the functions H1j, H2j for j = 1, . . . , n and M0, M1, M2 by
H1j(x) =
∫ x
0
ybj,n−j+1(y) dF−1(y), H2j(x) =
∫ 1
x
(1− y)bj,n−j+1(y) dF−1(y),
M0(x) =
∫ x
−∞
F 2(y) dy, M1(x) =
∫ x
−∞
F (y)(1− F (y)) dy, M2(x) =
∫ ∞
x
(1− F (y))2 dy.
From Theorem 1.1 of Van Zwet (1984) we have
∆n ≤ C
(
E|W |3
σ3(Ln)
+
EZ2
σ2(Ln)
)
n−1/2, (12)
where
W =
1
n
n∑
j=1
cjn(H1j(U1)−H2j(U1)),
Z = n
K1∑
j=1
(cj+1,n − cjn)(M0(Xj:n)−M0(Xj−1:n))−
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−n
K2−1∑
j=K1
(cj+1,n − cjn)(M1(Xj+1:n)−M1(Xj:n))−
−n
n−1∑
j=K2−1
(cj+1,n − cjn)(M2(Xj+2:n)−M2(Xj+1:n)) =
= Z0 + Z1 + Z2.
First we estimate E|W |3. If α1 ≥ α2 then
|cjn| ≤ ann−(α1−α2),
and using the estimation in Corollary 4.2 in Van Zwet (1984) we obtain
E|W |3 ≤ Ca3nn−3(α1−α2)E|X1|3.
Now let us consider the case α1 < α2. First note that by Lemma 2
E
∫ U1
0
bj+1,n−j+1(y) dF−1(y) =
∫ 1
0
∫ x
0
bj+1,n−j+1(y) dF−1(y) dx =
=
∫ 1
0
(1− y)bj+1,n−j+1(y) dF−1(y)
≤ KF Γ(n+ 2)
Γ(j + 1)Γ(n− j + 1)
∫ 1
0
yj−κ(1− y)n−j+1−κ dy
= KF
Γ(n+ 2)
Γ(j + 1)Γ(n− j + 1)
Γ(j + 1− κ)Γ(n− j + 2− κ)
Γ(n+ 3− 2κ)
= KFO
(
n2κ−1j−κ(n− j + 1)1−κ
)
= KFO
((
j
n
)−κ (n− j + 1
n
)1−κ)
.
In the same way for j = 1, . . . , n− 1 we have∫ 1
0
bj+1,n−j+1(y) dF−1(y) = O
((
j
n
)−κ (n− j + 1
n
)−κ)
,
hence we obtain
E|H1j(U1)|3 =
(
j
n+ 1
)3
E
∣∣∣∣∣
∫ U1
0
bj+1,n−j+1(y) dF−1(y)
∣∣∣∣∣
3
≤
≤
(
j
n+ 1
)3 (∫ 1
0
bj+1,n−j+1(y) dF−1(y)
)2
E
∣∣∣∣∣
∫ U1
0
bj+1,n−j+1(y) dF−1(y)
∣∣∣∣∣ =
= K3FO
((
j
n
)3−3κ (n− j + 1
n
)1−3κ)
.
The statement above also holds for j = n, since the condition κ < 4/3 implies
E
∣∣∣∣∣
∫ U1
0
bj+1,n−j+1(y) dF−1(y)
∣∣∣∣∣
3
= K3FO
(
n3κ−1
)
, (13)
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as will be proved in the Appendix.
Similarly,
E|H2j(U1)|3 = K3FO
((
j
n
)1−3κ (n− j + 1
n
)3−3κ)
,
hence
E|H1j(U1)−H2j(U1)|3 = K3FO
((
j
n
)1−3κ (n− j + 1
n
)1−3κ)
.
Thus
E|W |3 ≤
an n∑
j=1
n−1−α1
(
j
n
)−α2 (n− j + 1
n
)−α2
3
√
E|H1j(U1)−H2j(U1)|3
3 =
= a3nK
3
FO
n−1−α1 n∑
j=1
(
j
n
)1/3−α2−κ (n− j + 1
n
)1/3−α2−κ3 = a3nK3FO(A˜n).
Now we begin to analyse EZ2. If β1 ≥ β2 + 1 then
|cjn − cj−1,n| ≤ bnn−(β1−β2),
and using the estimation in Corollary 4.2 in Van Zwet (1984) we obtain
EZ2 ≤ Cb2nn−2(β1−β2−1)EX21 .
Let us consider the case β1 < β2 + 1. For j = 1, . . . , n− 1 by Lemma 4
E
(∫ Uj:n
Uj−1:n
x2 dF−1(x)
)2
≤ K2FE
(∫ Uj:n
Uj−1:n
x2−κ(1− x)−κ dx
)2
= K2FO
(
1
n2
(
j
n
)4−2κ (
1− j
n
)−2κ)
,
hence √
E(M0(Xj:n)−M0(Xj−1:n))2 = KFO
(
1
n
(
j
n
)2−κ (
1− j
n
)−κ)
. (14)
In a similar way we obtain for 1 ≤ j ≤ n− 1
√
E(M1(Xj+1:n)−M1(Xj:n))2 = KFO
(
1
n
(
j
n
)1−κ (
1− j
n
)1−κ)
, (15)
√
E(M2(Xj+2:n)−M2(Xj+1:n))2 = KFO
(
1
n
(
j
n
)−κ (
1− j
n
)2−κ)
. (16)
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First we estimate EZ21 . Since the order statistics are independent of the ranks we
have
EZ21 =
n−1∑
k1=1
n∑
k2=k1+1
E{Z21 |K1 = k1, K2 = k2}P{K1 = k1, K2 = k2} =
=
2n
n− 1
n−1∑
k1=1
n∑
k2=k1+1
E
k2−1∑
j=k1
(cj+1,n − cjn)(M1(Xj+1:n)−M1(Xj:n))
2 . (17)
By (15)√√√√√E
k2−1∑
j=k1
(cj+1,n − cjn)(M1(Xj+1:n)−M1(Xj:n))
2 ≤
≤ bnn−β1
k2−1∑
j=k1
(
j
n
)−β2 (n− j + 1
n
)−β2 √
E(M1(Xj+1:n)−M1(Xj:n))2 =
= KF bnn
−β1O
1
n
k2−1∑
j=k1
(
j
n
)1−β2−κ (
1− j
n
)1−β2−κ ,
thus
EZ21 ≤ K2F b2nE1,
where
E1 = O
 1
n2(1+β1)
n−1∑
k1=1
n∑
k2=k1+1
k2−1∑
j=k1
(
j
n
)1−β2−κ (
1− j
n
)1−β2−κ2
 .
We have
n−1
k2−1∑
j=k1
(
j
n
)1−β2−κ (
1− j
n
)1−β2−κ
=

O(1) if β2 + κ < 2,
O
(
log k2
n−k2 − log k1n−k1
)
if β2 + κ = 2,
O
((
k1
n
)2−β2−κ
+
(
1− k2
n
)2−β2−κ)
if β2 + κ > 2.
In the case β2 + κ < 2 we have
E1 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
1
 = O(n−2(β1−1)).
In the case β2 + κ = 2
E1 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
(
log
k2
n− k2 + log
k1
n− k1
)2 = O(n−2(β1−1)),
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since ∫ 1
0
∫ 1
x1
(
log
x2
1− x2 − log
x1
1− x1
)2
dx2 dx1 <∞.
In the case β2 + κ > 2
E1 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
(k1
n
)2−β2−κ
+
(
1− k2
n
)2−β2−κ2

=

O(n−2(β1−1)), if 2 < β2 + κ < 52 ,
O(n−2(β1−1) log n), if β2 + κ = 52 ,
O(n−2(β1−β2−κ)−3), if β2 + κ > 52 .
Now in a similar way we estimate EZ20 . By (14)√√√√√E
 k1∑
j=1
(cj+1,n − cjn)(M0(Xj:n)−M0(Xj−1:n))
2 =
= KF bnn
−β1O
 1
n
k1∑
j=1
(
j
n
)2−β2−κ (
1− j
n
)−β2−κ ,
thus
EZ20 ≤ K2F b2nE0,
where
E0 = O
 1
n2(1+β1)
n−1∑
k1=1
n∑
k2=k1+1
 k1∑
j=1
(
j
n
)2−β2−κ (
1− j
n
)−β2−κ2
 .
We have
1
n
k1∑
j=1
(
j
n
)2−β2−κ (
1− j
n
)−β2−κ
=

O(1) if β2 + κ < 1,
O
(
log n
n−k1
)
if β2 + κ = 1,
O
((
1− k1
n
)1−β2−κ)
if 1 < β2 + κ < 3,
O
(
log n+
(
1− k1
n
)−2)
if β2 + κ = 3,
O
(
nβ2+κ−3 +
(
1− k1
n
)1−β2−κ)
if β2 + κ > 3.
If β2 + κ < 1 then
E0 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
1
 = O(n−2(β1−1)).
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If β2 + κ = 1
E0 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
log2
(
1− k1
n
) = O(n−2(β1−1)),
since ∫ 1
0
∫ 1
x1
log2(1− x1) dx2 dx1 <∞.
In the case 1 < β2 + κ < 3
E0 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
(
1− k1
n
)2−2β2−2κ = O(n−2(β1−1)).
In the case β2 + κ = 3
E0 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
log2 n+ (1− k1
n
)−4 = O(n−2(β1−1) log2 n).
In the case β2 + κ > 3
E0 = O
n−2β1 n−1∑
k1=1
n∑
k2=k1+1
n2β2+2κ−6 + (1− k1
n
)2−2β2−2κ = O(n−2(β1−β2+2−κ)).
Collecting the estimates we obtain
E0 =

O(n−2(β1−1)), if β2 + κ < 3,
O(n−2(β1−1) log2 n), if β2 + κ = 3,
O(n−2(β1−β2+2−κ)), if β2 + κ > 3.
Because of symmetry the behaviour of EZ22 is the same. By
max{E0, E1} =

O(n−2(β1−1)), if β2 + κ < 52 ,
O(n−2(β1−1) log n), if β2 + κ = 52 ,
O(n−2(β1−β2−κ)−3), if β2 + κ > 52
the proof is complete. 2
4. A law of large numbers for linear combinations of
functions of order statistics
In order to prove Theorem 2 and 3 we need a strong law of large numbers due to Van
Zwet (1980) together with a corollary.
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Let g : (0, 1) → R be a Borel measurable function, and define gn : (0, 1) → R,
n = 1, 2, . . ., by
gn(t) = g(U[nt]+1:n),
where [x] denotes the integer part of x. For 1 < p < ∞, Lp is the Banach space of
Lebesgue measurable functions f : (0, 1)→ R with finite norm ‖f‖p =
(∫ 1
0 |f(t)|p dt
)1/p
.
Let Kn ∈ Lp, n = 1, 2, . . .. Consider∫ 1
0
Kn(t)(gn(t)− g(t)) dt =
n∑
j=1
g(Uj:n)
∫ j/n
(j−1)/n
Kn(t) dt−
∫ 1
0
Kn(t)g(t) dt.
Recall a part of the statements of Theorem 2.1 and Corollary 2.1 in Van Zwet (1980):
Theorem A. Let 1 < p <∞, p−1 + q−1 = 1. If
(i) supn ‖Kn‖p <∞,
(ii) ‖g‖q <∞,
then
lim
n→∞
∫ 1
0
Kn(t)(gn(t)− g(t)) dt = 0 with probability 1.
If, in addition, we assume that there exists a function K ∈ Lp such that
(iii) limn→∞
∫ t
0 Kn(s) ds =
∫ t
0 K(s) ds for every t ∈ (0, 1),
then
lim
n→∞
∫ 1
0
Kn(t)gn(t) dt =
∫ 1
0
K(t)g(t) dt with probability 1.
One can deduce easily that the convergence
∫ 1
0 Kn(t)gn(t) dt →
∫ 1
0 K(t)g(t) dt holds
also in Lq(Ω,A,P), where (Ω,A,P) is the underlying probability space.
Lemma 5. Suppose that the conditions (i), (ii) and (iii) of Theorem A are satisfied.
Then
lim
n→∞E
∣∣∣∣∫ 1
0
Kn(t)gn(t) dt−
∫ 1
0
K(t)g(t) dt
∣∣∣∣q = 0.
Proof. Conditions (ii) and (iii) imply that
∫ 1
0 Kn(t)g(t) dt →
∫ 1
0 K(t)g(t) dt, hence it
is sufficient to prove that limn→∞ E
∣∣∣∫ 10 Kn(t)(gn(t)− g(t)) dt∣∣∣q = 0. Ho¨lder’s inequality
yields ∣∣∣∣∫ 1
0
Kn(t)(gn(t)− g(t)) dt
∣∣∣∣ ≤ ‖Kn‖p · ‖gn − g‖q,
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hence
E
∣∣∣∣∫ 1
0
Kn(t)(gn(t)− g(t)) dt
∣∣∣∣q ≤ ‖Kn‖qp · E‖gn − g‖qq.
Obviously
E‖gn‖qq = E
∫ 1
0
|gn(t)|q dt = n−1
n∑
j=1
E|g(Uj)|q = E|g(U1)|q =
∫ 1
0
|g(t)|qdt = ‖g‖qq.
As in the proof of Theorem 2.1 in Van Zwet (1980) we obtain that ‖gn − g‖q → 0 with
probability 1, thus by Vitali’s theorem E‖gn − g‖qq → 0. 2
5. The proof of the remaining theorems
Proof of Theorem 2. The proof will be given only in the case δ1 = 1/2. The case
δ1 > 1/2 is simpler and can be treated in a similar way.
Let us define the step functions J˜n : (0, 1)→ R and ϕ˜in : (0, 1)→ R, i = 0, 1, . . . , k,
n = 1, 2, . . ., for (j − 1)/n < t ≤ j/n, j = 1, . . . , n by
J˜n(t) = n
∫ j/n
(j−1)/n
Jn(t) dt = cjn, ϕ˜in(t) = n
∫ j/n
(j−1)/n
ϕi(t) dt.
We have
Ln = n
1/2
∫ 1
0
J˜n(t)F−1n (t) dt =
= n1/2
∫ 1
0
ϕ˜0n(t)F−1n (t) dt+
∫ 1
0
ϕ˜1n(t)F−1n (t) dt+
+O
n−1/2 k∑
i=2
n−δi
n∑
j=1
(
j
n
)−γi (n− j + 1
n
)−γi
|Xj:n|
 ,
where Fn denotes the empirical distribution function based on X1, . . . , Xn:
Fn(t) = n−1
n∑
j=1
1(−∞,t)(Xj),
and F−1n is the quantile function of Fn. Using Ho¨lder’s inequality with q = m,
p−1 + q−1 = 1, and the law of large numbers we obtain for i = 2, . . . , k
n−1/2−δi
n∑
j=1
(
j
n
)−γi (n− j + 1
n
)−γi
|Xj:n|
≤ n−1/2−δi
 n∑
j=1
(
j
n
)−γip (n− j + 1
n
)−γip1/p n∑
j=1
|Xj|q
1/q = O(ωin) w.p.1,
22 G. Pap and M. C. A. van Zuijlen
where
ωin =

n
1
m
− 1
2
+γi−δi if γip > 1,
n
1
2
−δi(log n)γi if γip = 1,
n
1
2
−δi if γip < 1.
Hence we conclude
Ln = n
1/2
∫ 1
0
ϕ˜0n(t)F−1n (t) dt+
∫ 1
0
ϕ˜1n(t)F−1n (t) dt+O
(
k∑
i=2
ωin
)
w.p.1. (18)
We remark that the conditions (i) and (iv) implies ωin = o(1) for i = 2, . . . , k.
Now we apply Theorem A and Lemma 5 with g = F−1, q = m, K = ϕ1 and
Kn = ϕ˜1n. First we check the conditions. Straightforward calculation leads for some
c > 0 to
|Kn(t)| ≤ c‖ψ1‖∞
(
j
n
)−γ1 (n− j + 1
n
)−γ1
for j−1
n
< t ≤ j
n
, j = 1, . . . , n,
which implies for some c˜ > 0
‖Kn‖pp ≤ c˜‖ψ1‖p∞
∫ 1
0
t−γ1p(1− t)−γ1p dt <∞,
since q = m > (1− γ1)−1 implies γ1p < 1. Moreover, ‖g‖qq = E|X1|q = E|X1|m < ∞.
By the help of the equality∫ j/n
(j−1)/n
ϕ˜1n(u) du =
∫ j/n
(j−1)/n
ϕ1(u) du
we have for (j − 1)/n < t ≤ j/n∣∣∣∣∫ t
0
Kn(u) du−
∫ t
0
K(u) du
∣∣∣∣ ≤ ∫ j/n
(j−1)/n
|ϕ1(u)| du = ‖ψ1‖∞O
(
n−1t−γ1(1− t)−γ1
)
,
which implies that condition (iii) holds. Hence we can use Theorem A and Lemma 5 and
obtain
lim
n→∞
∫ 1
0
ϕ˜1n(t)F−1n (t) dt = µ(ϕ1, F ) w.p.1 (19)
and
lim
n→∞E
∣∣∣∣∫ 1
0
ϕ˜1n(t)F−1n (t) dt− µ(ϕ1, F )
∣∣∣∣m = 0, (20)
where
µ(ϕi, F ) =
∫ 1
0
ϕi(t)F
−1(t) dt.
Combining (18) and (19) we get
Ln = n
1/2
∫ 1
0
ϕ˜0n(t)F−1n (t) dt+ µ(ϕ1, F ) + o(1) w.p.1. (21)
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The conditions 0 ≤ γ0 < 1/2 and m > (1/2 − γ0)−1 imply m > 2, hence by (20) we
obtain
lim
n→∞E
∫ 1
0
ϕ˜1n(t)F−1n (t) dt = µ(ϕ1, F ), (22)
and (20) together with (22) imply
lim
n→∞σ
2
(∫ 1
0
ϕ˜1n(t)F−1n (t) dt
)
= 0. (23)
Using Theorem 1 in Mason (1981) with r = s = (1/2−γ0)−1 and the weight function
J = ϕ0 we obtain for the linear combinations
Sn = n
−1/2
n∑
j=1
ϕ0
(
j
n+ 1
)
Xj:n
the CLT
Sn − ESn D−→ N (0, σ2(ϕ0, F ))
and
lim
n→∞σ
2(Sn) = σ
2(ϕ0, F ).
(We remark that the condition E|X1|m < ∞ for some m >
(
1
2
− γ0
)−1
implies that
Mason’s condition ∫ 1
0
x
1
2
−γ0(1− x) 12−γ0 dF−1(x) <∞
holds.)
Let
Tn = n
1/2
∫ 1
0
ϕ˜0n(t)F−1n (t) dt.
To prove
Tn − ETn D−→ N (0, σ2(ϕ0, F )) (24)
and
lim
n→∞σ
2(Tn) = σ
2(ϕ0, F ) (25)
it is sufficient to show
lim sup
n→∞
σ2(Sn − Tn) = 0. (26)
We have
Sn − Tn = n1/2
n∑
j=1
djnXj:n,
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where
djn =
∫ j/n
(j−1)/n
(
ϕ0
(
j
n+ 1
)
− ϕ0(t)
)
dt.
By Ho¨lder’s inequality with q = m, p−1 + q−1 = 1
σ2
 n∑
j=1
djnXj:n
 = E
 n∑
j=1
djn(Xj:n − EXj:n)
2 ≤
≤
 n∑
j=1
|djn|p
2/p E
 n∑
j=1
|Xj:n − EXj:n|q
2/q = O
n2/q
 n∑
j=1
|djn|p
2/p
 .
By
|djn| ≤ Λ0
(
j
n+ 1
)−γ0 (n− j + 1
n+ 1
)−γ0 ∫ j/n
(j−1)/n
∣∣∣∣ jn+ 1 − t
∣∣∣∣λ0 dt+
+ γ0‖ψ0‖∞
(
j
n+ 1
)−γ0−1 (n− j + 1
n+ 1
)−γ0−1 ∫ j/n
(j−1)/n
∣∣∣∣ jn+ 1 − t
∣∣∣∣ dt =
≤ Λ0n−λ0−1
(
j
n+ 1
)−γ0 (n− j + 1
n+ 1
)−γ0
+
+ γ0‖ψ0‖∞n−2
(
j
n+ 1
)−γ0−1 (n− j + 1
n+ 1
)−γ0−1
we obtain  n∑
j=1
|djn|p
2/p ≤ n−2λ0−2A2/p + n−4B2/p,
where
A = O
 n∑
j=1
(
j
n+ 1
)−γ0p (n− j + 1
n+ 1
)−γ0p = O(n),
B = O
 n∑
j=1
(
j
n+ 1
)−(γ0+1)p (n− j + 1
n+ 1
)−(γ0+1)p = O(n(γ0+1)p).
Collecting the estimates we conclude
σ2(Sn − Tn) = O
(
n1+2/q
(
n−2λ0−2+2/p + n2γ0−2
))
= O
(
n1−2λ0 + n2/q+2γ0−1
)
= o(1),
hence we verified (26). By (25) and (23) we obtain
lim
n→∞σ
2
(
n1/2
∫ 1
0
ϕ˜0n(t)F−1n (t) dt+
∫ 1
0
ϕ˜1n(t)F−1n (t) dt
)
= σ2(ϕ0, F ),
which together with (18) implies
lim
n→∞σ
2(Ln) = σ
2(ϕ0, F ).
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Now (21) and (24) yields
Ln − ELn D−→ N (0, σ2(ϕ0, F )).
Hence the proof is completed for Ln.
Now let us define the step functions Ĵn : (0, 1) → R and ϕ̂in : (0, 1) → R, i =
0, 1, . . . , k, n = 1, 2, . . ., for (j − 1)/n < t ≤ j/n, j = 1, . . . , n by
Ĵn(t) = Jn
(
j
n+ 1
)
= ĉjn, ϕ̂in(t) = ϕn
(
j
n+ 1
)
.
As earlier we can come to the conclusion
L̂n = n
1/2
∫ 1
0
ϕ̂0n(t)F−1n (t) dt+
∫ 1
0
ϕ̂1n(t)F−1n (t) dt+O
(
k∑
i=2
ωin
)
w.p.1.
We apply Theorem A and Lemma 5 with g = F−1, q = m, K = ϕ1 and Kn = ϕ̂1n.
The conditions (i) and (ii) can be checked as before. Using the earlier arguments we
obtain for j = 1, . . . , n
∫ j/n
(j−1)/n
(
ϕ1
(
j
n+ 1
)
− ϕ1(t)
)
dt ≤
≤ Λ1n−λ1−1
(
j
n+ 1
)−γ1 (n− j + 1
n+ 1
)−γ1
+
+ γ1‖ψ1‖∞n−2
(
j
n+ 1
)−γ1−1 (n− j + 1
n+ 1
)−γ1−1
.
We have for (j − 1)/n < t ≤ j/n
∣∣∣∣∫ t
0
Kn(u) du−
∫ t
0
K(u) du
∣∣∣∣ ≤ n∑
j=1
∫ j/n
(j−1)/n
∣∣∣∣ϕ1 ( jn+ 1
)
− ϕ1(u)
∣∣∣∣ du = O (n−λ1 + nγ1−1) ,
which implies that condition (iii) holds. Applying Theorem A, Lemma 5, and then The-
orem 1 in Mason (1981) again, completes the proof. 2
Proof of Theorem 3. The coefficient cjn can be decomposed as follows.
cjn =
k∑
i=0
c
(i)
jn, where c
(i)
jn = n
1−δi
∫ j/n
(j−1)/n
ϕi(t) dt.
Clearly
|c(i)jn| =
‖ψi‖∞
1− γiO
(
n−δi
(
j
n
)−γi (n− j + 1
n
)−γi)
,
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|c(i)jn − c(i)j−1,n| = O
(
Λin
−δi−λi
(
j
n
)−γi (n− j + 1
n
)−γi
+
+
‖ψi‖∞
1− γi n
−δi−1
(
j
n
)−γi−1 (n− j + 1
n
)−γi−1)
.
Applying the inequality (12) and using the estimation method as given in the proof of
Theorem 1 for each index i = 0, 1, . . . , k the proof can be completed. 2
6. Appendix
Proof of Lemma 1. p0n is the unique solution of (1− p)n = α, hence p0n = 1− n
√
α,
which implies
r0 := lim
n→∞np0n = log
1
α
,
thus r0 is the solution of
αer0 = 1.
For n ≥ 2, p1n is the unique solution of np(1−p)n−1+(1−p)n = α, hence p1n = h(n−1),
where h : (0, 1)→ (0, 1) is the uniquely defined function such that
1
u
h(u)(1− h(u))1/u−1 + (1− h(u))1/u = α.
Obviously limu→0 h(u) = limn→∞ p1n = 0, hence by h(0) := 0 the definition of the
function h(u) can be extended to u = 0 by continuity. Moreover, the function h is
differentiable.
Clearly xn := np1n = nh(n
−1) is the unique solution of
xn
(
1− xn
n
)n−1
+
(
1− xn
n
)n
= α.
Consequently,
r1 := h
′(0) = lim
n→∞nh(n
−1) = lim
n→∞xn = limn→∞np1n
is the unique positive solution of
αer1 = 1 + r1.
Similarly, r2 := limn→∞ np2n is the unique positive solution of
αer2 = 1 + r2 +
1
2
r22.
We can conclude
lim
n→∞n(p2,n − 2p1,n + p0n) = r2 − 2r1 + r0 6= 0,
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hence the assertion holds. 2
Proof of (13). First we note that
E
∣∣∣∣∣
∫ U1
0
bj+1,n−j+1(y) dF−1(y)
∣∣∣∣∣
3
=
∫ 1
0
(∫ x
0
(n+ 1)yn dF−1(y)
)3
dx
≤ cK3Fn3
∫ 1
0
(∫ x
0
yn−κ(1− y)−κ dy
)3
dx,
hence we have to show∫ 1
0
(∫ x
0
yn−κ(1− y)−κ dy
)3
dx = O
(
n3κ−4
)
. (27)
If 1 < κ < 4/3 then
∫ x
0
yn−κ(1− y)−κ dy ≤ xn−κ
∫ x
0
(1− y)−κ dy < x
n−κ(1− x)1−κ
κ− 1 ,
and by Lemma 1 we have
∫ 1
0
x3(n−κ)(1− x)3(1−κ) dx = Γ(3n− 3κ+ 1)Γ(4− 3κ)
Γ(3n− 6κ+ 5) = O
(
n3κ−4
)
,
hence we obtain (27).
If 0 ≤ κ < 1 then∫ 1
0
∫ x
0
yn−κ(1− y)−κ dy dx =
∫ 1
0
yn−κ(1− y)1−κ dy = Γ(n− κ+ 1)Γ(2− κ)
Γ(n− 2κ+ 3) = O
(
nκ−2
)
and ∫ 1
0
yn−κ(1− y)−κ dy = Γ(n− κ+ 1)Γ(1− κ)
Γ(n− 2κ+ 2) = O
(
nκ−1
)
,
hence∫ 1
0
(∫ x
0
yn−κ(1− y)−κ dy
)3
dx ≤
(∫ 1
0
yn−κ(1− y)−κ dy
)2 ∫ 1
0
∫ x
0
yn−κ(1− y)−κ dy dx
= O
(
n2(κ−1)nκ−2)
)
= O
(
n3κ−4
)
.
In the case κ = 1 the estimation (27) can be proved, for example, by Taylor expansion
of the integrand. 2
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