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THE NUMBER OF PARTS IN CERTAIN RESIDUE CLASSES OF INTEGER
PARTITIONS
OLIVIA BECKWITH AND MICHAEL H. MERTENS
Abstract. We use the Circle Method to derive asymptotics for functions related to the number of
parts of partitions in particular residue classes.
1. Introduction and statement of results
The Circle Method, certainly one of the most important techniques in analytic number theory,
originates in the investigation of the partition function. Exploiting the modularity of the generating
function of partition function, Hardy and Ramanujan [11] found their famous asymptotic formula for
the number p(n) of partitions of a natural number n,
p(n) ∼ 1
4n
√
3
exp
(
π
√
2n
3
)
.
Later, Rademacher [13] was able to refine the method of Hardy-Ramanujan to obtain his exact formula
(1.1) p(n) =
2π
(24n − 1) 34
∞∑
k=1
Ak(n)
k
I 3
2
(
π
√
24n− 1
6k
)
,
where I 3
2
is the modified Bessel function of the first kind and Ak(n) is a certain Kloosterman sum (see
(5.2)).
In this paper, we study the number of parts in all partitions in certain congruence classes. The
first work addressing the related question of how many parts does a “generic” partition of an integer
n contain, is the seminal work by Erdo˝s and Lehner [10]. To be more precise, they showed that for
large n, almost all partitions of n contain
(1 + o(1))
√
6n
2π
log n
parts.
If λ = (λ0, . . . , λk) is a partition, i.e. a non-increasing sequence of positive integers, we let
(1.2) Tr,N (λ) = |{λj : λj ≡ r (mod N)}|.
For a positive integer n we then define
(1.3) T̂r,N (n) =
∑
|λ|=n
Tr,N (λ),
where the summation runs over all partitions of size n. The quantity T̂r,N(n) counts the number of
parts congruent to r (mod N) in all partitions of n. For example, all partitions of 5 are
(5), (4, 1), (3, 2), (3, 1, 1), (2, 2, 1), (2, 1, 1, 1), (1, 1, 1, 1, 1),
Date: May 22nd, 2015.
1
2 OLIVIA BECKWITH AND MICHAEL H. MERTENS
hence T̂1,3(5) = 13 and T̂2,3(5) = 5. We will study differences between these functions for N ≥ 3 and
gcd(r,N) = 1.
A formula giving a lower bound for the number of parts of a partition of n in a residue class r
(mod d) for a proportion of partitions was proved by Dartyge, Sarkozy, and Szalay [7] for d < n
1
2
−ǫ.
The same authors in [8] proved a formula for the expected number of parts of a partition in a residue
class when the parts must be distinct.
In [6] Dartyge and Sarkozy proved an inequality that suggests that some residue classes occur
as parts in a partition more frequently than others. They showed that for sufficiently large n and
1 ≤ r < s ≤ N , a positive proportion of the partitions of n satisfy
Tr,N (λ)− Ts,N(λ) > (r + s)
√
n
50rs
.
Despite these results, little is known about the function T̂r,N (n). We will use the Circle Method to
prove an asymptotic formula for T̂r,N (n)− T̂N−r,N (n) for gcd(r,N) = 1.
Theorem 1.1. Let r,N be coprime positive integers with N ≥ 3 and 1 ≤ r < N2 . Then we have that
T̂r,N(n)− T̂N−r,N (n) = 1
2
√
2ϕ(N)N
 ∑
ψ(−1)=−1
ψ(r′)
N−1∑
c=1
ψ(c) cot
(πc
N
) e
(
π
√
2
3(n− 124)
)
√(
n− 124
)
− 1
4
√
3ϕ(N)
∑
ψ(−1)=−1
ψ(r′)L(0, ψ)
e
(
π
√
2
3(n− 124)
)
n− 124
+O
(
n2e
(
π
2
√
2
3(n− 124)
))
,
where ψ runs through all odd Dirichlet characters modulo N , L(s, ψ) denotes the Dirichlet L-series
associated to ψ, and r′ denotes the multiplicative inverse of r modulo N .
Remark. In the proof of Theorem 1.1, we also give further terms of an asymptotic expansion of
T̂r,N (n)− T̂N−r,N (n), see (5.4).
Example 1.2. Let N = 3 and r = 1. Then the formula in Theorem 1.1 simplifies to
T̂1,3(n)− T̂2,3(n) ∼ 1
6
√
6
 1√
n− 124
− 1
2
√
2
(
n− 124
)
 eπ√ 23(n− 124).
We denote by Q(n) the quotient of the left-hand side of the above asymptotic equation by its right-hand
side. Table 1 contains numerical values of Q(n) for various n, illustrating that the above asymptotic
is a relatively good approximation for large n.
n 10 100 1, 000 10, 000 100, 000
Q(n) 1.00417 1.00142 1.00013 1.00001 1.00000
Table 1. Numerics for Theorem 1.1
As it turns out, the generating function of T̂r,N(n) − T̂N−r,N(n) is a weakly holomorphic modular
form of weight 12 for Γ1(N) so that we can essentially follow Rademacher’s proof for his exact formula
for p(n).
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Next to these differences we also determine asymptotics for T̂0,N for arbitrary N . In this case, the
generating function is not modular, but rather the period function of a Maaß-Eisenstein series times a
weakly holomorphic modular form. In this case, we employ a different variant of the Circle Method due
to Wright [15], which has essentially been rediscovered and used in various contexts by K. Bringmann,
K. Mahlburg, and their collaborators, see e.g. [3, 4]. We use a very convenient formulation due to
Ngo and Rhoades [14].
Theorem 1.3. For fixed N ∈ N we have
T0,N (n) =
e2π
√
n
6 n−
1
2
4πN
√
2
[
log n− log
(
π2
6
)
+ 2γE − 2 logN +O(n−
1
2 log n)
]
,
where γE = 0.577215664... is the Euler-Mascheroni constant, as n→∞.
Example 1.4. We also would like to illustrate the convergence of this asymptotic. Denote by QN (n)
the quotient of T0,N (n) by the main term in Theorem 1.3. We give some numerical values of QN (n)
for various N and n in Table 2 below.
n 10 100 1, 000 10, 000 100, 000
Q1(n) 1.09403 1.01393 1.00260 1.00050 1.00029
Q3(n) 1.79224 1.06709 1.01177 1.00247 1.00075
Q6(n) -0.81043 1.23311 1.03137 1.00617 1.00157
Table 2. Numerics for Theorem 1.3
We observe that the approximation is not quite as good as in Theorem 1.1 which is due to the larger
error term that we have here.
Remark. Setting N = 1 in Theorem 1.3 recovers Theorem 1.5 in [14], where a different combinatorial
interpretation for the number T0,1(n) was used.
In Section 2, we prove a formula for the generating function T̂r,N (n) and prove a preliminary lemma
about odd Dirichlet characters. In Section 3, we describe the weight 1 Eisenstein series and relate the
generating function for T̂r,N (n)− T̂N−r,N (n) to weight one Eisenstein series. Section 4 recalls a variant
of Wright’s Circle Method from [14] that we use later to prove Theorem 1.3. Finally, in Section 5 we
prove both our main theorems.
Acknowledgements
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2. Preliminary Results
We prove a formula for the generating function for T̂r,N (n).
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Lemma 2.1. T̂r,N has the following generating function,
∞∑
n=1
T̂r,N (n)q
n =
∏
n≥1
1
(1− qn)

 ∞∑
n=1
 ∑
d|n
d≡r (modN)
qn

 .
Proof. Note that
qm
(1− qm)2 =
∞∑
k=1
kqkm.
Then, modifying the proof of Euler’s formula for the generating function of p(n), we have that
∞∑
n=0
a(n)qn =
qm
(1− qm)2 ·
∏
n≥1
n 6=m
1
1− qn ,
where a(n) equals the number of times m appears as a part in a partition of n.
Thus, summing over m ≡ r (mod N), we have
∞∑
n=1
T̂r,N (n)q
n =
∑
m≥1
m≡r (modN)
qm
(1− qm)2 ·
∏
n≥1
n 6=m
1
1− qn
=
∏
n≥1
1
1− qn
 ∑
m≥1
m≡r (modN)
( ∞∑
k=1
qkm
)
=
∏
n≥1
1
(1− qn)

 ∞∑
n=1
 ∑
d|n
d≡r (modN)
qn

 .
This proves the lemma. 
The next corollary, which shows that the odd Dirichlet characters obey the same orthogonality
relations as the usual group of Dirichlet characters, will be useful to us in relating the generating
function of T̂r,N (n)− T̂N−r,N (n) to a combination of weight 1 Eisenstein series. First, we will show a
slightly more general lemma about characters of finite abelian groups.
Lemma 2.2. Let G be a finite abelian group containing an element u ∈ G\{1} with u2 = 1. Fix such
a u, then we have the following equality,
2
n
∑
ψ∈Ĝ
ψ(u)=−1
ψ(g) =

1 g = 1
−1 g = u
0 otherwise.
,
where n := |G| and Ĝ := Hom(G,C∗) denotes the dual group of G.
Proof. Since G is finite and abelian, it is a direct product of cyclic groups
G ∼= Cd1 × ...× Cdℓ
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with d1|...|dℓ. Since we can define characters on each component separably, we can assume without
loss of generality that G = 〈g〉 is cyclic. Note that the existence of an element u of order 2 in G assures
that at least one of the cyclic factors above has even order. Now if ζn is a primitive nth root of unity,
each character ψ of G is uniquely determined by setting
ψ(g) = ζkn
for some k ∈ {0, ..., n − 1}. Since u = g n2 , we see that the condition ψ(u) = −1 forces k to be odd.
Thus we have for any j ∈ {0, ..., n − 1} that
∑
ψ∈Ĝ
ψ(u)=−1
ψ(gj) =
n∑
k=0
k odd
ζjkn = ζ
j
n
2∑
k=0
ζ2jkn = ζ
j
n
2∑
k=0
ζjkn
2
.
Now, unless j is a multiple of n2 , the last sum vanishes because it ranges over all dth roots of unity,
where d = gcd(jk, n2 ). For j = 0, the whole expression obviously becomes
n
2 , for j =
n
2 , we obtain −n2 ,
proving the assertion. 
Corollary 2.3. Let gcd(r,N) = 1. Then
φr,N (n) :=
2
ϕ(N)
∑
ψ (modN)
ψ(−1)=−1
ψ(n · r′) =

1, if n ≡ r (mod N)
−1, if n ≡ −r (mod N)
0 otherwise
where ϕ(N) := |(Z/NZ)∗| denotes Euler’s totient function. The summation over ψ runs over all
odd characters modulo N and r′ is any integer such that rr′ ≡ 1 (mod N).
Proof. This is an immediate consequence of Lemma 2.2. 
3. Weight 1 Eisenstein Series
In this section, we recall the relevant facts about Eisenstein series of weight 1. For a general
reference, the reader is referred to Section 4.8. in [9]. We use the usual convention that τ is a variable
from the complex upper half-plane and q = e2πiτ . For a function f : H → C, a weight k ∈ Z, and a
matrix γ =
(
a b
c d
) ∈ SL2(Z) we define the operator
f [γ]k(τ) := (cτ + d)
−kf
(
aτ + b
cτ + d
)
.
For v = (cv , dv) ∈ ((Z/NZ)∗)2 with order N we define
gv1(τ) = δ(cv)ζ
dv (1) +
2πi
N
(
cv
N
− 1
2
)
− 2πi
N
∞∑
n=1
 ∑
m|n
n
m
≡cv (modN)
sgn(m)e
2πidvm
N
 q nN .
In this formula, cv denotes the integer such that 0 ≤ cv < N and cv ≡ cv (mod N). We also define
δ(cv) :=
{
1 cv = 0,
0 otherwise,
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and the function ζd(k) by
ζd(s) :=
∑
n∈Z
n≡d (modN)
1
ns
for Re(s) > 1 and otherwise by analytic continuation. We shall mainly need the special value (see [9],
Equation (4.22) and Exercise 4.4.5)
(3.1) ζd(1) =
πi
N
+
π
N
cot
(
πd
N
)
(gcd(d,N) = 1).
The formula for gv1(τ) is very similar to the typical Eisenstein series for k ≥ 3, but contains a
correction term. One can show that gv1(τ) is a weight 1 modular form with respect to the principal
congruence subgroup Γ(N), and satisfies the equation
gv1 [γ]1(τ) = g
γ(v)
1 (τ),
with
γ(v) = (acv + cdv, bcv + ddv).
for any γ =
(
a b
c d
) ∈ SL2(Z).
To obtain forms which are weight 1 invariant with respect to Γ1(N), one generally takes special
linear combinations of the gv1 functions as follows: Let ψ,χ be Dirichlet characters modulo u and v
respectively with uv = N such that χ is primitive and ψχ is odd. Define Gψ,χ1 as follows:
(3.2) Gψ,χ1 (τ) =
u−1∑
c=0
v−1∑
d=0
u−1∑
e=0
ψ(c)χ(d)g
(cv,d+ev)
1 (τ).
In our arguments, we choose to take v to be 1 so that χ is trivial and ψ is an odd character with
respect to modulus N . We let Eψ1 (τ) denote the normalized series given by − 12πiGψ,11 (τ). The Fourier
series of Eψ1 (τ) is given by (see [9], p. 140)
(3.3) Eψ1 (τ) = L(0, ψ) + 2
∞∑
n=1
∑
d|n
ψ(d)
 qn.
The next result connects the Eψ1 series to the generating function for T̂r,N (n)− T̂N−r,N (n).
Proposition 3.1. If N ≥ 3 and gcd(r,N) = 1, then
Gr,N (q) :=
∑
n≥1
(
T̂r,N (n)− T̂N−r,N (n)
)
qn =
1
ϕ(N)
q
1
24
η(τ)
cr,N + ∑
ψ (modN)
ψ(−1)=−1
ψ(r′)Eψ1 (τ)
 ,
where
cr,N = −
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)L(0, ψ)
and L(s, ψ) denotes the Dirichlet L-series associated to ψ.
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Proof. First, we rewrite Gr,N (q) using Lemma 2.1.
Gr,N (q) =
∞∏
n=1
1
1− qn
 ∞∑
m=1
 ∑
d|m
d≡r (modN)
−
∑
d|m
d≡−r (modN)
 qm
 .
By Corollary 2.3 we see that the coefficient of qm is
∑
d|m φr,N (d), so that we can write
Gr,N (q) =
1
ϕ(N)
∞∏
n=1
1
1− qn
 ∞∑
n=1
∑
d|n
∑
ψ (modN)
ψ(−1)=−1
ψ(d)ψ(r′)
 qn
 .
Finally, we write this expression in terms of the Eisenstein series given in (3.3).
Gr,N (q) =
1
ϕ(N)
q
1
24
η(τ)
 ∑
ψ (modN)
ψ(−1)=−1
(
ψ(r′)Eψ1 (τ)− ψ(r′)L(0, ψ)
)
=
1
ϕ(N)
q
1
24
η(τ)
cr,N + ∑
ψ (modN)
ψ(−1)=−1
ψ(r′)Eψ1 (τ)
 .

Our proof will also require some information about the behavior of the Eisenstein series in Propo-
sition 3.1 near the cusps, that is, near τ = hk .
Let Er,N(τ) denote the Eisenstein series in Proposition 3.1, that is
Er,N (τ) :=
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)Eψ1 (τ).
Lemma 3.2. Let r,N be fixed positive integers with gcd(r,N) = 1. Let h, k be integers with h ≤ k
and gcd(h, k) = 1. Let H be such that 1 ≤ H ≤ k and hH ≡ −1 (mod k). Let
αh,k :=
(
−h hH+1k
−k H
)
Then
Er,N [α]1(τ) =
∞∑
n=0
an(h, k)q
n
N
where the following are true:
(3.4) a0(h, k) =
∑
ψ (modN)
ψ(−1)=−1
cψ(h, k)ψ(r
′)
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where
(3.5) cψ(h, k) = − 1
2πi
N−1∑
c=0
N−1∑
e=0
ψ(c)
(
δ(−hc − ke)ζ(hH+1k )c+He(1) + 2πi
N
(
(−hc− ke)
N
− 1
2
))
and rr′ ≡ 1 (mod N).
Also, we have the following:
|a0(h, k)| ≤ C0,
and for all n ≥ 1,
|an(h, k)| ≤ C1n,
where C0, C1, depend on N but do not depend on h or k.
Proof. Recall that
Er,N [αh,k]1(τ) =
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)Eψ1 [αh,k]1(τ).
We have
Eψ1 [αh,k]1(τ) = −
1
2πi
N−1∑
c=0
N−1∑
e=0
ψ(c)g
αh,k(c,e)
1 (τ)
where
αh,k(c, e) =
(
−hc− ke,
(
hH + 1
k
)
c+He
)
.
Using the Fourier expansion for gv1(τ), we obtain the following expressions for the coefficients of
Eψ1 [α](τ):
a0(h, k) =
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)cψ(h, k)
where
cψ(h, k) = − 1
2πi
N−1∑
c=0
N−1∑
e=0
ψ(c)
(
δ(−hc− ke)ζ(hH+1k )c+He(1) + 2πi
N
(
(−hc− ke)
N
− 1
2
))
.
and for n ≥ 1:
an(h, k) =
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)

N−1∑
c=0
N−1∑
e=0
 ∑
d|n
n
d
≡−hc−ke (modN)
sgn(d)e
2πi
N
d(hH+1
k
c+He)

 .
The inner sum is bounded by the divisor counting function 2d(n) which is less than 2n, so the whole
expression is bounded by ϕ(N)N2n. Note that much stronger bounds for d(n) exist, in fact d(n) =
O(nǫ) for any ǫ > 0, however we require only the crude bound d(n) ≤ n. This proves the second
inequality in the proposition.

We can describe the behavior of the eta function near the cusps using the transformation formula
for η(τ). For τ ′ = Hk +
i
z , and τ =
h
k +
iz
k2 , we have α
−1
h,k(τ) = τ
′.
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Theorem 3.3. Let i, s, h, k,H, τ, τ ′ be as described above. Then we have
q
1
24
η(τ)
=
e2πi
τ ′
24
η(τ ′)
(z
k
) 1
2
e−
πz
12k2
+ π
12z
+πis(−H,k),
where s(h, k) denotes the usual Dedekind sum,
(3.6) s(h, k) =
k−1∑
r=1
r
k
(
hr
k
−
⌊hr
k
⌋
− 1
2
)
.
We refer the reader to Theorem 5.1 in [1] for a proof of this fact.
4. Asymptotic expansions a` la Wright
In [14], Ngo and Rhoades established very general Propositions to widen the applicability of Wright’s
Circle Method. For the convenience of the reader, we recall their results here.
Let ξ(q) and L(q) be analytic functions for |q| < 1 and q /∈ R≤0, such that
ξ(q)L(q) =:
∑
n
a(n)qn
is analytic for |q| < 1. Further assume the following hypotheses, where 0 < δ < π2 and c > 0 are fixed
constants.
(1) As σ → 0 in the cone | arg σ| < π2 − δ and | Imσ| ≤ π we have either
(4.1) L(e−σ) = σ−B
(
k−1∑
ℓ=0
αℓσ
ℓ +Oδ(σ
k)
)
or
(4.2) L(e−σ) =
log σ
σB
(
k−1∑
ℓ=0
αℓσ
ℓ +Oδ(σ
k)
)
for some B ∈ R.
(2) As σ → 0 in the cone | arg σ| < π2 − δ and | Imσ| ≤ π we have
(4.3) ξ(e−σ) = σβe
c2
σ
(
1 +Oδ(e
− γ
σ )
)
for real constants β ≥ 0 and γ > c2.
(3) As σ → 0 in the cone π2 − δ ≤ | arg σ| < π2 and | Imσ| ≤ π one has
(4.4) |L(e−σ)| ≪δ |σ|−C ,
where C = C(δ) > 0.
(4) As σ → 0 in the cone π2 − δ ≤ | arg σ| < π2 and | Imσ| ≤ π one has
(4.5) |ξ(e−σ)| ≪δ ξ(|e−σ|)e−K Re(
1
σ ),
where K = K(δ) > 0.
In the case of (4.1) we say that L is of polynomial type near 1, in that of (4.2) we call L of logarithmic
type near 1.
In the language of Wright’s Circle Method, the hypotheses in (4.1)–(4.3) determine the asymptotics
of L and ξ on the major arc, and those in (4.4) and (4.5) that on the minor arc. We require the
following two propositions (Propositions 1.8 and 1.10 in [14]) for our results, the first of which is
originally due to Wright [15].
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Proposition 4.1. Suppose the hypotheses (1)–(4) are satisfied and that L has polynomial type near
1. Then there is an asymptotic expansion
(4.6) a(n) = e2c
√
nn
1
4
(2B−2β−3)
(
M−1∑
r=0
prn
− r
2 +O(n−
M
2 )
)
,
where
(4.7) pr =
r∑
s=0
αsws,r−s
with αs as in (4.1) and
(4.8) ws,r =
cs+β−B+
1
2
(−4c)r2π 12
· Γ
(
s+ β −B + r + 32
)
r!Γ
(
s+ β −B − r + 32
)
for the coefficients a(n) of ξ(q)L(q) as n→∞.
Proposition 4.2. Suppose hypotheses (1)–(4) are satisfied and that L has logarithmic type near 1
such that B − β = 12 , with B and β as in equations (4.2) and (4.3) respectively. Then we have
a(n) = −e2c
√
nn−
1
2
α0
4π
1
2
(
log n− 2 log c+O(n− 12 log n)
)
as n→∞.
5. Proof of the main theorems
5.1. Proof of Theorem 1.1. We will follow the proof of Rademacher’s formula for the partition
function, as described by Apostol in chapter 5 of [1]. Throughout the proof, let r and N be fixed
coprime integers with N ≥ 3.
By Cauchy’s integral formula, we have:
T̂r,N (n)− T̂N−r,N(n) = 1
2πi
∫
C
Gr,N (q)
qn+1
dq,
where C is any positively oriented contour lying inside the unit circle, which contains the origin in its
interior. By Proposition 3.1, we can decompose this integral into two integrals, as follows,
(5.1) T̂r,N (n)− T̂N−r,N (n) = T1 + T2 := 1
2πiϕ(N)
cr,N
∫
C
q
1
24
η(τ)
1
qn+1
dq +
1
2πiϕ(N)
∫
C
q
1
24Er,N (τ)
η(τ)qn+1
dq.
The first integral is basically the one Rademacher considered, which yields (see (1.1))
T1 =
cr,N
ϕ(N)
2π
(24)
3
4
(
n− 1
24
)− 3
4
∞∑
k=1
Ak(n)k
−1I 3
2
(
π
k
√
2
3
(
n− 1
24
))
,
where I 3
2
is the order 32 modified Bessel function of the first kind,
(5.2) Ak(n) =
∑
0≤h<k
(h,k)=1
eπis(h,k)−2πin
h
k ,
and s(h, k) is as in (3.6).
For the rest of the subsection, we will use Rademacher’s technique to obtain an asymptotic formula
for T2. We define the contour C to be given by q = e2πiτ where τ follows Rademacher’s path of
integration P (n) which takes τ from i to i+ 1 by going along the upper arcs of the Farey circles Ch,k
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where hk is in the Farey sequence of order n. That is, gcd(h, k) = 1, and 1 ≤ h ≤ k ≤ n. Let γ(h, k)
denote the upper arc of the Ford circle Ch,k. Changing variables from q to τ , we have:
T2 =
1
ϕ(N)
∑
0≤h≤k≤n
gcd(h,k)=1
∫
γ(h,k)
q
1
24Er,N(τ)
η(τ)qn
dτ.
As in [1], we make the change of variables z = −ik2 (τ − hk ), so that τ = hk + izk2 . This maps γ(h, k)
to an arc of the circle of radius 12 centered at
1
2 . The contour goes in the clockwise direction from the
image of the left end point of γ(h, k) to the image of the right endpoint of γ(h, k). It is well-known
(see Theorem 5.8 in [1]) that if h1k1 <
h
k <
h2
k2
are adjacent in the Farey sequence of order M , then the
image under the change of variables from τ to z of the point where γ(h1, k1) and γ(h, k) intersect is
given by
z1(h, k) =
k2
k2 + k21
+ i
kk1
k2 + k21
.
Similarly, the point where γ(h, k) meets γ(h2, k2) is mapped to
z2(h, k) =
k2
k2 + k2
2 −
ikk2
k2 + k2
2 .
This gives us the following:
T2 =
i
ϕ(N)
∑
h,k
1
k2
∫ z2(h,k)
z1(h,k)
q
1
24Er,N (τ)
η(τ)qn
dz.
Now we will estimate the integrand by its behavior near the cusps. Let an(h, k) be as in Lemma 3.2.
First we decompose the integrand,(
q
1
24Er,N (τ)
)
η(τ)qn
= Ψ1(τ) + Ψ2(τ) :=
− i
( z
k
)− 1
2 1
qn
e−
πz
12k2
+ π
12z
+πis(−H,k)a0(h, k) +

(
q
1
24Er,N (τ)
)
η(τ)qn
+ i
( z
k
)− 1
2 1
qn
e−
πz
12k2
+ π
12z
+πis(−H,k)a0(h, k)
 .
Now we show that Ψ2(τ) is negligible. We can adjust to the contour of integration so that we are
integrating along the chord adjoining z1(h, k) and z2(h, k) instead of the arc. This yields
|Ψ2(τ)| =
∣∣∣∣∣∣
(z
k
)− 1
2
e−
πz
12k2
+ π
12z
+πis(h,k) 1
qn
 ∞∑
m=1
(
∑
Nj+ℓ=m
aℓ(h, k)p(j))e
2πim
N
(H
k
+ i
z
)
∣∣∣∣∣∣
≤
√
k√
|z|e
2πRe(z)n/k2
 ∞∑
m=1
(
∞∑
Nj+ℓ=m
aℓ(h, k)p(j))e
−2π Re( 1z )(mN − 124 )
 .
For z inside the circle, Re
(
1
z
) ≥ 1 ([1], page 107). By Lemma 3.2, we have |an(h, k)| ≤ C1n for
n ≥ 1. Thus:
∞∑
m=1
 ∞∑
i+j=m
ai(h, k)p(j)
 e−2πRe( 1z )(m− 124) ≤ ∞∑
m=1
C1m
2p(m)e−2π(m−
1
24
)
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The known asymptotics for p(n) ensure that the sum is convergent.
By Theorem 5.9 in [1], we have Re(z) ≤ |z| ≤
√
2k
n on the chord, thus we have e
2πRe(z)n/k2 ≤ e8π.
Using the formulas for z1(h, k), z2(h, k), we have that for z on the chord,
|z| ≥ min{Re(z1(h, k)),Re(z2(h, k))} ≥ 1
2n2
.
Thus we have the following:
|Ψ2(τ)| ≤ Ck
1
2n,
for some constant C, independent of h, k, or n.
The length of the chord at most 2
√
2k
n , so we have∫ z2(h,k)
z1(h,k)
Ψ2(τ)dz ≤ C2
√
2k
3
2 .
Considering all the integrals over Ψ2 that contribute the calculation of T2, we estimate:∣∣∣∣∣∣ iϕ(N)
∑
h,k
1
k2
∫ z2(h,k)
z1(h,k)
Ψ2(τ)dz
∣∣∣∣∣∣ ≤ C2
√
2
ϕ(N)
n
3
2 .
This allows us to approximate T2 as follows:
T2 =
i
ϕ(N)
∑
h,k
1
k2
∫ z2(h,k)
z1(h,k)
−i
( z
k
)− 1
2 1
qn
e−
πz
12k2
+ π
12z
+πis(−H,k)a0(h, k)dz +
i
ϕ(N)
∑
h,k
1
k2
∫ z2(h,k)
z1(h,k)
Ψ2(τ)dz
=
1
ϕ(N)
∑
h,k
1
k2
∫ z2(h,k)
z1(h,k)
( z
k
)− 1
2 1
qn
e−
πz
12k2
+ π
12z
+πis(−H,k)a0(h, k)dz +O(n
3
2 ).
To evaluate the integral, we adjust the contour of integration.Let x1(n) be the point on the upper
half of the circle K with |x1(n)| = 1n , and let x2(n) be the point on the lower half of the circle with
|x2(n)| = 1n , and we rewrite the integral as
∫ z2(h,k)
z1(h,k)
=
∫ x2(n)
x1(n)
− ∫ z1(h,k)x1(n) − ∫ x2(n)z2(h,k).
We will show that the second two integrals are negligible. On the arc between x1(n) and z1(h, k),
and on the arc between z2(h, k) and x2(n), we have
1
n ≤ |z| ≤
√
2k
n . For z on the circle, Re
(
1
z
)
= 1.
Combining these facts, we have that the integrand is bounded as follows:∣∣∣∣∣ 1k2
(
k
z
) 1
2
a0(h, k)e
− 2πinh
k e
2πnz
k2 e−
πz
12k2
+ π
12z
+πis(h,k)
∣∣∣∣∣ ≤ 1k2√k|z|− 12 |a0(h, k)|e2πnRe(z)/k2−πRe(z)12k2 +πRe(
1
z )
12
≤ k− 32√nC0ke2π
√
2/k+ π
12
≤ C0e2
√
2π+ π
12 k−
1
2n
1
2
Thus, making use of the fact that the length of both arcs is bounded by π, we have the following
bound for the integral over these two arcs:∣∣∣∣∣
(∫ z1(h,k)
x1(n)
+
∫ x2(n)
z2(h,k)
)(
1
k2
(
k
z
) 1
2
a0(h, k)e
− 2πinh
k e
2πnz
k2 e−
πz
12k2
+ π
12z
+πis(h,k)
)∣∣∣∣∣ ≤ C0πe2√2π+ π12 .
Summing over h, k, we get the total contribution to the asymptotic from these arcs,∣∣∣∣∣∣ 1ϕ(N)
∑
h,k
(∫ z1(h,k)
x1(n)
+
∫ x2(n)
z2(h,k)
)(
1
k2
(
k
z
) 1
2
a0(h, k)e
− 2πinh
k e
2πnz
k2 e−
πz
12k2
+ π
12z
+πis(h,k)
)∣∣∣∣∣∣ ≤ C0πe2
√
2π+ π
12n2.
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Therefore, we can rewrite T2 as follows:
T2 =
1
ϕ(N)
∑
h,k
Bk(n)
∫ x2(n)
x1(n)
1
k
3
2
(
1
z
) 1
2
e
2πnz
k2
− πz
12k2
+ π
12z dz +O(n2),
where
Bk(n) =
∑
1≤h≤k
gcd(h,k)=1
a0(h, k)e
πis(h,k)− 2πinh
k .
We change variables by taking t = π12z . This yields the following:
T2 = −
( π
12
) 1
2 1
ϕ(N)
∑
h,k
Bk(n)k
− 3
2
∫ π
12
+i π
12
√
n2−1
π
12
−i π
12
√
n2−1
t−
3
2 e
2π2n
12tk2
− π2
t122k2
+tdt+O(n2).
Finally, we rewrite all this in terms of modified I Bessel functions. We have the following well-known
description of the I-Bessel function of order ν in terms of contour integrals (see [1], p. 109)
(5.3) Iν(z) =
(
1
2z
)ν
2πi
∫ c+i∞
c−i∞
t−ν−1et+
z2
4t dt.
Furthermore, one can express the I-Bessel functions whose order is half of an odd integer as an
elementary function, e.g.,
I 1
2
(z) =
√
2
πz
sinh(z) =
1√
2πz
(ez − e−z).
It is straightforward to show∣∣∣∣∣
∫ π
12
+i∞
π
12
+i π
12
√
n2−1
t−
3
2 e
2π2n
12tk2
− π2
t122k2
+tdt
∣∣∣∣∣ = O(n− 12 )
and ∣∣∣∣∣
∫ π
12
−i π
12
√
n2−1
π
12
−i∞
t−
3
2 e
2π2n
12tk2
− π2
t122k2
+tdt
∣∣∣∣∣ = O(n− 12 ).
Applying the trivial bound |Bk(n)| ≤ C0k, we have the following:
T2 = −
( π
12
) 1
2 1
ϕ(N)
∑
h,k
Bk(n)k
− 3
2
(∫ π
12
+i∞
π
12
−i∞
t−
3
2 e
2π2n
12tk2
− π2
t122k2
+tdt+O(n−
1
2 )
)
+O(n2)
= −
( π
12
) 1
2 1
ϕ(N)
∑
h,k
Bk(n)k
− 3
2
∫ π
12
+i∞
π
12
−i∞
t−
3
2 e
2π2n
12tk2
− π2
t122k2
+tdt+O(n2).
We take z = 2
√
π2
6k2
(
n− 124
)
in (5.3) and find
(5.4) T2 = −2πi 1
ϕ(N)
( π
12
) 1
2
(
π2
6
(
n− 1
24
))− 1
4
n∑
k=1
Bk(n)k
−1I 1
2
(
π
k
√
2
3
(
n− 1
24
))
+O(n2).
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To compute the asymptotic, we need the k = 1 term of this sum. We find with (3.1) and Lemma 3.2
the following formula for B1(n),
B1(n) = a0(0, 1) = − 1
2Ni
∑
ψ (modN)
ψ(−1)=−1
ψ(r′)
N−1∑
c=0
ψ(c) cot
(πc
N
)
.
We compute the error:
2π
1
ϕ(N)
( π
12
) 1
2
(
π2
6
(
n− 1
24
))− 1
4
n∑
k=2
∣∣∣∣∣Bk(n)k−1I 12
(
π
k
√
2
3
(
n− 1
24
))∣∣∣∣∣
≤ π
ϕ(N)
(
n− 1
24
)− 1
2
C0
(
n
5
2 e
π
2
√
2
3(n− 124) +O(1)
)
Thus we have:
(5.5) T2 =
1
2
√
2ϕ(N)N
 ∑
ψ(−1)=−1
ψ(r′)
N−1∑
c=0
ψ(c) cot
(πc
N
) e(π
√
2
3(n− 124)
)
√(
n− 124
) +O(n2e( π2√ 23(n− 124))) .
This concludes the proof of Theorem 1.1.
5.2. Proof of Theorem 1.3. We have already treated asymptotics for the difference of the number
of parts in a partition of an integer n which lie in two complementary congruence classes modulo a
given number N . We did this with the help of the modularity of certain weight 1 Eisenstein series.
The “limit case”, which still remains to be treated, is that, where we count parts in partitions of n
which are congruent to 0 modulo N . Recall that we denote by T0,N (n) the number of these parts,
then we have, as we have seen before, the identity of generating functions
(5.6)
∞∑
n=1
T0,N (n)q
n =
∞∑
m=1
qNm
(1− qNm)2
∏
n 6=Nm
(1− qn)−1 =
( ∞∑
m=1
σ0(m)q
Nm
)
·
∞∏
n=1
(1− qn)−1.
The sum
S0(τ) =
∞∑
m=1
σ0(m)q
m
on the right-hand side turns out to be essentially the period function of the Maaß-Eisenstein series
E(τ ; 12). These period functions were introduced with a focus on those of Maaß cusp forms by Lewis
and Zagier in [12], the non-cuspidal case is treated for example in [5]. A very convenient exposition for
our purposes can be found in [2]. We require the following result (see Theorem 1 in [2] and Corollary
4.5 in [14]).
Lemma 5.1. (1) Let M ∈ N. As σ → 0 in the bounded cone | arg σ| < π2 − δ and | Im σ| ≤ π, one
has
S0
(
iσ
2π
)
= − log σ
σ
+
γE
σ
+
1
4
+
M∑
n=1
B22n
(2n)!(2n)
σ2n−1 +O(σ2M+
1
2 ),
where B2n denotes the 2n-th Bernoulli number.
(2) For σ → 0 in the cone π2 − δ ≤ | arg σ| < π2 and | Imσ| ≤ π we have
S0
(
iσ
2π
)
≪δ t−
3
2 .
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With this we are able to prove Theorem 1.3.
Proof of Theorem 1.3. According to (5.6), we can write
T0,N (n) =
1
2πi
∫
C
L(q)ξ(q)
qn+1
dq,
where C is a circle around 0 with radius less than 1, L(q) = (2π)− 12 q 124S0(qN ) and ξ(q) = (2π)
1
2
η(q) . From
Lemma 5.1 we see that L(e−σ) satisfies the hypotheses 1 and 3, while ξ(e−σ) is well-known to satisfy
hypotheses 2 and 4. To be more precise, L(e−σ) is a sum of the functions
L1(e
−σ) = − e
− σ
24
N(2π)
1
2
log σ
σ
,
which is of logarithmic type near 1, the relevant parameters being B = 1 and α0 = − 1
N(2π)
1
2
, and
L2(e
−σ) =
e−
σ
24
N(2π)
1
2
(
γE − logN
σ
+
N
4
+
∞∑
m=1
B22m
(2m)!(2m)
N2mσ2m−1
)
,
which is of polynomial type near 1, the relevant parameters being again B = 1 and α0 =
γE−logN
N(2π)
1
2
.
The function ξ(e−σ) satisfies hypotheses 2 and 4 with the parameters β = 12 , c
2 = π
2
6 , γ = 4π
2 (see
Theorem 4.1 in [14]). Plugging this into Propositions 4.2 and 4.1 yields the result. 
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