The paper presents a 1D hydrodynamic flood flow model employing a data assimilation procedure based on Newtonian nudging. Data assimilation was used to determine correctly the upstream boundary condition defined as a discharge hydrograph. In the model developed, "nudging to individual observations" method was used. The data chosen for assimilation were water table levels recorded by a D-Diver automatic sensor installed in the river channel c. 1.5 km below a computational cross-section opening the analysed stretch of the river and the adjacent valley. This hydrological model of flood flow containing the data assimilation procedure is based on a one-dimensional Saint-Venant system of equations (dynamic wave model). The calculations were performed for the 2010 spring flood event at a 20-km stretch of the river and the floodplain in the upper part of the Lower Biebrza Basin. Modifying the boundary condition by using data assimilation has dramatically improved the accuracy of water table predictions during floods in the area of the Lower Biebrza Basin.
INTRODUCTION
Data assimilation (DA) is a research method widely used by meteorologists in numerical weather forecasting models and by oceanographers in sea level forecasting (Ghil et al. [5] ). Generally speaking, it is a process where the current system state is determined from measurements. The basic task of data assimilation is to determine the initial condition for a numerical forecast based on the knowledge of forecasted values and on available observations of prognostic variables. The most common techniques include statistical methods (e.g., optimal interpolation (OI) or different variants of socalled Kalman filter (KF)), three-dimensional variational methods (3D-Var), and more advanced four-dimensional variational methods (4D-Var). A serious drawback in practical application of statistical methods are difficulties related to determining error covariance matrices, or, as it is in the case of 4D-Var methods, implementing a coupling model (e.g., Bouttier and Courtier [2] , Refsgaard [11] ). Beside these methods, so called object methods also known as empirical methods are fairly often used in assimilation. They have been used since the 1960s in 2D and 3D problems. Similar methods in 4D forecasting models are referred to as 'nudging'. They are based on Newtonian relaxation, whose aim is to add the difference between the calculated and the observed variations of the system state to appropriate terms of the model's dynamic equations. When it comes to statistical or variational methods, they are characterized by a far simpler mathematical apparatus based on simple interpolation tech-niques. These methods produce satisfactory results and they do not require large computational powers (Lorenc [7] ).
Since the late 1990s, data assimilation has also been employed in hydrological models describing flow and retention processes on a catchment scale. This is connected with development of measurement techniques such as remote sensing or satellite photography and a variety of electronic devices enabling large-scale monitoring of such parameters as rainfall, snow cover, soil humidity, ground surface temperature or vegetation structure. Correlating these data with spatial information systems (GIS) provides information that can be used for data assimilation in hydrological prognostic models. A wide list of literature on data assimilation in hydrological models can be found in a review study by Troch (Troch et al. [13] ). The issues of data assimilation in predicting water flow in river channels are chiefly concerned with using this method to determine roughness coefficients (e.g., Ding et al. [4] , Roux and Dartus [12] ). In these works, Mannig coefficient was identified in 1D models by using variational methods consisting in minimising the objective function describing the difference between forecast and observation. In the study by Bélanger and Vincent [1] , a 4D-Var variational method was used to assimilate the observed water table levels in a two-dimensional hydrodynamic model based on shallow water equations and allowing for a simplified model of sediment transport. Application of a much simpler 'nudging' object method for a hydrodynamic model, where measurements of water table in a river channel are used in the assimilation process, was presented by Swiatek [14] . Using statistical methods based on Kalman filter to integrate the observed water levels in the assimilation process was discussed by Madsen and Skotner [8] .
SIMULTANEOUS EQUATIONS FOR 1D GRADUALLY VARIED UNSTEADY FLOW IN AN OPEN CHANNEL
One-dimensional unsteady water flow in open channels is described by SaintVenant system of equations, often referred to as a dynamic wave model (Cunge et 
where: Solving hyperbolic differential Saint-Venant equations in supercritical flow conditions (Froude number Fr < 1) requires defining boundary conditions at the opening (upstream boundary condition) and closing (downstream boundary condition) crosssections of the channel stretch analysed. In the model discussed, discharge hydrograph Q(t) is used as the upstream boundary condition, while the downstream boundary condition could be defined, depending on flow conditions, as a water table hydrograph h(t), used in the case of a river confluence with a body of water, e.g., an estuary, bay or a lake or as a rating curve expressed as a monotonic function of water table elevation and discharge Q(h) (rating curve in uniform steady motion).
Apart from defining upstream and downstream boundary conditions, solving equations (1a) and (1b) may require defining so-called inner boundary conditions when lateral inflow q is incorporated in the model. This could refer to tributaries of the main watercourse assigned as concentrated or diffuse lateral inflow. In the first case, inflow discharge is defined in the immediate vicinity of a specific point in the river, while in the other one, lateral inflow is spread along a particular stretch of the river. Tributaries of rivers that flow into the analysed watercourse could be seen as concentrated lateral inflow, while diffuse lateral inflow is the term used to describe recharge from the subcatchment.
In the case of unsteady flow, boundary conditions must be supplemented with an initial condition, i.e., h(x, t = 0) and Q(x, t = 0) must be specified. For supercritical flows, the boundary condition, defined as a water table profile between the upstream and downstream sections of the river, is usually calculated by solving a gradually varied steady flow problem based on mechanical energy balance and known discharge distribution along the watercourse.
The simultaneous equations (1a) and (1b), describing unsteady water flow in open channels, are a system of non-linear hyperbolic partial differential equations, which cannot be solved analytically. In a general case, one should employ numerical methods of solving partial differential equations, which enable finding a discrete approximate solution. In the model discussed, the simultaneous equations (1a)-(1b) were solved by the finite element method (FEM). Due to time integration, the implicit scheme was used and the non-linear system of algebraic equations was solved by the predictor-corrector iterative method consisting in solving a time-step linearized system of equations and simultaneously correcting the solution by an iteration process (Szymkiewicz [15] ).
NUDGING DATA ASSIMILATION PROCEDURE IN 1D HYDRODYNAMIC MODEL
The nudging method is based on the Newtonian relaxation idea, whose task is to supplement the appropriate terms of the model's dynamic equations with the difference between the calculated system state variables and the observed values. In this way, the forecasted state variables are "pushed" towards the observed values. In the analysis, one can use a regular observation network, both in time and space, or separate observations conducted at any point in time or space. Therefore, two nudging techniques are distinguished. The method connected with a regular observation network is known as "nudging to the analysis", while the approach connected with individual observations is called "nudging to individual observations" (Houser et al. [6] ). In the former method, the observed values are interpolated to the computational grid of the model, and the following term is added to the dynamic equations of the model
where:
G -nudging impact coefficient, W -weight functions,
ε -measurement quality factor, h 0 -value observed at a computational grid node, h -predicted state variable. Coefficient G defines the influence of nudging as compared to the other processes described by the model. Four-dimensional weighting function W specifies its variation in space and time. Measurement quality factor 0 < ε < 1 is related to the quality and distribution of observations in time and space. In "nudging to individual observations", differences between the forecast and the observations are defined at the points in space where observations are conducted and then interpolated to the computational grid of the model. In this approach, nudging assumes the following form
N t -number of observations in time, N x -number of observations in space, h oik -locally observed value at point k, h k (t) -value predicted from the model interpolated to point i in time, and in space (x, y, z) -to point k, where observations are conducted.
Measurement quality factor ε characterizes measurement errors and their representativeness. Index i refers to all the observations whose influence areas contain values predicted in the model.
Weight functions W at moment t and point (x, y, z) are a combination of a horizontal weight function w xy , vertical weight function w z , and time weight function w t ,
Weight functions w xy , w z , w t have been defined in the following way (Houser et al.
where: R -horizontal impact radius, D -distance of the i-th observation from computational grid node, R z -vertical impact radius, (7), (6), (5)) of weight function W, used in "nudging to individual observations". Świątek [14] presented a detailed analysis of the influence of particular "nudging" terms on the results obtained. 
Employing a Galerkin FEM method to solving equation (8) 
where x w , t w were calculated as mean values in element (e).
RESEARCH AREA
The hydrodynamic model was developed for the Lower Biebrza Basin, which occupies the southern part of the Biebrza valley between the village Osowiec and the confluence with the Narew. The length of the southern basin is c. 30 km and its width varies from 12 to 15 km. Most of this area is occupied by a fluvial terrace which contains large flat peatbogs and 1-2-km wide slightly undulating silt near-channel zone (Żurek [16] ). At this section, the river channel is tortuous, forming numerous meanders, distributaries and oxbow lakes, where water flows during floods. The width of the channel varies from c. 20 to 35 m. The channel is clearly distinguishable and in the southern part, near its confluence with the Narew, it cuts strongly into the bottom of the valley (Okruszko et al. [9] ). The most important tributaries of the Biebrza in its lower course are the right-bank Klimaszewnica and Wissa and the left-bank Kosódka. The Lower Biebrza valley has a characteristic zonal pattern of vegetation, which fully reflects the water conditions in the analysed area. Oświt [10] distinguishes five vegetation zones in this area: reed communities Phragmition, Carex-reed communities Magnocaricion, Carex-moss communities Scheuchzerio-Caricetea fuscae, willow and birch scrubland as well as alder and birch-alder woodland communities Alnetea glutinosae.
SIMULATION OF FLOOD FLOW IN THE LOWER BIEBRZA BASIN
The 1D model was employed to perform computational flood flow simulations for the flood that occurred between 1st April and 30th June 2010. As the data which could be used for model verification and in data assimilation procedure were available only for two river Divers (DR100 and DR102), the flow area was narrowed to a river stretch between cross-sections BD1 and P39 (Fig. 4) . The main task of the 1D model was to define the active parts of cross-section (A e ) which take part in water flow. Only surface (A e ), including the active surface of the main channel, was considered in the momentum conservation equation (equation (1a) In order to define the width of active zones and to select the value of Manning coefficient for the river channel and the floodplain, numerical experiments were conducted in such a way that the difference between the forecast from the model and the measured water table level (8th June 2010) could be the smallest. The calculations were performed for a constant boundary condition at cross-section BD1 (Q = 69.9 m 3 /s) while the downstream boundary condition was the water table elevation at cross-section P39 (HP39 = 104.79 m above mean sea level). The inflow from the subcatchment was estimated from the discharge balance for Burzyn gauge and it reached 50.86 m 3 /s at the stretch between cross-sections P39 and BD1. The width of active flow zones A e varied from 100 to 400 m. The Manning coefficient oscillated between 0.033 and 0.040 in the river channel, and from 0.05 to 0.1 on the floodplain. The mean squared error in this case was 0.02 m, and the maximum difference between the measured and predicted water table level -0.03 m.
The model elaborated in this way was used for computational simulations of the 2010 flood flow (1st April-30th June).
The upstream boundary condition in the model was the discharge hydrograph at cross-section BD1 (Fig. 5) , which is the sum of discharge hydrographs for Osowiec and Przechody gauges. It is discernible that for this flood event recharging from the subcatchment was essential. At two flood peaks, the outflow from the lower basin at Burzyn gauge was almost twice as high as the inflow at cross-section BD1. In the model, the inflow from the subcatchment is estimated from discharge balances for Burzyn gauge. The downstream boundary condition is the water table level recorded by Diver DR102 interpolated for the location of cross-section P39 (Fig. 4) . The model was verified with the readings from DR100 sensor. The results suggest that the reason for such performance may be due to the adopted upstream boundary condition defined for the BD1 cross-section location. Diver DR100 is located 1.5 km below cross-section BD1 and its readings should be quite well correlated with the values at cross-section BD1.
It could be inferred from Fig. 7 that the forecasted water table level is very well correlated with the upstream boundary condition (R = 0.977), while DR100 readings are not so well correlated; the correlation coefficient is 0.878 in this case. Therefore, it may be concluded that the upper boundary condition defined as the sum of discharges at Osowiec and Przechody gauges is responsible for errors in the model. (Fig. 4) . It was assumed that measurement quality was satisfactory and therefore parameter ε = 1. At DR100, data is collected at 6-hour intervals. For calculations, τ/2 of 3 hours was adopted (formula (7)). It was also assumed that parameter G in nudging equals 1and radius R of observation impact on water table elevations calculated at model grid nodes reaches 5000 m. Swiatek [14] conducted a detailed analysis of the influence of particular nudging parameters on the results obtained. The use of nudging dramatically improved the model forecast at Diver DR100 location ( Table 2 ). The errors are negligible and the model fully reflects the dynamics of water table changes at DR100 location. As Diver DR100 is situated at a small distance (c. 1.5 km) from cross-section BD1, where the boundary condition is defined, an attempt to use nudging was made in order to improve boundary condition definition in the 1D model. In the next simulation, the predicted discharge hydrograph containing data assimilation (G = 1, R = 5000), calculated at Diver DR100 location, was transferred to cross-section BD1 as the upstream boundary condition. This approach dramatically improved the quality of 1D hydrodynamic model without data assimilation (Nud = 0) (Fig. 8) . The MSE error decreased twofold and reached the value of 0.05 m (Table 3) . mates water table elevation at flood peaks and underestimates these values after the passage of the peak. The range of changes in the forecasted water table elevations is almost twice as wide as the range of changes in the observed water table. The main reason for these discrepancies is the estimation of the upstream boundary condition and the inflow from the subcatchment.
The analysis of data recorded by the Diver placed upstream has demonstrated that defining the upstream boundary condition in the model as the sum of discharge hydroghraphs for Osowiec and Przechody gauges is incorrect in this case.
The nudging-based assimilation of water table level implemented in the 1-dimensional hydrodynamic model enables assimilation of water table measurements.
Employing data assimilation dramatically improves the accuracy of predicting water table levels during floods in the area of the Lower Biebrza Basin.
The numerical experiments with data assimilation by nudging have demonstrated that it could be used to define correctly the upstream boundary condition assigned in the form of discharge hydrographs.
Modifying the boundary condition as a result of using data assimilation has vastly improved the accuracy of forecasting water table levels during floods in the area of the Lower Biebrza Basin.
