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 The COVID-19 virus became a virus that was deadly and shocked the world. One of 
the consequences caused by the COVID-19 virus is a respiratory infection. The 
solution put forward for this problem is with a prediction of the COVID-19 virus 
infection. This prediction was made based on the classification of chest X-ray data. 
One challenging issue in this field is the imbalance on the amount of data between 
infected chest X-rays and uninfected chest X-rays. The result of imbalanced data is 
data classification that ignores classes with fewer data. To overcome this problem, 
the data sampling technique becomes a mechanism to make the data balanced. For 
this reason, several data sampling techniques will be evaluated in this study. Data 
sampling techniques include Random Undersampling (RUS), Random 
Oversampling (ROS), Combination of Over-Undersampling (COUS), Synthetic 
Minority Over-sampling Technique (SMOTE), and Tomek Link (T-Link). This 
study also uses the Support Vector Machines (SVM) data classification, because it 
has high accuracy. Furthermore, the evaluation is carried out by selecting the highest 
accuracy and Area Under Curve (AUC). The best sampling technique found was 
SMOTE with an accuracy value of 99% and an AUC value of 99.32%. The SMOTE 
technique is the best data sampling technique for the classification of COVID-19 
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I. PENDAHULUAN 
Di penghujung tahun 2019, pemberitaan tentang virus 
mematikan yang dikenal dengan nama virus Corona (COVID-
19) menghebohkan dunia. COVID-19 adalah sekelompok 
virus dalam subfamili Orthocronavirinae dalam famili 
Coronaviridae dan nama virusnya adalah Nidovirales. 
COVID-19 dapat menyebabkan infeksi saluran pernapasan 
ringan, bahkan lebih mematikan. [1]. COVID-19 merupakan 
virus jenis baru yang menular dan diketahui muncul pertama 
kali di Wuhan, Cina [2]. Pandemi tersebut diawali dengan 
sejumlah kasus pneumonia di Wuhan mengancam dunia 
dengan perkiraan 2% - 5% rata-rata kematian [3-4]. Penyebab 
dari penyebaran COVID-19 terjadi akibat adanya kontak 
langsung dengan penderita serta melalui wujud cairan [5]. 
Penyakit COVID-19 menyebabkan ribuan korban meninggal 
dunia diberbagai negara [6]. Organisasi kesehatan dunia atau 
World Health Organization (WHO) mengumumkan bahwa 
COVID-19 sebagai pandemi yang membawa risiko yang 
besar bagi negara, khususnya dengan sistem kekebalan tubuh 
yang rentan [7]. 
Berdasarkan permasalahan tersebut, sebuah solusi 
dibutuhkan untuk klasifikasi pasien yang terkena COVID-19. 
Hal tersebut dilakukan untuk memprediksi status apakah 
pasien tersebut aman atau terinfeksi COVID-19 berdasarkan 
hasil data rontgen dada. Salah satu implementasi dari solusi 
tersebut adalah menggunakan data rontgen dada sebagai data 
input untuk klasifikasi data. Implementasi yang serupa 
dilakukan oleh Bergtholdt, Wiemker dan Klinder (2016) 
dalam pembuatan sistem deteksi nodul paru-paru dengan 
klasifikasi. Nilai Area Under Curve (AUC) yang didapatkan 
adalah sebesar 90% [8]. Klasifikasi data dalam penelitian ini 
akan dilakukan dengan menggunakan model Support Vector 
Machines (SVM). Klasifikasi data SVM dipilih, karena 
sangat unggul dalam hasil yang didapatkan berdasarkan 
penelitian mengenai perbandingan model klasifikasi data. 
Hasil penelitian Harefa and Pratiwi (2016) terkait citra 
mammogram menunjukkan SVM mendapatkan keseluruhan 
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tingkat akurasi 93.98% dibandingkan dengan tingkat akurasi 
k-Nearest Neighbour (k-NN) sebanyak 63.86% [9].  
Sebelum klasifikasi data dilakukan, data sampel harus 
dijadikan pertimbangan terlebih dahulu. Dataset dipastikan 
terlebih dahulu apakah jumlah setiap kategori data seimbang 
atau imbalanced. Apabila jumlah dataset imbalanced, maka 
kelas minor (dengan jumlah lebih sedikit) dalam klasifikasi 
data akan diabaikan [10]. Hal tersebut menyebabkan rata-rata 
misklasifikasi menjadi lebih tinggi dalam kelas minor. 
Mekanisme untuk mengatasi permasalahan tersebut adalah 
penggunaan metode sampling. Metode tersebut mengubah 
dataset yang tidak seimbang dengan prosedur yang berbeda 
untuk menghasilkan persebaran data yang seimbang. Data 
yang seimbang dapat meningkatkan performa keseluruhan 
proses klasifikasi dibandingkan dengan data yang tidak 
diproses [10]. Untuk itu, penelitian ini dirumuskan untuk 
mendapatkan pengetahuan mengenai performa yang dimiliki 
oleh beberapa teknik sampling data. Hasil evaluasi dari 
perbandingan teknik sampling data akan diukur berdasarkan 
AUC serta tingkat akurasi sebagai parameter tambahan. 
II. METODE 
Untuk mendapatkan hasil dari perbandingan performa 
setiap teknik sampling data, maka data rontgen dada akan 
digunakan pada setiap teknik tersebut. Perbandingan tersebut 
juga dilakukan terhadap data yang imbalanced dengan ke 5 
teknik sampling data. Dalam penelitian ini, 5 teknik sampling 
data yang akan dibandingkan mencakup Random 
Undersampling (RUS), Random Oversampling (ROS), 
Combination of OverUndersampling (COUS), Synthetic 
Minority Over-sampling Technique (SMOTE), dan Tomek 
Link (T-Link). Bagian ini akan membahas tahap untuk 
mendapatkan hasil pengukuran performa dari teknik sampling 
data tersebut. 
A. Persiapan Data Rontgen Dada 
Tahap ini dilakukan untuk mempersiapkan dataset yang 
digunakan untuk sampling dan klasifikasi berdasarkan hasil 
rontgen dada. Pengujian dalam penelitian ini menggunakan 
dua kelompok data, yaitu data rontgen dada untuk pasien yang 
terinfeksi dan aman dari COVID-19. Data rontgen dada untuk 
infected menggunakan data yang bersumber dari Cohen, 
Morrison and Dao (2020) [11]. Kemudian, data rontgen dada 
untuk uninfected menggunakan sumber dari Wang et al. 
(2019) [12]. Kedua data tersebut memiliki format gambar jpg 
yang dikonversi dalam ukuran 50 x 50 pixel. Total data citra 
adalah sebanyak 402 dimana data infected sebanyak 282 dan 
data uninfected sebanyak 120. 
B. Penggunaan Sampling 
Sebelum memulai sampling data, persiapan juga dilakukan 
pada sampling yang akan digunakan dalam RStudio. 
Penjelasan dari sampling tersebut adalah sebagai berikut: 
 EBImage merupakan sebuah package atau toolbox 
yang digunakan untuk pemrosesan dan analisis 
terhadap citra dalam R [13]. Fungsionalitas yang 
disediakan EBImage mempermudah pemrosesan 
sinyal, pemodelan statistik, machine learning, dan 
visualisasi dengan menggunakan data citra atau image 
[14]. Sampling ini akan digunakan dalam penelitian ini 
untuk mendapatkan fitur dari citra. 
 unbalanced merupakan package R yang memiliki 
beberapa teknik sampling untuk klasifikasi data 
imbalanced. Teknik sampling yang dimiliki package 
ini mencakup ubOver, ubUnder, SMOTE, dan Tomek 
[15]. Sampling ini akan digunakan untuk teknik 
sampling data RUS, ROS, SMOTE, dan T-Link. 
 ROSE merupakan package yang menyediakan fungsi 
untuk menyelesaikan permasalahan klasifikasi biner 
dalam kelas imbalanced [16]. Sampling ini akan 
digunakan untuk teknik sampling data COUS. 
 e1071 merupakan package yang menyediakan 
fungsionalitas untuk analisis kelas laten atau Latent 
Class Analysis (LCA), SVM (Support Vector 
Machines), dan lainnya [17]. Sampling ini akan 
digunakan untuk klasifikasi data menggunakan model 
SVM. 
C. Pembuatan Fitur dan Kelas Citra 
Tahap ini dilakukan untuk mendapatkan ekstrak fitur 
berdasarkan gambar dari rontgen dada. Fitur dari citra 
didapatkan dengan menggunakan sampling EBImage. 
Perulangan dilakukan untuk mengambil setiap data dari citra 
dalam path tempat citra tersimpan. Kemudian, citra akan 
dilakukan proses pembacaan oleh sampling dengan channel 
warna abu-abu (gray). Proses dari perulangan dengan 
sampling dilakukan untuk mengekstrak fitur dari citra. 
Karena terdapat dua jenis citra, yakni uninfected dan infected, 
maka perulangan tersebut akan dilakukan sebanyak 2 kali. 
Setelah ekstrak fitur dilakukan, tahap selanjutnya adalah 
memberi kelas pada masing-masing kategori data citra. 
Pemberian kelas pada data citra disesuaikan dengan sampling 
unbalanced dimana 0 untuk kelas mayor dan 1 untuk kelas 
minor. Kelas mayor berada pada data infected, karena 
memiliki jumlah yang lebih banyak dibandingkan dengan 
data uninfected. Dengan kata lain, kelas data infected adalah 
0 dan kelas data uninfected adalah 1 [18]. 
D. Sampling Data 
Tahap ini dilakukan untuk melihat efektivitas dari masing-
masing teknik sampling data. Perbandingan tersebut 
dilakukan pada data yang imbalanced serta 5 teknik sampling 
data. Dalam melakukan perbandingan, masing-masing teknik 
sampling data dilakukan dengan menggunakan bantuan 
sampling. Penjelasan dari perbandingan yang dilakukan 
adalah sebagai berikut:  
 Data Imbalanced 
Sebuah dataset dikatakan imbalanced apabila 
distribusi kelas tidak seimbang dimana terjadi saat 
jumlah salah satu kelas lebih rendah dibandingkan 
kelas lainnya. Permasalahan ini dapat menghambat 
performa dari klasifikasi data yang membuat kelas 
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minor diabaikan [10]. Data citra rontgen dada 
menunjukkan adanya data yang tidak seimbang 
dimana jumlah data sampel tidak seimbang. Jumlah 
data citra infected (282 data) lebih banyak 
dibandingkan dengan jumlah data citra uninfected 
(120 data). Dari jumlah tersebut, data citra rontgen 
dada dapat dikatakan sebagai data imbalanced. Data 
frame akan dibuat pada tahap ini dengan 
mengkombinasikan fitur dan kelas citra. Fungsi table() 
dapat dimanfaatkan untuk menampilkan kelas 0 
(infected) dan 1 (uninfected) agar memastikan hanya 
ada 2 kelas dalam dataset. 
 Random Undersampling (RUS) 
Random Undersampling (RUS) merupakan metode 
non-heuristik yang menyeimbangkan distribusi kelas 
melalui penghapusan kelas mayor secara acak untuk 
mendapatkan instance set yang seimbang [10]. RUS 
bekerja dengan menghapus sampel secara acak untuk 
menyeimbangkan distribusi skew dalam masing-
masing dataset atau dengan sampel kelas minor [19]. 
Teknik sampling data ini akan dilakukan dengan 
menggunakan fungsi ubUnder() dari sampling 
unbalanced [18]. Sampling data RUS dimulai dengan 
memasukkan fitur dan kelas citra sebagai parameter 
dari ubUnder(). Selanjutnya, data yang diolah melalui 
algoritma RUS dihasilkan dan dapat dicek dengan 
table() untuk mendapatkan jumlah dari setiap kelas 
citra. Fitur dan kelas data citra rontgen dada 
dimasukkan sebagai argument dari fungsi ubUnder(). 
Selanjutnya, dataset citra akan diproses dengan 
algoritma RUS dan tabel baru dibuat untuk 
menyimpan fitur dan kelas yang telah diproses RUS. 
Jumlah dataset berdasarkan kelas dapat dicek dengan 
fungsi table(). 
 Random Oversampling (ROS) 
Random Oversampling (ROS) merupakan metode 
non-heuristik yang menyeimbangkan distribusi kelas 
melalui penambahan data pada kelas minor secara 
acak. Teknik sampling data ini akan dilakukan dengan 
menggunakan fungsi ubOver() dari sampling 
unbalanced [10]. Penelitian Johnson dan 
Khoshgoftaar (2019) mendapatkan hasil bahwa teknik 
ini memiliki performa yang lebih baik dibandingkan 
dengan RUS [20]. Pang et al. (2019) menjelaskan 
bahwa teknik ROS dapat menyebabkan terjadinya 
permasalahan overfitting selama proses learning [21]. 
Selanjutnya, data yang diolah melalui algoritma ROS 
dihasilkan dan dapat dicek dengan table() untuk 
mendapatkan jumlah dari setiap kelas citra. Fitur dan 
kelas data citra rontgen dada dimasukkan sebagai 
argument dari fungsi ubOver(). Selanjutnya, dataset 
citra akan diproses dengan algoritma ROS dan tabel 
baru dibuat untuk menyimpan fitur dan kelas yang 
telah diproses ROS. Jumlah dataset berdasarkan kelas 
dapat dicek dengan fungsi table(). 
 Combination of Over-Undersampling (COUS) 
Combination of Over-Undersampling (COUS) 
merupakan kombinasi dari algoritma teknik sampling 
ROS dan RUS. Dengan kata lain, teknik ini terbentuk 
secara hybrid yang menggabungkan metode over-
sampling dan under-sampling. Algoritma teknik 
gabungan ini adalah dengan melakukan over-sampling 
terhadap kelas minor dan under-sampling terhadap 
kelas mayor hingga kelas memiliki jumlah sampel 
yang sama [20]. Teknik sampling data ini akan 
dilakukan dengan menggunakan fungsi ovun.sample() 
dari sampling ROSE. Argumen method dalam fungsi 
tersebut harus menggunakan parameter both agar 
menggabungkan ROS dan RUS dalam sampling [16]. 
Berbeda dengan sampling unbalanced, tabel akan 
langsung menyimpan data yang telah diproses dan 
diseimbangkan dengan COUS. Dengan kata lain, tabel 
baru untuk menyimpan data yang telah diproses 
COUS tidak perlu dibuat. Jumlah dataset berdasarkan 
kelas dapat dicek dengan fungsi table(). 
 Synthetic Minority Over-sampling Technique 
(SMOTE) 
 Synthetic Minority Over-sampling Technique 
(SMOTE) merupakan metode oversampling yang 
paling banyak digunakan (Raghuwanshi and Shukla, 
2020) serta diperkenalkan oleh Chawla et al. (2002) 
[22-23]. Teknik SMOTE melakukan oversampling 
tanpa duplikasi atau penambahan berdasarkan k-NN 
(k-Nearest Neighbors) dari kelas minor [24]. SMOTE 
bertujuan untuk memperkaya batas kelas minor 
dengan membuat contoh buatan dalam kelas minor 
dadripada menambah contoh yang sudah ada untuk 
menhindari permasalahan overfitting [25]. Cara 
pembuatan data sampel baru dalam teknik ini adalah 
dengan memilih baris yang matching secara acak, 
kemudian mempersiapkan kombinasi konveks untuk 
sampel baru [19]. Teknik sampling data ini akan 
dilakukan dengan menggunakan fungsi ubSMOTE() 
dari sampling unbalanced [18]. Fitur dan kelas data 
citra rontgen dada dimasukkan sebagai argument dari 
fungsi ubSMOTE(). Selanjutnya, dataset citra akan 
diproses dengan algoritma SMOTE dan tabel baru 
dibuat untuk menyimpan fitur dan kelas yang telah 
diproses SMOTE. Jumlah dataset berdasarkan kelas 
dapat dicek dengan fungsi table(). 
 Tomek Link (T-Link) 
Tomek Link (T-Link) dianggap sebagai 
peningkatan dari Nearest-Neighbor Rule (AT et al. 
2016). Dalam dataset, terdapat instance yang 
merupakan data tetangga terdekat dan berada pada 
kelas yang berbeda. Teknik T-Link ini mencari 
instance tersebut menggunakan 1-NN (One-Nearest-
Neighbor) dalam dataset. Untuk mengatasi 
imbalanced, pada kelas mayor instance tersebut 
dihapus [18]. Teknik sampling data ini akan dilakukan 
dengan menggunakan fungsi ubTomek() dari sampling 
unbalanced [18]. Fitur dan kelas data citra rontgen 
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dada dimasukkan sebagai argument dari fungsi 
ubTomek(). Selanjutnya, dataset citra akan diproses 
dengan algoritma T-Link dan tabel baru dibuat untuk 
menyimpan fitur dan kelas yang telah diproses T-Link. 
Jumlah dataset berdasarkan kelas dapat dicek dengan 
fungsi table(). 
E. Membuat Data Uji 
Tahap ini dilakukan untuk membuat data uji yang 
digunakan dalam klasifikasi data. Data uji atau testing data 
set merupakan data yang akan digunakan untuk pengujian. 
Penelitian ini menggunakan 100 buah sampel data uji yang 
dipilih secara acak. Selanjutnya, data aktual atau hasil asli dari 
dataset disimpan didalam tabel terpisah untuk pengujian. 
F. Klasifikasi Data 
Setelah melakukan sampling data, tahap ini dilakukan 
untuk klasifikasi terhadap data tersebut. Metode yang dipilih 
untuk klasifikasi data dalam penelitian ini adalah Support 
Vector Machines (SVM). Model klasifikasi SVM pertama 
kali diperkenalkan oleh Cortes dan Vapnik (1995) [26]. SVM 
merupakan metode klasifikasi yang banyak digunakan, 
karena akurasi klasifikasi yang sangat dipengaruhi oleh 
pengaturan parameter kernel dan seleksi fitur [27]. SVM 
digolongkan sebagai teknik Supervised Machine Learning 
yang digunakan untuk klasifikasi dan regresi. SVM 
mengelompokkan data dengan mencari hyperplane cocok 
yang dapat memisahkan data berdasarkan margin tertinggi 
[28-29]. Pembuatan model SVM dilakukan dengan 
memanfaatkan fungsi svm() dalam package e1071. Fungsi ini 
digunakan untuk melakukan pelatihan data terhadap model 
SVM [17]. Argumen yang digunakan dalam fungsi svm() 
adalah kelas dan dataset yang telah diproses berdasarkan 
setiap teknik sampling data. 
G. Evaluasi Teknik Sampling 
Tahap ini dilakukan untuk membandingkan hasil dari 
performa setiap teknik sampling data serta data imbalanced 
setelah klasifikasi data dilakukan. Evaluasi dilakukan dengan 
menghitung akurasi, spesifisitas, sensitivitas, dan AUC untuk 
setiap teknik sampling data. Untuk mengukur kriteria 
tersebut, maka prediksi akan dilakukan dengan menggunakan 
data imbalanced dan yang telah melalui proses sampling. 
Prediksi dilakukan dengan menggunakan fungsi predict() 
dalam R. Argumen dalam fungsi tersebut adalah 
menggunakan model SVM dari setiap teknik sampling dan 
data pengujian. Selanjutnya, dataframe dibuat untuk 
membandingkan hasil prediksi dengan aktual. Hasil yang 
didapatkan dari proses prediksi adalah confussion matrix. 
Hasil confussion matrix digunakan untuk menghitung 
Akurasi, Spesifisitas, Sensitivitas, dan AUC. Menurut 
Apostolopoulos and Mpesiana (2020) serta (Purnajaya and 
Kusuma, 2019), persamaan yang akan digunakan kriteria 
tersebut adalah sebagai berikut: 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
(𝐿𝑒𝑛𝑔𝑡ℎ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐿𝑒𝑛𝑔𝑡ℎ 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 (1) 
 
𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑠𝑖𝑡𝑎𝑠 =  
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒




𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒











Persamaan tersebut diterapkan pada confussion matrix 
yang didapatkan untuk setiap prediksi yang dilakukan. 
Kemudian, teknik sampling dan kriteria tersebut disajikan 
dalam sebuah tabel. Tabel tersebut menjadi tabel untuk 
evaluasi terhadap kriteria performa yang didapatkan oleh 
setiap teknik sampling agar dapat dibandingkan [30-31]. 
III. HASIL DAN PEMBAHASAN 
Bagian ini akan membahas hasil evaluasi yang diperoleh 
dengan kriteria akurasi, spesifisitas, sensitivitas, dan AUC. 
Hasil evaluasi dari teknik sampling data dengan data 
imbalanced dan teknik sampling data untuk data citra infected 
dan uninfected dapat dilihat pada Tabel 1. 
TABEL I 
PERBANDINGAN PERFORMA DATA IMBALANCED DAN  












Imbalanced 95,00 95,89 92,59 94,24 
RUS 92,00 89,04 100 94,52 
ROS 98,00 98,63 96,30 97,46 
COUS 92,00 93,15 88,89 91,02 
SMOTE 99,00 98,63 100 99,32 
T-Link 94,00 95,89 88,89 92,39 
 
 
Gambar 1. Perbandingan Performa Data Imbalanced dan 
Teknik Sampling Data 
Pada Tabel 1 dan Gambar 1 dapat dilihat mengenai 
informasi mengenai kriteria yang didapatkan oleh setiap 











Akurasi (%) Spesifisitas (%) Sensitivitas (%) AUC (%)
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imbalanced, RUS, ROS, COUS, SMOTE, dan T-Link adalah 
sebanyak 95%, 92%, 98%, 92%, 99%, dan 94% secara 
berurutan. Akurasi tertinggi berada pada teknik sampling data 
SMOTE sebanyak 99% dibandingkan dengan teknik 
sampling lainnya. Spesifisitas yang diperoleh data 
imbalanced, RUS, ROS, COUS, SMOTE, dan T-Link adalah 
sebanyak 95.89%, 89.04%, 98.63%, 93.15%, 98.63%, dan 
95.89% secara berurutan. Spesifisitas tertinggi berada pada 
teknik sampling data ROS dan SMOTE sebanyak 98.63%. 
Kemudian, sensivisitas data imbalanced, RUS, ROS, COUS, 
SMOTE, dan T-Link adalah sebanyak 92.59%, 100%, 96.3%, 
88.89%, 100%, dan 88.89% secara berurutan. RUS dan 
SMOTE memiliki tingkat sensitivitas tertinggi sebanyak 
100%. AUC yang diperoleh data imbalanced, RUS, ROS, 
COUS, SMOTE, dan T-Link adalah sebanyak 94.24%, 
94.52%, 97.46%, 91.02%, 99.32%, dan 92.39% secara 
berurutan AUC tertinggi yang didapatkan adalah sebanyak 
99.32% oleh teknik sampling data SMOTE.   
IV. KESIMPULAN 
Dalam penelitian ini, evaluasi data imbalanced dan teknik 
sampling data telah dilakukan. Dataset yang digunakan dalam 
penelitian ini adalah data citra rontgen dada infected dan 
uninfected. Penelitian ini juga membandingkan performa data 
imbalanced dengan 5 teknik sampling data, yakni RUS, ROS, 
COUS, SMOTE, dan T-Link. Hasil yang didapatkan oleh 
setiap teknik sampling data berbeda-beda. Berdasarkan hasil 
evaluasi yang dilakukan, maka dapat disimpulkan bahwa 
teknik sampling data SMOTE paling unggul dibandingkan 
dengan teknik lainnya. Hal tersebut diukur dari kriteria 
perhitungan AUC yang didapatkan oleh data imbalanced, 
RUS, ROS, COUS, SMOTE, dan T-Link adalah 94.24%, 
94.52%, 97.46%, 91.02%, 99.32%, dan 92.39% secara 
berurutan. SMOTE mendapatkan nilai AUC tertinggi sebesar 
99.32% dan akurasi tertinggi sebesar 99%. Selain itu, 
SMOTE dapat meningkatkan nilai akurasi pada data 
imbalanced sebanyak 4% dan meningkatkan nilai AUC pada 
data imbalanced sebanyak 5.08%. Dengan kata lain, SMOTE 
merupakan teknik sampling yang paling unggul dalam 
menangani permasalahan imbalanced dengan data citra 
rontgen dada (infected dan uninfected) untuk prediksi 
COVID-19.  
Untuk penelitian selanjutnya, harapannya adalah penelitian 
dengan jumlah dataset yang lebih banyak disertai dengan 
ukuran citra yang lebih besar agar dapat mengetahui 
perubahan pada kriteria evaluasi. Hal tersebut diharapkan 
dapat menunjukkan adanya peningkatan pada performa 
klasifikasi data. Harapan lainnya adalah perbandingan dengan 
metode teknik sampling data lainnya diluar dari 5 teknik 
sampling ini agar dapat mengetahui teknik yang lebih baik 
dari teknik yang dibandingkan.. 
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