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Abstract
In this paper, we first establish the existence, uniqueness and Ho¨lder continuity of the solution to
stochastic Volterra integral equations with weakly singular kernels. Then, we propose a θ-Euler-
Maruyama scheme and a Milstein scheme to solve the equations numerically and we obtain the
strong rates of convergence for both schemes in Lp norm for any p ≥ 1. For the θ-Euler-Maruyama
scheme the rate is min{1−α, 1
2
−β} and for the Milstein scheme the rate is min{1−α, 1−2β} when
α , 1
2
, where (0 < α < 1, 0 < β < 1
2
). These results on the rates of convergence are significantly
different from that of the similar schemes for the stochastic Volterra integral equations with regular
kernels. The difficulty to obtain our results is the lack of Itoˆ formula for the equations. To get
around of this difficulty we use instead the Taylor formula and then carry a sophisticated analysis
on the equation the solution satisfies.
Keywords: Stochastic Volterra integral equations with weakly singular kernel;
θ-Euler-Maruyama scheme; Milstein-type scheme; Strong convergence rate in Lp norm (p ≥ 1).
1. Introduction
Let (Ω,F ,P) be a complete probability space with a filtration {Ft}0≤t≤1 satisfying the usual
condition. The expectation on this space is denoted by E. Let W(t) := (W1(t), · · · ,Wm(t))
T ,
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0 ≤ t ≤ 1, be an m-dimensionalWiener process defined on the probability space (Ω,F ,P) adapted
to the filtration Ft. Assume a : [0, 1] × R
d → Rd and b : [0, 1] × Rd → Rd×m satisfy some
conditions that we shall specify in next section. In this paper we shall consider the numerical
approximation of the following d-dimensional stochastic Volterra integral equations (SVIEs) with
weakly singular kernel
X(t) = X0 +
∫ t
0
(t − s)−αa(X(s))ds +
∫ t
0
(t − s)−βb(X(s))dWs, t ∈ [0, 1] , (1.1)
where α ∈ (0, 1), β ∈ (0, 1
2
) are two given positive numbers and the initial condition can be random
and satisfies E|X0|
p < ∞ for any p ≥ 1. We consider the interval [0, 1] for notational simplicity.
It is easy to extend all the results of this paper to equation on any finite interval [0, T ] instead
of [0, 1]. When α = β = 0, the above stochastic differential equations (SDEs), including their
numerical schemes, have been very well-studied. Many monographs can be found so that we are
not going to give any references here. Relatively, the singular Volterra integral equations of the
above form have been less studied. We mention some existence and uniqueness results under the
(global) Lipschitz condition and the linear growth condition (see [1–4]).
When (t − s)−α and (t − s)−β are replaced by some nice functions, the numerical schemes of
(regular) SVIEs have received attention only quite recently. Tudor [5] studied the strong conver-
gence of one-step numerical approximations for Itoˆ-Volterra equations, and he obtained the rate of
convergence in the mean-square sense (Lp when p = 2 in our terminology here). Wen and Zhang
[6] analysed an improved variant of the rectangular method for stochastic Volterra equation, and
the order of convergence was shown to be 1.0. Subsequently, Wang [7] approximated the solu-
tions to SVIEs by means of solutions to a class of SDEs and he studied two numerical methods:
stochastic theta method and splitting method. Xiao et al. [8] introduced a split-step collocation
method for SVIEs, and the method was proved to be convergent with order 0.5. Most relevant
to our work is the work of Liang et al. [9] who found that Euler-Maruyama (EM) method can
achieve a superconvergence of order 1.0 if the kernel function in diffusion term satisfies certain
boundary condition. More recently, for the Euler scheme for more general class of equations, such
as SVIEs with delay, stochastic Volterra integro-differential equations and stochastic fractional
integro-differential equations, we refer to [10–14].
To the best of our knowledge, there have been not yet numerical schemes for SVIEs with
weakly singular kernel like the form in (1.1). The difficulty is probably the singularity of the
integrand kernel: In this case the powerful and necessary tool of Itoˆ formula commonly used
previously does not exist for SVIEs with singular kernel. In this work we fill this gap by providing
strong convergence rates of θ-Euler-Maruyama scheme and Milstein scheme. Our results for the
numerical parts are summarized as follows. For Euler scheme (Yn obtained from (2.3)) we shall
prove that for any p ≥ 1
max
n∈{0,··· ,N}
‖X(tn) − Yn‖Lp(Ω;Rd) ≤ Ch
min( 12−β, 1−α),
where h is the mesh size. And for Milstein type scheme (the Zn given by (2.4)) we shall prove the
estimate:
max
n∈{0,··· ,N}
‖X(tn) − Zn‖Lp(Ω;Rd) ≤
{
Chmin{1−α,1−2β}, α , 1
2
;
Cmax{hmin{
1
2
,1−2β}, h(1−β)(ln(1
h
))1/2}, α = 1
2
.
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Since we can no longer use the Itoˆ-Taylor formula for the sultion of the equation, we shall use only
the Taylor formula combined with the techniques of classical fractional calculus, and discrete and
continuous typed Gronwall inequalities with weakly singular kernels.
The remaining part of the paper is organized as follows. In Section 2, some assumptions
and preliminaries are introduced. The main results of the paper on the existence, uniqueness,
and Ho¨lder continuity of the solution and the strong convergence rate results are stated. When
the kernel are singular it seems that the well-posedness of the equation has not been studied yet.
Section 3 studies the existence, uniqueness of the exact solution of the SVIEs with singular kernel.
On the other hand, to obtain the rates of convergence of our schemes we also need to use th Ho¨lder
continuity of the solution. All of these are done in Section 3. In Section 4, we present a proof
of the convergence results of θ Euler-Maruyama scheme. In Section 5, we present a proof of the
convergence results of Milstein-type scheme. In Section 6, we present some numerical simulations
to support our theoretical results.
2. Preliminaries and main results
We need to use the following generalized (discrete and continuous types) Gronwall inequalities
with weakly singular kernels, whose proofs can be found in [15].
Lemma 2.1. Let b > 0 be a positive number. If the non-negative sequence {Hn} satisfies the
inequality
Hn ≤ πn + b
n−1∑
l=0
(n − l)−γHl, 0 ≤ n ≤ N,
where the sequence {πn} is non-negative, and 0 < γ < 1, then
Hn ≤ E1−γ(Γ(1 − γ)n
1−γb)πn,
where Γ(a) =
∫ ∞
0
e−ssa−1ds, a > 0 is the Euler Gamma function, and
Ea(x) :=
∞∑
k=0
1
Γ(ak + 1)
xk , a > 0
is the Mittag-Leffler function of x ∈ R (cf. [16]).
Lemma 2.2. Let I := [0, 1] and assume that
(i) g ∈ C(I) (the set of real valued continuous functions on I) and g is non-decreasing on I.
(ii) the continuous, non-negative function H satisfies the inequality
H(t) ≤ g(t) + b
∫ t
0
(t − s)−γH(s)ds
for constant b > 0 and 0 < γ < 1. Then
H(t) ≤ E1−γ(Γ(1 − γ)t
1−γb)g(t), t ∈ I.
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The assumptions that we are going to make about the coefficients in our main equation (1.1)
are summarized as follows.
Assumption 1. Assume that
(i) there exists positive constant Lˆ such that
|a(x) − a(y)| ∨ |b(x) − b(y)| ≤ Lˆ|x − y|;
(ii) the function a and b satisfy the linear growth condition
|a(x)| ≤ Lˆ(1 + |x|), |b(x)| ≤ Lˆ(1 + |x|).
Assumption 2. Assume that there exists positive constant Lˆ such that the derivatives of function a
satisfies
|∇a(x) − ∇a(y)| ≤ Lˆ|x − y|;
We now show that Assumption 1 is sufficient to ensure the existence and uniqueness of the
solution to equation (1.1).
Theorem 2.1. Assume that the coefficients a and b satisfy Assumption 1. Then there is a unique
solution X(t) to (1.1), and the solution satisfies that for any p ≥ 1,
sup
0≤t≤1
E|X(t)|p ≤ Cp, (2.1)
where and throughout the remaining part of the paper we denote by C (or Cp) a generic constant
(independent of h) which may have different values in different places.
We also need the Ho¨lder continuity in the p-th (p ≥ 1) moment of the exact solution.
Theorem 2.2. Let the assumptions 1 and 2 are satisfied. Denote γ(α, β) = min{ 1
2
−β, 1−α}. Then
for the solution X to (1.1) we have for any p ≥ 1,
E|X(t) − X(r)|p ≤ Cp|t − r|
pγ(α,β) , ∀ 0 ≤ r ≤ t ≤ 1 . (2.2)
The proofs of the above two theorems (Theorem 2.1 and 2.2) are given in Section 3.
Let h > 0 be the mesh size. Throughout this paper, we consider only uniform mesh on [0, 1]
by
ti = ih, i = 0, 1, · · · ,N, h =
1
N
.
Denote η(s) = ti for ti ≤ s < ti+1 and ⌊x⌋ is the greatest integer less than or equal to x.
We first introduce the following θ-Euler-Maruyama (θ-EM ) and Milstein-type schemes for
SVIEs with weakly singular kernel respectively as follows
Yn+1 =Y0 + θ
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(Yi+1)ds + (1 − θ)
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(Yi)ds
+
n∑
i=0
∫ ti+1
ti
(tn+1 − ti)
−βb(Yi)dWs, n = 0, 1, · · · ,N − 1, θ ∈ [0, 1],
(2.3)
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and
Zn+1 =Z0 +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(Zi)ds +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(Zi)dWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(Zi)
( i−1∑
l=0
∫ tl+1
tl
[(s − r)−β − (ti − r)
−β]b(Zl)dWr
)
dWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(Zi)
( ∫ s
ti
(s − r)−βb(Zi)dWr
)
dWs, n = 0, 1, · · · ,N − 1,
(2.4)
where Y0 = Z0 = X0.
The main results of this paper are the following strong rates of convergence of the θ Euler-
Maruyama scheme (2.3) and Milstein-type scheme (2.4) for the solution of the SVIEs with weakly
singular kernel (1.1). We shall provide their proofs in Sections 4 and 5, respectively.
Theorem 2.3. If the functions a and b satisfy Assumption 1, then for any p ≥ 1
max
n∈{0,··· ,N}
‖X(tn) − Yn‖Lp(Ω;Rd ) ≤ Ch
min
(
1
2−β, 1−α
)
,
where X is the exact solution of (1.1) and Yn is the numerical solution obtained from the θ Euler-
Maruyama scheme dictated by (2.3).
Theorem 2.4. If the functions a and b and their derivatives till the third order are bounded, and
if the Assumption 1 and Assumption 2 are satisfied, then for any p ≥ 1
max
n∈{0,··· ,N}
‖X(tn) − Zn‖Lp(Ω;Rd) ≤
{
Chmin{1−α,1−2β}, α , 1
2
;
Cmax{hmin{1/2,1−2β}, h(1−β)(ln(1
h
))1/2}, α = 1
2
.
Remark 2.1. When the singular parameter α = β = 0, the above two theorems say that the θ
Euler-Maruyama scheme (2.3) and Milstein-type scheme (2.4) recover the optimal convergence
rate of order 0.5 and 1, respectively.
3. The existence, uniqueness and Ho¨lder continuity of the exact solution
In this section we provide proofs for Theorems 2.1 and 2.2.
Proof of Theorem 2.1. We assume p ≥ 2. The case 1 ≤ p < 2 can be derived from Lyapunov
inequality (namely ‖F‖p ≤ ‖F‖q for 1 ≤ p ≤ q ≤ ∞). We borrow some ideas from [1, Theorem 1],
where the authors studied the existence and uniqueness of the equations
X(t) = X0 +
1
Γ(α)
( ∫ t
0
(t − s)α−1b(X(s))ds +
∫ t
0
(t − s)α−1σ(X(s))dWs
)
, α >
1
2
in the space L2. Here, we consider SVIEs with two different singular kernel, which allow the
singular parameter α in the drift term vary from 0 to 1 and we consider the solution in Lp for
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any p ∈ [1,∞). Moreover, we shall prove that T : Sp(0, 1) → Sp(0, 1) is a contraction mapping
with respect to more general norm (Lp norm, p ≥ 1). Thus, some new techniques will be needed.
Denote by Sp(0, 1) the Banach space of the stochastic process that are measurable, Ft-adapted,
where the norm of the process is defined by
‖X‖Sp := sup
0≤t≤1
(E|X(t)|p)1/p < ∞.
Define operators T : Sp(0, 1) → Sp(0, 1) by
Tλ(t) := X0 +
∫ t
0
(t − s)−αa(λ(s))ds +
∫ t
0
(t − s)−βb(λ(s))dWs.
Obviously, the operators T are well defined. Let κ be a positive constant such that
κ > 2p−1Lˆp
(
T (1−α)p
1 − α
+
T (1−2β)p
1 − 2β
)
Γ(1 −max(α, 2β)), (3.1)
where Γ(·) is the Gamma function. We introduce a new weighted norm ‖ · ‖κ by
‖X‖κ := sup
t∈[0,1]
√
E(|X(t)|p)
E1−max(α,2β)(κt1−max(α,2β))
,
where E1−max(α,2β)(·) is the Mittag-Leffler function. It is easy to verify that ‖ · ‖Sp and ‖ · ‖κ are
equivalent. Next, we show that T is contractive with respect to the norm ‖ · ‖κ. In fact, for any
λ, µ ∈ S2(0, 1), we have by Jensen’s inequality
E|Tλ(t) − Tµ(t)|p ≤ 2p−1E
∣∣∣∣∣∣
∫ t
0
(t − s)−α(a(λ(s)) − a(µ(s)))ds
∣∣∣∣∣∣p
+2p−1E
∣∣∣∣∣∣
∫ t
0
(t − s)−β(b(λ(s)) − b(µ(s)))dWs
∣∣∣∣∣∣p
≤ 2p−1
(∫ t
0
(t − s)−αds
)p−1
· Lˆp
∫ t
0
(t − s)−αE|λ(s) − µ(s)|pds
+2p−1Lˆp
(∫ t
0
(t − s)−2βds
)p/2−1
E
∫ t
0
(t − s)−2β|λ(s) − µ(s)|pds
≤ 2p−1Lˆp
(
T (1−α)p
1 − α
+
T (1−2β)p
1 − 2β
) ∫ t
0
(t − s)−max(α,2β)E|λ(s) − µ(s)|pds. (3.2)
Hence, by Lemma 2.2 we have
E|Tλ(t) − Tµ(t)|p
E1−max(α,2β)(κt1−max(α,2β))
≤ 2p−1Lˆp
(
T (1−α)p
1 − α
+
T (1−2β)p
1 − 2β
) ∫ t
0
(t − s)−max(α,2β)E1−max(α,2β)(κs
1−max(α,2β))ds
E1−max(α,2β)(κt1−max(α,2β))
‖λ − µ‖pκ
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≤ 2p−1Lˆp
(
T (1−α)p
1 − α
+
T (1−2β)p
1 − 2β
)
Γ(1 −max(α, 2β))
κ
‖λ − µ‖pκ
= ρ‖λ − µ‖pκ ,
where
ρ = 2p−1Lˆp
(
T (1−α)p
1 − α
+
T (1−2β)p
1 − 2β
)
Γ(1 −max(α, 2β))
κ
and where we used∫ t
0
(t − s)−max(α,2β)E1−max(α,2β)(κs
1−max(α,2β))ds ≤
Γ(1 −max(α, 2β))
κ
E1−max(α,2β)(κt
1−max(α,2β)) .
By our choice of κ (namely (3.1)) we see that that ρ < 1. Thus we conclude that T : Sp(0, 1) →
S
p(0, 1) is a contraction mapping. By Banach contractive mapping theorem, we see that there
exists a unique solution in Sp(0, 1).
The bound (2.1) follows easily from the above argument (e.g. (3.2) with µ = 0) and the linear
growth condition of the functions a and b.
Proof of Theorem 2.2. We continue to assume p ≥ 2. The case 1 ≤ p < 2 can be proved by using
a Lyapunov inequality. Let X(t) satisfy (1.1). We can write
X(t) − X(r) =
( ∫ t
0
(t − s)−αa(X(s))ds −
∫ r
0
(r − s)−αa(X(s))ds
)
+
( ∫ t
0
(t − s)−βb(X(s))dWs −
∫ r
0
(r − s)−βb(X(s))dWs
)
=: I41 + I42.
Obviously, I42 can be written as
I42 =
∫ r
0
[(t − s)−β − (r − s)−β]b(X(s))dWs +
∫ t
r
(t − s)−βb(X(s))dWs =: I421 + I422 .
Then by Burkholder-Davis-Gundy inequality, we have
E|I421|
p
=E
∣∣∣∣∣∫ r
0
[(t − s)−β − (r − s)−β]b(X(s))dWs
∣∣∣∣∣p
≤CpE
(∫ r
0
∣∣∣[(t − s)−β − (r − s)−β]b(X(s))∣∣∣2 ds)p/2 .
Denote
ρt,r :=
∫ r
0
[(t − s)−β − (r − s)−β]2ds .
Since φ(x) = xp/2, x > 0 is convex, applying Jensen’s inequality we have(
1
ρt,r
∫ r
0
∣∣∣[(t − s)−β − (r − s)−β]b(X(s))∣∣∣2 ds)p/2
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≤
1
ρt,r
∫ r
0
∣∣∣(t − s)−β − (r − s)−β∣∣∣2 |b(X(s))|p ds . (3.3)
Thus we have
E|I421|
p ≤Cpρ
p
2
−1
t,r
∫ r
0
∣∣∣(t − s)−β − (r − s)−β∣∣∣2 E |b(X(s))|p ds
≤Cpρ
p
2
−1
t,r
∫ r
0
∣∣∣(t − s)−β − (r − s)−β∣∣∣2 E(1 + |X(s)|)pds
≤Cpρ
p
2
−1
t,r
∫ r
0
∣∣∣(t − s)−β − (r − s)−β∣∣∣2 ds = ρ p2t,r . (3.4)
Now we need to obtain a sharp bound on ρt,r
ρt,r =
∫ r
0
[(t − s)−β − (r − s)−β]2ds
=β2
∫ r
0
(∫ t
r
(τ − s)−β−1dτ
)2
ds
=β2
∫ r
0
∫ t
r
∫ t
r
(τ1 − s)
−β−1(τ2 − s)
−β−1dτ1dτ2ds
=2β2
∫
r<τ1<τ2≤t
∫ r
0
(τ1 − s)
−β−1(τ2 − s)
−β−1dsdτ1dτ2
≤2β2
∫
r<τ1<τ2≤t
∫ r
0
(τ1 − s)
−β−1(τ2 − r)
−β−1dsdτ1dτ2
=2β
∫
r<τ1<τ2≤t
[
(τ1 − r)
−β − τ
−β
1
]
(τ2 − r)
−β−1dτ1dτ2
≤2β
∫
r<τ1<τ2≤t
(τ1 − r)
−β(τ2 − r)
−β−1dτ1dτ2
=
2β
1 − β
∫ t
r
(τ2 − r)
−2βdτ2
=
2β
(1 − β)(1 − 2β)
(t − r)1−2β .
This together with (3.4) implies
E|I421|
p ≤ Cp(t − r)
p( 1
2
−β) . (3.5)
Analogously to (3.4), if we denote
ρ˜t,r =
∫ t
r
(t − s)−2βds =
(t − r)1−2β
1 − 2β
.
Then we have
E|I422|
p ≤ Cpρ˜
p/2
t,r ≤ Cp(t − r)
p( 1
2
−β) . (3.6)
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Combining this with (3.5) we have
E|I42|
p ≤ Cp(t − r)
p( 1
2
−β) . (3.7)
For the term I41
E|I41|
p ≤2pE
∣∣∣∣∣∫ r
0
[(t − s)−α − (r − s)−α]a(X(s))ds
∣∣∣∣∣p
+ 2pE
∣∣∣∣∣∣
∫ t
r
(t − s)−αa(X(s))ds
∣∣∣∣∣∣p =: I411 + I412 .
In the same way as for (3.5) we have
I411 ≤
(∫ r
0
∣∣∣(t − s)−α − (r − s)−α∣∣∣ ds)p
≤Cp
(∫ r
0
∫ t
r
(τ − s)−α−1dτds
)p
=Cp
(∫ t
r
∫ r
0
(τ − s)−α−1dsdτ
)p
≤Cp
(∫ t
r
(τ − r)−αdτ
)p
= Cp(t − r)
(1−α)p .
In the similar way, we can prove that
E|I412|
2 ≤ Cp(t − r)
p(1−α).
This completes the proof of the theorem.
4. Convergence rate of θ-Euler-Maruyama scheme
In this section we provide proof of the θ Euler-Maruyama scheme, namely, Theorem 2.3. We
denote the local truncation errors of the θ Euler-Maruyama scheme by
REh (tn+1) =θ
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−α(a(X(s)) − a(X(ti+1)))ds
+ (1 − θ)
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−α(a(X(s)) − a(X(ti)))ds
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(X(s)) − (tn+1 − ti)
−βb(X(ti))dWs
= : I1 + I2 + I3 .
(4.1)
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Lemma 4.1. If Assumption 1 holds, then for the local truncation error RE
h
(tn+1), there is a constant
C such that for any p ≥ 1
E|REh (tn+1)|
p ≤ Chγ(α,β)p,
where γ(α, β) = min{ 1
2
− β, 1 − α}.
Proof. By (4.1)
E|I3|
p ≤E
∣∣∣∣∣∣
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]b(X(s))dWs
∣∣∣∣∣∣p
+ E
∣∣∣∣∣∣
∫ tn+1
0
(tn+1 − η(s))
−β[b(X(s)) − b(X(η(s)))]dWs
∣∣∣∣∣∣p =: I31 + I32.
(4.2)
Furthermore, using Assumption 1 and Theorem 2.1, we have
I31 ≤E
( ∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2|b(X(s))|2ds
) p
2
.
Let
ρn+1 =
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2ds .
Since φ(x) = xp/2 , x > 0 is convex by Jensen’s inequality, we have(
1
ρn+1
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2|b(X(s))|2ds
) p
2
≤
1
ρn+1
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2|b(X(s))|pds.
Hence,
I31 ≤ Cρ
p
2
−1
n+1
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2E(1 + |X(s)|)pds ≤ Cρ
p
2
n+1
. (4.3)
Now, we give a sharp estimate for ρn+1
ρn+1 =C
∫ tn+1
0
[(tn+1 − s)
−β − (tn+1 − η(s))
−β]2ds
=C
n∑
i=0
∫ ti+1
ti
∣∣∣∣∣∣β
∫ s
ti
(tn+1 − τ)
−β−1dτ
∣∣∣∣∣∣2 ds
≤Cβ2
n∑
i=0
∫ ti+1
ti
∣∣∣∣∣∣
∫ ti+1
ti
(tn+1 − ti+1)
−β−1dτ
∣∣∣∣∣∣2 ds (4.4)
≤Cβ2h1−2β
n∑
i=0
(n − i)−2(β+1) ≤ Ch1−2β.
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Combining this with (4.3), we have
I31 ≤ Ch
(1−2β)
p
2 .
Let ρ˜n+1 =
∫ tn+1
0
(tn+1 − η(s))
−2βds. By an analysis similar to the above, we have
I32 ≤ Cpρ˜
p
2
−1
n+1
∫ tn+1
0
(tn+1 − η(s))
2
E|X(s) − X(η(s))|pds,
where Assumption 1 was used. Using Theorem 2.2, one sees that
I32 ≤ Ch
γ(α,β)p.
Thus,
E|I3|
2 ≤ Chγ(α,β)p.
In a similar manner, by Ho¨lder inequality and Jensen’s inequality, one also has
E|I1|
2 ≤ Chp(1−α), E|I2|
2 ≤ Chp(1−α).
Summarizing the above arguments the desired assertion follows.
Proof of Theorem 2.3. Denote εn+1 := X(tn+1) − Yn+1. It follows from (1.1), (2.3) and (4.1)
εn+1 =R
E
h (tn+1) + θ
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−α(a(Xti+1) − a(Yi+1))ds
+ (1 − θ)
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−α(a(Xti) − a(Yi))ds
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−β(b(Xti) − b(Yi))dWs.
(4.5)
Let
εsˆ =
N−1∑
i=0
εi+1 χs∈[ti ,ti+1], εsˇ =
N−1∑
i=0
εi χs∈[ti ,ti+1],
where
χs∈[ti ,ti+1] =
{
1, s ∈ [ti, ti+1];
0, otherwise.
Then
E|εn+1|
p ≤ 4p−1E|REh (tn+1)|
p
+ 4p−1θpE
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−α(a(Xti+1) − a(Yi+1))ds
∣∣∣p
+4p−1(1 − θ)pE
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−α(a(Xti) − a(Yi))ds
∣∣∣p
+4p−1E
∣∣∣ ∫ tn+1
0
(tn+1 − η(s))
−β(b(Xti) − b(Yi))dWs
∣∣∣p
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≤ C
{
E|REh (tn+1)|
p
+
( ∫ tn+1
0
(tn+1 − s)
−αds
)p−1 ∫ tn+1
0
(tn+1 − s)
−α
E|εsˆ|
pds
+
( ∫ tn+1
0
(tn+1 − s)
−αds
)p−1 ∫ tn+1
0
(tn+1 − s)
−α
E|εsˇ|
pds
+
(∫ tn+1
0
(tn+1 − η(s))
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
E|εsˇ|
pds
}
, (4.6)
where Assumption 1 and Jensen’s inequality were used. Then,∫ ti+1
ti
(tn+1 − s)
−αds =
(tn+1 − ti)
1−α − (tn+1 − ti+1)
1−α
1 − α
=
h1−α[(n + 1 − i)1−α − (n − i)1−α]
1 − α
. (4.7)
Note that
(n + 1 − i)1−α − (n − i)1−α
= (n + 1 − i)1−α[1 − (1 −
1
n + 1 − i
)1−α]
= (n + 1 − i)−α
[
1 − θn,i
1
n + 1 − i
]−α
.
Since 1 − θn,i
1
n+1−i
≥ 1
2
, we have
(n + 1 − i)1−α − (n − i)1−α ≤ 2α(n + 1 − i)−α. (4.8)
Combining the above results with (4.6),we obtain
E|εn+1|
p ≤C
[
E|REh (tn+1)|
p
+ h1−α
n∑
i=0
E|εi+1|
p
+ h1−max(α,2β)
n∑
i=0
E|εi|
p
+ h1−max(α,2β)
n∑
i=0
(n + 1 − i)−max(α,2β)E|εi|
p
]
.
(4.9)
The final result follows from Lemma 4.1 and Lemma 2.1.
5. Convergence rate of Milstein-type scheme
In this section we provide a proof for the strong convergence rate of Milstein scheme, i.e.
Theorem 2.4. We denote
RMh (tn+1) =X(tn+1) − X0 −
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(X(ti))ds −
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(X(ti))dWs
−
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
( ∫ ti
0
[(s − r)−β − (ti − r)
−β]b(X(r))dWr
)
dWs
−
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
( ∫ s
ti
(s − r)−βb(X(r))dWr
)
dWs .
(5.1)
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From (1.1), we have
X(tn+1) = X0 +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(X(s))ds +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(X(s))dWs. (5.2)
Using the Taylor expansions of function a(X(s)) and b(X(s)) at X(ti), we get
a(X(s)) =a(X(ti)) + a
′
(X(ti))(X(s) − X(ti))
+
a
′′
(X(ti))
2!
(X(s) − X(ti))
2
+
a
′′′
(Xti,θ1 )
3!
(X(s) − X(ti))
3, (5.3)
and
b(X(s)) =b(X(ti)) + b
′
(X(ti))(X(s) − X(ti))
+
b
′′
(X(ti))
2!
(X(s) − X(ti))
2
+
b
′′′
(Xti,θ2 )
3!
(X(s) − X(ti))
3, (5.4)
where Xti,θ1 , Xti,θ2 are between X(ti) and X(s). Substituting (5.3) and (5.4) to (5.2), one finds
X(tn+1) =X0 +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(X(ti))ds +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(X(ti))dWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa
′
(X(ti))(X(s) − X(ti))ds
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))(X(s) − X(ti))dWs
+
1
2!
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa
′′
(X(ti))(X(s) − X(ti))
2ds (5.5)
+
1
2!
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′′
(X(ti))(X(s) − X(ti))
2dWs
+
1
3!
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa
′′′
(Xti,θ1 )(X(s) − X(ti))
3ds
+
1
3!
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′′′
(Xti,θ2 )(X(s) − X(ti))
3dWs.
It follows from (1.1) that,
X(s) − X(ti) =
∫ ti
0
[(s − r)−α − (ti − r)
−α]a(X(r))dr +
∫ s
ti
(s − r)−αa(X(r))dr
+
∫ ti
0
[(s − r)−β − (ti − r)
−β]b(X(r))dWr +
∫ s
ti
(s − r)−βb(X(r))dWr.
(5.6)
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Substituting (5.6) into (5.5), one arrives at
X(tn+1) =X0 +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa(X(ti))ds +
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb(X(ti))dWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
∫ ti
0
[(s − r)−β − (ti − r)
−β]b(X(r))dWrdWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
∫ s
ti
(s − r)−βb(X(r))dWrdWs
+ β˜ + γ˜ + δ˜ + Rn,
(5.7)
where
β˜ =
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
∫ ti
0
[(s − r)−α − (ti − r)
−α]a(X(r))drdWs
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′
(X(ti))
∫ s
ti
(s − r)−αa(X(r))drdWs,
γ˜ =
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa
′
(X(ti))
∫ ti
0
[(s − r)−β − (ti − r)
−β]b(X(r))dWrds
+
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−αa
′
(X(ti))
∫ s
ti
(s − r)−βb(X(r))dWrds,
and
δ˜ =
1
2
n∑
i=0
∫ ti+1
ti
(tn+1 − s)
−βb
′′
(X(ti))
[ ∫ ti
0
[(s − r)−β − (ti − r)
−β]b(X(r))dWr
+
∫ s
ti
(s − r)−βb(X(r))dWr
]2
dWs.
Under Assumption 1, we now prove that the numerical solution has a bounded moment of
order p (p ≥ 1).
Lemma 5.1. Assume the derivative of b is bounded and Assumption 1 holds. Then there is a
constant C such that for any p ≥ 1
max
0≤i≤N
E|Zi|
p ≤ C.
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Proof. We can rewrite the equation (2.4) in a continuous form as follows
Zn+1 =Z0 +
∫ tn+1
0
(tn+1 − s)
−αa(Z⌊s/h⌋)ds +
∫ tn+1
0
(tn+1 − s)
−βb(Z⌊s/h⌋)dWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(Z⌊s/h⌋)
∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]b(Z⌊r/h⌋)dWrdWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(Z⌊s/h⌋)
∫ s
η(s)
(s − r)−βb(Z⌊r/h⌋)dWrdWs.
(5.8)
Hence,
E|Zn+1|
p ≤5p−1E|Z0|
p
+ 5p−1E|
∫ tn+1
0
(tn+1 − s)
−αa(Z⌊s/h⌋)ds|
p
+ 5p−1CpE
( ∫ tn+1
0
(tn+1 − s)
−2β|b(Z⌊s/h⌋)|
2ds
) p
2
+ 5p−1CpE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]b(Z⌊r/h⌋)dWr
)2
ds
) p
2
+ 5p−1CpE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ s
η(s)
(s − r)−βb(Z⌊r/h⌋)dWr
)2
ds
) p
2
.
Using Jensen’s inequality and Assumption 1 give
sup
0≤n≤N−1
E|Zn+1|
p
≤ CE|Z0|
p
+ C
(∫ tn+1
0
(tn+1 − s)
−αds
)p−1 ∫ tn+1
0
(tn+1 − s)
−α sup
0≤s≤tn+1
(1 + E|Z⌊s/h⌋|
p)ds
+ C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β sup
0≤s≤tn+1
(1 + E|Z⌊s/h⌋|
p)ds
+ C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2−1
∫ tn+1
0
(tn+1 − s)
−2β
· E
( ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]b(Z⌊r/h⌋)dWr
)p
ds
+ C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
E
( ∫ s
η(s)
(s − r)−βb(Z⌊r/h⌋)dWr
)p
ds
Applying Burkholder-Davis-Gundy inequality, Jensen’s inequality, Assumption 1 and Lemma 2.2
to the above inequality yields
sup
0≤n≤N−1
E|Zn+1|
p ≤ C.
This completes the proof of the lemma.
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Lemma 5.2. Assume that the functions a and b are bounded, and their derivatives till third order
are bounded. Then for the local truncation error RM
h
(tn+1), there is a constant C such that for any
p ≥ 1
E|RMh (tn+1)|
p ≤
{
Chmin{1−α,1−2β}p, α , 1
2
;
Cmax{hmin{1/2,1−2β}p, hp(1−β)(ln(1
h
))p/2}, α = 1
2
.
Proof. It follows from (5.7) that
RMh (tn+1) = β˜ + γ˜ + δ˜ + Rn.
Thus,
E|RMh (tn+1)|
p ≤ 4p−1E|β˜|p + 4p−1E|γ˜|p + 4p−1E|δ˜|p + 4p−1E|Rn|
p. (5.9)
Note that
E|β˜|p ≤ CE
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−β
∫ η(s)
0
[(s − r)−α − (η(s) − r)−α]drdWs
∣∣∣p
+CE
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−β
∫ s
η(s)
(s − r)−αdrdWs
∣∣∣p
≤ CE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ η(s)
0
[(s − r)−α − (η(s) − r)−α]dr
)2
ds
) p
2
+CE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ s
η(s)
(s − r)−αdr
)2
ds
) p
2
≤ C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
∣∣∣ ∫ η(s)
0
[(s − r)−α − (η(s) − r)−α]dr
∣∣∣pds
+C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
∣∣∣ ∫ s
η(s)
(s − r)−αdr
∣∣∣pds
≤ C
∫ tn+1
0
(tn+1 − s)
−2β
( ∫ η(s)
0
|(s − r)−α − (η(s) − r)−α|dr
)p
ds + Chp(1−α). (5.10)
Obviously, there exists an integer k ≤ n such that η(s) = kh. Then∫ η(s)
0
|(s − r)−α − (η(s) − r)−α|dr
≤
k−2∑
i=0
∫ ti+1
ti
|(s − r)−α − (kh − r)−α|dr +
∫ kh
(k−1)h
(kh − r)−αds
≤
k−2∑
i=0
∫ ti+1
ti
(kh − ti+1)
−α − ((k + 1)h − ti)
−αdr +Ch1−α
= h1−α
k−2∑
i=0
[(k − i − 1)−α − (k + 1 − i)−α] + Ch1−α
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= h1−α(1 + 2−α − k−α − (k + 1)−α) + Ch1−α ≤ Ch1−α.
Combining the above results along with (5.10) yields
E|β˜|p ≤ Chp(1−α). (5.11)
Exchanging the order of integration in γ˜, we get
γ˜ =
n∑
i=0
∫ ti
0
∫ ti+1
ti
a
′
(X(ti))(tn+1 − s)
−α[(s − r)−β − (ti − r)
−β]dsb(X(r))dWr
+
n∑
i=0
∫ ti+1
ti
a
′
(X(ti))
∫ ti+1
r
(s − r)−β(tn+1 − s)
−αdsb(X(r))dWr.
Therefore,
E|γ˜|p =
( ∫ tn
0
∣∣∣ ∫ η(r)+2h
η(r)+h
(tn+1 − s)
−α[(s − r)−β − (η(s) − r)−β]ds
∣∣∣2dr) p2
+
( ∫ tn+1
0
∣∣∣ ∫ η(r)+h
r
(s − r)−β(tn+1 − s)
−αds
∣∣∣2dr) p2
= : I
p
2
51
+ I
p
2
52
.
(5.12)
Note that
I51 =
n−1∑
l=0
∫ tl+1
tl
∣∣∣ ∫ η(r)+2h
η(r)+h
(tn+1 − s)
−α[(s − r)−β − (η(s) − r)−β]ds
∣∣∣2dr.
For l = n − 1, by Ho¨lder inequality, we have∫ tl+1
tl
∣∣∣ ∫ η(r)+2h
η(r)+h
(tn+1 − s)
−α[(s − r)−β − (η(s) − r)−β]ds
∣∣∣2dr
=
∫ tn
tn−1
∣∣∣ ∫ tn+1
tn
(tn+1 − s)
−α[(s − r)−β − (tn − r)
−β]ds
∣∣∣2dr
≤
∫ tn
tn−1
( ∫ tn+1
tn
(tn+1 − s)
−2αds
)( ∫ tn+1
tn
[(tn − r)
−β − (s − r)−β]2ds
)
dr
≤
∫ tn
tn−1
Ch1−2α · h1−2βdr ≤ Ch3−2(α+β).
For l < n − 1, we have
n−2∑
l=0
∫ tl+1
tl
∣∣∣ ∫ η(r)+2h
η(r)+h
(tn+1 − s)
−α[(s − r)−β − (η(s) − r)−β]ds
∣∣∣2dr
=
n−2∑
l=0
∫ tl+1
tl
∣∣∣ ∫ tl+2
tl+1
(tn+1 − tl+2)
−α[(η(s) − r)−β − (s − r)−β]ds
∣∣∣2dr
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≤n−2∑
l=0
∫ tl+1
tl
∣∣∣ ∫ tl+2
tl+1
(tn+1 − tl+2)
−α[(tl+1 − r)
−β − (tl+2 − tl)
−β]ds
∣∣∣2dr
= h2(1−α)
n−2∑
l=0
(n − l − 1)−2α
∫ tl+1
tl
[(tl+1 − r)
−β − (2h)−β]2dr
≤ Ch2(1−α) · h1−2β
n−2∑
l=0
(n − l − 1)−2α.
Thus,
n−2∑
l=0
∫ tl+1
tl
∣∣∣ ∫ η(r)+2h
η(r)+h
(tn+1 − s)
−α[(s − r)−β − (η(s) − r)−β]ds
∣∣∣2dr
≤

Ch3−2(α+β), α > 1
2
;
Ch2(1−β) ln(1/h), α = 1
2
;
Ch2(1−β), α < 1
2
.
Consequently,
I51 ≤

Ch3−2(α+β), α > 1
2
;
Ch2(1−β) ln(1/h), α = 1
2
;
Ch2(1−β), α < 1
2
.
In a similar way, we can prove that
I52 ≤

Ch3−2(α+β), α > 1
2
;
Ch2(1−β) ln(1/h), α = 1
2
;
Ch2(1−β), α < 1
2
.
Combining the above results with (5.12), we arrive at
E|γ˜|p ≤

Ch(3−2(α+β))p/2, α > 1
2
;
Chp(1−β)(ln(1/h))p/2, α = 1
2
;
Chp(1−β), α < 1
2
.
(5.13)
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Moreover,
E|δ˜|p =E
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−β( ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]dWr +
∫ s
η(s)
(s − r)−βdWr
)2
dWs
∣∣∣p
≤2pE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]dWr
)4
ds
) p
2
+ 2pE
( ∫ tn+1
0
(tn+1 − s)
−2β( ∫ s
η(s)
(s − r)−βdWr
)4
ds
) p
2
≤C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
· E
( ∫ η(s)
0
|(s − r)−β − (η(s) − r)−β|dWr
)2p
ds
+C
(∫ tn+1
0
(tn+1 − s)
−2βds
) p
2
−1 ∫ tn+1
0
(tn+1 − s)
−2β
E
( ∫ s
η(s)
(s − r)−βdWr
)2p
ds
≤C
∫ tn+1
0
(tn+1 − s)
−2β( ∫ η(s)
0
|(s − r)−β − (η(s) − r)−β|2dr
)p
ds
+
∫ tn+1
0
(tn+1 − s)
−2β( ∫ s
η(s)
(s − r)−2βdr
)p
ds
≤Ch(1−2β)p .
(5.14)
Using an analogous technique, it is easy to verify that E|Rn|
2 has a higher order with respect to
stepsize h. Hence, the final results follows from (5.9), (5.11), (5.13) and (5.14).
Proof of Theorem 2.4. It follows from (2.4) and (5.7) that
εn+1 (5.15)
= RMh (tn+1) +
∫ tn+1
0
(tn+1 − s)
−α(a(X(η(s))) − a(Z⌊s/h⌋))ds
+
∫ tn+1
0
(tn+1 − s)
−β(b(X(η(s))) − b(Z⌊s/h⌋))dWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β](b(X(r)) − b(X(η(r))))dWr
}
dWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ s
η(s)
(s − r)−β(b(X(r)) − b(X(η(s))))dWr
}
dWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β](b(X(η(r))) − b(Z⌊r/h⌋))dWr
}
dWs
+
∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ s
η(s)
(s − r)−β(b(X(η(s))) − b(Z⌊r/h⌋))dWr
}
dWs
+
∫ tn+1
0
(tn+1 − s)
−β(b
′
(X(η(s))) − b
′
(Z⌊s/h⌋))
{ ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]b(Z⌊r/h⌋)dWr
}
dWs
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+∫ tn+1
0
(tn+1 − s)
−β(b
′
(X(η(s))) − b
′
(Z⌊s/h⌋))
{ ∫ s
η(s)
(s − r)−βb(Z⌊r/h⌋)dWr
}
dWs. (5.16)
From the proof of Lemma 5.2, it is easy to verify that
E
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ η(s)
0
[(s − r)−β − (η(s) − r)−β]
·(b(X(r)) − b(X(η(r))))dWr
}
dWs
∣∣∣p ≤ Chp(1−2β),
and
E
∣∣∣ ∫ tn+1
0
(tn+1 − s)
−βb
′
(X(η(s)))
{ ∫ s
η(s)
(s − r)−β(b(X(r)) − b(X(η(s))))dWr
}
dWs
∣∣∣p ≤ Chp(1−2β).
Consequently,
E|εn+1|
p ≤ C
{
E|RMh (tn+1)|
p
+ hp(1−2β) + h1−2β
n∑
i=0
(n + 1 − i)−2βmax
1≤i≤n
E|εi|
p
}
.
Thus,
max
0≤n≤N−1
E|εn+1|
p ≤ C
{
E|RMh (tn+1)|
p
+ hp(1−2β) + h1−2β
n∑
i=0
(n + 1 − i)−2β max
0≤i≤n
E|εi|
p
}
,
where Lemma 5.1 and Assumption 2 are used. Furthermore, by Lemma 2.1 and Lemma 5.2
max
0≤n≤N−1
E|εn+1|
p ≤
{
Chmin{1−α,1−2β}p, α , 1
2
;
Cmax{hmin{
p
2
,p(1−2β)}, hp(1−β)(ln(1
h
))
p
2 }, α = 1
2
,
which completes the proof.
As consequences of the Theorems 2.3 and 2.4 we have the following corollaries.
Corollary 5.1. The rates of convergence in p-th moment (p ≥ 1) of θ-Euler-Maruyama and
Milstein-type schemes for the following Itoˆ-Doob stochastic fractional differential equations
X(t) = X0 +
∫ t
0
b(X(s))ds +
∫ t
0
σ1(X(s))dW(s) + α
∫ t
0
σ2(X(s))
(t − s)1−α
ds, 0 < α < 1,
(which is studied in [3]) are min{ 1
2
, α} and min{1, 2α}, respectively.
Corollary 5.2. Caputo fractional stochastic differential equation
CDα0+X(t) = b(X(t)) + σ(X(t))
dWt
dt
, α >
1
2
,
was studied in [1, 2], which is equivalent to SVIEs with weakly singular kernel of the form
X(t) = X0 +
1
Γ(α)
( ∫ t
0
(t − s)α−1b(X(s))ds +
∫ t
0
(t − s)α−1σ(X(s))dWs
)
.
If we apply our θ-Euler-Maruyama and Milstein-type schemes to this equation then the rates of
convergence in p-th moment (p ≥ 1) are α − 1
2
and 2α − 1, respectively.
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Figure 1: Mean square error of the θ-EM method with θ = 0.5 for (6.1).
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Figure 2: Mean square error of the θ-EM method with θ = 0.5 for (6.1).
6. Numerical experiments
Example 1. We consider the following example
X(t) = 1 +
∫ t
0
(t − s)−α sin(X(s))ds +
1
2
∫ t
0
(t − s)−β(cos(X(s)) + 2)dWs, t ∈ [0, 1]. (6.1)
Due to appearance of the singularity in the above stochastic integral, it is difficult for us to
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Figure 3: Mean square error of the θ-EM method with θ = 1 for (6.1).
illustrate the convergence rate of the Milstein-type scheme. Here, we only check the order of
convergence of the θ-EM scheme numerically. We regard the numerical solution yielded by small
stepsize h∗ = 2−13 as ’exact’ solution. Moreover, the corresponding numerical solutions are gener-
ated by four different stepsizes h = 4h∗, 8h∗, 16h∗ and 32h∗, respectively. The mean square errors
of θ-EM scheme are calculated at the terminal time tN = T = 1 by
e =
(
1
M
M∑
i=1
|X
(i)
T
− X
(i)
N
|2
) 1
2
,
where the expectation is approximated by averaging over M = 1000 Brownian sample paths. The
mean square errors are plotted in Figs. 1, 2, 3 in log-log scale. In these plots, the reference
lines and error lines are parallel to each other, revealing the convergence rate of θ-EM scheme is
min{1 − α, 1
2
− β}.
7. Conclusion
Our aim in this work is to investigate a θ-Euler-Maruyama scheme and a Milstein type scheme
for SVIEs with weakly singular kernels. Since Itoˆ formula is not available, the classical proof
techniques are no longer used. Our new strategy is based on the Taylor formula, classical fractional
calculus, and discrete and continuous typed Gronwall inequalities with weakly singular kernels.
The convergence rates of these schemes have been given by a technical analysis on the equation
the solution satisfies. And the convergence results of θ-Euler-Maruyama scheme are demonstrated
through some numerical experiments. In forthcoming works, we study a Milstein- type method
for SVIEs with diagonal and boundary singularities of the kernel (cf. [17–19]). Our future work is
22
to verify whether the order of convergence is optimal. In addition, we will study how to effectively
model the multiple stochastic singular integrals.
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