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This work shows how the more general theory of sequences with finitely many 
negative squares can be reduced to the classical theory of moments via linear recur- 
sion. Specifically, if f (n) is a real sequence with K negative squares, then the main 
theorem asserts the existence of a minimal detinitizing polynomial, i.e., a non- 
negative polynomial q(x) =x2x ,Xo a,x’ of degree 2~ so that g(n) :=x:x, a, f (n + i) is 
a moment sequence, i.e., of the form g(n) = s x”dv with v > 0. The question of uni- 
queness of a minimal detinitizing polynomial is discussed. A Levy-Khinchin-type 
integral formula for f is then explicitly obtained by solving a difference quation of 
the form If:, af(n + i) = f x” dv. As a non-trivial application of the main theorem 
it is shown that many sequences of number theoretic importance, such as the 
sequence of primes, have infinitely many positive and infinitely many negative 
squares. Some of our results are contained in the work of Krein and Langer, but 
our proofs are different, and they are to a great extent independent of the theory of 
II,-spaces. 0 1988 Academic Press, Inc. 
INTRODUCTION 
Hamburger’s theorem asserts that the moment sequences are precisely 
the real sequences with 0 negative squares. These sequences, usually called 
positive definite, have a rich literature; cf. [ 1,201. Sequences with K > 0 
negative squares have been studied in [ 15, 171. An extensive theory of 
these sequences has been developed by Krein and Langer in [ 143 (announ- 
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ted in [12]) in connection with a comprehensive study of extensions of 
hermitian operators in n,-spaces; see [13]. 
Our investigations are completely independent of this work, and we use 
but a modest amount of lir,-spaces, and that only in a non-essential way. 
Our point of view is to use the main result (Theorem 3.1), stated in the 
abstract, to derive results about sequences with K negative squares from the 
well-established theory of moments. The idea of finding a delinitizing 
polynomial is not new, and it was apparently applied for the first time by 
Iohvidov and Krein in their papers [9], although in the context of Toeplitz 
sequences. The more general idea of finding a non-negative polynomial p, 
which is definitizing for a self-adjoint operator A in a space ZZ,, ,i.e., such 
that [p(A) x, x] 20 for all x in the domain of the operator P(A), goes 
back to Krein and Langer in [ll]. Here [ ., ‘1 is the indefinite scalar 
product on l7,, which by definition contains a maximal negative subspace 
of dimension K. This means that (following [ 111) we have changed the sign 
of the indefinite scalar product relative to the treatment in [lo]. Reference 
[16] contains a’characterization of the defmitizing polynomials for A. The 
proof of the existence of a delinitizing polynomial for A uses the fundamen- 
tal theorem of Pontrjagin about the existence of a non-positive k-dimen- 
sional invariant subspace for A. 
The existence of a delinitizing polynomial for a sequence with K negative 
squares is established here by the separation theorem for convex sets in a 
finite-dimensional vector space. A converse of Theorem 3.1 is articulated in 
Corollary 1.4. 
Uniqueness criteria for delinitizing polynomials of minimal degree are 
also considered in Section 3. Sequences f which are polynomially deter- 
minate in the sense, that g(n) := C:!!O ai f (n + i) is a determinate moment 
sequence whenever xf”,, aixi is a delinitizing polynomial admit a unique 
delinitizing polynomial of minimal degree which furthermore divides any 
delinitizing polynomial. Exponentially bounded sequences and more 
generally quasi-analytic sequences are polynomially determinate; cf. 
Proposition 3.5 and Theorem 3.6. On the other hand, Theorem 3.7 exhibits 
a plethora of examples howing that uniqueness of delinitizing polynomials 
of minimal degree does not hold in general. 
Using Theorem 3.1 we deduce an’integral representation for sequences 
with K negative squares; cf. Theorem 3.9. Such a representation was 
established in [ 14, Sect. 21 based on integral representations for functions 
of class N,; see [13, Part I]. See also [17]. 
In Section 1 we start by giving an almost self-contained introduction to 
sequences with finitely many negative squares, and in Section 2 we collect 
some basic facts on what we call sequences of finite rank, These are 
precisely those sequences with finitely many non-zero squares or 
equivalently those which satisfy a linear recursion with constant coefficients 
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(Proposition 2.2). Moreover we show explicitly how to calculate the num- 
ber of positive and negative squares for a sequence of finite rank. We con- 
clude in Section 4 with the number theoretic application cited in the 
abstract above. Specifically, iffis an integer-valued sequence which is not 
of finite rank satisfying If(n)1 Q A . B” with 0 < B < 2 then Theorem 4.1 
asserts that f has infinitely many positive and infinitely many negative 
squares. The argument, based on generating functions, appeals to the main 
theorem and a theorem of Polyl. Proposition 4.2 shows that every 
sequence, such as the sequence of primes, which is asymptotic to p(n) log n 
for some polynomial p satisfies the hypothesis of Theorem 4.1. 
1. SEQUENCES WITH FINITELY MANY NEGATIVE SQUARES 
We are concerned with the vector space cP”O (@J = R or C) of real or 
complex sequences f: N, + @, where N,= (0, 1,2, . ..>. The set of 
polynomials in one variable with coefficients from @ is denoted @[Xl. The 
unit shift operator E: @“O -+ @“O is defined by 
m-(n) =f(n + 1 h nEN(o,fE@N? 
Then p(E)f is a well-defined linear operator in QNo for any polynomial 
p~@[x]. Ifp(x)=C~=,~~x“ then 
p(E)f(n) = f +J(n + k), nEN(,,fE@“O. 
k=O 
In this way @“a is organized as a @[Xl-module. 
With a complex sequence f we associate the Hankel matrix of order m, 
m = 0, 1, 2, . . . . defined by 
The Hankel matrices are symmetric, but hermitian only if f is real. 
It is well known that a hermitian (m + 1) x (m + 1) matrix A has only 
real eigenvalues, and if K + = K + (A ) and K _ = K _ (A ) denote respectively 
the number of positive and negative eigenvalues of A (counted with mul- 
tiplicity) then K, + K- is equal to the rank of A, denoted rk(A). Further- 
more K + (resp. K _ ) is equal to the maximal dimension of positive (resp. 
negative) subspaces for A, considered as an operator on Cm+ I. 
For a real sequence f: N, + [w we put 
K +=~.(f)= SUP K+Wm(f))r 
ma0 
and I+ (resp. I) belonging to N, u {co} is called the number of 
positive (resp. negative) squares off: 
SEQUENCES WITH K NEGATIVE SQUARES 263 
Clearly K + ( -f) = IC- (f), and iff has K < co negative squares, then there 
exists m, 20 such that H,,,(f) has K negative eigenvalues (counted with 
multiplicity) for m > mo, and H,,,(f) has less than K negative eigenvalues 
for OGm<m,. 
A sequence with 0 negative squares is also called positive definite, and by 
Hamburger’s theorem these sequences are precisely the moment sequences 
for non-negative measures on OX. A sequencef: No + R! is positive definite if 
and only if 
lp12(E)f(0)= f f(i+j)ciq20 
i,j=O 
for any p(x) = Cy!o ci xi~ C[X]. 
The set of sequences with K negative squares is a cone in lR”O, but unless 
K = 0 it is not a convex cone. 
In the following we will always assume K < cc unless otherwise stated. As 
examples of sequences with at most one negative square we mention con- 
ditionally positive definite sequences defined as those sequences f: No + R! 
for which 
i,~ofti+i) CiC,aO (1.1) 
for all m 2 1 and all co, c,, . . . . c, E @ such that 1;; ci= 0. It is clearly 
enough to assume that (1.1) holds for all co, . . . . c, E R! with C ci=O, and 
even enough to consider integers co, . . . . c, with C ci=O. For 
p(x) = Cy= o cixi we have C ci = 0 if and only if p(x) = (x - 1) q(x) for some 
q E @[Xl and therefore (1.1) is equivalent with 
I P I 2(w(0) = 141 2(-uE- 1 )‘f(O) 2 0 
for all q E C[X], i.e., with (E- 1)‘f being positive definite. 
The condition (1.1) means that the Hankel matrix H, has the hyper- 
plane {(co, c,, . . . . c,) E Cm+’ I C ci = 0} as non-negative subspace, and 
therefore H, has at most one negative eigenvalue, i.e., f has at most one 
negative square. Positive definite sequences are always conditionally 
positive definite. A sequence f: No + R is called negative definite iff -f is 
conditionally positive definite. Negative definite sequences are extensively 
studied in [3], including an integral representation; see also Corollary 3.11 
below. 
Sequences with K negative squares are linked to 17,-spaces, cf. [lo], 
which are spaces with an indefinite inner product and a maximal positive 
subspace of dimension K. We find it convenient to change the sign of 
the indefinite inner product, so there is a maximal negative subspace of 
dimension K. 
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DEFINITION. Let ICE N,. A pre-ZZ,-space is a complex vector space V 
together with a non-degenerate hermitian form (., .) from Vx V to @ such 
that: 
(i) There is a K-dimensional subspace NE V which is negative, i.e., 
(x,x)<0 for all xeN\{O). 
(ii) There is no negative subspace of V of dimension greater than rc. 
From [lo] it follows that the orthogonal complement Nl of a negative 
subspace N of maximal dimension K is a positive subspace, which in 
general might be of infinite dimension. If N’ is complete with respect o the 
norm derived from the positive hermitian form on N’, then V is called a 
II,-space. 
For any complex sequence f we define 
A(f)= {P(~)flP~@Cm> 
(P(E) f, dE)f If= cP@(E)f (0). 
Then A(f) is a subspace of C No and ( ., . )f is a non-degenerate sesquilinear 
form on A( f ). It is hermitian if and only if f is real. 
PROFQSITION 1.1. Letf:N,+lRandKEN,,. ThenK-(f)=Kifandonly 
if (A(f ), (., .b) is a pre-R,-space. 
Proof: We have f (n) = (f, E”f )/, hence 
and the result follows easily. 1 
An operator T: I/+ V in a pre-n,-space is called hermitian if 
(TX, y) = (x, Ty) for all x, y E V. The following simple result also links 
sequences with K negative squares and pre-Z7,-spaces. 
PROPOSITION 1.2. Let (V, ( ., . )) b e a pre-II,-space and T a hermitian 
operator. Zf r E V is cyclic, i.e., { Ft, n G No> spans V, then 
f(n) = (6 R), nEN(, (1.2) 
has K negative squares. 
Conversely, if f : No -+ IR has K negative squares, then there exist 
(V, ( ., .)), T, and < as above such that (1.2) holds. 
The proof is straightforward. If f has K negative squares, we may define 
I/ := A(f ), T := E, and 4 :=f: 1 
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Remark. The representation f(n) = (f, E”f), with V= A(f) = 
{PmflP E @[Xl > is called the canonical representation. This represen- 
tation is unique up to isomorphism. In fact, if (Vi, (., .)i, Ti, ri), i = 1,2, 
are two quadruples such that 
and q li, n 2 0, span Vi, then there is an isomorphism cp: V, -+ V, such 
that (x,y),=((p(x), CP(Y))~ for x,y~ VI and d5,)=L, voT1 =TZOV. 
To see this notice that 
( 
C ciTi <I, 1 d,Ti, g, 
> 
=C ciqf(i+j) 
1 
= 
( 
Ccipi52, Cdjpi52 
2’ 
which shows that cp: VI -+ V2 is well defined by 
and possesses the desired properties. 
In the following we will often use the fact that a non-negative polynomial 
qE[w[X] is of the form q= (rJ2 with re@[X]. 
THEOREM 1.3. Let f: N, -+ [w, let q be a non-negative polynomial of 
degree 2x, and let g := q( E)f: Then we have K f (f) - K < K k (g) < K If: (f). 
Proof: We will prove the above inequalities for the case of minus sign. 
The other case follows by replacingf with -J Let rE @[Xl be such that 
lr12 = q. We define 
Nl= {PGW-IWW-IJ~ W= {~r)(~)fIp~d=C~lI~ 
and let cp: A(f) + A(f)/W denote the quotient mapping. Then dim 
A(f)/ W i K because cp(E“f ), k = 0, 1, . . . . K - 1, span A(f)/ W. In fact, any 
polynomial a E @[Xl may be written a =pr + b, where b is of degree less 
than K. 
If $: W + A(g) denotes the linear map 
calf) = (P Irl’NE)f=pW)g, 
we have 
(P(E) g, p(E) g), = I PI ‘PI do) = (kW)f, b)WS)fy (1.3) 
i.e., * is “unitary.” 
580/79/2-2 
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If N&A(f) is a negative subspace with respect to (., .)r then 
$(Nn W) c ,4(g) is a negative subspace with respect to ( ., .)g by (1.3), 
which also shows that $ is one-to-one on Nn W. Therefore we have 
dim(l\rn W)=dim$(Nn W)Qc(g). 
Using that cp 1 N: N + A(f)/W is a linear map with ker(cp (N) = Nn W, 
we find 
dimN=dim(Nn W)+dimcp(N)<K:-(g)+K, 
showing by Proposition 1.1 that IC _ (f) < Ic _ (g) f K. 
In order to establish IC- (g) < I_, it is sufficient to prove that dim 
M < I for any subspace MG A(g) which is negative with respect to 
(., .)g. By (1.3) we get that $-l(M) is a non-positive subspace of A(f), i.e., 
(x, x)~<O for all XE t,-‘(M). By [lo, Lemma 1.21 this implies that dim 
i+-‘(M)<~(f) and hence dimM~dim~-‘(M)~Ic_(f). B 
COROLLARY 1.4. Let f: NO -+ IR and let q be a non-negative polynomial 
of degree 21~. 
If q(E)f is positive definite then K _ (f) < K. 
If f has K negative squares, Corollary 1.4 suggests eeking a non-negative 
polynomial q such that q(E) f is positive definite. A manic’ polynomial 
with this property will be called definitizing forf. It is not clear at all that 
such a polynomial exists, but should it exist, then Corollary 1.4 implies that 
its degree must be at least 2~. Note that if q is a definitizing polynomial for 
f, then so is qql for any non-negative manic polynomial ql. This follows by 
Theorem 1.3. Our main result of Section 3 (Theorem 3.1) establishes the 
existence of a definitizing polynomial of degree exactly 21~. We call such a 
polynomial a minimal definitizing polynomial for f: 
EXAMPLE 1.5. The sequences fi, j = 1,2, as defined by 
have exactly one negative square, independent of a E IF!. In fact, since 
E2f,(n)=&=f1 t”+‘dt, 
0 
E%(n)=(n+l)!=jOa t”+‘e-’ dt, 
we see that E2f, and E2f2 are positive definite, so c(fj) d 1 for j= 1, 2 by 
Corollary 1.4. That they do in fact have one negative square follows by 
’ A polynomial is called monk if its leading coefficient is one. 
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contradiction, for iffy had 0 negative squares, then there exist non-negative 
finite Radon measures ,L+ on 03 such that 
fit4 = j t” &j(t), 
hence 
E*&(n) = j t”t2 dpj(t), j= 1, 2. 
The moment sequences l/(n + 2) and (n + l)! are determinate (e.g., by 
Carleman’s condition, cf. [ZO]) and therefore 
t* h,(t) = t 1 10, 1,(t) & t* dp2(t) = te-’ 1 lo,ooC(t) dt, 
but these equations lead to the contradictory conclusion 
pcL1(10, 11)‘P2(10, II)=*. 
In both cases q(x) = x2 is a minimal definitizing polynomial. 
2. SEQUENCES OF FINITE RANK 
For a polynomial p E @[Xl of degree d, an equation of the form 
p(E)f =g is called a linear difference equation of order d with constant 
coefficients. Here g E C lBiO is given and the unknown sequence f will be 
sought from @“O. For a treatment of the classical theory of such equations 
see, e.g., [S]. 
A sequence f E CNo is said to be of finite rank, if it is a solution to an 
equation p(E)f= 0 for some p E @[Xl, p # 0. 
If f is of finite rank, there exists a unique manic polynomial p of lowest 
degree such that p(E)f= 0, called the minimal polynomial for J: Its degree 
is called the rank off, denoted rk(f). Notice that if f is real, then the 
minimal polynomial p is also real. 
Given z. E @ and k E No, the solutions to the equation (E- zo)kf = 0 are 
given by 
f(n)=4(n)4, (2.1) 
where q E @[Xl is an arbitrary polynomial of degree <k - 1. Any sequence 
f of finite rank admits a unique decomposition 
f(n)= F qj(n)z~, 
J=l 
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where z,, . . . . z, are the different roots of the minimal polynomial p for J: 
Here qj is a polynomial of degree k,- 1, k, denoting the multiplicity of the 
root zj in p. 
Given z,EC\R and kENo, the real solutions to the equation 
IE - z. 1 2k f = 0 are given by 
f(n) = Re(dn) z;;h (2.2) 
where q E C[X J is an arbitrary polynomial of degree d k - 1. Putting 
z() = pie, p > 0, 8 E R, and q = qI - iq, with ql,q2 E W[X], then we have 
f(n) = (ql(n) cos no + q*(n) sin n0) p”. (2.3) 
A real sequence f of finite rank admits a unique decomposition as sum of 
sequences of the form (2.2). Each component corresponds to a real root or 
a pair of complex conjugate roots of the minimal polynomial forf: 
The following result is now easy to prove: 
LEMMA 2.1. Suppose feIW”O 1s a solution to the difSerence equations 
p,(E)f= 0, i = 1, 2, where p,, p2 E iR[X] are relatively prime, then f= 0. 
Sequences f of finite rank can be characterized by A(f) being of finite 
dimension. More precisely we have the following easily established result: 
PROPOSITION 2.2. For a sequetce f: FV, -+ C the following are equivalent: 
(i) f is of finite rank. 
(ii) dim A(f) -C co. 
If (i)-(ii) hold then rk(f)=dim A(f), and if in addition f is real then 
rk(f)=K+(f)+k--(f). 
We shall now give a description of the rank and the numbers K*(S) for 
a real sequence f of finite rank. 
We will first consider elementary real sequences, i.e., sequences of the 
form (2.2). 
PROPOSITION 2.3. (i) Zf f (n) = q(n) x;;, where q(x) = xJk:d ajx’E R[X] 
is of degree k - 1 and x0 E R, then rk( f) = k and 
i 
if k is even, 
(K+(f), K-(f)= (y,y), if k isoddandakdI >O, 
((y$), if k isoddanda,-, ~0. 
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(ii) Zf f(n) = Re(q(n) z;f) = ql(n) p” cos(n0) + q*(n) p” sin(&), where 
z,,=pe”~@\(W, and q=q,-iqz,q,,q,E[W[X], and degq=k-1, then 
rk(f)=2k and (I+, K-(f))= (k k). 
Proof: (i) The minimal polynomial is p(x) = (X - x,)~, so rk(f) = k. 
If k is even, then ((E- ~,)~“)‘f= 0, so f and -f have at most k/2 
negative squares by Corollary 1.4, i.e., K + , K _ < k/2, but since their sum is 
k, they are both equal to k/2. 
If k is odd, then (E-x,)p(E)f=((E-x0)‘k+“‘*)2f=o, so 
K,, K_ <+(k+ l), K, +rc- =k, i.e., {K,, k-1 = {(k- 1)/2, (k+ 1)/2}. 
Now g = (E - x~)~- ’f is a solution to the equation (E - x0) g = 0, i.e., 
(E-x,)kptf(n)=ax;f, where UE [w\(O) 
(a = 0 is impossible because rk(f) = k). 
If a > 0 then (E- x~)~-’ f is positive definite, so by Corollary 1.4, 
k_<(k-1)/2andhence(k+, k-)=((k+1)/2,(k-1)/2).Ifu<Othenthe 
above applies to -J 
We finally claim that 
u=(k- l)! uk_,xkP1 (2.4) 
so a and ukP, have the same sign, k being odd. 
To see (2.4) we calculate 
(E-x,)f(n)= (q(n+ l)-q(n))x;l+‘=q(n)x; 
and 4 E Iw [X] is of degree k - 2 with leading coefficient (k - 1) uk _, x0. By 
repeated applications of this procedure we get (2.4). 
(ii) The minimal ,polynomial is p(x) = Ix - z,, 12k, so rk(f) = 2k. By 
Corollary 1.4 it follows that K, , K _ dk, and since K, +K_ =2k we have 
K+ =K_=k. 1 
In the above proof we have obtained the following: 
COROLLARY 2.4. Zf f: N, + Iw is a sequence of the form (2.2) with K 
negative squares, then 1 E - zO 1 ‘“f is positive definite. 
In particular Ix - zO 1 2K is a minimal definitizing polynomial for f 
Remark. A minimal delinitizing polynomial is unique in the above case, 
since an elementary sequence is exponentially bounded; cf. Section 3. 
PROPOSITION 2.5. Let f: N, + [w be a sequence of finite rank and let 
f=f1+ ... +f, 
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be the unique decomposition off as sum of elementary real sequences, Then 
0) rk(f) = rk(f,) + ... + Mf,), 
(ii) k&(f)=k.+(fA+ ... +k*(f,). 
Proof Let p be the minimal polynomial for f and let z,, . . . . z, be the 
roots of p with Im zj 20 such that fj is associated with zj, j= 1, . . . . m. 
Equation (i) is obvious. The polynomial 
q(x)= fi IX-g-) 
i= 1 
is such that q(E)f is positive definite. In fact 
q(E)f= fi IE-Z,12”~‘f,’ 
( ) 
IE-zp(~‘)f. 
j=l 
i#i 
is positive definite by Corollary 2.4 and Theorem 1.3. 
It follows by Corollary 1.4 that I_ < Cy=, K- (fi), and similarly 
K + (f) < Cy!, IC + (fi). By addition we get 
rUf)=4f)+k+(f)< 1 k~(Si)+k+(fJ= C rk(L), 
i=l i= 1 
and since the equality sign holds, we have (ii). 1 
Results about sequences f: N, -+ C of finite rank go back to Kronecker 
and Frobenius. We recall the following characterization which will be used 
later. For a proof see [6, Chap. XVI, Sect. lo] or [S, p. 791. 
PROPOSITION 2.6. For a sequence f: N, --f C the following conditions are 
equivalent: 
(i ) f is of finite rank. 
(ii) The Hankel matrices H,, m > 0, are of bounded rank. 
(iii) The exists m, such that det(H,) = 0 for m 2 m,. 
(iv) The power series Cg f (n) zn has positive radius of convergence 
and represents a rational function F(z). 
If any of the conditions (i) through (iv) holds then 
and this number is also the number of poles (counted with multiplicity) of the 
rational function (l/z) F( l/z). 
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Remark. The sequences f;. from Example 1.5 are not of finite rank as is 
easily seen, e.g., by Proposition 2.6(iv). It follows that they have infinitely 
many positive squares. 
3. EXISTENCE OF A MINIMAL DEFINITIZING POLYNOMIAL 
As a converse to Corollary 1.4 we will prove the following: 
THEOREM 3.1. Let f: N, -+ Iw be a sequence with K negative squares. Then 
there exists a minimal definitizing polynomial for f, i.e., a non-negative manic 
polynomial q of degree 2~ such that q(E) f is positive definite. 
ProoJ: Let C be the convex cone of Hankel matrices H,(p(E) f + g), 
where p and g range over all non-negative polynomials and all positive 
definite sequences, respectively. 
We claim that each matrix in C has at most K negative eigenvalues. 
Indeed H,(p(E)f) has at most K negative eigenvalues by Corollary 1.4, 
and it is clear that this cannot be increased by adding a positive semi- 
definite matrix H,(g). The Hankel matrix H,(h,), where h;(n) = 
- l/(n + 1 ), has K + 1 negative eigenvalues ince 
f: h,(j+k)cjck= -J; (i cjtj)* dt<O 
j,k=O j=O 
for all (co, cl, . . . . c,) E R K + ‘\ { O}. It follows that H,(h,) does not belong to 
the closure of C in the ordinary topology on the vector space M of 
(K + 1) x (K + 1) matrices, so in particular C is contained in a closed half- 
space in M. This implies the existence of a matrix (cii) E M\(O) such that 
f c,(p(E)f(i+A+g(i+A)30 
i,j=O 
for all non-negative polynomials p and all positive definite sequences g. For 
g(n)=t”, tER, andp=O we get 
q(t) := f cijti+j= 
i,j=O 
~o(i~~kciJtk~o- 
Forg=Oandp>Oweget 
0 G i c,p(E)f (i+A = q(E)(p(E)f HO) =p(E)(q(E)f )(O), 
i,j=O 
showing that q(E) f is positive definite. By Corollary 1.4, q must be of 
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degree >/2rc, so q has indeed degree 24 and (l/c,,) q is a minimal definitiz- 
ing polynomial for f: 1 
Remark. Let n, be a UK-space which is a completion of the pre-l7,- 
space (A(f), ( ., .)I). Then E is a hermitian operator in Z7K such that 
f(n) = (f, E”f),, and we may chose a self-adjoint extension ,!? of E because 
E is real; cf. [lo]. By the theorem of Pontrjagin there exists a Ic-dimen- 
sional non-positive subspace Vc dam(E) such that E( V) c l’. If p is a 
manic polynomial of degree K such that p(E) vanishes on V, then it is easy 
to see that 1 p I2 is definitizing for i? and in particular delinitizing for J This 
shows how Theorem 3.1 may be deduced from the theory of operators in 
UK-spaces. This method was used for unitary operators in [9] and for 
self-adjoint operators in [ 11, 161. 
Let f: N, + W be a sequence with K negative squares and let 
f(n) = (f, E”f )Y be the canonical representation in A(f ); cf. Section 1. We 
show below that the existence of a definitizing polynomial for f is 
equivalent with the existence of a @[Xl-submodule of A(f) which is also a 
non-negative subspace. Theorem 3.1 therefore ensures the existence of such 
a submodule. More precisely we have: 
PROPOSITION 3.2. Let f: N, + R have K negative squares. Zf q is a 
definitizing polynomial for f and 1 rl 2 = q, then 
is a non-negative @[Xl-submodule of A( f ). Conversely, any non-zero and 
non-negative @[Xl-submodule of A(f) has the form W, for some manic 
polynomial r E C [ X], and furthermore q = 1 r I2 is definitizing for fI 
Zf q is a minimal definitizing polynomial and 1 rl 2 = q then co-dim W, = tc. 
Zf furthermore rk( f) = co, then W, is a positive @[Xl-submodule. 
Proof. If q = It-1 2 is a definitizing polynomial for f, then 
(brW3.L b)(E)f If= I P I 2(E) q(E)f (0) 2 0 (3.1) 
because q(E) f is positive definite. This shows that the C[X]-submodule 
W, is non-negative. 
Conversely, if W G A(f) is a non-zero C[X]-submodule then 
Z= {~4Xllp(E)f~W) is a non-zero ideal in @[Xl, hence of the form 
{prIP~@CXlI, h w ere r may be chosen manic, and then clearly W= W,. If 
W is furthermore non-negative, (3.1) shows that q(E) f is positive definite, 
i.e., q = Ir12 is a delinitizing polynomial for f: 
In the following we assume that q is a minimal definitizing polynomial so 
deg q = 2~. Choose r E @[Xl so that q = (rJ 2. 
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Let cp: A(f) +A(f)/W, be the canonical map. Then 4p(Ey), j=O, 
1 ) . ..) K - 1, van 4fYC cf. the proof of Theorem 1.3, so 
dim A (f )/ IV, = co-dim W, < K. 
The proof is divided in two parts: 
(a) rk(f) = co. In this case cp(E’f), j= 0, 1, . . . . K - 1, are independent 
for otherwise there exists (A,, . . . . 1,_ ,) # (0, . . . . 0) such that C lj,rp(E’f) = 0, 
i.e., t(E)f~ W, with f(x) = C Ajxj. But this requires t to be a multiple of r, 
which is clearly impossible, since r is of degree K. 
To see that W, is a positive subspace we consider (pr)(E)fe W, such 
that 1 pj * q(E)f(O) = 0. Then IpI * q(E)f= 0 since it is a moment sequence. 
The rank off being infinite we conclude that [pi29 = 0 hence p = 0 and 
@r)(E)f = 0. 
(b) rk(f) < co. From the general theory of D,-spaces we know that 
dim W,Qtc+(f) (see [lo, p. 12]), and hence co-dim W,>rk(f)-I+= 
IC_ (f) = K, so finally co-dim W, = K. 1 
The following example concerning W, shows that “non-negative” cannot 
be sharpened to “positive” in the case of finite rank. 
EXAMPLE 3.3. Let f(n) = n + 1. Then f has rank 2 and (E- 1 )‘f = 0 so 
q(x) = (x - l)* is the minimal polynomial as well as a minimal delinitizing 
polynomial. Furthermore rc _. (f) = K + (f) = 1. 
In this case W, consist of the constant sequences. They are isotropic 
vectors, and it is an easy exercise of linear algebra to show that W, is the 
only one-dimensional submodule of A( f ). 
As shown by Theorem 3.7 below, a minimal delinitizing polynomial for f 
is not necessarily unique, but we will give some sufficient conditions for 
unicity. 
DEFINITION. A sequence f: fV, + R with JC negative squares is called 
polynomially determinate if q(E) f is a determinate moment sequence for 
any delinitizing polynomial q for $ 
Remark. A determinate positive definite sequence is not necessarily 
polynomially determinate. 
Indeed, if ,u is a Nevanlinna extremal measure then 
f(n)=~xn(l +x2)-’ dp(x) 
is a determinate positive definite sequence, but (E* + 1) f is indeterminate, 
so f is not polynomially determinate. 
Concerning the above concepts see [l] or [20], in particular 
[20, p. 641. 
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In analogy with the Carleman condition for moment sequences we will 
introduce quasi-analytic sequences. 
Let WJnaO be a sequence of positive numbers satisfying 
(i) M,= 1, 
(ii) M~<M,-,M,+l, n Z 1 (M, is log-convex). 
With (M,) we associate the sequence space 9{M, > of sequences 
f: N, + [w satisfying 
If(n)lGAB"M,, nB0, 
where A, B > 0 may depend onf: 
In analogy with quasi-analytic classes of functions we say that 9{ M,} is 
a quasi-analytic sequence space, if the following two equivalent conditions 
on (M,) hold: 
(iii) C,“=O l/a = co, 
(iv) C,“=, M,- ,/A4, = 00. 
(For a proof of (iii)-= (iv) see [18].) 
We say that f: N, --f R is quasi-analytic if it belongs to some quasi- 
analytic sequence space. 
A quasi-analytic sequence corresponding to M, = 1, n > 0, will be called 
exponentially bounded. 
LEMMA 3.4. Zf f: N,, + R is quasi-analytic and p E R[X] then p(E) f is 
quasi-analytic. 
Proof: Assume 1 f (n)j d AB”M, and p(x) = ~j”=Oajxj, where {M,} 
satisfies (i)-(iv) above. Then 
Ip(E)f(n)lgAB”f lajlBjM,+j<A’B”M:,, 
i=o 
where 
A’=A (i. lajl Bj), Mk=oyT:dM,+j. 
Condition (ii) clearly holds for (M:,), and to see (iv) we remark that a con- 
vex sequence, and a fortiori a log-convex sequence, is either decreasing or 
eventually increasing. In the first case we have M:, = M,, and in the second 
case we have M:, = M, + d for n 2 no, so in both cases (iv) is clear. 
The sequence M,” = MJJMo satisfies (i), (ii), and (iv) and p(E)f e 
s(ML ), i.e., p(E) f is quasi-analytic. 1 
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Remark. If f is exponentially bounded, then so is p(E)f for any 
PE R[X]. The converse is also true but less obvious: If p(E) f is exponen- 
tially bounded for some p E W[X], then f is exponentially bounded. In fact, 
the power series H(z) = C,” p(E)f ( ) n z” has a positive radius of con- 
vergence. If p(z) = Cf= ,, a,z’, ad # 0, then z"p( l/z) = xy= 0 aizd- ’ is different 
from zero in a neighbourhood of the origin so 
zdH(z) 
G(z)=? 
z P(llZ) 
is holomorphic in a sufficiently small disc centered at the origin, hence 
G(z) = f s(n) z”, 
0 
where g is exponentially bounded. The equation 
(ioaizdei) G(z)=zdH(z) 
implies p(E) g =p(E) f so that f = g + h, where h is of finite rank. _ In 
particular h and hence f is exponentially bounded. 
PROPOSITION 3.5. A quasi-analytic sequence f: No -+ Iw with K negative 
squares is polynomially determinate. 
Proof By Lemma 3.4 it suffices to prove that a quasi-analytic positive 
definite sequence f is a determinate moment sequence. By assumption f
satisfies 
If(n)lGAB"M,, n 20, 
where (~,Jnao verifies (i)-(iv). It is easy to see that l/a is decreasing 
(cf. [lg, p. 3771) so in addition to (iii) we have 
and hence 
By a theorem of Carleman it follows that f(n) is a determinate moment 
sequence; cf. [20]. 1 
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THEOREM 3.6. Assume that f: N, -+ R! has K negative squares and is 
polynomially determinate. 
There is a unique minimal definitizing polynomial q for f, and any definitiz- 
ing polynomial 4 for f has the form 4 = sq, where s is a non-negative manic 
polynomial. 
Proof: Let q, , q2 be two definitizing polynomials for f and assume q1 
minimal, hence of degree 2~. Since q1 and q2 are both non-negative, it is 
clear that the greatest common manic divisor t of q, and q2 is non- 
negative, and we have a factorization qi = tsi, where s,, s2 are manic and 
non-negative. By Theorem 1.3, g := t(E) f has I negative squares where 
0 6 I. < K, and si(E) g is positive definite, i = 1, 2. Furthermore s,, s2 are 
relatively prime in rW[X]. 
Since si(E) g is positive definite, Hamburger’s theorem yields the 
existence of a non-negative measure pi on Iw such that 
sit@ g(n) = j- xn 44x), i= 1, 2. 
We find 
(s1S2)(E) g(n) = j x”s~(x) &2(x) = j- x%(x) dp,tx), 
but (s,s,)(E) g = (s,sZ t)(E) f is a determinate moment sequence, because f 
is assumed polynomially determinate, hence 
slP2=s2Pl~ (3.2) 
Since s,, s2 have no common real roots, we see that the open sets 
Gj = {x E If&! 1 si(x) > 0}, i = 1,2, cover the whole real line. On G, we define 
the Radon measure vi= (l/s,) pi, i= 1, 2, and by (3.2) we have vr = v2 on 
G, n GZ. By the principle of localization for Radon measures (cf., e.g., 
[3, p. 30]), there exists a unique Radon measure CJ on R such that 
CJ 1 Gi = vi, i= 1,2, and it is easily seen that sip = pi, and that ~7 has 
moments of every order. Defining 
h(n) = [ x” da(x) 
we get 
sl(E)(g-h)(n)=jx”d(p,-s,c)=O 
and similarly s,(E)(g - h) = 0. This shows by Lemma 2.1 that g E h, i.e., 
g = t(E) f is positive definite, so t is a defmitizing polynomial forf, hence of 
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degree 22~. On the other hand, t is a divisor of q, and hence of degree 
~21~. We have now shown that the greatest common manic divisor t of q1 
and q2 has the same degree as q1 hence q1 = t and q2 = q1 s2. 
If also q2 is minimal we get that q1 = q2. 1 
In sharp contrast to the uniqueness proved above we give the following 
result :
THEOREM 3.1. Let ql, q2 be any two manic non-negative polynomials of 
degree 2~. Then there exists a sequence f: N, -+ R with IC negative squares 
such that q,(E)f and q2(E)f are positive definite. In particular there exist 
distinct minimal definitizing polynomials for f: 
Proof The proof uses well-known properties of Nevanlinna extremal 
solutions to an indeterminate moment problem; cf. [ 1,201. 
We first choose a compact set K containing the zeros of q, and q2 and 
such that 2q, - q1 > 0 on R\K. Note that 2q, - q1 is manic of degree 2~. 
A Nevanlinna extremal measure is discrete with mass in countably many 
points, which are the zeros of a certain entire function. Given a compact set 
K and a Nevanlinna extremal measure p we may therefore find an afline 
function cp such that the support of the image measure v, = cp(p) is disjoint 
from K, but (p(p) is again a Nevanlinna extremal measure. Next we choose 
another Nevanlinna extremal measure v2 # v, with the same moments as vi 
and whose support is also disjoint from K. This is possible because the 
Nevanlinna extremal measures associated with a fixed indeterminate 
moment sequence vary continuously with a real parameter. 
We now define 
Pj = (lljq,) vj9 j= 1,2, 
which are finite non-negative measures with moments of all orders since 
qj > 0 on R\Kz supp(~.~). 
Finally, we put 
f(n) = [ x”dk -A, n 2 0, (3.3) 
and claim that qj(E)f is positive definite, j= 1, 2. 
Indeed 
q,(E)f(n)=jx”q,(x)d(~~-Ic2)(x)=jx”dv,(x)-jx”~dv,(x) 
2 
= xn 5 2q,(x)-41(x) %*(x) dv,(x), 
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where we have used the fact that v1 and v2 have the same moments. Since 
2q, - q1 > 0 on lR\Kr> supp(v,) we get that q,(E)f is positive definite. 
A similar calculation shows that 
qz(E)f(n) = J- xn 2qz(;;l;x;1(x) dv,(x), 
so that q*(E)fis also positive definite. 
By Corollary 1.4 we see that f has 3, negative squares where 0 < 1~ K, 
and we will show that ,I = K. Assuming II < K and letting q be a minimal 
definitizing polynomial for f of degree 21, then there exists a positive 
measure r on R such that 
qW)f(n)=jxWx). 
On the other hand, by (3.3) we have 
4Wf (n) = j x”dx) 4P’l- P*)(X) 
= s x”gdv,(x)- jx”&dv,(x). 
2 
The rational function 
d,(x) = (1 +x2) 4(x) 
&j(X) 
is bounded at infinity because the degree of the numerator is less than or 
equal to the degree of the denominator. Therefore dj is bounded on the 
support of vi, which implies that the measure aj = (q/jqj) vj has a bounded 
density with respect to l/( 1 + x2) vi. The latter measure is determinate, cf. 
[20, p. 641, and so is then oj. The above formulas for q(E) f (n) show that 
(TV and T + c2 have the same moments, hence (TV = r + (T* or r = crl - 02. But 
this contradicts z being a positive measure since supp(a,)nsupp(02)c 
supp(v,) A SUPP(V2) = 0. 
This contradiction finally establishes that f has IC negative squares. 1 
The theory outlined so far shows that a sequence f: N, + 08 with K 
negative squares is a solution to a non-homogeneous linear difference 
equation of order 2~ of the form 
qV)f (n) = j xn dv(x)> 
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where q is a non-negative manic polynomial of degree 2u and v is a 
non-negative measure on R with moments of all orders. 
Given a non-negative manic polynomial q of degree 2~. The set of 
sequencesf: N, --t R for which q(E)fis positive definite is a convex cone %?; 
of sequences with at most K negative squares. We shall now give an integral 
representation of the elements in $Zq. This is a generalization of the 
Levy-Khinchin formula for negative definite sequences; cf. [3, p. 1881. Our 
representation is contained in the integral representation by Krein and 
Langer; cf. [ 14, Theorem 2.11. 
We first write q = q,q2, where q, is the manic polynomial of highest 
degree having the same real roots as q. The degree of q1 is even, say 2d,, 
and q2 has no real roots. Let r= {t,, . . . . t,} be the real roots of q,. 
For x E R let 1(x, n) be the sequence satisfying the difference quation 
q,(E) 4x, n) = 0, n 2 0, 
Z(x, n) xn for n=O, 1, 2d,- 1. 
(3.4) 
= . . . . 
Since q, is manic we have I(x, 2d,) = xZdl -q,(x), and it follows by 
recursion that 1(x, n) is a polynomial of degree < 2d, - 1 for all n > 0. 
LEMMA 3.8. For each n Z 0 there exists r( ., n) E rW[X] such that 
xn - 4x, n) = ql(x) r(x, n), 
i.e., 1(x, n) is the remainder when x” is divided by ql. 
Proof: We have that g(x, n) = xn - I(x, n) is a solution to the difference 
equation 
ql(E) gk n) = ql(x) x”, n 2 0, 
g(x, n) = 0, n=O, l,..., 2d,-1, 
and we see that g(x, 2d,) = ql(x), so the formula holds for n = 0, 1, . . . . 2d, 
with r(x, n)=O for n<2d, - 1, r(x, 2d,)= 1. The formula follows now 
easily by recursion and r(x, n) is a polynomial of degree n - 2d, for 
n>2d,. 1 
THEOREM 3.9 (Generalized Levy-Khinchin formula). For each f~%~ 
there exist: 
(i) a non-negative Radon measure p on l!4\r satisfying 
I q1b) x*~ d/4x) < ~0 for nB0, w\r 
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(ii) non-negative numbers a,, . . . . a,,,, 
(iii) a solution h: N, + R’ to the difference equation 
such that 
q(E) h(n)= f ait;, n 2 0, 
i=l 
f(n) = I,, (x” - 4x, n)) dp(x) + h(n), n 20. (3.5) 
Conversely, for any p, a,, . . . . a,, and h as above the formula (3.5) determines 
a sequence f E %Tq. 
Proof: For fe9Tq there exists a non-negative measure v on R with 
moments of ali orders such that 
Let p = (l/q)(v I (R\T)), where v 1 (lR\T) denotes the restriction to rW\r, and 
a,=v({ti}), i= 1, . . . . m. Then p is a Radon measure satisfying (i), and by 
Lemma 3.8 
f,(n)=~~,~(x.-I(x,n))d~(x), n20 
is well defined and satisfies 
= I xndv(x) R\T 
by (3.4) so 
dE)(f-flNn)=~rx" dv(x)= f ait;, 
i=l 
showing that h = f -f, verities (iii). 
Conversely, if p, a,, . . . . a,, and h are given satisfying (i)-(iii) we find 
q(E)f(n)=~x" Wxh n>O 
with v = qp + Cy= I a+,,, which has moments of all orders because of (i). 1 
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COROLLARY 3.10. If q has no real roots, then the sequences f E Wq are of 
the form 
f(n)=~x’Mx)+h(n), n 20, 
where p is a non-negative measure with moments of all orders and h: N, + R 
is a solution to the difference quation q(E) h = 0. 
This is an immediate consequence of Theorem 3.9 since q1 = 1, r= 0. 
For q(x) = (x - 1)’ we see that %?q consists of the conditionally positive 
definite sequences; cf. Section 1. In this case q, = q, r= {l}, 
f(x, n) = 1 + n(x - 1). The solutions of the difference quation 
(E - 1)’ h(n) = a 
are given as 
1 
h(n)=-an2+bn+c, 
2 
6, CE R. 
We have therefore given an alternative proof of the following 
Levy-Khinchin representation proved by Horn in [7]. Another proof is 
given in [3, p. 1881. 
COROLLARY 3.11. The conditionally positive definite sequences f: IA!, + 68 
are given by the formula 
f(n)=J-R,r*r 
(x”- 1 -n(x- l))dp(x)+tan’+bn+c, 
where p is a non-negative measure on IF!\ { 1 } such that 
I (x - 1)2 x2” dp(x) < 00 WI11 
anda>O,b,cER. 
4. INTEGER VALUED SEQUENCES 
Sequences f: N, + Z occur naturally in number theory, and if they are 
exponentially bounded, they may be studied in terms of their generating 
function 
F(z)=zf(n)z”. 
0 
580/79/2-3 
(4.1) 
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A number of classical theorems assert that under suitable conditions F is 
a rational function or equivalently f is of hnite rank; cf. Bieberbach 
[4, Sect. 6.21. 
We are going to prove a result in the same direction but we formulate it 
as a dichotomy result. 
THEOREM 4.1. Assume that f: N, + Z satisfies 
If(n)1 < AB”, n ao, 
where A > 0, 0 -C B < 2. 
Then precisely one of the following two statements holds: 
(i) rk(f)< co. 
(ii) rcP(f)=tc+(f)= co. 
The following example due to T. Maack Bisgaard shows that in the 
above majorization B < 2 cannot be replaced by B = 2. 
Let 
/(11)=&[~‘(2cost)‘dt={~,,) 
n odd, 
n/2 9 n even. 
Then f is positive definite and satisfies 
If (n)l < 2”, n 3 0. 
We next claim that f has infinite rank, for if not then 
p(E)f (n) = i 1:’ (2 cos t)“p(2 cos t) dt = 0, n30 
for any polynomial p which is divisible by the minimal polynomial for f, 
and this is clearly impossible if p is chosen 30. 
In the proof of Theorem 4.1 we need the following theorem of Polya; 
cf. [4, p. 1213: 
THEOREM. Suppose f: N, + Z is such that the power series Cg f (n) z” 
has positive radius of convergence and that the sum F(z) extends to a 
meromorphic function with only finitely many poles in a simply connected 
domain G with mapping radius (w.r. to zero) greater than one. Then F is a 
rational function. If in addition the radius of convergence of the power series 
is one then the poles of F are roots of unity. 
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We also need the following operations # and 0 on sequences 
f: No + R. We define 
LEMMA 4.2. For f: N 0 -+ R and a polynomial p E R [ X] we have 
(i) (f”)” = (f”)” =J: 
(ii) (pWf)# =pb-2)f#, (p(Qf)” =P(E+~)P. 
(iii) ~df)=k.df#)=~+(f~). 
Proof: We use the fact that any sequence f: NO + [w is the moment 
sequence of some signed measure O, i.e., 
f(n) = f xn ddx), n b 0. 
This is equivalent to an old theorem of Bore1 that f(n) = cp’“‘(O) for a 
suitable P-function with compact support; cf. [2, p. 1681. 
It follows that 
f”(n) = j” (x + 2)” da(x) = j. xn da * Ed 
f”(n)=l (x--2)“do(x)=~x”d~ * c;c2(x) 
so (i) is clear. But (i) implies 
ME)f)#(n) = J ( x + 2)“p(x) do(x) = 1 x9(x - 2) da * Ed 
=p(E-2)f’(n) 
and similarly (p(E)f)n(n) =p(E+ 2)fO(n). 
If f is positive definite, we may choose o to be non-negative, and then f # 
and f q are again positive definite. If f has K ~ (f) < co negative squares and 
q is a minimal detinitizing polynomial for f, then q(E- 2) is a definitizing 
polynomial for f” so K-(f#)<c(f) and similarly K(f”)<c(f). 
Replacing f by f o we get 
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Finally, if K-(f) = cc then I = k-(fn) = cc as a consequence of 
what has already been shown, and hence the proof of (iii) is completed by 
replacing f with -f: 1 
Proof of Theorem 4.1. It suffices to prove that rk(f) < cc under the 
assumption that rc = x_(f) < co. Let q be a minimal definitizing 
polynomial for f and let o be a non-negative measure on Iw such that 
q(Wf (n) = jx”Mx). 
We have an estimate of the form 
IqWf(n)l GAA,B", n > 0, 
and from this it easily follows that supp(a) E C-B, B]; cf. [3, p. 1161. By 
Lemma 4.2 we have 
(q(E)f)#(n)=q(E-2)f#(n)=jx”dc*dx) 
or by setting ql(x) = q(x - 2), (TV = c * c2, 
q,(E)f “(n) = j xn da,(x) (4.2) 
and supp c, E [2 - B, 2 + B] E ]0,4[. 
The generating functions 
P(z) = 5 (q,(E)f “)(n) zn 
n=O 
F”(z)= f f”(n)z” 
n=O 
converge for ]z( < l/(2 + B), and for these z we have 
q,(l/z) F#(z) = P(z) + r(llz), (4.3) 
where r E R[X] is of degree d deg q1 = 2~ and without constant term. 
Clearly (4.2) implies 
P(z)= j~‘~i&~~l(r) for I4 <7&j, 
but the integral on the right-hand side shows that P has a holomorphic 
continuation to Q = C\[(2 + B)- ‘, (2 - B)- ‘1. By (4.3) it follows that F” 
is meromorphic in 52 with only finitely many poles. 
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Now consider (minus the Koebe function) 
which maps the open unit disc D biholomorphically onto the slit plan 
C\[+, co [. Since K( - 1) = + there exists by continuity an E > 0 such that 
K(D( - 1, E)) E n, where D(-1, E)= fz~d=/ Jz+ 11 CC). 
The composed function F# 0 K is meromorphic in G = D u D( - 1, E) with 
only finitely many poles. Since the power series of F# and K have integer 
coefficients (and K(0) = 0), the same holds for the power series of F* 0 K. 
The mapping radius of G w.r. to zero is greater than 1, so by Polya’s 
theorem F# o K is a rational function. If z is replaced by K(z) in (4.3), this 
formula immediately shows that PO K is a rational function, so in par- 
ticular PO K has at most finitely many poles on the unit circle which by K is 
mapped onto [a, co]. This shows that P has at most finitely many poles on 
[a, a~[, but the inversion formula for the Stieltjes transformation then 
shows that C, is a discrete measure with finitely many atoms, so that P and 
hence F# is a rational function. By Proposition 2.6 we get that 
rk(f) = rkCf”) < cc. [ 
As an example where Theorem 4.1 may be applied we take the sequence 
of primes f(0) = 1, f( 1) = 2, f(2) = 3, f(3) = 5, . . . . By the prime number 
theorem f(n) -n log n so f satisfies the growth assumption with any B > 1. 
That fis not of finite rank and hence K-(Y) = K-(f) = co follows from the 
next result. 
THEOREM 4.3. Let f: N, + Z be an integer valued sequence and suppose 
that there exists a non-zero polynomial p E R[X] such that f (n) -p(n) log n 
f orn-+c0. 
Then rk(f)=tc+(f)=c(f)=co. 
Proof: To derive a contradiction suppose that f is of finite rank. The 
rational function 
F(z)=ff(n)z” (4.4) 
0 
can be written F(z) = a(z)/b(z), where a, b are polynomials with integer 
coefficients and b(0) = 1; cf. [ 191. The growth hypothesis for f implies that 
the radius of convergence for (4.4) is one. By the earlier mentioned theorem 
of Polyd all roots of b are roots of unity, so the absolute value of their 
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product is 1 l/b,1 = 1, where b, is the leading coefficient of b and d= deg b. 
It follows that b,= +l. The reciprocal polynomial to b is defined as 
and we have 
so 
and hence 
b”(z) = z”b( l/z) = f 6,z1, 
I=0 
b”( l/z) F(z) = u(z) Z-d, 
i a&n + i) = 0 for n>deg(a)-d 
i=O 
5(E) E”O”f= 0 for n,=deg(a)-d+ 1. 
The roots of b and 6 are the same and lie on the unit circle. It follows from 
Section 2 that 
Enof =C (pi(n) COS(nOj) +qi(n) Sin(n8i)), n 20, 
where each term corresponds to a real root or a pair of complex conjugate 
roots of 5. 
Moreover pi, qi are real polynomials and 19~ is a rational multiple of 2n. If 
we choose n, < n, < . from No such that n,tli E 27cZ for all k and i, we 
have 
Enof = xpi(nk) -ph + no) log@, + no), k -+ CO 
but this is clearly a contradiction. 1 
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