Aerial and terrestrial thermography has become a practical tool to determine water stress conditions in vineyards. However, for proper use of this technique it is necessary to consider vine architecture (canopy zone analysis) and image thresholding approaches (determination of the upper and lower baseline temperature values). During the 2014-2015 growing season, an experimental study under different water conditions (slight, mild, moderate, and severe water stress) was carried out in a commercial vineyard (Vitis vinifera L., cv. Carménè). In this study thermal images were obtained from different canopy zones by using both aerial (>60 m height) and ground-based (sunlit, shadow and nadir views) thermography. Using customized code that was written specifically for this research, three different thresholding approaches were applied to each image: (i) the standard deviation technique (SDT); (ii) the energy balance technique (EBT); and (iii) the field reference temperature technique (FRT). Results obtained from three different approaches showed that the EBT had the best performance. The EBT was able to discriminate over 95% of the leaf material, while SDT and FRT were able to detect around 70% and 40% of the leaf material, respectively. In the case of canopy zone analysis, ground-based nadir images presented the best correlations with stomatal conductance (g s ) and stem water potential (Ψ stem ), reaching determination coefficients (r 2 ) of 0.73 and 0.82, respectively. The best relationships between thermal indices and plant-based variables were registered during the period of maximum atmospheric demand (near veraison) with significant correlations for all methods.
Introduction
Appropriate water use is an important factor for controlling yield and wine quality [1] [2] [3] [4] . Due to current climate change conditions and resulting water resource scarcity, it is necessary to improve vineyard water management, especially in high-quality wine areas, like the central zone of Chile [5] . The length and severity of water stress produces variation in vine physiology and berry composition [6] . In this context, regulated deficit irrigation (RDI) strategies have been used to optimize the irrigation management by applying moderate water stress at specific phenological CWSI = T c − T wet T dry − T wet (1) where T c is the canopy temperature ( • C), T wet is the temperature of a leaf transpiring at its maximum potential transpiration rate ( • C), and T dry is the temperature of a non-transpiring leaf ( • C). The range of CWSI varies from 0 to 1, when a canopy is transpiring at its potential rate, T c = T wet and CWSI = 0, and when a canopy is not transpiring, T c = T dry and CWSI = 1.
Threshold temperature values (T wet and T dry ) are indispensable for calculating the CWSI. To obtain these values several methods have been proposed: (i) the balance energy technique; (ii) the use of reference surfaces; (iii) field measurements; and (iv) software analysis [7, 13, 14, 23] . In general, these methods have some disadvantages, such as their practical implementation in the field, time consumption, and representativeness of the field conditions. In order to make this technique more useful for assessing crop water status, automation of the image analysis is required. In this study, three different thresholding approaches were evaluated to obtain temperature thresholds: (i) the standard deviation technique (SDT); (ii) the energy balance technique (EBT); and (iii) the field reference temperature technique (FRT).
Additionally, according to the literature, there are basically three approaches to determine T c values in vineyards considering different canopy zones (sunlit, shade, and nadir). Several researchers have found high correlations between the sunlit canopy temperature and the stem water potential and stomatal conductance [19, 24, 25] . Conversely, other studies have shown that the shadow canopy side has better correlations with g s and Ψ stem due to less temperature variation within shadow zone [7, 21] . In the case of nadir view, several studies have shown good results when measuring T c at the top of the canopy using different methods, like a truck-crane or UAVs [18, 19, 26] . Therefore, it is possible to indicate there is a lack of consensus regarding the selection of the sampling zones and thresholding approaches of thermal images. For this reason, the aim of this study is to assess vine water stress conditions using three different thresholding approaches for obtaining the threshold values (T wet and T dry ) measured at different canopy zones and conditions (ground-based positions: sunlit, shadow, and nadir; and the aerial view (UAV)) and compare the differences between them in terms of their relationship with plant-based variables (g s and Ψ stem ).
Materials and Methods

Study Site
This study was carried out during the 2014-2015 growing season. The experimental field plot is located in the Talca valley, Maule Region, Chile (35 • 27 38"S, 71 • 29 53"W). The climate in the study area is Mediterranean semi-arid with an average daily temperature of 17.1 • C and a mean annual rainfall of 679 mm. The summer period is usually dry and hot (2.2% of annual rainfall) while the spring is wet (16% of annual rainfall). The soil in the vineyard is classified as Talca series (fine, mixed, thermic Ultic Haploxeralfs) with a clay loam texture and an average bulk density of 1.5 g·cm −3 . At the effective rooting depth (0-60 cm), the volumetric soil water content at field capacity and wilting point were 36% and 22%, respectively. The vines were irrigated weekly using 4 L·h −1 drippers spaced at intervals of 1 m. Carménère vines grafted on Paulsen-1103 were planted in 2007 (north-south rows) with a distance between rows equal to 2.5 m, a distance within rows of 1.5 m and trained on vertical shoot positioned system (VSP) with the main wire 1 m above the soil surface. Shoots were maintained in a vertical plane by three wires, the highest wire was located 2 m above the soil surface.
Experimental Design
A completely randomized design with four different irrigation treatments was used in this study (Table 1) : (i) null to slight water restriction (T 0 ); (ii) slight to moderate water stress (T 1 ); (iii) moderate to severe water stress (T 2 ); and (iv) severe water stress (T 3 ). Each treatment had four replicates and in each replicate five vines were considered. A progressive water stress for each treatment was applied until each treatment reached a predefined stem water potential threshold (Table 1 [27] ). 
Plant-Based Variables
Vine water status was evaluated weekly using midday stem water potential (Ψ stem ) measured by a pressure chamber (PMS 600, PMS Instrument Company, Corvallis, OR, USA). Ψ stem values were measured on two leaves per replicate. Selected leaves were mature, healthy, and taken from the central zone of the canopy. Leaves were bagged in plastic bags and covered with aluminum foil for at least 1 h before measurements [28] . At the same time during midday g s were measured weekly using a portable infrared gas analyzer equipped with a transparent leaf chamber (LI-6400, LI-COR Inc., Lincoln, NB, USA) on two fully-expanded and sun-exposed leaves. During measurements, leaf chamber temperature was maintained between 25 • C and 32 • C. The molar air flow rate inside the leaf chamber was 500 µmol·mol −1 . All measurements were taken at a reference CO 2 concentration similar to ambient (380 µmol·mol −1 ) and at a saturating photosynthetic photon flux, ensuring that leaves receive over 800 µmol·m −2 ·s −1 (no external light source was used in this study). g s and Ψ stem were measured on the same plants per each treatment. During the entire vine growing season, the plant-based variables were measured between 2:00 p.m. and 4:00 p.m. on the same day that the thermal images were acquired.
Meteorological Data
Meteorological information was used to obtain threshold values with the energy balance method proposed by Jones [23] . Ancillary information was obtained from a weather station near the experimental plot. Air temperature (T a ) and relative humidity (RH) were measured by a Vaisala probe (HMP45C, Campbell Scientific Inc., Logan, UT, USA). Wind speed (Ws) and wind direction were measured using a cup anemometer and a wind vane (model 03101-5, R.M. Young Company, Traverse City, MI, USA). Net radiation (Rn) was measured with a net radiometer (REBS-Q7, Campbell Sci., Logan, UT, USA). Daily reference evapotranspiration (ETo) was obtained using the Food and Agriculture Organization (FAO) Penman-Monteith equation [29] from meteorological data provided by an automatic weather station in reference conditions located 300 m from the experimental vineyard plot.
Aerial and Ground-Based Thermal Imaging
Aerial images were recorded between 1:00 p.m. and 1:30 p.m. Lateral and nadir images were taken on the same days as the aerial images in the time period 2:00 p.m. and 4:00 p.m. Thermal aerial images were taken with an uncooled thermal camera (model EasIR-9, Wuhan Guide Infrared Co., Ltd., Wuhan, China) mounted on an unmanned aerial vehicle (UAV) with four rotors (quadcopter, autopilot HKPilotMega 2.7, 3D Robotics, Inc., Berkeley, CA, USA). This thermal camera has a microbolometer sensor with a resolution of 384 × 288 pixels, sensitive in the spectral range 8-14 mm, with a precision of ±2 • C, and a lens with an angular field of view of 21.7 • × 16.4 • . Ground-based thermal images were captured with a thermal camera (model EasIR-4, Wuhan Guide Infrared Co., Ltd., Wuhan, China). The EasIR-4 camera has a resolution of 120 × 160 pixels, sensitive in the spectral range of 8-14 mm, a precision of ±2 • C, and a lens with an angular field of view of 20.6 • × 15.5 • . For both cameras, the background temperature was determined as the temperature of a crumpled sheet of aluminium foil in the same position to the canopy zone of interest with the emissivity set at 1.0 [21] and the emissivity for canopy measures was set to a fixed value of 0.96 [16, 30] .
Treatments were geo-referenced using a Differential Global Positioning System (DGPS) (GeoXT Handheld Trimble, Houston, TX, USA) and data were processed using Arcpad software (Arcpad 10, Esri, Redlands, CA, USA). Geo-referenced vines were located in the middle of treatments. To recognize the treatments in the plot, each treatment had a specific thermal marker of black plastic with a piece of aluminum on the soil in front of the target plants (size of 0.4 m 2 ). Using the coordinate of geo-referenced vines, a flight route was generated using an open-source quadcopter control program (Mission Planner, version 1.3.41, ArduPilot Dev Team, Free Software Foundation, Inc., Boston, MA, USA). A few minutes after each flight, measurements of g s and Ψ stem were carried out; the time difference between the first and last sample measurements was approximately an hour. For this study, thermal imagery obtained from the lateral ground-based view (sunlit and shadow zone) were acquired on thirteen measurement dates and nadir thermal imagery was acquired on twelve measurement dates. In the case of aerial thermal imaging acquisition, eight measurement dates (UAV flights) were carried out during the study period.
Canopy Zones and Views
The vine canopy was separated into three main zones ( Figure 1 ): (i) sunlit zone, which was the west row side and which had direct solar radiation above the surface after midday when the measurements were carried out; (ii) shaded zone, which was the east row side with diffuse solar radiation over the surface at measurement time; and (iii) nadir zone, which was the top position of the canopy and had direct solar radiation during the whole day. Lateral (sunlit and shadow view) and nadir thermal images were taken manually with a handheld thermal camera. Aerial thermal images were taken with a thermal camera mounted on a UAV. Sunlit and shadow view images were taken at 1.5 m from the canopy, nadir view images were taken at 0.8 m above the canopy using a ladder over vine rows. Aerial images were recorded at 60 m above ground level (AGL). Ground-based image size was less than 1 m 2 and has a resolution less than 1 cm 2 per pixel, while each aerial image covered an area of approximately 397 m 2 with a resolution of 36 cm 2 per pixel. image size was less than 1 m 2 and has a resolution less than 1 cm 2 per pixel, while each aerial image covered an area of approximately 397 m 2 with a resolution of 36 cm 2 per pixel. 
Image Analysis Processing
All thermal images were post-processed with the proprietary software IrAnalyzer (Wuhan Guide Infrared Co., Ltd., Wuhan, China) to extract temperature data for each treatment considering the specific parameter of emissivity, distance to the object, and measurements of Ta and RH. Then, aerial thermal image data files were converted to Tagged Image File Format (TIFF) with a 16-bit decimal pixel depth using a customized code written in MATLAB ® (The Mathworks Inc., Natick, MA, USA), then stitched together using the freely available Image Composite Editor software (ICE version 1.4.4, Microsoft Research, Redmond, WA, USA) to create a mosaic of the experimental plot. To ensure the thermal mosaics created by ICE software did not distort the imagery during the stitching process, segments of imagery from the mosaic were compared with the same segments found in the pre-processed imagery. Calculating the difference between the average temperature values of the pixels in the extracted segments showed negligible differences and, hence, did not generate significant differences in the analysis. The size of the sample was less than the width of the vines and the length of one plant (40 cm × 60 cm) ( Figure 2 ). Thermal markers clearly visible in the thermal mosaic were added to the study area and are aligned with each plant studied. It was not necessary to geo-reference the image since the thermal markers were sufficient for identifying ground-based measurement locations. The thermal mosaic was used only to extract temperature values for the individual treatments. Finally, from each thermal mosaic, two samples of each treatment were extracted manually using MATLAB ® code ( Figure 2 ). This MATLAB ® code provided a simple graphical interface so that a fixed size segment of pixels (20 × 30 pixels) related to a particular treatment could be extracted by simply selecting the area of interest. Given the selected pixels, the program facilitated the automatic calculation of various statistics, such as minimum, maximum, and median temperatures, as well as the standard deviation of the filtered and unfiltered image. Finally, the program calculated a value for the CWSI for a given segment of pixels selected. A diagram of the methodology used in the study is presented in Figure 3 . 
All thermal images were post-processed with the proprietary software IrAnalyzer (Wuhan Guide Infrared Co., Ltd., Wuhan, China) to extract temperature data for each treatment considering the specific parameter of emissivity, distance to the object, and measurements of T a and RH. Then, aerial thermal image data files were converted to Tagged Image File Format (TIFF) with a 16-bit decimal pixel depth using a customized code written in MATLAB ® (The Mathworks Inc., Natick, MA, USA), then stitched together using the freely available Image Composite Editor software (ICE version 1.4.4, Microsoft Research, Redmond, WA, USA) to create a mosaic of the experimental plot. To ensure the thermal mosaics created by ICE software did not distort the imagery during the stitching process, segments of imagery from the mosaic were compared with the same segments found in the pre-processed imagery. Calculating the difference between the average temperature values of the pixels in the extracted segments showed negligible differences and, hence, did not generate significant differences in the analysis. The size of the sample was less than the width of the vines and the length of one plant (40 cm × 60 cm) ( Figure 2 ). Thermal markers clearly visible in the thermal mosaic were added to the study area and are aligned with each plant studied. It was not necessary to geo-reference the image since the thermal markers were sufficient for identifying ground-based measurement locations. The thermal mosaic was used only to extract temperature values for the individual treatments. Finally, from each thermal mosaic, two samples of each treatment were extracted manually using MATLAB ® code ( Figure 2 ). This MATLAB ® code provided a simple graphical interface so that a fixed size segment of pixels (20 × 30 pixels) related to a particular treatment could be extracted by simply selecting the area of interest. Given the selected pixels, the program facilitated the automatic calculation of various statistics, such as minimum, maximum, and median temperatures, as well as the standard deviation of the filtered and unfiltered image. Finally, the program calculated a value for the CWSI for a given segment of pixels selected. A diagram of the methodology used in the study is presented in Figure 3 . 
Thresholding Approaches
All thermal data files were filtered using a custom program written in MATLAB ® . Three different methods were used to determine the upper and lower baseline temperature values, which were used to exclude the non-leaf material.
(1) Standard deviation technique (SDT): In this technique we used the thermal data file with its unfiltered mean temperature (Tnf) and standard deviation (SD). In each thermal data file the lower temperature was obtained by subtracting a specific multiplier of SD from Tnf and an upper temperature adding another specific multiplier of SD from Tnf. The averages of lower and upper temperatures were calculated to estimate threshold temperature from each batch for a particular date. Specific multiplier values used for each canopy side were estimated using a relationship 
(1) Standard deviation technique (SDT): In this technique we used the thermal data file with its unfiltered mean temperature (T nf ) and standard deviation (SD). In each thermal data file the lower temperature was obtained by subtracting a specific multiplier of SD from T nf and an upper temperature adding another specific multiplier of SD from T nf . The averages of lower and upper temperatures were calculated to estimate threshold temperature from each batch for a particular date. Specific multiplier values used for each canopy side were estimated using a relationship with threshold values obtained with the methodology described in Field Reference Temperature (see below). (2) Energy balance technique (EBT): In this case, temperature threshold values were determined using Equations (2) and (3) described below [23] :
where, T a is the air temperature ( • C), r HR is the resistance to the radiative heat transfer (s·m −1 ), r aW is the boundary layer resistance for water vapor (s·m −1 ), γ is the psychometric constant (Pa·K −1 ), R ni is the net isothermal radiation (W·m −2 ), ρ a is the density of the air (Kg·m −3 ), C p is the specific heat of air (J·kg −1 ·K −1 ), and ∆ is the slope of the saturation vapor pressure curve (Pa·K −1 ). Ancillary information was obtained from an automatic micro-climatic station located near the experimental plot (described in Section 2.4). In this study, net isothermal radiation (R ni ) was assumed equal to the net radiation [30, 31] . Net radiation (W·m −2 ), air temperature ( • C), relative humidity (%), and wind velocity (m·s −1 ) were used to estimate upper and lower temperatures. This method enabled the estimation of threshold temperatures for each acquisition image time. (3) Field reference temperature technique (FRT): This technique was proposed by Jones et al. [21] .
Two mature and non-detached leaves were selected from canopy side (sunlit and shaded zone) to obtain upper and lower baseline temperatures. One leaf was painted with a solution of water and detergent (dish-washing soap) to obtain a T wet reference and the other leaf was painted with liquid petroleum jelly (Vaseline) to obtain a T dry reference. Reference values from sunlit view were used for images captured from nadir view. These threshold temperatures were obtained with IrAnalyzer software (Wuhan Guide Infrared Co., Ltd., Wuhan, China) selecting an area of interest for reference leaves.
Statistical Analysis
Differences between means of plant-based variables (g s , and Ψ stem ) were assessed by one-way ANOVA and Tukey's honestly significant difference (HSD) multiple comparison method using InfoStat software (Student version, InfoStat, Universidad Nacional de Córdoba, Córdoba, Argentina), p-values less than 0.05 were taken to indicate statistically significant differences. Moreover, the evaluation included a linear regression analysis between plant-based variables and the CWSIs obtained from different sides of the canopy. The t-test to evaluate the null hypothesis was to intercept equal to zero and slope equal to unity at the 95% confidence level (i.e., α = 0.05). Additionally, linear relationships between different options of CWSI values and plant-based variables were evaluated using the root mean square error (RMSE) and mean absolute error (MAE).
Results
Description of Climatic Conditions
The climatic conditions during the study period were, in general, dry and hot (Figure 4 ). Values of daily mean air temperature were similar for the study days, ranging from 14.7-21.8 • C. Similar patterns were presented for relative humidity (RH) and maximum vapor pressure deficit (VPD max ) with average daily values 60.3% and 3.57 kPa, respectively. The net radiation (Rn) was quite stable, with values of 19.3 MJ·m −2 ·day −1 at the beginning of summer and decreasing slowly to 11.7 MJ·m −2 ·day −1 at the end of summer. In general, wind speed (Ws) values were similar during the study. During the thermal acquisition period (around midday) Ws values were lower than 2 m·s −1 . Only three days presented Ws values over 2 m·s −1 (DOY 351 (2.10 m·s −1 ), 6 (2.18 m·s −1 ), and 27 (3.01 m·s −1 )). Finally, during the study period, daily reference evapotranspiration (ETo) slowly fell from 6.27 mm·day −1 (DOY 351) to almost 2 mm·day −1 (DOY 91). ETo fell strongly on DOY 61, falling 2 mm·day −1 with respect to the ETo of the previous week. 
Results of Plant-Based Variables
The initial conditions for this experiment showed similar Ψstem values with an average of −0.73 MPa for all treatments. Statistical differences between treatments started from DOY 27 ( Figure 5 ). After that, all treatments maintained statistical differences. DOYs 41, 54, and 61 showed statistical differences between all treatments for Ψstem, while DOYs 27, 37, 44, 61, 69, 78, and 91 showed statistical differences between at least two treatments (moderate and severe water stress) ( Figure 5 ). In this regard Choné et al. [28] , Sibille et al. [32] , Van Leeuwen et al. [27] , and Williams and Araujo [33] indicated that midday Ψstem values over −0.8 MPa correspond to grapevines without water stress, between −0.8 to −1.4 MPa correspond to moderate water stress, and lower than −1.4 MPa are grapevines under severe water stress.
In the case of gs, significant differences between treatments started from DOY37, where T0 treatment maintained, in general, over 0.15 mol H2O•m −2 •s −1 . T3 remained under 0.05 mol H2O•m −2 •s −1 , like the most water stressed treatment, and T1 and T2 remained constant in almost all measurement days between 0.15 and 0.05 mol H2O•m −2 •s −1 , except for DOYs 54 and 61, when T1 was close to T0 ( Figure 6 ). Similar levels of gs were found by Cifre et al. [34] , Grant et al. [16] , and Jara-Rojas et al. [35] , where well-watered vines had over 0.15 mol H2O•m −2 •s −1 , vines under moderate water stress were between 0.05 and 0.15 mol H2O•m −2 •s −1 , and below 0.05 mol H2O•m −2 •s −1 were vines under severe water stress. The leaf temperature (Tleaf) was registered with the thermocouple placed inside the leaf chamber of the infrared gas analyzer (LI-6400, LI-COR Inc., Lincoln, NB, USA). The leaves had an average temperature of 36.6 °C (±2.4 °C). Variations of Tleaf were small between repetitions (±1 °C). Maximum variations of Tleaf were registered between T0 and T3 with values around 5 °C during the period of maximum atmospheric demand (DOY 54 to DOY 64). The relationship between Ψstem and gs was consistent for all treatments during the study days. 
The initial conditions for this experiment showed similar Ψ stem values with an average of −0.73 MPa for all treatments. Statistical differences between treatments started from DOY 27 ( Figure 5 ). After that, all treatments maintained statistical differences. DOYs 41, 54, and 61 showed statistical differences between all treatments for Ψ stem , while DOYs 27, 37, 44, 61, 69, 78, and 91 showed statistical differences between at least two treatments (moderate and severe water stress) ( Figure 5 ). In this regard Choné et al. [28] , Sibille et al. [32] , Van Leeuwen et al. [27] , and Williams and Araujo [33] indicated that midday Ψ stem values over −0.8 MPa correspond to grapevines without water stress, between −0.8 to −1.4 MPa correspond to moderate water stress, and lower than −1.4 MPa are grapevines under severe water stress.
In the case of g s , significant differences between treatments started from DOY37, where T 0 treatment maintained, in general, over 0.15 mol H 2 O·m −2 ·s −1 . T 3 remained under 0.05 mol H 2 O·m −2 ·s −1 , like the most water stressed treatment, and T 1 and T 2 remained constant in almost all measurement days between 0.15 and 0.05 mol H 2 O·m −2 ·s −1 , except for DOYs 54 and 61, when T 1 was close to T 0 ( Figure 6 ). Similar levels of g s were found by Cifre et al. [34] , Grant et al. [16] , and Jara-Rojas et al. [35] , where well-watered vines had over 0.15 mol H 2 O·m −2 ·s −1 , vines under moderate water stress were between 0.05 and 0.15 mol H 2 O·m −2 ·s −1 , and below 0.05 mol H 2 O·m −2 ·s −1 were vines under severe water stress. The leaf temperature (T leaf ) was registered with the thermocouple placed inside the leaf chamber of the infrared gas analyzer (LI-6400, LI-COR Inc., Lincoln, NB, USA).
The leaves had an average temperature of 36.6 • C (±2.4 • C). Variations of T leaf were small between repetitions (±1 • C). Maximum variations of T leaf were registered between T 0 and T 3 with values around 5 • C during the period of maximum atmospheric demand (DOY 54 to DOY 64). The relationship between Ψ stem and g s was consistent for all treatments during the study days. Table 2 shows a description of CWSI values for each treatment and combination between the canopy zone and thresholding technique during the whole study period. Over 300 data values were used for each combination, except for aerial combinations where less data were used because only eight flights were carried out during the study period. For most of combinations, CWSI mean values for T0 were less than 0.5. In the case of the standard deviation, values around 0.2 were calculated for all combinations, except for AER1 and AER2, which showed values less than 0.1. Table 2 shows a description of CWSI values for each treatment and combination between the canopy zone and thresholding technique during the whole study period. Over 300 data values were used for each combination, except for aerial combinations where less data were used because only eight flights were carried out during the study period. For most of combinations, CWSI mean values for T0 were less than 0.5. In the case of the standard deviation, values around 0.2 were calculated for all combinations, except for AER1 and AER2, which showed values less than 0.1. Table 2 shows a description of CWSI values for each treatment and combination between the canopy zone and thresholding technique during the whole study period. Over 300 data values were used for each combination, except for aerial combinations where less data were used because only eight flights were carried out during the study period. For most of combinations, CWSI mean values for T 0 were less than 0.5. In the case of the standard deviation, values around 0.2 were calculated for all combinations, except for AER 1 and AER 2 , which showed values less than 0.1. Table 3 shows the coefficient of determination (r 2 ), RMSE and MAE values for each prediction obtained from DOY 37 to 69 using linear regression analysis. During this period, statistical differences between irrigation treatments were registered (see details in Table 4 ).
Results of Thresholding Approaches
Relationship between CWSIs and Plant-Based Variables
Results obtained with the SDT showed that the shadow zone had the best prediction for Ψ stem and g s . The sunlit zone had the lowest r 2 value for both plant-based variables. In the case of the results obtained with the FRT, it can be seen that SHAD 3 had the highest r 2 for all canopy zones. The AER 3 zone showed the lowest r 2 , RMSE, and MAE values of the three zones. Results obtained with EBT showed that the r 2 of the sunlit and shadow zones were around 0.34 and 0.50 for Ψ stem and g s , respectively. The nadir zone with EBT showed the best performance with r 2 values of 0.40 for Ψ stem and 0.57 for g s . In this case the RMSE values were 0.28 MPa and 0.073 mol H 2 O·m −2 ·s −1 for Ψ stem and g s , respectively. The RMSE and MAE values were similar for all combinations. RMSE were roughly 0.3 MPa and 0.08 mol H 2 O·m −2 ·s −1 and MAE were roughly 0.23 MPa and 0.06 mol H 2 O·m −2 ·s −1 . Table 3 . Coefficient of determination (r 2 ), root mean square error (RMSE), and mean absolute error (MAE) from different predictions with CWSI versus plant-based variables (Ψ stem and g s ). Table 4 shows the coefficient of determination for the comparisons of the CWSI versus Ψ stem and g s for each measurement day. Slope and intercept for all predictions of Ψ stem and g s were similar in all combinations. In general, slopes were not different from 1 and the intercept was equal to 0, except in the cases where the sunlit side was complemented with SDT and FRT, where the intercept was significantly different to 0. The best results were obtained from DOY 37 until DOY 69 presenting the highest r 2 values. Weak relationships between CWSI and plant-based variables were found from DOYs 351, 6, 14, 27, and 64. On the other hand, DOY 44 achieved smaller r 2 for all combinations compared with the other measurement dates. This effect could be explained due to a decrease of soil moisture in the vineyard plot, as a consequence of malfunction of the irrigation system during this period. This trend is reasonable due to the differences between stressed and non-stressed treatments showed by Ψ stem and g s , which was small compared to other days. r 2 of AER 2 for Ψ stem was the only significant difference on DOY 27, but this did not show statistical significance on DOY 44, while the other combinations showed good relationships with plant-based variables for this particular day. Note: statistical significance (p-value < 0.05); n.s. is not statistical significance (Tukey's honestly significant difference (HSD) multiple comparison method (α = 0.05)).
Statistical
Discussion
The results of three thresholding approaches used to separate the leaf material temperature from the non-leaf material were similar between sunlit and shadow canopy sides, but were different between thresholding approaches. Results obtained with the EBT showed that CWSIs from the sunlit side were higher than CWSIs from the shadow side; however, results obtained with SDT and FRT showed that CWSIs from the shadow side were higher than CWSIs from the sunlit side. This trend of SDT and FRT can be explained due to the use of an underestimated upper threshold temperature by the FRT and a lower threshold temperature overestimated by the SDT in comparison with threshold temperature values used by the EBT.
Thermal data from the sunlit and shadow sides were used to compare the performance of the techniques in the lateral imagery that contained large amounts of vegetation without air or soil components. The SDT detected around 70% of the leaf material from each thermal image (standard deviation over 25%), and FRT showed to be the most restrictive approach due to it filtering a large range of temperature values, especially in the case of the shadow side, with only 39% of the leaf material correctly identified, and 70% in the case of the sunlit side. The EBT was able to discriminate over 95% of the leaf material with a low standard deviation (less than 10%) for the sunlit and shadow views (data not shown). Upper threshold temperatures of the FRT were, in most cases, the lowest values of the three approaches. In the case of the SDT, they also exhibited the highest values of lower threshold temperature of the three techniques (data not shown). Both FRT and SDT could be sources of errors in threshold temperature estimation when compared with the threshold temperature of the EBT. These differences can be explained by the methodology used to obtain the threshold temperature values: (i) threshold temperature values measured in the field showed a greater variability between measured plants. This effect can be explained by the variation in the angle of the measured leaves and g s variance within the leaf causing temperature variations, as suggested by Leinonen and Jones [36] ; (ii) SDT was calibrated with values used by the FRT filter for sunlit and shadow canopy sides, since nadir and sunlit sides were similar for both filters; and (iii) in the case of the EBM filter, threshold temperature values were obtained with ancillary weather variables for each image time.
In general terms, CWSI mean values for T 0 (full irrigation treatment) were less than 0.5 for most of the combinations analyzed ( Table 2 ). Studies about the use of the CWSI as an indicator of water stress have indicated that plants in a good water condition show CWSI values under 0.5 and plants under water stress had CWSI values over 0.5 in olive orchards [37, 38] and vineyards [26, 39] . The CWSI was shown to be effective for detecting stress during the period of maximum atmospheric demand. From DOY 37 to 69, the CWSI was able to find statistical differences between T 0 and the other stressed treatments. Under the no-water stress period, the CWSI did not show statistical differences for most combinations. These conditions were present at the beginning of the season, when plants are under non-water stress conditions, and at the end of season near to harvest, when plants were close to senescence conditions [26, 39] .
It can be seen in Tables 3 and 4 that the CWSI can estimate the g s better than the Ψ stem showing higher values of r 2 in most of cases. This is validated by Möller et al. [26] and Baluja et al. [18] who found similar results in grapevines of cv. Merlot and Tempranillo, respectively. Berni et al. [37] and Ben-Gal et al. [38] found better correlation for g s in olives than Ψ stem . Moreover, Ballester et al. [8] found higher r 2 for relative transpiration and sap flow with g s than Ψ stem .
On the other hand, some studies have found better adjustments for analytical CWSIs than empirical CWSIs obtained from reference leaves. Ben-Gal et al. [38] found higher r 2 for the comparison between CWSIs obtained with equations proposed by Jones [23] with values of stomatal resistance and stem water potential in olives. However, Agam et al. [31] indicated that the empirical threshold temperature had a better performance for estimating water stress in olives than the methodology proposed by Jones [23] and Berni et al. [37] using climatic data. However, Baluja et al. [18] found similar results from CWSIs obtained with climatic data and CWSIs obtained with reference surface temperatures.
In this study, results of sunlit and shadow zones showed differences depending on the SDT and FRT approach used, but were similar in the case of the EBT. This can be explained due to the EBM filter using ancillary information from a weather station, while FRT and SDT used specific information from each side of the canopy. For this reason, the EBT presents some advantages over the FRT approach due to the only requirement being access to the climatic information to calculate the threshold temperature values while the FRT needs more work to obtain the same temperature values. The differences between sunlit and shadow zones with FRT and SDM coincided with those obtained by Jones et al. [21] , who found that the shadow side of the canopy was particularly appropriate for row or tree crops. In the case of nadir view, the results obtained with the EBT and FRT filters coincided with those obtained by Ballester et al. [40] , who found that significant differences were detected in the nadir zone between stressed and non-stressed plants when lateral images did not detect differences between them. However, Ochagavia [19] found that r 2 values in vineyards with temperature values recorded from the lateral canopy side were higher than temperature values measured from the nadir position. Lower r 2 values of aerial CWSIs (AER 1 , AER 2 , and AER 3 ), in comparison with CWSIs obtained from nadir zones, could be explained due to the resolution of the imagery. From high spatial resolution imagery, it is easier to extract leaf-material temperatures from the thermal image, but with lower spatial resolution some leaf temperatures are mixed with non-leaf materials in some pixels of the thermal images [36] . For future studies, the height of flight should be studied so as to obtain better correlation with ground-based variables as, at lower heights, it is assumed that the relationship would be more accurately identified (Ψ stem and g s ).
The low values of r 2 obtained in the beginning and the end of the grapevine growing season could be explained due to specific plant conditions of the vineyard. Some authors proposed that phenological stages could have affected the CWSI accuracy of water stress prediction. Möller et al. [26] found that in vineyards at the end of the growing season, leaves were in a senescence condition and may not have been representative of complete canopy conditions, and Bellvert et al. [39] found differences between varieties and the phenological stage in vineyards, as well as peach and nectarine orchards [41] .
In general, the CWSI values obtained using EBT and FRT had the highest correlation coefficients with Ψ stem and g s . Regarding the simplicity, the FRT would be recommendable because it is easy to calculate. However, with this technique the determination of T dry and T wet has some methodological aspects related to the preparation and reading of reference leaves in the thermal images that can limit robustness for monitoring large areas, specifically under conditions of significant environmental variation. Meanwhile, EBT requires a set of microclimate measurements to obtain the temperature threshold values, which are not always available in commercial vineyards. In this regards, the use of SDT can be a good alternative when there are limitations in obtaining microclimatic information, because it uses only information from images. Additionally, this technique is easy to implement in the field, because the use of reference images is not necessary. Regarding the canopy zone analysis, in general, NAD and SHAD ground-based positions had the highest correlation coefficients with Ψ stem and g s during the period of maximum atmospheric demand. The apparent low robustness of the SUN zone to the other ground-based positions may relate to the greater temperature variability of this zone. On the other hand, the aerial view obtained by the UAV has, in general, a lower correlation coefficient than the ground-based positions; however, this method has many advantages from a practical point of view. The use of UAVs make it possible to monitor large vineyards with high spatial and temporal resolution rapidly and for a very low operational cost. Additionally, there are several low-cost and user-friendly aerial platforms on the market today. The cost of suitable thermal cameras is dropping rapidly due to better technology and higher demand. However, the use of UAVs are limited by governmental regulations, weather conditions (wind and rain primarily), and difficulties for flying over agricultural areas with rugged terrain geography.
Conclusions
Our results indicate that the use of thermal imaging (aerial and ground-based) is a feasible tool for remotely monitoring grapevine water status. Nevertheless, it is necessary to take into consideration the effect of selecting canopy zones and thresholding approaches used to analyze thermal images. In this study, the CWSIs derived from all combinations of thresholding approaches and canopy zones were able to discriminate between vines under water stress and vines in good water conditions. Moreover, results showed that the CWSI obtained from different canopy zones in a commercial vineyard trained on VSP changed depending mostly on the methodology used to extract the temperature from the imagery and to calculate the thermal index.
The estimation of Ψ stem and g s using CWSI values obtained from sunlit and shaded zones were clearly different for FRT and SDM approaches, where the shaded zone allowed the estimation of water stress conditions with more accuracy than the CWSI values obtained from the sunlit canopy zone. The EBT approach did not show higher differences of water stress prediction between sunlit and shaded zones or aerial CWSI. Nadir images processed by EBT showed the best performance for determining plant-based variables Ψ stem and g s , reaching coefficients of determination (r 2 ) of 0.73 and 0.82, respectively.
The best relationships between the CWSIs and plant-based variables were registered during the period of maximum atmospheric demand (near veraison from DOY 37 until DOY 69) with significant correlations registered for all methods. During the period with non-water stress conditions, the CWSI did not show a good relationship with measured plant-based variables. Therefore, the seasonal effect needs to be taken into account to improve water stress prediction using thermal imaging.
Finally, in order to determine the most adequate canopy zone and thermal imagery thresholding, it is important to take into consideration the level of agreement with plant-based variables. Additionally, other factors, such as how easily images can be acquired, the need of microclimate data, and the size of the monitoring zone, should be considered.
