ABSTRACT. Molecular simulation is increasingly used by chemical engineers and industrial chemists in process and product development. In particular, the possibility to predict the structure and stability of potential polymorphs of a substance is of tremendous interest to the pharmaceutical and specialty chemicals industry. Molecular mechanics modelling relies on the use of parameterized force fields and methods of assigning point charges to the atoms in the molecules. In commercial molecular simulation software a wide variety of such combinations are available, and there is a need for critical assessment of the capabilities of the different alternatives.
INTRODUCTION
A steadfast increase in computational power continually extend the possibilities of molecular modelling, and advances in theory, modelling technology and user-friendliness have led to an increasing demand from the industry for molecular modelling solutions. The industrial applications of molecular simulation are numerous, and include modelling of surfaces at the atomistic level 1 , mechanisms of chemical reactions, interactions and catalysis 2 , and molecular dynamics simulations to predict mechanical properties as well as statistical properties (such as entropy) 3 . As molecular simulation is gradually being added to the arsenal of computational tools used by chemical engineers and industrial chemists in process and product development, there is a growing need for a critical assessment of the methods implemented in commercial codes.
One of the most intriguing and challenging goals of molecular modelling is to predict possible crystal packing arrangements from nothing more than the molecular formula 4 . In the processing of crystalline organic fine chemicals and pharmaceuticals, crystal polymorphism is of tremendous importance; a large proportion of all organic compounds exhibit polymorphism, and different solid forms of a substance display different solid state properties, e.g. stability, crystal shape, compressibility, density and dissolution rate, leading to differences in handling and processing properties of the compound, and in the shelf life and bioavailability of drugs 5 . It is of the greatest importance to the pharmaceutical and fine chemical industry to ensure reliable and robust processes, and conformity with Good Manufacturing Practice, and thus one regulatory requirement for active pharmaceutical ingredients is the identification of possible polymorphic forms.
By lattice energy based Monte Carlo simulations it is possible in theory to predict the appearance of different polymorphs of a compound 6 . Promising results have been obtained for neutral, fairly rigid molecules, but there are still limitations in the application to flexible molecules, polar molecules -especially when hydrogen bonds are involved -hydrates and salts 4, 6 . In a series of benchmark tests 4, 7, 8 , invited experts using a wide variety of methodologies were challenged to propose candidate structures for each of a set of compounds, for which they only knew the molecular formula. The overall conclusion from the first three tests is that no technique gives consistently reliable results, with major obstacles being how to deal with structures with more than one molecule in the asymmetric unit, and the treatment of the conformational energy which is very important for flexible molecules. The need for better energy models is stressed. The results of the recently performed fourth blind test 9 are more encouraging;
it is shown that, by using careful parameterization of the energy functions together with electron structure calculations employing density functional theory, sufficiently good lattice energy calculations are possible which enable the prediction of the stable low-temperature crystal structures of small and medium sized molecules 10 . However, this approach is very expensive in terms of computer power: approximately 280,000 CPU hours, in terms of regular 2.8 GHz processors, were required for the four simple, fairly rigid molecules in the blind test -orders of magnitude beyond what is required by the regular molecular mechanics approach.
Molecular mechanics 11 , the only technique sufficiently fast for routine modelling of large systems, relies on sets of parameterized equations, called force fields, to describe the energy of the system. Users with plenty of time, know-how and access to experimental data can develop tailor-made force fields, specially parameterized for one or a few molecules 12 . For the less specialized users, and for calculations on new substances or for introductory studies, there are generic force fields, often parameterized for large groups of chemically related molecules. When modelling crystal structures, it is vital to provide a sufficient description of the electrostatic interaction energy between atoms 6 . Most generic force fields feature atom-centred point charges, which result in simple, fast calculations.
In crystal structure prediction, the generation and ranking of structures is based on lattice energies, calculated at zero Kelvin. Crystal structure predictions for a particular compound usually produce several hundred structures 13 within relevant lattice energy and density boundaries. If these structures are ranked in order of lattice energy or density, frequently the experimentally known crystal structure(s) will not be found at the top, possibly not even being found at all 4, 13 . Poor energy models and search algorithms are partly to blame for this, but it is also possible that the nucleation and/or growth of certain thermodynamically favoured structures is hampered for kinetic reasons. Lattice energy differences between experimentally known polymorphs are estimated to be below 10%, or about 10 kJ/mol 12 . Thus, the force field has to be able to calculate the energy of a given crystal structure to within the corresponding precision, and rank the structures in the correct order based on lattice energy. Even if the goal is only to generate a set of plausible potential structures, the fact is that the location of minima on the potential energy hypersurface depends on an accurate description of the energy.
The present work is a critical assessment of the capability of molecular mechanics to calculate crystal lattice energy, a fundamental requirement not only for crystal structure prediction, but for many other modelling applications involving the crystalline state. A number of generic force fields are combined with different methods for assigning atomic point charges, and are used to compute lattice energies of experimentally known crystal structures. Evaluated is also the capacity of different combinations of force fields and charge assignment methods to identify the experimental structure as a minimum in potential energy. It is shown that many methods in fact produce very poor results, even for the simple, essentially rigid molecules of the present study.
However, it is also found that there are working combinations of force fields and charge assignment methods which are able to predict reasonably adequate lattice energies of a set of substituted aromatics with low molecular weight. The work includes a separate evaluation of the methods for the calculation of point charges. The results show that there are methods that can provide adequate point charges, while the result of others is unacceptable. The software used for most of the calculations is the code containing the only commercially available polymorph predictor. However, this software is not limited to crystal structure prediction, nor are the evaluated force fields and charge assignment methods unique to this particular software. Hence, the relevance of this work should also extend to the application in general of molecular modelling tools.
THEORETICAL FRAMEWORK
For a given system, the total energy function describes a hypersurface, the minima on which correspond to possible (meta)stable arrangements of the atoms of the considered system. In molecular mechanics, the potential function is generally written as a sum of intra-and intermolecular terms, for valence-and non-bonded interactions:
where the terms are the summation over all occurring atom-atom interactions involving covalent bonds (Ebond) (e.g. stretching, bending and torsions), dispersion (Evdw) and electrostatic (E e ) interactions. Some force fields include a special term (E hb ) to account for hydrogen bonds, while most force fields model such interactions using only the electrostatic and van der Waals' terms.
Electrostatics : atomic point charges
A very important term in eq. 1 is the one describing the electrostatic interaction energy between atoms. The state of the art involves advanced models for the electrostatic part of the energy 6, 12 such as multipoles or off-centre charges, for all or parts of the electrostatic energy 14 . However, in most force fields available to the average user, this term is a Coulombic interaction:
where Qa and Qb are point charges centred on the nuclei of atoms a and b, separated by a distance rab.
Assigning point charges to the atoms of a molecule is a common way to obtain a simple description of the electrostatics, resulting in comparatively fast calculations. However, in the quantum mechanical sense, the point charge representation is a rough approximation.
Furthermore, the Coulombic energy is generally a comparatively small number 15 obtained by a summation of very large absolute numbers; ergo, the need for some care in the determination of point charges.
There exist a variety of techniques for assigning point charges, with varying degree of refinement, complexity and basis in theory or experimental observables. If the main purpose of the point charges is to describe interactions between adjacent molecules, atomic charges can be apportioned in such a way that the electrostatic potential (ESP) of the molecule in the region close to the molecular van der Waals' surface is recreated. Atomic point charges ("ESP-charges")
are assigned in such a way as to minimize the difference to the quantum mechanically (QM) calculated ESP, while maintaining the overall condition of electroneutrality. This can be done in a number of ways 16, 17, 18, 19 , and it is not a trivial problem 20 , and the fit can be carried out with further constraints, such as reproducing the molecular dipole moment. In addition, the calculation of the quantum mechanical ESP used as basis for the determination of point charges can be done with different approximations and level of theory. In crystal structure prediction, ESP-charges are often used to describe the electrostatic interactions, and for some force fields, e.g. Dreiding, ESPcharges has been a generally recommended approach 14, 19, 21 .
In figure 1 , the most important choices and methods involved in the calculation of ESP-charges are summarized.
Figure 1.
A simplified flowchart of the process of calculating ESP-charges, the terms and principal decisions required of the user, and the main settings used in the present work.
Concerning the accuracy of the quantum mechanical ESP calculation, it has been found that the resulting ESP-charges are fairly weakly dependent on the basis set, i.e. the set of orbitals, used in the QM calculation 17 . Momany 16 showed that, for standard self-consistent field Hartree-Fock (SCF HF) calculations, the magnitude of the calculated point charges depends linearly on the quantum mechanical precision of the ESP, and thus that a small basis set can be used to obtain an One important consideration is the molecular conformation that is used for calculating ESPcharges. Possibilities include the global quantum mechanical gas phase optimum, the experimentally determined gas phase geometry, and the actual conformation found in a certain crystal structure. The choice depends on application and on the data available.
Thermodynamics and the force field energy
The energy calculated with molecular mechanics is only a potential internal energy; kinetic energy and entropy are both disregarded, and the calculations refer formally to zero Kelvin without zero-point vibrations. In addition, density differences between different crystal packing arrangements, usually no more than a few per cent 12 , can safely be ignored.
Eq. 1 contains energy terms for both intra-and intermolecular interactions, each with a different reference state. Hence, the absolute value of Etot on its own has no practical value; it is a theoretical value representing the energy compared to a state of free, non-interacting molecules with non-interacting fragments, and with all bond lengths, angles, torsion angles etc. at their respective defined reference values, at 0 K. For meaningful comparisons, a common reference is needed, and the compared structures must have identical force field atom types and bonds. By using the free gas phase molecule as the reference state, the total energy difference becomes the lattice energy. With calculations carried out at zero Kelvin, the molecular conformation with the lowest energy is used for the gas phase reference. If the molecular geometry in the crystal structure is identical to that in the gas phase, the zero-Kelvin lattice energy is equal to the intermolecular part of Etot.
The lattice energy is related to the enthalpy of sublimation, a fact which is often exploited in the evaluation of force fields since the sublimation enthalpy can be easily determined experimentally. The enthalpy of sublimation can be divided into a term originating from the condensation of molecules of one particular conformation, and a term that describes the change in conformation upon condensation. This conformational energy term is in turn composed of potential and kinetic internal energy and a pressure-volume term. This leads to equation 3:
The negative of the lattice energy is equal to the potential energy of condensation plus the correction for changes in conformation. The kinetic energy term is the equipartition energy difference between the vapour and the crystal 11 due to rotation, vibration and translation, -3RT, and the PV-term is equal to RT, where T is the temperature at which ΔHsub was measured:
Equation 4 is based on several approximations, most importantly that i) the heat capacity CV of the gas in the interval from K up to the temperature T is assumed to be equal to that of an ideal gas, 3R, and ii) the CV of the crystal is assumed to be equal to 6R. Other approximations for the heat capacities have been suggested 36 , but the corrections they provide are all in the same range as the uncertainties in the measurements of the enthalpies of sublimation.
Correcting the enthalpy of sublimation measured at T1 up or down to another temperature, T2, according to these approximations, is done by equation 5:
Periodic structure calculations
Calculations have been performed with the software Materials Studio from Accelrys, since it contains the only commercial polymorph prediction program. Experimental crystal structures, reported in the Cambridge structural database, of a set of medium sized, aromatic model compounds have been imported into the module Forcite. Lattice energies have been calculated by a variety of molecular mechanics methods by subtracting the total energy of the optimized gas phase molecule (global energy minimum) from the total energy of the crystal structure. The gas phase optimization is performed either by i) molecular mechanics, using the same method as for the calculations on the crystal structure, or ii) a quantum mechanical method (density functional theory, with the module Dmol-3, using the exchange-correlation functional PW91 37 in all instances except for those where the module Vamp with the method MNDO 28 was used in the structure calculations, in which cases Vamp (MNDO) was also used for the gas phase optimization).
Each experimental crystal structure has been optimized with each respective molecular mechanics method, within the constraints of the respective space group, in order to investigate the closest energy minimum of the force field, as illustrated in figure 2 . The lattice energy of the 'relaxed' structure was then calculated, and the relaxation energy, defined as the difference in lattice energy before and after relaxation, was examined. Gasteiger -Charges calculated by the conformation independent method of Gasteiger and
QEq -Charges calculated by the charge equilibration method of Rappé and Goddard 33 . For all structure optimizations with this type of charges, an iterative approach was used, with alternating optimizations and recalculations of charges, until steady state was attained.
Coulson -Charges apportioned from the wave function according to the "Coulson" method 39 .
The wave functions were gas phase optimized and evaluated with Vamp MNDO. a) The number of plausible reported polymorphs, with the number of polymorphs with available crystal structures in parentheses, where an asterisk (*) indicates that the second structure is poorly or incompletely determined, e.g. high R-values or no hydrogen atom positions b) Data on the crystal structure(s) used in the simulations. The Z'-column lists the number of molecules in the asymmetric unit c) The enthalpy of sublimation, along with the mean temperature of its determination, are listed for the structures used in the simulation In an effort to establish a rough estimate of the uncertainties in the available experimentally determined enthalpies of sublimation 54 , a statistical analysis of all data reported for the seven model compounds in the work of Chickos and Acree 36 is reported in table 2. Experimental lattice energies at 0 K are calculated from the reported enthalpies of sublimation using eq. 5, and the standard deviations and the ranges of the energies are listed for each substance as a measure of the uncertainty. The magnitude of the temperature corrections is on average about 5.5 kJ/mol, or 6% of the total sublimation enthalpy. (2002) b) The number of experimental values used c) The average experimental lattice energy calculated from reported enthalpies of sublimation d) The range between the highest and the lowest of the calculated lattice energies
Evaluation of methods for ESP-charge assignment
In the calculations on crystal structures, ESP-charges used in the calculation of the electrostatic part of the energy, are calculated with two built-in modules of the software package Materials
Studio. An evaluation of the methods has been undertaken, in order to examine whether they, used completely on their own (without resorting to auxiliary QM optimization calculations or experimentally measured bond distances and angles) can give ESP-charges that correspond to, or are linearly scalable to, the HF/6-31G(d) level, and thus whether they are adequate substitutes for SCF HF. For each evaluated method, the geometry of the molecules were optimized with that particular method, and the molecular ESP and ESP-fitted charges were calculated, using the respective method's built-in techniques. The calculated charges were then compared with a set of SCF HF/6-31G(d) reference charges, calculated using experimental geometries (c.f. table 3), with
Gaussian 03W and the assignment algorithm CHELPG. The optimizations were performed in order to fully evaluate the methods, and to emulate the conditions of the prospective user. For VAMP, this is completely in line with the stated aim of the NAO-PC methodmethod should be good enough to be used on its own, without having to resort to a preliminary calculation with a quantum mechanics package. Calculations were also performed on the experimentally determined geometries, using Vamp, for purposes of comparison.
RESULTS AND DISCUSSION

Periodic calculations: lattice energy
The results from the lattice energy calculations are shown in table 4, which lists all the investigated methods and the calculated lattice energies for all structures. Experimental lattice energies, i.e. the negatives of the experimental enthalpies of sublimation corrected down to 0 K using eq. 5, are listed at the end for comparison. For each method, the root mean square (RMS), calculated over all the structures, of the relative errors in calculated lattice energies (defined as the difference between the calculated and the experimental energy, divided by the experimental energy) is given.
For pABA, only the alpha polymorph has a reported enthalpy of sublimation. However, it is possible to calculate an enthalpy of sublimation for the beta polymorph as well, based on enthalpy differences between the two polymorphs at the transition temperature, calculated from solubility data 52 . Because of the relative uncertainty of this value, the beta polymorph has been excluded from the energy comparisons.
The ability of each method to rank the substances in the order of experimental lattice energies has been evaluated by comparing the energies of all substance pairs, and giving the percentage of correctly ranked pairs for all methods. The Dreiding force field performed quite poorly with PW91 ESP-charges. Not much difference was observed between true and gas ESP-charges, the former giving slightly better results. If
Vamp MNDO is used to calculate the charges, the results for Dreiding become much better, both for Coulson and ESP-charges. QEq charges give results somewhere in between those of MNDO and PW91 ESP. However, the results clearly indicate that the Gasteiger method gives the charges most attuned to the Dreiding force field when it comes to lattice energy. All this could be explained by the somewhat complex method with which the Dreiding force field was parameterizedWilliams, in which different types of charges were used for different atom types, e.g. unscaled ESP-charges for oxohydrocarbons 69 , scaled ESP-charges for azahydrocarbons 70 , and charges treated as parameters to be optimized for simple hydrocarbons 71 . In the final validation of the force field, finally, charges were either ignored altogether or calculated with the Gasteiger method. The fact that Dreiding was parameterized partly without any charges at all might indicate why Vamp MNDO charges gave better results than Dmol-3 PW91, since the former have been
shown to be of a much lower magnitude than the latter (vide infra).
In an investigation of different ways of modelling the electrostatic interactions in molecular mechanics using the Dreiding force field, it was shown 14 that HF ESP-charges, multipole expansions and Gasteiger 32 charges met with varying success depending on the molecules.
Neither of the models could be said to be reliable, and no overall improvement was observed with the multipole model compared with point charges, except for rigid molecules. It was found, however, that the choice of electrostatic model was of critical importance to the resulting energy ranking of the individual forms in polymorphic systems: the positions of the polymorphs were frequently interchanged with the change of electrostatic model. Herein lies possibly the explanation for the relative success of the Gasteiger charges, and also for the fact that the more advanced multipole model gave little or no improvement over point charges. In order to benefit from the available electrostatic techniques, a force field must be specifically designed to do so, and today most generally available force fields are not.
For the force fields Pcff and Compass, the integral charges give the smallest lattice energy errors. This again shows the importance of using the same kind of charges as in the parameterization of a force field.
The results in table 4 clearly indicate that the best thing to do, in order to obtain reasonably accurate lattice energy values, is to be as consistent as possible in the use of the force field; overall, the results improve when the crystal structure is optimized with the force field and the geometry correction is carried out with a force field optimized gas phase molecule.
A trend that can be observed in figure 4 is that the Dreiding methods tend to predict too low In table 5, the non-bonded part of the lattice energy is divided into its constituent parts:
electrostatic energy, dispersion energy and, uniquely for Dreiding, a special hydrogen bonding energy. These terms are given in the form of relative magnitudes, Mrel, calculated using eq. 6:
where the denominator is the sum of the non-bonded differences in electrostatic energy, Ee, dispersion energy, Evdw, and hydrogen bonding energy, Ehb, between the crystal structure and the gas phase molecule. The most interesting thing to contemplate in table 5 is the electrostatic contribution. The unweighted, overall average for all the tested methods is 46%, or 56% if the hydrogen bonding term (chiefly electrostatic in nature) is included. The numbers differ for the three force fields: for the Dreiding methods, the electrostatic energy together with the hydrogen bonding term amounts to 66% of the non-bonded energy, compared to just 38% and 44% for Pcff and Compass, respectively. There are large variations between the different Dreiding methods, however, and there is a definite correlation between the electrostatic percentage of the non-bonded energy and the error in predicted lattice energy, which is not found for Pcff and Compass. The reason for this is believed to be that Dreiding was parameterized partly without any charges at all, which would bias the force field against electrostatic energies.
When comparing the different substances, no simple correlation has been found between the magnitude of the electrostatic term and the errors in calculated lattice energies. This is hardly surprising, since the substances differ with respect to functional groups and molecular geometry.
Periodic calculations: structure
The general suitability of a force field is related to both its ability to correctly calculate the shape of the potential energy hypersurface, and to correctly displace and normalize it with regard to energy. In view of this, it is also important to compare the structural difference between an experimental and an optimized structure. A small structural relaxation could be regarded as evidence that the force field is well equipped to cope with the structure in question. Several methods for such comparisons exist, but an established reference is lacking. The built-in clustering algorithm of the Materials Studio module Polymorph predictor has been used previously for this purpose 72 . However, the method was designed to sort structures into 'similar'
and 'dissimilar', and it is not a reliable method for actually ranking structures based on similarity.
Our own experience has shown that it is too strict, and cannot recognize similarity unless it is very marked. In this work, we use the method of Day et al. 21 , and that of Chisholm and Motherwell 73 . In the former, the structural difference is described by the RMS (root mean square)
of the percentage of deviation in the unit cell dimensions a, b and c from a common reference, in this case the experimental structure. The reduced, or Niggli, unit cells were calculated for all the crystal structures using the CCDC software Mercury CSD.
In the much cited method of Chisholm and Motherwell 73 , an optimized structural overlay between the two structures is effected, based on the root mean square of differences in atom positions of a defined number of molecules in a sphere surrounding a central molecule. In the present work, all non-hydrogen atoms in a 15-molecule sphere were included in the optimization, carried out with Mercury CSD. In the H-bond analysis, the Pcff force field with integral charges performs best, with Compass close behind, and for both these force fields the type of charges matters very little to the result.
As regards Dreiding, the PW91 ESP-charges and the QEq charges fared slightly better than the other techniques, while the MNDO ESP-charges led to the biggest changes in H-bond lengths.
This contradicts the results of the lattice energy comparison (table 4) . Again, the reason is probably related to parameterization issues: since Dreiding was not parameterized for ESPcharges, lattice energy errors become larger with increasing charge magnitude, but in a qualitative sense, PW91 ESP-charges give a better description of the electrostatics than MNDO ESP-charges.
Finally, some remarks regarding the applicability of these results to other classes of molecules.
The quality of the periodic force field calculations should not depend to any great degree on molecular size, but molecular characteristics such as polarity or the presence of other atom types than those included in this work could influence the results. The force fields evaluated here all come with claims of being fairly generic, but the key in choosing a force field is still to look at the molecular classes for which the force field was parameterized. As to the degree of molecular flexibility, the molecules in this work are all fairly rigid, and as a result the magnitude of the corrections for conformational changes in going from the gas phase to the solid are smaller than they would be for e.g. some of the more complex pharmaceutical substances.
Methods for ESP-charge assignment
ESP-charges, calculated with the modules Dmol-3 and Vamp, were plotted against the Gaussian SCF HF reference charges. A regression line was fitted with the least squares method, using an equation without intercept so as to preserve the total charge 17 23 and Alemán et al. 27 , and, more germanely, to the results of Beck et al. 30 , obtained with Vamp on experimental gas phase geometries. In the first case, the cause is most likely due to the much more rigorous methods used by Besler, Merz and Kollman
23
. In the second case, the results are more puzzling, as the charges obtained by these authors using Vamp together with experimental molecular geometries are fairly well linearly correlated.
The degree of precision that is required in a set of charges depends on the intended application.
The electrostatic energy of a force field is extremely sensitive to changes in the point charges 7 ,
and it has been reported that uncertainties as small as 0.02 e (in atomic units) can have chemically significant effects 74 . This must be viewed in light of the fact that ESP-charges sometimes vary significantly with molecular conformation 20 . Finally, no general trends can be discovered with respect to how well the methods apportion charges to different atom types. Vamp appears to have trouble with nitrogen -these charges deviate the most from the correlated straight line -with the carbon of nitromethane -possibly as a direct result of the poorly calculated charge on the nitrogen atom -and the aldehyde and methanol carbons.
CONCLUSIONS
The overall conclusion is that generic force fields and conventional point charges frequently result in a poor estimation of lattice energy, even for fairly simple organic molecules, and this may explain why ranking of polymorphs in crystal structure prediction often appears to be incorrect.
It has been shown that the vast majority of the evaluated methods cannot be used to calculate accurate absolute lattice energies for medium sized, aromatic organics. However, by taking care
to choose the right combination of force field and charge assignment technique, the errors in predicted energies can be significantly reduced, down to levels around 10% -the same order of magnitude as variations in experimental lattice energy values derived from enthalpies of sublimation. Based on lattice energy errors and ranking scores, the conclusion is that Pcff with its own built-in charges and Dreiding with Gasteiger charges are the only two methods useful for the calculation of energies for the kind of molecules used in this study. The best results are obtained when the same force field method is used to optimize the crystal structure and the gas phase molecule used in the molecular geometry correction.
As regards structure relaxation, it is found that the majority of methods result in fairly small structural changes upon relaxation. However, in many cases the corresponding decrease in lattice energy is very large. Out of the evaluated methods, the force field Pcff with integral charges results in the smallest structural change. For Dreiding, the results differ from the energy calculations in that DFT-based ESP-charges worked better than Gasteiger and MNDO charges.
All the tested force fields have been found to be very dependent on charges, particularly Dreiding, for which there is a correlation between the electrostatic percentage of the non-bonded energy and the error in calculated lattice energy. An overestimation of the magnitude of the electrostatic energy seems to be the most important reason for poor lattice energy calculations using this force field. Based on the results of this study it is recommended to always use the same method of charge assignment as was used in the parameterization of the force field.
As regards the built-in methods for ESP-charge assignment, this study has shown that the module Dmol-3 of Materials Studio 3.2 from Accelrys may be used on its own in preparing ESPcharges for use in polymorph prediction. The charges obtained for small, organic molecules with Dmol-3 without resorting to external software for the QM optimization of the gas phase geometry, nor with prior experimental knowledge of it, are linearly scalable to the HF/6-31G ( 
