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The goal of this paper is study the global solvability of a class of complex vector ﬁelds of
the special form L = ∂/∂t + (a + ib)(x)∂/∂x, a,b ∈ C∞(S1;R), deﬁned on two-torus T2 ∼=
R
2/2πZ2. The kernel of transpose operator tL is described and the solvability near the
characteristic set is also studied.
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1. Introduction and preliminary results
The purpose of this paper is study the global solvability of a class of complex vector ﬁelds of the form
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0, a,b ∈ C∞(S1;R), (1.1)
deﬁned on T2  R2/2πZ2.
The operator L is said to be globally solvable if the endomorphism L : C∞(T2) → C∞(T2) has closed image.
In fact, we will deal with a related notion, namely, strong solvability.
The operator L is said to be strongly solvable if the image of the endomorphism L : C∞(T2) → C∞(T2) has ﬁnite codi-
mension.
Corollary 26.4.8 in [9], applied with K = T2, implies that the well-known Nirenberg–Treves condition (P) is necessary for
the strong solvability. Let X be a smooth manifold and let P (x, D) be a differential operator in X . Let p(x, ξ) the principal
symbol of the differential operator P (x, D); then P (x, D) is said to satisfy condition (P) on X if there is no complex-
valued, smooth function q(x, ξ) on T ∗X \ 0 such that 
(qp) changes sign on a bicharacteristic of (qp) where q = 0; by a
bicharacteristic of (qp) is meant an integral curve of the Hamilton ﬁeld of (qp) over which (qp) vanishes. For operators
given by (1.1) condition (P) has a simpler statement: operators of the form (1.1) satisfy condition (P) if and only if the
function b(x) does not change sign on any integral curve of the real vector ﬁeld ∂/∂t + a(x)∂/∂x (see [10, Theorem 3.7]).
Therefore, in this paper, we will assume that L, given by (1.1), satisﬁes condition (P).
It will be important to recall the concept of orbit, in sense of Sussmann (see [15]), for a nonsingular complex vector ﬁeld,
L, deﬁned on a smooth two-dimensional manifold X . Two points p,q ∈ X are said to be equivalent if there is a ﬁnite number
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(L) such that their juxtaposition connects x and y. An orbit is then an equivalence class.
An orbit B is two-dimensional if there is p ∈ B such that (L)(p) and 
(L)(p) are linearly independent; otherwise, B is
one-dimensional.
Let N be the set of the zeros of the function a+ ib. If N = ∅ then L is strongly solvable (see Section 3). Hence we have
the right to restrict ourselves to the case N = ∅. On the other hand, if a + ib is ﬂat at some x0 ∈ N then the distributions
1t ⊗δ( j)x0 belong to the kernel of tL and, consequently, L is not strongly solvable. Hence we have the right to restrict ourselves
to the case N = ∅ and N ﬁnite, i.e.,
N = {x ∈ S1; (a + ib)(x) = 0}= {x1, . . . , xN },
for some N ∈ Z+ , where a+ ib vanishes of ﬁnite order at each x j ∈N . We enumerate N so that x j and x j+1 are consecutive
zeros of a + ib; xN+1 = x1. Deﬁne I j = (x j, x j+1), x j, x j+1 ∈ N . Note that I j × S1 is a two-dimensional orbit if and only if
b ≡ 0 on I j .
For each x j ∈N deﬁne
F(x j) = ker tL ∩ E ′
({x j} × S1).
We will write f ∈F(x j)◦ if 〈μ, f 〉 = 0, for every μ ∈ F(x j).
As in [2], we will make use of the following theorem (see also [1] and [3]):
Theorem 1.1. (See [2, Theorem 2.3].) Let L be a complex vector ﬁeld given by (1.1). Assume that condition (P) is satisﬁed, that each
zero of a + ib is of ﬁnite order and that, for each j = 1, . . . ,N, b ≡ 0 on the interval I j . Then L is strongly solvable if and only if the
following properties are veriﬁed, for each x j ∈N :
() dimF(x j) < ∞;
() for each f ∈ C∞({x j} × S1), f ∈ F(x j)◦ , there exists u ∈ C∞({x j} × S1) solving the equation Lu = f in a neighborhood
of {x j} × S1 .
Let n j and mj be the order of vanishing of the functions a and b at x j , respectively. If either a(x j) = 0 and 1 n j mj or
else b(x j) = 0 and 2mj < n j then F(x j) is spanned by the distributions 1t ⊗ δ()x j , 1  r j − 1, where r j = min{n j,mj}
(see Lemma 2.4 in [2]); consequently condition () is satisﬁed. Assume that x j = 0 and (a + ib)(x) = xna0(x) + ib0(x)xm,
where a0, b0 are smooth functions. It was proved in [2] (see also [5]) that if 2m < 2n − 1 then condition () is satisﬁed
and, moreover, if m > 2n−1 then condition () is not satisﬁed provided b ≡ 0 on each neighborhood of x = 0. In Section 2,
we prove that if m = 2n − 1 or else if m = 1 and n  2 then condition () is not satisﬁed. In Section 3, we will apply the
results obtained in Section 2 to the study of the global solvability of (1.1).
In Section 4, we describe the kernel of the transpose operator tL.
2. Solvability near the characteristic set
Let Ω	 = (−	, 	) × S1, 	 > 0, and let
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0, (2.1)
be a complex vector ﬁeld deﬁned on Ω	 = (−	, 	) × S1, where a and b are real-valued smooth functions in (−	, 	).
The characteristic set of L, which we will denote by C(L), is the set of points (x, t) ∈ Ω	 , where L fails to be elliptic, i.e.,
C(L) = {(x, t) ∈ Ω	; L(x,t) and L(x,t) are linearly dependent}.
Notice that (x, t) ∈ C(L) if and only if b(x) = 0, i.e.,
C(L) = {(x, t) ∈ Ω	; b(x) = 0}.
Let Σ = {0} × S1. In this section we will assume that C(L) = Σ . In particular, L is elliptic on Ω	 \ Σ .
Our goal in this section is to study the solvability of L, given by (2.1), near the characteristic set Σ , in sense of Hörman-
der.
The operator L is said to be solvable at Σ if given f belonging to a subspace of ﬁnite codimension of C∞(Ω	) there
exists u ∈ C∞(Ω	) solving the equation Lu = f in a neighborhood of Σ .
Corollary 26.4.8 of [9] applied with K = Σ implies that condition (P) is necessary for the solvability at Σ of L.
It follows from C(L) = Σ that L satisﬁes condition (P) since b(x) = 0, for all x = 0. Hence, if a(0) = 0 then Theo-
rem 26.11.3 of [9] implies that L is solvable at Σ . Hence we have the right to restrict ourselves to the case a(0) + ib(0) = 0.
Suppose that x = 0 is a zero of order r of the function a + ib. Thus if f ∈ C∞(Ωδ), 0 < δ  	 , is such that there exists
u ∈ C∞(Ωδ′ ), 0 < δ′  δ, solution of the equation Lu = f in Ωδ′ , then the following compatibility conditions must be
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2π∫
0
∂( j) f
∂x j
(0, t)dt = 0, j = 0, . . . , r − 1. (2.2)
In view of the compatibility conditions (2.2), L is not solvable at Σ if the function a + ib is ﬂat at x = 0. Hence we have
the right to restrict ourselves to the case where x = 0 is a zero of ﬁnite order of a + ib, i.e., (a + ib)(x) = xr(a0(x) + ib0(x)),
where (a0 + ib0)(0) = 0, for some r ∈ Z+ .
The next results show that the interplay between the order of vanishing of the functions a and b, at x = 0, has inﬂuence
in the solvability of L at Σ .
Theorem 2.1. Consider the complex vector ﬁeld
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0,
deﬁned on Ω	 , where a and b are real-valued smooth functions. Assume that the characteristic set C(L) is equal to Σ = {0}× S1 . If we
have (a + ib)(x) = xna0(x) + ixmb0(x), where b0(0) = 0 and 2m < 2n − 1, then given f belongs to C∞(Ω	) and satisfying (2.2),
there exists a C∞ function u solving the equation Lu = f in a neighborhood of Σ .
The proof of the theorem above follows from that of Theorem 2.5(i) in [2].
The principal result of this section is given by
Theorem 2.2. Consider the complex vector ﬁeld
L = ∂/∂t + (a(x) + ib(x))∂/∂x, b ≡ 0,
deﬁned on Ω	 , where a and b are real-valued smooth functions. Assume that the characteristic set C(L) is equal to Σ = {0}× S1 . If we
have (a + ib)(x) = xna0(x) + ixmb0(x) and one of the following conditions is satisﬁed
1 a0(0) = 0 and m > 2n − 1;
2 b0(0) = 0 and m = 1;
3 a0(0) = 0, b0(0) = 0, m = 2n − 1 and n 2;
then there exists a function f belongs to C∞(Ω	) and satisfying (2.2), for which the equation Lu = f does not have C∞ solution in
any neighborhood of Σ .
Proof. If 1 is satisﬁed then it follows from the proof of Theorem 2.5(ii) in [2] that there exists f (x, t) ∈ C∞(Ω	), satisfying
(2.2) with r = n, for which the equation Lu = f does not have C∞ solution in any neighborhood of Σ .
Hence, from now on we will assume that either 2 or else 3 is satisﬁed.
The arguments used in what follows were very much inspired by the paper [4]; in [4] the solvability at Σ of L was
studied in the particular case a + ib = x+ ix (see Example 2.6).
Deﬁne
Ω+	 =
{
(x, t) ∈ Ω	; x > 0
}
and Ω−	 =
{
(x, t) ∈ Ω	; x < 0
}
.
Suppose that 2 is satisﬁed. Consider
L1 = −iL = −i∂/∂t +
(
b0(x)x− ia0(x)x
)
∂/∂x, (2.3)
where b0(x) = 0 for all x (notice that we could have a0(0) = 0). Without loss of generality, we can assume that b0(x) > 0
and a0,b0 ∈ L∞([−	, 	]). Let α, β1 and β2 be real positive numbers such that β1 < b0(x) < β2 and 0 a20(x) < α2, for all
x ∈ (−	, 	). We have
β1
α2 + β22
1
x
<
b0(x)x
a20(x)x
2 + b20(x)x2
<
β2
β21
1
x
, if x > 0,
and
β2
β2
1
x
<
b0(x)x
a2(x)x2 + b2(x)x2 <
β1
α2 + β2
1
x
, if x < 0.1 0 0 2
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(
x
	
) β2
β21 < e
− ∫ 	x b0(y)ya20(y)y2+b20(y)y2 dy <
(
x
	
) β1
α2+β22 , (2.4)
if x > 0, and
( |x|
	
) β2
β1
< e
∫ x
−	
b0(y)y
a20(y)y
2+b20(y)y2
dy
<
( |x|
	
) β1
α2+β22 , (2.5)
if x < 0. Deﬁne
Z1(x, t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e
− ∫ 	x b0(y)ya20(y)y2+b20(y)y2 dy · e−i(t+
∫ 	
x
a0(x)y
a0(y)
2 y2+b0(y)2 y2
dy)
, x > 0,
0, x = 0,
e
∫ x
−	
b0(y)y
a20(y)y
2+b20(y)y2
dy · e−i(t−
∫ x
−	
a0(y)y
a0(y)
2 y2+b0(y)2 y2
dy)
, x < 0,
and, consequently,
Z1(x, t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e
− ∫ 	x b0(y)ya20(y)y2+b20(y)y2 dy · ei(t+
∫ 	
x
a0(x)y
a0(y)
2 y2+b0(y)2 y2
dy)
, x > 0,
0, x = 0,
e
∫ x
−	
b0(y)y
a20(y)y
2+b20(y)y2
dy · ei(t−
∫ x
−	
a0(y)y
a0(y)
2 y2+b0(y)2 y2
dy)
, x < 0.
It follows from (2.4) and (2.5) that Z1 and Z1 are continuous functions in Ω	 . Evidently, Z1 and Z1 are C∞ functions in
Ω±	 . By a simple computation we have
∂ Z1
∂t
= −i Z1, ∂
∂x
Z1 = 1
b − ia Z1,
∂ Z1
∂t
= i Z1 and ∂ Z1
∂x
= 1
b + ia Z1,
and, consequently,
L1 Z1 = 0 and L1 Z1 = 2b0(x)
b0(x) + ia0(x) Z1.
Deﬁne
F (x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e
− ∫ 	x b0(y)ya20(y)y2+b20(y)y2 dy, x > 0,
0, x = 0,
e
∫ x
−	
b0(y)y
a20(y)y
2+b20(y)y2
dy
, x < 0.
Clearly, F ∈ C∞((−	, 	) \ {0}) and, by (2.4) and (2.5), we have that F is continuous in (−	, 	). Moreover,
F ′(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
b0(x)x
a20(x)x
2+b20(x)x2
e
− ∫ 	x b0(y)ya20(y)y2+b20(y)y2 dy, x > 0,
b0(x)x
a20(x)x
2+b20(x)x2
e
∫ x
−	
b0(y)y
a20(y)y
2+b20(y)y2
dy
, x < 0.
Hence, F ′(x) > 0 if x > 0 and F ′(x) < 0 if x < 0, i.e., F is injective in (−	, 	) \ {0}. Thus if x = 0 we have x = F−1(|z|), for
some z ∈ D(0;1).
Hence the pushforward of the equations
L1u = f in Ω±	 , (2.6)
via the map Z1 is given by
2b0(F−1(|z|))
b0(F−1(|z|)) + ia0(F−1(|z|)) z
∂
∂z
u˜± = f˜ ± in D(0,1) \ {0},
where u˜± and f˜ ± are the pushforward of functions u and f in Ω+	 and Ω−	 , respectively.
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j=0
α j z
j (2.7)
be a series in one variable, with coeﬃcients in C, and with radius of convergence equal to 0. Using Borel’s theorem we can
construct a C∞ function g(z) in the disc D(0;1) whose Taylor series at z = 0 is given by (2.7). Hence the function ∂ g
∂z (z)
belongs to C∞(D(0;1)) and is ﬂat at z = 0. Deﬁne
f1(x, t) =
{
ρ1(x, t)Z1(x, t)
∂ g
∂z (Z1(x, t)), x 0,
0, x < 0,
where
ρ1(x, t) = 2b0(F
−1(|Z1(x, t)|))
b0(F−1(|Z1(x, t)|)) + ia0(F−1(|Z1(x, t)|)) .
Since g ∈ C∞(D(0;1)) and is ﬂat at z = 0 we have that f1 ∈ C∞(Ω	) and is ﬂat along the circle Σ ; consequently, (2.2) is
satisﬁed, with r = 1.
We claim that for f1 deﬁned above the equation L1u = f1 does not have C∞ solutions in any neighborhood of Σ . The
proof of this claim follows as in [4, p. 39], which we will recall here. We transfer the equation
L1u = f1 (2.6)′
via the ﬁrst integral Z1(x, t) and we obtain the Cauchy–Riemann equations
∂ u˜+
∂z
= ∂ g(z)
∂z
and
∂ u˜−
∂z
= 0 in D(0;1) \ {0}.
It follows that
u˜+(z) = g(z) + h+(z) and u˜−(z) = h−(z),
where h± are holomorphic functions in the disc D(0;1). Hence any solution u of Eq. (2.6)′ must be of the form
u(x, t) = g(Z1(x, t))+ h+(Z1(x, t)) for x 0,
and
u(x, t) = h−(Z1(x, t)) for x < 0.
Notice that such solution u cannot be C∞ at the circle Σ since otherwise we have that the Taylor series of the function
g would be equal to Taylor series of the holomorphic function (h− − h+) at z = 0.
Finally, suppose that 3 is satisﬁed. Consider
L2 = −iL = −i∂/∂t +
(
b0(x)x
2n−1 − ia0(x)xn
)
∂/∂x, n 2,
where a0(x) = 0 and b0(x) = 0, for all x. Without loss of generality we can assume that b0(x) > 0 and a0,b0 ∈ L∞([−	, 	]).
Deﬁne
Z2(x, t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e
− ∫ 	x b0(y)y2n−1a20(y)y2n+b20(y)y4n−2 dy · e−i(t+
∫ 	
x
a0(y)y
n
a0(y)
2 y2n+b0(y)2 y4n−2
dy)
, x > 0,
0, x = 0,
e
∫ x
−	
b0(y)y
2n−1
a20(y)y
2n+b20(y)y4n−2
dy · e−i(t−
∫ x
−	
a0(y)y
n
a0(y)
2 y2n+b0(y)2 y4n−2
dy)
, x < 0.
Let α1, α2, β1 and β2 be real positive numbers such that β1 < b0(x) < β2 and α21 < a
2
0(x) < α
2
2 , for all x ∈ (−	, 	). Thus,
β1
α22
1
x+ 2x2n−1 <
b0(x)x2n−1
a20(x)x
2n + b20(x)x4n−2
<
β2
α21
1
x+ 1x2n−1 , if x > 0,
and
β2
α21
1
x+ 1x2n−1 <
b0(x)x2n−1
a20(x)x
2n + b20(x)x4n−2
<
β1
α22
1
x+ 2x2n−1 , if x < 0,
where 1 = β2/α2 and 2 = β2/α2. Since1 1 2 2
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1+ 2	2n−2 <
1
1+ 2x2n−2 and
1
1+ 1x2n−2 < 1
if we proceed as in the proof of the previous item we have that
(
x
	
)r1
< e
− ∫ 	x b0(y)y2n−1a20(y)y2n+b20(y)y4n−2 dy <
(
x
	
)r2
, (2.8)
if x > 0, and
( |x|
	
)r1
< e
∫ x
−	
b0(y)y
2n−1
a20(y)y
2n+b20(y)y4n−2
dy
<
( |x|
	
)r2
, (2.9)
if x < 0, where r1 and r2 are real positive numbers.
Thus, by (2.8) and (2.9), Z2 is a continuous function in Ω	 . Evidently, Z2 ∈ C∞(Ω±	 ). By a simple computation we have
L2 Z2 = 0 and L2 Z2 = 2b0(x)x
n−1
b0(x)xn−1 + ia0(x) Z2.
Deﬁne
F (x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e
− ∫ 	x b0(y)y2n−1a20(y)y2n+b20(y)y4n−2 dy, x > 0,
0, x = 0,
e
∫ x
−	
b0(y)y
2n−1
a20(y)y
2n+b20(y)y4n−2
dy
, x < 0.
Clearly, F ∈ C∞((−	, 	) \ {0}) and, by (2.8) and (2.9), we have that F is continuous in (−	, 	). Moreover, F is injective in
(−	, 	) \ {0}. Thus if x = 0 then x = F−1(|z|), for some z ∈ D(0;1). Hence the pushforward of the equations
L2u = f in Ω±	 , (2.10)
via the map Z2 is given by
2b0(F−1(|z|))[F−1(|z|)]n−1
b0(F−1(|z|))[F−1(|z|)]n−1 + ia0(F−1(|z|)) z
∂ u˜±
∂z
= f˜ ± in D(0;1) \ {0},
where u˜± and f˜ ± are the pushforward of functions u and f in Ω+	 and Ω−	 , respectively.
Let g(z) be the function deﬁned after (2.7). Deﬁne
f2(x, t) =
{
ρ2(x, t)Z2(x, t)
∂ g
∂z (Z(x, t)), x 0,
0, x < 0,
where
ρ2(x, t) = 2b0(F
−1(|Z2(x, t)|))[F−1(|Z2(x, t)|)]n−1
b0(F−1(|Z2(x, t)|))[F−1(|Z2(x, t)|)]n−1 + ia0(F−1(|Z2(x, t)|)) .
Evidently, f2 ∈ C∞(Ω	) and is ﬂat along the circle Σ ; consequently, f2 satisﬁes (2.2), with r = n.
Proceeding as before, we have that the equation L2u = f2 does not have C∞ solutions in any neighborhood of Σ .
The proof of the theorem is complete. 
Remark 2.3. The sets Ω+	 and Ω−	 are in fact two-dimensional orbits. Hence, it follows from [12] that all the compatibility
conditions are given by distributions with support contained in Σ . Hence Theorem 2.2 shows that if any of the conditions
1, 2, 3 occurs then L not is solvable at Σ . On the other hand, if 2 m < 2n − 1 then Theorem 2.1 implies that L is
solvable at Σ .
We next present examples to illustrate the constructions made in the proof of Theorem 2.2.
Example 2.4. Consider the complex vector ﬁeld
L = −i∂/∂t + (x− ixn)∂/∂x, n 2,
deﬁned on Ω	 . Deﬁne
Z(x, t) = x
2n−2 12n−2
e−i(t−
arctan xn−1
n−1 ).
(1+ x )
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LZ = 0 and LZ = 2
1+ ixn−1 Z .
Since |Z |2n−2 = |x|2n−2
1+|x|2n−2 we have x = ± |Z |
(1−|Z |2n−2) 12n−2
. Hence the pushforward of the equations
Lu = f in Ω±	 ,
via the map Z yields
2
√
1− |Z |2n−2√
1− |Z |2n−2 + i|Z |n−1 Z
∂ u˜+
∂z
= f˜ + in D(0, 	/(1+ 	2n−2) 12n−2 )
and
2
√
1− |Z |2n−2√
1− |Z |2n−2 + i(−|Z |)n−1 Z
∂ u˜−
∂z
= f˜ − in D(0, 	/(1+ 	2n−2) 12n−2 ),
where u˜± and f˜ ± are the pushforward of the functions u and f in Ω+	 and Ω−	 , respectively.
Let g be the function deﬁned after (2.7). Deﬁne
f (x, t) =
⎧⎨
⎩
2
1+ixn−1
x
(1+x2n−2) 12n−2
ei(t−
arctan xn−1
n−1 ) ∂ g
∂z (Z(x, t)), x 0,
0, x < 0.
Note that f ∈ C∞(Ω	) and is ﬂat along the circle Σ . Proceeding as in the proof of Theorem 2.2, we obtain that there no is
solution u ∈ C∞ for the equation Lu = f in any neighborhood of Σ .
Example 2.5. Consider the complex vector ﬁeld
L = −i∂/∂t + (x2n−1 − ixn)∂/∂x, n 2,
deﬁned on Ω	 . Deﬁne
Z(x, t) = x
(1+ x2n−2) 12n−2
e
−i[t+ 1n−1 ( 1xn−1 +arctan x
n−1)]
.
By a simple computation, we have
LZ = 0 and LZ = 2x
n−1
xn−1 + i Z .
Since |Z |2n−2 = |x|2n−2
1+|x|2n−2 we have x = ± |Z |
(1−|Z |2n−2) 12n−2
. Hence the pushforward of the equations
Lu = f in Ω±	 ,
via the map Z yields
2|Z |n−1
|Z |n−1 + i√1− |Z |2n−2 Z
∂ u˜+
∂z
= f˜ + in D(0, 	/(1+ 	2n−2) 12n−2 ),
and
2|Z |n−1
|Z |n−1 + i(−1)n−1√1− |Z |2n−2 Z
∂ u˜−
∂z
= f˜ − in D(0, 	/(1+ 	2n−2) 12n−2 ),
where u˜± and f˜ ± are the pushforward of functions u and f in Ω+	 and Ω−	 , respectively.
Let g be the function deﬁned after (2.7). Deﬁne
f (x, t) =
⎧⎨
⎩
2xn−1
xn−1+i
x
(1+x2n−2) 12n−2
e
i[t+ 1n−1 ( 1xn−1 +arctan x
n−1)] ∂ g
∂z (Z(x, t)), x > 0,
0, x 0.
Note that f ∈ C∞(Ω	) and is ﬂat along the circle Σ . Proceeding as in the proof of Theorem 2.2, we obtain that there no is
solution u ∈ C∞ for the equation Lu = f in any neighborhood of Σ .
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Example 2.6. Consider the complex vector ﬁeld
L = −i∂/∂t − i(x+ ix)∂/∂x
deﬁned on Ω	 . Deﬁne
f (x, t) =
{
x− 1−i2 e−it ∂ g
∂z (x
− 1+i2 eit), x > 0,
0, x 0,
where g is the function deﬁned after (2.7). It was proved in [4] that there no is solution u ∈ C∞ for the equation Lu = f in
any neighborhood of Σ (for related questions see also [7]).
3. Global solvability
In this section we will apply the results obtained in Section 2 to study the strong solvability of a class of complex vector
ﬁelds deﬁned on T2  R2/2πZ2. Let
L = ∂/∂t + (a + ib)(x)∂/∂x, a,b ∈ C∞(S1;R), b ≡ 0, (3.1)
be a complex vector ﬁeld deﬁned on T2(x,t)
∼= R2/2πZ2.
The operator L is said to be strongly solvable if the image of the endomorphism L : C∞(T2) → C∞(T2) has ﬁnite codi-
mension. Equivalently, L is strongly solvable if LC∞(T2) = (ker tL)◦ and dim(ker tL) < ∞.
It follows from Proposition 1.1 of [2] that the following conditions are necessary for the strong solvability of L:
NC1 condition (P) must be satisﬁed;
NC2 the zeros of the function a + ib must be of ﬁnite order, in particular, ﬁnite;
NC3 b ≡ 0 on each interval I j = (x j, x j+1), where x j and x j+1 are consecutive zeros of a + ib.
Suppose that conditions NC1–NC3 are satisﬁed. Let N be the set of the zeros of the function a + ib, i.e.,
N = {x ∈ S1; (a + ib)(x) = 0}.
If N = ∅ then the whole torus is an orbit; hence Theorem 7.3 in [11] implies that L is strongly solvable. Hence from now
on we will assume that N = ∅, hence
N = {x1, . . . , xN },
for some N ∈ Z+ .
For each x j ∈N deﬁne
F(x j) = ker tL ∩ E ′
({x j} × S1).
If δ > 0 is such that (x j − δ, x j + δ) ∩ N = {x j} then ker tL ∩ E ′(U ) = F(x j), where U = (x j − δ, x j + δ) × S1 (see [2,
Lemma 3.2]).
We now move on to the main result of this section.
Theorem 3.1. Let
L = ∂/∂t + (a + ib)(x)∂/∂x, a,b ∈ C∞(S1;R), b ≡ 0,
be a complex vector ﬁeld deﬁned on T2 . Assume that condition (P) is satisﬁed, that each zero of a + ib is of ﬁnite order and that, for
each j = 1, . . . ,N, b ≡ 0 on I j . In a neighborhood of x j write (a + ib)(x) = (x− x j)n j a0(x) + i(x− x j)mjb0(x), where a0 and b0 are
smooth functions and m j , n j are positive integers. Under these assumptions we have:
(i) if for each j we have either
b0(x j) = 0 and 2mj < 2n j − 1,
or else
a0(x j) = 0 and b0 ≡ 0 in a neighborhood of x j,
then L is strongly solvable;
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a0(x j) = 0 and m j  2n j − 1, with n j  1, and b0 ≡ 0 in any neighborhood of x j ,
or else
b0(x j) = 0, mj = 1 and n j  2,
then L is not strongly solvable.
It follows from Theorem 1.1 that it is enough to study the solvability of L near the set {x j} × S1. The proof of item (i) of
the theorem above follows from Theorem 2.5(i) in [2]. To prove item (ii) we proceed in two steps:
(i) if, for some j, a(x j) = 0 and mj > 2n j − 1 and b0 ≡ 0 in any neighborhood of x j , then the result follows from Theo-
rem 2.5(ii) in [2];
(ii) if, for some j, either b0(x j) = 0 and mj = 1 or else a0(x j) = 0, n j  2 and mj = 2n j − 1 then the proof follows applying
ﬁrst Theorem 1.1 and then Theorem 2.2.
4. The kernel of the transpose operator
Let
L = ∂/∂t + (a + ib)(x)∂/∂x, a,b ∈ C∞(S1;R), b ≡ 0, (4.1)
be a complex vector ﬁeld deﬁned on T2 and assume that L satisﬁes condition (P).
The goal of this section is to calculate the dimension of the kernel of the transpose operator tL. If a+ ib does not vanish
then T2 is the unique orbit of the structure deﬁned by L and, consequently, ker tL = {0}. On the other hand, we know that
a+ ib ﬂat at some x0 ∈ S1 implies that dim(ker tL) = ∞. Indeed, for each j ∈ Z+ , the distribution 1t ⊗ δ( j)x0 belongs to ker tL.
Hence we have the right to suppose that a + ib has only zeros of ﬁnite order and that the set of the zeros is not empty.
Let N = {x1, . . . , xN } be the set of zeros of the function a + ib and let I j = (x j, x j+1) be an interval where x j and x j+1
are consecutive zeros of a + ib; here we consider xN+1 = x1. When b ≡ 0 on I j , for some j, the article [2] exhibited many
distributions with support equal to I j × S1 and one can conclude that dim(ker tL) = ∞ (see also [6]); note that, in this case,
I j × S1 is not a two-dimensional orbit of structure deﬁned by L. Hence we have the right to restrict ourselves to the case
where N = ∅, a + ib has only zeros of ﬁnite order and b ≡ 0 on each I j .
We will show that the interplay between the order of vanishing of the functions a and b has an inﬂuence in the
dimension of the kernel of tL. Indeed, if 2mj < 2n j − 1, for all x j ∈ N , then dim(ker tL) < ∞ since L is strongly solvable
(see Theorem 3.1); moreover:
Proposition 4.1. Let L be given by (4.1). Assume that condition (P) is satisﬁed, that each zero of a + ib is of ﬁnite order and that, for
each j = 1, . . . ,N, b ≡ 0 on I j . Moreover, suppose that for each j we have (a + ib)(x) = (x − x j)n j a0(x) + i(x − x j)mjb0(x), where
a0 and b0 are smooth functions in a neighborhood of x = x j . Under these assumptions, if for some j, either
a0(x j) = 0, mj  2n j − 1 and m j  2,
or else
b0(x j) = 0 and m j = 1,
thenwe can ﬁnd inﬁnitely many distributions with support equal to I j × S1 satisfying the homogeneous equation tLu = 0. In particular,
dim(ker tL) = ∞.
Proof. Suppose that for some j = 1, . . . ,N and δ > 0 we have:
(i) (a + ib)(x) = (x− x j)n j a0(x) + i(x− x j)mjb0(x) in V j = (x j − δ, x j + δ), where a0(x) = 0 and/or b0(x) = 0, for all x ∈ V j ;
(ii) (a + ib)(x) = (x − x j+1)n j+1a0(x) + i(x − x j+1)mj+1b0(x) in V j+1 = (x j+1 − δ, x j+1 + δ), where a0(x) = 0, for all x ∈ V j+1
and, moreover, either mj+1  2n j+1 − 1 and mj+1  2 or else b0(x j) = 0 and mj+1 = 1.
Assume that δ > 0 was chosen so that x j + δ < x j+1 − δ and (a + ib)−1(0) ∩ (x j − δ, x j+1 + δ) = {x j, x j+1}. Condition (P)
implies that the function b does not change of sign on I j = (x j, x j+1) (see [13]); hence we can assume, without loss of
generality, that b(x) 0 for all x ∈ (x j, x j+1). Consider y j = x j + δ. For each k < 0 deﬁne
ψk(x) =
{
e
−ik ∫ xy j 1a+ib dy, x ∈ (x j, x j+1),
0, x ∈ S1 \ (x j, x j+1).
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Step 1: if x ∈ (x j, y j) then |ψk(x)| = ek
∫ y j
x
b
a2+b2 dy < 1.
Step 2: if x ∈ (y j, x j+1) and mj+1  2n j+1 then b/(a2 + b2) is bounded and, consequently, |ψk(x)| = e−k
∫ x
y j
b
a2+b2 dy is also
bounded.
Step 3: if x ∈ (y j, x j+1) and either mj+1 = 1 or else mj+1 = 2n j+1−1 and mj+1  2 then there exists a non-negative smooth
function g such that
x∫
y j
b
a2 + b2 dy =
x∫
y j
1
(y − x j+1) g(y)dy  C
x∫
y j
1
(y − x j+1) dy = C ln
(
x j+1 − x
x j+1 − y j+1
)
,
where C =max[y j ,x j+1] g(y); hence it follows that |ψk(x)| ( x j+1−xx j+1−y j+1 )|k|C . Hence, ψk is bounded.
Consider the following closed subspace of C∞(S1):
M = {φ ∈ C∞0 ([x j − δ, x j+1 + δ]); φ( j)(x j) = φ( j)(x j+1) = 0, j = 0, . . . ,N},
where N =max{n j,n j+1,mj}. Deﬁne on M the following linear functional:
Tk : M→ C,
φ →
x j+1+δ∫
x j−δ
φψk
a + ib (x)dx.
By a simple computation one has |Tk(φ)| C‖φ‖N . It follows from the Hahn–Banach theorem that there exists an extension
ψk
a+ib ∈ D′(S1) of Tk satisfying∣∣∣∣
〈
ψk
a + ib , φ
〉∣∣∣∣ C‖φ‖N , ∀φ ∈ C∞(S1).
Deﬁne tLk
.= ik+d/dx[(a+ ib)·]. It is easy to see that, wk .= tLk( ψka+ib ) is a distribution with support contained in {x j, x j+1}.
Moreover,
∣∣〈wk, φ〉∣∣=
∣∣∣∣
〈
ψk
a + ib , ikφ − (a + ib)φ
′
〉∣∣∣∣ C ′(1+ |k|)‖φ‖N+1,
for all φ ∈ C∞(S1); therefore, wk is a distribution of order rk  N + 1.
To ﬁnish our proof we will use the following lemma:
Lemma 4.2. For each k ∈ Z− , except possibly for a unique k0 (k0 to be determined), there exists a distribution vk with support
contained in {x j, x j+1} and of order rk, solving the equation tLkvk = wk.
Proof. It is suﬃcient to prove the analogous result for distributions whose support is contained in a single point, say,
x j ∈ N . We will omit the index k to simplify the notation. Let w =∑rn=0 αnδ(n)x j be a distribution with αr = 0; we are going
to look for v =∑rn=0 βnδ(n)x j so that tLkv = w . Equivalently, we are going to look for βn , n = 0, . . . , r, such that the following
equality is satisﬁed:
r∑
n=0
(
(a + ib)βnδ(n)x j
)′ + ikβnδ(n)x j =
r∑
n=0
αnδ
(n)
x j .
For n = 0 we have to solve ikβ0 = α0; it has a unique solution since k = 0. For n 1 our problem is solve the equation
[
ik + Λn,n(a + ib)′(x j)
]
βn = αn −
r∑
s=n+1
Λs,nβs(a + ib)s−n+1(x j), (4.2)
where Λs,n is a real number that does not depend on k, for all 0 s,n r.
Notice that ik + Λn,n(a + ib)′(x j) = 0 if and only if a′(x j) = 0 and b′(x j) = −k/Λn,n . In this case k is unique, say, k = k0.
If there exists such a k0 then we exclude wk0 from our study and we look for vk so that
tLkvk = wk for each k ∈ Z− \ {k0}.
Hence, for each k ∈ Z− , ik + Λn,n(a + ib)′(x j) = 0, except possibly for k = k0. Thus we can ﬁnd successively
βr, βr−1, . . . , β1; moreover, each βn is uniquely determined. Hence the proof of the lemma is complete. 
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given by Lemma 4.2. Clearly, μk ∈D′(T2) and tLμk = 0. Therefore the proof of Proposition 4.1 is complete. 
The next result describes the distributional solutions of the homogeneous equation tLμ = 0 that have support contained
in N × S1.
Proposition 4.3. Let
L = ∂/∂t + (a + ib)(x)∂/∂x, a,b ∈ C∞(S1;R), b ≡ 0,
be a complex vector ﬁeld deﬁned on the two-torus T2
(x,t) . Assume that condition (P) is satisﬁed, that each zero of a + ib is of ﬁnite
order (in particular, the set of the zeros of a + ib, N , is ﬁnite, say, N = {x1, . . . , xN }). Then the kernel of tL contains inﬁnitely many
linearly independent distributions whose support is contained in N × S1 if and only if, for some j, we can write (a + ib)(x) =
(x− x j)n j a0(x)+ i(x− x j)b0(x), where a0 and b0 are smooth functions, in a neighborhood of x = x j , and furthermore b0(x j) ∈ Q and
n j  2.
Proof. By our assumptions we can write, for each j = 1, . . . ,N,
(a + ib)(x) = (x− x j)n j a0(x) + i(x− x j)mjb0(x j), (4.3)
with either a0(x j) = 0 or else b0(x j) = 0, where a0 and b0 are smooth functions in a neighborhood of x = x j .
Assume that for some x j we have mj = 1. Let μ ∈D′(T2) be a distribution with support contained in {x j}× S1, satisfying
the homogeneous equation tLμ = 0. Without loss of generality we may assume that x j = 0. Denote Σ = {0} × S1. Taking
	 > 0 small, consider Ω	 = (−	, 	) × S1. The restriction of L to the open set Ω	 deﬁnes the vector ﬁeld
L = ∂/∂t + (a0(x)xn + ib0(x)x)∂/∂x, b0(0) = 0, n 1,
where a0,b0 ∈ C∞(Ω	;R) (notice that we could have a0(0) = 0). Since L is elliptic in the tangential direction along the
circle Σ , we have that for each μ ∈ E ′(Ω	) ∩ ker tL, with supp(μ) ⊂ Σ , there exist functions α0(t), . . . ,αk(t) ∈ C∞(S1), for
some k ∈ N, such that (see, for instance, [8]; see also [14] and [16])
〈μ,φ〉 =
k∑
j=0
2π∫
0
α j(t)
∂( j)φ
∂x j
(0, t)dt, ∀φ ∈ C∞(Ω	). (4.4)
Let us then look for distributions given by (4.4) which are contained in the kernel of tL. We will analyze two distinct
cases:
i
(
a0(x)x
n−1 + ib0(x)
)
|x=0 /∈ Q and i
(
a0(x)x
n−1 + ib0(x)
)
|x=0 ∈ Q.
First case. i(a0(x)xn−1 + ib0(x))|x=0 /∈ Q.
Suppose that k 1 in (4.4). Since αk(t) ≡ 0 there exists p ∈ Z such that αˆk(p) = 0. Deﬁne φ(x, t) = xke−ipt . We have
Lφ(x, t) = −ipe−ipt xk + (a0(x)xn−1 + ib0(x))ke−ipt xk.
Thus
∂( j)Lφ
∂x j
(0, t) = 0, j = 0, . . . ,k − 1;
and
∂(k)Lφ
∂xk
(0, t) = −ip(k!)e−ipt + k!k(a0(x)xn−1 + ib0(x))|x=0e−ipt = k![−ip + k(a0(x)xn−1 + ib0(x))|x=0]e−ipt = 0,
since i(a0(x)xn−1 + ib0(x)|x=0 /∈ Q. Hence
〈μ,Lφ〉 = k!2παˆk(p)
(−ip + k(a0(x)xn−1 + ib0(x))|x=0)e−ipt = 0;
therefore, μ /∈ ker tL.
Finally suppose that k = 0 in (4.4). We look for μ ∈ ker tL of the form
〈μ,φ〉 =
2π∫
α0(t)φ(0, t)dt, ∀φ ∈ C∞(Ω).
0
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〈μ,Lφ〉 = −ip
2π∫
0
α0(t)e
−ipt dt = −ip2παˆ0(p) = 0,
which is a contradiction. Hence α0(t) ≡ c for some c ∈ R. It is easy to see that
〈μ,φ〉 = c
2π∫
0
φ(0, t)dt, ∀φ ∈ C∞(Ω	),
belongs to the kernel of tL. Therefore, ker tL = span〈1t ⊗ δx〉, where δx is the Dirac distribution concentrated in x = 0.
Second case. i(a0(x)xn−1 + ib0(x))|x=0 ∈ Q.
Our assumption is equivalent to assume that n  2 and b0(0) ∈ Q. By a change of coordinates, if necessary, we may
consider that L has the form
L = ∂/∂t + (a0(x)xn + iλx)∂/∂x, λ = p/q, gcd(p,q) = 1, n 2.
Assume that μ, deﬁned by (4.4), belongs to the kernel of tL. Assume that k  1. Since αk(t) ≡ 0 we have αˆk(m) = 0, for
some m ∈ Z. As in the ﬁrst case, deﬁning φ(x, t) = xke−imt we obtain
∂( j)Lφ
∂x j
(0, t) = 0, j = 0, . . . ,k − 1;
and
∂(k)Lφ
∂xk
(0, t) = k!e−imt(−im + ikλ).
Hence
0= 〈μ,Lφ〉 = k!i2παˆk(m)(−m + kλ) ⇒ kλ =m ⇒ m = sp and k = sq,
for some s ∈ Z+ . Thus, we have
〈μ,φ〉 =
sq−1∑
j=0
2π∫
0
α j(t)
∂( j)φ
∂x j
(0, t)dt + csq
2π∫
0
eispt
∂(sq)φ
∂xsq
(0, t)dt, ∀φ ∈ C∞(Ω	),
for some csq = 0.
Now, deﬁne φ(x, t) = xsq−1
(sq−1)!e
−ispt . We have
Lφ(x, t) = −isp
(sq − 1)! x
sq−1e−ispt + a0(x)x
n−1 + iλ
(sq − 2)! x
sq−1e−ispt
and this implies that
∂( j)Lφ
∂x j
(0, t) = 0, j = 0, . . . , sq − 2,
∂(sq−1)Lφ
∂xsq−1
(0, t) = −ispe−ispt + iλ(sq − 1)e−ispt = −iλe−ispt
and
∂(sq)Lφ
∂xsq
(0, t) = sq(sq − 1)(a0(x)xn−1)′(0)e−ispt .
Hence, we obtain
〈μ,Lφ〉 = −iλ2παˆsq−1(sp) + csq2π sq(sq − 1)
(
a0(x)x
n−1)′(0).
We now choose αsq−1(t) = csq−1eispt , where csq−1 = sq(sq−1)csq(a0(x)x
n−1)′(0) , in the deﬁnition of μ and we obtain 〈μ,Lφ〉 = 0.iλ
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( j)Lφ
∂x j
(0, t) = i( jλ− sp)e−ispt . Hence,
proceeding as in the cases j = sq and j = sq − 1 we can ﬁnd complex numbers c j such that μ, deﬁned by
〈μ,φ〉 =
sq∑
j=0
c j
2π∫
0
eispt
∂( j)φ
∂x j
(0, t)dt, where csq = 0, (4.5)
satisﬁes 〈μ,Lφ〉 = 0 for each φ(x, t) = x jj! e−ispt , j = 0, . . . , sq. Since the order of μ, given by (4.5), is equal to sq we have
〈μ,Lφ〉 = 0, for all φ ∈ C∞(Ω	), i.e., μ ∈ ker tL. In particular, dim(ker tL) = ∞.
Similar computations can be used to show that if in (4.3) we have mj > 1 then each μ ∈ D′(T2) supported in {x j} × S1
which satisﬁes the homogeneous equation tLμ = 0 has the form
μ =
r−1∑
=1
c
(
1t ⊗ δ()x j
)
, where r =min{mj,n j}.
Therefore, the proof is complete. 
Remark 4.4. Proposition 4.3 describes completely the kernel of t L where L is the vector ﬁeld studied in Section 2.
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