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MONOMIAL IDEALS WITH LINEAR QUOTIENTS AND COMPONENTWISE
(SUPPORT-)LINEARITY
YI-HUANG SHEN
Abstract. When a monomial ideal has linear quotients with respect to an admissible order
of increasing support-degree, we provide two proofs of different flavors to show that it is com-
ponentwise support-linear. We also introduce the variable decomposable monomial ideals. In
squarefree case, these ideals correspond to the vertex decomposable simplicial complexes. We
study the relationships of the variable decomposable ideals with weakly polymatroidal ideals,
weakly stable ideals and ideals with linear quotients. We also investigate the componentwise
properties of all these ideals.
1. Introduction
Throughout this paper, S = K[x1, . . . , xn] is the polynomial ring in n variables over the field
K. Let I be a monomial ideal in S with minimal monomial generating set G(I). We say that I
has linear quotients, if there exists an order σ = u1, . . . , um of G(I) such that each colon ideal
〈u1, . . . , ui−1〉 : ui is generated by a subset of the variables for i = 2, 3, . . . ,m. Any order of these
generators for which we have linear quotients will be called an admissible order.
The concept of ideals with linear quotients was introduced by Herzog and Takayama [HT02].
Basic properties of this class of ideals were studied by Soleyman Jahan and Zheng [SJZ10]. In
particular, they showed that monomial ideals with linear quotients are componentwise linear.
A related concept is called componentwise support-linearity. Through the Alexander dual-
ity introduced by Miller in [Mil00], Sabzrou [Sab09] showed that modules with componentwise
support-linearity corresponds to sequentially Cohen-Macaulay modules.
Soleyman Jahan and Zheng [SJZ10] noticed that through Alexander duality, squarefree mono-
mial ideals with linear quotients corresponds to (nonpure) shellable simplicial complexes. The
Stanley-Reisner ideal of a shellable simplicial complex is always sequentially Cohen-Macaulay,
cf. [Sta96, page 97]. This observation leads us to ask: when will a monomial ideal with linear
quotients have componentwise support-linearity?
A very important property for monomial ideals with linear quotients was observed and applied
extensively in Soleyman Jahan and Zheng’s paper: these ideals always have a degree-increasing
admissible order. Therefore, in Theorem 3.8 we provide a natural answer for the above question:
monomial ideals with linear quotients with respect to a support-degree increasing admissible order
must have componentwise support-linearity.
We provide two proofs for this result. The first approach depends on Popscu’s treatment for
the shellable multicomplexes in [Pop06]. This approach is easier and more direct. It provides a
nice application of Miller’s Alexander duality theory.
The second approach follows the strategy of [SJZ10]. Therefore, we are able to manipulate
the minute structures of these ideals. In particular, we can provide a slightly different proof
for [SJZ10, Corollary 2.12], which says that the facet skeletons of shellable complexes are again
shellable.
The remaining part of this paper is devoted to special classes of ideals with linear quotients. Let
∆ be a simplicial complex. Following [HRW99], the Alexander dual complex ∆∨ will be called the
Eagon complex of the Stanley-Reisner ideal I∆. Soleyman Jahan and Zheng [SJZ10] observed that
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the Eagon complexes of squarefree monomial ideals with linear quotients are (nonpure) shellable.
Meanwhile, the Eagon complexes of squarefree weakly stable ideals [HRW99] and squarefree weakly
polymatroidal ideals [Moh11] are all vertex decomposable, and vertex decomposable complexes are
shellable [BW97].
On the other hand, on the ideal-theoretic side, even for monomial ideals which are not neces-
sarily squarefree, we know that both weakly stable ideals and weakly polymatroidal ideals have
linear quotients. Observing the correspondence and the similar implications, we have a natural
question: what is the missing part that corresponds to the vertex decomposable complexes?
As the answer, we introduce the concept of variable decomposable monomial ideals. We will
show that this class fills perfectly the gap. Meanwhile, we will study the related componentwise
properties of all these three types of ideals: weakly stable ideals, weakly polymatroidal ideals and
our variable decomposable ideals.
2. Preliminaries
N = { 0, 1, 2, . . . }. For each vector a = (a(1), . . . ,a(n)) ∈ Nn, we write xa for the mono-
mial
∏n
i=1 x
a(i)
i in the polynomial ring S = K[x1, . . . , xn]. We will also write m
a for the ideal
〈x
a(i)
i : a(i) ≥ 1〉. The ideals 〈0〉 and 〈1〉 will be treated as trivial monomial ideals. Following the
convention, we also write [n] for the set { 1, 2, . . . , n }.
If a ∈ Zn is a vector, the support of a is the set supp(a) := { i ∈ [n] : a(i) 6= 0 }. Meanwhile,
if M is a Zn-graded module and m ∈ Ma, the support of m is supp(m) := supp(a) and its
support-degree is supp. deg(m) := | supp(a)|.
2.1. Wedge product structure for polynomial rings. If i1, i2, . . . , ik is a sequence of different
integers, the pair (r, s) is an inversion with respect to this sequence precisely when r < s and
ir > is.
We impose the wedge product ∧ on the monomial set Mon(S) of S as follows. Suppose m1 =
xa and m2 = x
b are two monomials such that supp(m1) = { i1 < · · · < ik } and supp(m2) =
{ ik+1 < · · · < ik+l }. If supp(m1) ∩ supp(m2) 6= ∅, let m1 ∧m2 = 0. Otherwise, let m1 ∧m2 =
(−1)ǫm1 ·m2, where m1 ·m2 is the usual product in S and ǫ is the number of inversions in the
sequence i1, . . . , ik+l. Now extend this binary operation K-linearly to elements in S.
The polynomial ring S equipped with this wedge product is an associative algebra. We will
write it as (S,∧). It is generated, as a K-algebra, by elements of the form xki with k ≥ 1. In
particular, it is not finitely generated. Obviously, (S,∧) contains the standard exterior algebra∧1
(S1) as a subalgebra.
Suppose that I and J are two monomial S-ideals, where the multiplicative structure is with
respect to the usual product in S. Let I ∧ J be the K-vector space spanned by
{ f ∧ g : f ∈Mon(I) and g ∈Mon(J) } .
Lemma 2.1. I ∧ J is the S-ideal generated by f ∧ g with f ∈ G(I) and g ∈ G(J).
Proof. Suppose f ∈ Mon(I) and g ∈ Mon(J). Then f = f1f2 with some f1 ∈ G(I) and g = g1g2
with some g1 ∈ G(I). If f ∧ g 6= 0, supp(f) ∩ supp(g) = ∅. Hence supp(f1) ∩ supp(g1) = ∅. Now
f ∧ g = ±fg = ±(f2g2)(f1 ∧ g1).
Conversely, suppose f ∈ G(I) and g ∈ G(J) with supp(f) ∩ supp(g) = ∅. Take arbitrary
h ∈ S, we can write h = h1h2 with supp(h2) ⊂ supp(g) and supp(h1) ∩ supp(g) = ∅. Now
h(f ∧ g) = ±hfg = ±(h1f)(h2g) = ±(h1f) ∧ (h2g). Notice that h1f ∈ I and h2g ∈ J . 
Though not directly related to the current paper, it is worth mentioning that there is a special
K-linear operation ∂ defined on (S,∧). For each f ∈ S, we will have ∂(f) = f ∧ σ where
σ =
∑n
k=1(−1)
k−1xk. As σ ∧ σ = 0, ∂ ◦ ∂ = 0. Notice that the exterior algebra
∧1
(S1) with ∂ is
closely related the classical Koszul complexes, which turned out to be very useful for commutative
algebra. From (S,∧) we can similarly construct an infinite complex that generalizes the classical
construction.
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2.2. Simplicial complexes and facet ideals. Let ∆ be a simplicial complex whose vertex set
is contained in [n]. According to [BW96, Definition 2.8], for 0 ≤ r ≤ s ≤ dim(∆), the skeleton
∆(r,s) is the subcomplex
∆(r,s) = {A ∈ ∆ : dim(A) ≤ s and A ⊂ F for some facet F with dim(F ) ≥ r } .
When r = 0, we get the classic s-skeletons. When r = s, we get the pure s-skeletons.
In addition, Soleyman Jahan and Zheng introduced the facet skeletons of ∆ as follows. To start
with, the 1-facet skeleton of ∆ is the simplicial complex
∆[1] = 〈G : G ⊂ F ∈ F(∆) and |G |= |F | −1〉 .
Now, recursively, the i-facet skeleton is defined to be the 1-facet skeleton of ∆[i−1].
For each F ⊂ [n], we set F c = [n] \ F . Let ∆c = 〈F c : F ∈ F(∆)〉. The facet ideal of ∆c is
I(∆c) =
〈
xF
c
: F ∈ F(∆)
〉
=
〈∏
j /∈F
xj : F ∈ F(∆)
〉
.
By [HHZ04, Lemma 1.2], the Stanley-Reisner ideal I∆∨ of the Alexander dual complex ∆
∨ coin-
cides with the above facet ideal:
(1) I∆∨ = I(∆
c).
From this observation, we know that ∆ is the Eagon complex of the ideal I(∆c).
Within this framework, we can easily deduce the following facts.
Observation 2.2. (a) F ∈ ∆ if and only if the squarefree monomial xF
c
∈ I∆∨ ;
(b) The ideal I(∆(r,s))∨ is generated by the squarefree monomials f ∈ I∆∨ such that deg(f) ≥
n− s and f ∈ 〈u〉 for some minimal monomial generator u ∈ G(I∆∨) such that deg(u) ≤
n− r.
(c) F ∈ ∆ \ v if and only if xF
c
∈ I∆∨ with xv|xF
c
;
(d) F ∈ link∆(v) if and only if xv|xF
c
and xF
c
/xv ∈ I∆∨ .
(e) I(∆[1])∨ = I∆∨ ∧m.
3. Ideals with linear quotients
In this section, we investigate the monomial ideals with linear quotients with respect to the
componentwise support-linearity.
Definition 3.1. Let M be a finitely generated Nn-graded S-module.
(a) For each integer d ∈ { 0, 1, . . . , n }, we denote by M〈d〉 the submodule of M generated by
all homogeneous elements m ∈M such that supp. deg(m) = d.
(b) The support-regularity of M is
supp. reg(M) := max {| supp(b)| − i : βi,b(M) 6= 0} .
(c) If M = M〈d〉 and supp. reg(M) = d for some integer d, we say M is d-support-linear.
(d) If M〈d〉 is d-support-linear for all d, we say M is componentwise support-linear.
Let G(M) be a minimal homogeneous generating set for M . Like the Castelnuovo-Mumford
regularity, we have
supp. reg(M) ≥ max {| supp(m)| : m ∈ G(M)} .
We also notice that if I is a monomial ideal with I = I〈d〉, then I ∧m is precisely I〈d+1〉.
If M≥k is the submodule of M generated by all Mj with j ≥ k, the Castelnuovo-Mumford
regularity of M is
reg(M) = min { k : M≥k is k-regular } .
We will analogously denote
∑
j≥k M〈j〉 by M〈≥k〉.
Proposition 3.2. Let M be a finitely generated Nn-graded S-module such that supp. reg(M) = k.
Then
(a) M〈k〉 = M〈≥k〉 is k-support-linear, and
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(b) k = min
{
l ∈ N : M〈≥l〉 is l-support-linear
}
.
Proof. (a) Suppose that G(M) = {m1, . . . ,mt }. Since supp. reg(M) = k, every mi satisfies
supp. deg(mi) ≤ k. Thus,M〈k〉 = M〈≥k〉. Suppose that l = min { supp. deg(mj) | 1 ≤ j ≤ t }.
Therefore, M = M〈≥l〉. We assert that supp. reg(M〈≥s〉) = k for each s = l, l + 1, . . . , k.
In particular, we will have supp. reg(M〈≥k〉) = k. Hence, M〈k〉 is k-support-linear.
We prove the assertion by inducting on the integer s. The case l = s is trivial. Next,
we may assume that l < s ≤ k. By induction hypothesis, supp. deg(M〈≥s−1〉) = k. Notice
that every nonzero homogeneous element of M〈≥s−1〉/M〈≥s〉 has support-degree s − 1.
Thus, supp. reg(M〈≥s−1〉/M〈≥s〉) = s − 1 by [Sab09, Lemma 2.10(2)]. Now, the assertion
for s follows from the short exact sequence
0→M〈≥s〉 →M〈≥s−1〉 →M〈≥s−1〉/M〈≥s〉 → 0
and [Sab09, Lemma 2.7].
(b) Let m = min
{
l ∈ [n] : M〈≥l〉 is l-support-linear
}
. As M〈≥k〉 is k-support-linear, we have
m ≤ k. If m < k, the proof for part (a) implies that supp. reg(M〈≥m〉) = k > m. Thus
M〈≥m〉 is not m-support-linear, which is absurd. 
Definition 3.3. (a) We say that the monomial ideal I has linear quotients, if there exists an
order σ = u1, . . . , um of G(I) such that each colon ideal 〈u1, . . . , ui−1〉 : ui is generated by
a subset of the variables for i = 2, 3, . . . ,m. Any order of these generators for which we
have linear quotients will be called an admissible order. If
deg(u1) ≤ deg(u2) ≤ · · · ≤ deg(um),
this order is degree increasing. Likewise, if
supp. deg(u1) ≤ supp. deg(u2) ≤ · · · ≤ supp. deg(um),
this order is support-degree increasing.
(b) The monomial ideal I has componentwise linear quotients (resp. support-componentwise
linear quotients) if for each d, the ideal Id (resp. I〈d〉) has linear quotients.
Obviously, σ = u1, . . . , um is an admissible order of I if and only for each pair i < j, we can
find k < j and d ∈ [n] such that 〈uk〉 : uj = 〈xd〉 ⊃ 〈ui〉 : uj. We will use repeatedly the fact that
〈ui〉 : uj = 〈
ui
gcd(ui,uj)
〉.
We will treat principal monomial ideals as trivial ideals with linear quotients. Notice that
monomial ideals with linear quotients always have degree-increasing admissible orders, by [SJZ10,
Lemma 2.1].
It is well known (cf. [CH03, Lemma 4.1]) that if I has linear quotients, then
reg(I) = max { deg(u) : u ∈ G(I) } .
We have a support degree version for this result.
Proposition 3.4. Suppose that the monomial ideal I has linear quotients with respect to the
admissible order u1, . . . , um. Then supp. reg(I) = max { supp. deg(ui) : i = 1, 2, . . . ,m }.
Proof. Suppose that the max { supp. deg(ui) : i = 1, 2, . . . ,m } = d.
For each k = 1, 2, . . . ,m, let Ik = 〈u1, . . . , uk〉 and Lk = Ik−1 : uk with I0 = 0. We show by
induction that supp. reg(Ik) ≤ d. This claim is clear when k = 1. Thus we may suppose that
k ≥ 2. Suppose that uk = x
b. We have the following short exact sequence of Nn-graded modules
0→ Ik−1 → Ik → Ik/Ik−1 → 0.
But Ik/Ik−1 ∼= (S/Lk)(−b) and supp. reg((S/Lk)(−b)) = | supp(b)| ≤ d. As supp. reg(Ik−1) ≤ d
by induction hypothesis, we can conclude from [Sab09, Lemma 2.7] that supp. reg(Ik) ≤ d. Thus,
supp. reg(I) ≤ d.
On the other hand, there is one generator of I with support-degree d. Therefore, supp. reg(I) ≥
d. 
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Corollary 3.5. Suppose that the monomial ideal I has linear quotients with respect to the admis-
sible order u1, . . . , um and supp. deg(ui) = d for each i. Then I is d-support-linear.
An irreducible monomial ideal is a monomial ideal that cannot be written as proper intersection
of two other monomial ideals. It follows from [HH11, Corollary 1.3.2] that irreducible monomial
ideals are precisely those ideals which are generated by pure powers of the variables.
Definition 3.6. We say that the monomial ideal I has Popescu quotients, if there exists an order
σ = u1, . . . , um of G(I) and index s with 1 ≤ s ≤ m, such that
(a) supp(u1) = supp(uj) for all 1 ≤ j ≤ s;
(b) for each i = s+ 1, s+ 2, . . . ,m, the colon ideal 〈u1, . . . , ui−1〉 : ui is irreducible;
(c) whenever supp(ui) ⊂ supp(uj), then supp(ui) = supp(uj) or i < j.
Any order of these generators for which we have Popescu quotients will be called an admissible
Popescu order. If the sequence only satisfies the condition (b) with s = 1, we say that I has weak
Popescu quotients and the order is a weak admissible Popescu order.
Obviously, monomial ideals which have linear quotients with respect to support-degree increas-
ing admissible orders, also have Popescu quotients. And the squarefree monomial ideals that have
weak Popescu quotients are exactly those squarefree monomial ideals that have linear quotients.
When a, g ∈ Nn with a ≤ g, let g \ a be the vector whose ith coordinate is
g(i) \ a(i) :=
{
g(i) + 1− a(i), if a(i) ≥ 1,
0, if a(i) = 0.
When I is a monomial ideal whose minimal monomial generators all divide xg, the Alexander dual
ideal of I with respect to g is
I [g] :=
⋂{
m
g\a : xa ∈ G(I)
}
.
In [MS05], Miller defined an Alexander duality functor Ag for g-determined modules. In our
case, I is g-determined and Ag(I) is precisely the quotient ring S/I
[g]. Notice that S/I [g] is also
g-determined and the Alexander duality functor satisfies Ag(Ag(I)) = I.
For each generator ui = x
ai ∈ G(I), let a∗i ∈ N
n
∞ be the vector whose k
th coordinate is
a∗i (k) =
{
g(k) − ai(k), if ai(k) > 1,
+∞, if ai(k) = 0.
Let ΓI = Γ(a
∗
1, . . . ,a
∗
s) be the multicomplexes generated by a
∗
1, . . . ,a
∗
s in the sense of [HP06,
Definition 9.2]. We write I(ΓI) for the ideal of nonfaces in ΓI . By [HP06, Proposition 9.12], we
have
I(Γ(a∗1, . . . ,a
∗
s)) =
s⋂
j=1
I(Γ(a∗j )) =
s⋂
j=1
m
g\ai = I [g].
Thus, S/I(ΓI) = Ag(I).
Observation 3.7. The ideal I has Popescu quotients with respect to the sequence u1, . . . , us if
and only if Γ is maximal shellable in the sense of [Pop06] with respect to the sequence of maximal
facets a∗1, . . . ,a
∗
s.
Theorem 3.8. If the monomial ideal I has linear quotients with respect to some support-degree
increasing admissible order, then it is componentwise support-linear.
Proof. As the ideal I has Popescu quotients, the corresponding multicomplex ΓI constructed above
is maximal shellable and hence shellable by [Pop06, Theorem 3.6]. Consequently, the quotient ring
S/I(Γ) is sequentially Cohen-Macaulay by [HP06, Corollary 10.6]. But by the correspondence
established by [Sab09, Theorem 2.11], this is equivalent to saying that the ideal I = Ag(S/I(ΓI))
is componentwise support-linear. 
In Corollary 3.13, we will provide another proof for the previous result.
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Proposition 3.9 (cf. [SJZ10, Lemma 2.5]). If monomial ideal I ⊂ S has linear quotients with
respect to a support-degree increasing admissible order, then the ideal I∧m also has linear quotients
with respect to a support-degree increasing admissible order.
Proof. We may suppose that I has linear quotients with respect to a support-degree increasing
admissible order σ = u1, . . . , um. Let
T = { (i, j) | 1 ≤ i ≤ m and 1 ≤ j ≤ n } .
We equip T with a linear order:
(i1, j1) ≺ (i2, j2) if and only if i1 < i2 or i1 = i2 with j1 < j2.
Let φ : T → S defined by (i, j) 7→ uixj . The ideal I ∧m is generated by φ(T˜ ) where
T˜ = { (i, j) ∈ T : j /∈ supp(ui) } .
We remove redundant elements in T˜ following this rule: if φ(i, j) and φ(r, s) are two elements with
i < r and φ(i, j)|φ(r, s), we remove (r, s). Now, we end up with a subset T˜ ′ ⊂ T˜ . We equip these
two subsets of T with the inherited linear order. Obviously, I ∧m = 〈φ(T˜ ′)〉.
We will show that I ∧m has linear quotients with respect to the monomials in T˜ ′ in the given
order which is clearly support-degree increasing. The case when m = 1 is clear. Thus, we may
assume m > 1 and by induction assume that 〈u1, . . . , um−1〉 ∧m has linear quotients with respect
to the linearly-ordered subset
{
(i, j) ∈ T˜ ′ : 1 ≤ i ≤ m− 1
}
. This subset forms an initial piece of
T˜ ′.
Take a pair (m, j) ∈ T˜ ′ and assume that J = 〈φ(r, s) : (r, s) ≺ (m, j) ∈ T˜ ′〉. We show that
J : umxj is generated by some monomials of degree 1.
Let (k, l) ≺ (m, j) ∈ T˜ ′. If k = m, obviously 〈ukxl〉 : umxj = 〈xl〉. Now suppose that k < m.
Thus, there is some q < m such that
〈uq〉 : um = 〈xt〉 ⊃ 〈uk〉 : um.
We claim that xt 6= xj . Otherwise, since 〈uq〉 : um = 〈xt〉, we have uqw = xjum for some
monomial w ∈ S. As j /∈ supp(w), we have j ∈ supp(uq) and uq = xju for some monomial u.
Now 1 6= w = umuq/xj and degxj (uq) = 1. Since supp. deg(um) > supp. deg(uq/xj) = supp(uq) − 1,
we can find some d 6= t such that d ∈ supp(w) \ supp(uq). But then xduq = xduxj |wuxj = umxj .
This implies that (m, j) /∈ T˜ ′, which is absurd. Hence xt 6= xj .
We claim that j /∈ supp(uq). Otherwise, since 〈uq〉 : um = 〈xt〉, we have uqf = umxt for some
monomial f ∈ S with t /∈ supp(f). The assumption that j ∈ supp(uq) implies xj |umxt. As j 6= t,
we have xj |um, contradicting our choice of xj . Hence j /∈ supp(uq).
Now j 6∈ supp(uq) and (q, j) ∈ T˜ . Correspondingly there is some (r, s) ∈ T˜ ′ preceding (m, j)
such that urxs|uqxj . We claim that
(2) 〈urxs〉 : umxj = 〈xt〉 ⊃ 〈ukxl〉 : umxj .
As 〈urxs〉 : umxj is principal and 〈urxs〉 : umxj ⊃ 〈uqxj〉 : umxj = 〈xt〉, if 〈urxs〉 : umxj 6= 〈xt〉,
we must have 〈urxs〉 : umxj = S. But this is equivalent to saying that urxs|umxj and (m, j) /∈ T˜ ′,
which cannot happen. Thus 〈urxs〉 : umxj = 〈xt〉.
Since 〈xt〉 ⊃ 〈uk〉 : um, we conclude that t ∈ supp(uk/ gcd(uk, um)). As xj 6= xt, this implies
that
t ∈ supp(ukxl/ gcd(ukxl, umxj)).
Hence 〈xt〉 ⊃ 〈ukxl〉 : umxj .
Since we have established that J : umxj is generated by monomials of degree 1, the induction
process shows that I ∧m has linear quotients with respect to the given support-degree increasing
admissible order. 
Corollary 3.10. Let I ⊂ S be a monomial ideal with linear quotients. If all its minimal monomial
generators have support-degree d, then I〈d+1〉 has linear quotients.
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Corollary 3.11 ([SJZ10, Corollary 2.12]). The facet skeletons of shellable simplicial complexes
are again shellable.
Proof. Soleyman Jahan and Zheng [SJZ10] observed that a simplicial complex is shellable if and
only it is the Eagon complex of some squarefree ideal with linear quotients. They also showed
that any monomial ideal with linear quotients has a degree-increasing admissible order.
Now, assume that the shellable simplicial complex ∆ is the Eagon complex of the monomial
ideal I. Since I is squarefree, this degree-increasing admissible order is automatically support-
degree increasing. Thus, by Proposition 3.9, I ∧ m has linear quotients. Notice that ∆[1] is the
Eagon complex of I ∧m. Thus, ∆[1] is also shellable. 
Theorem 3.12 (cf. [SJZ10, Theorem 2.7]). If monomial ideal I has linear quotients with respect
to some support-degree increasing admissible order, then I〈≥d〉 has linear quotients for all d ∈ [n].
Proof. It suffices to consider the special case when I has linear quotients with respect to a support-
degree increasing admissible order u1, . . . , us, v1, . . . , vt, where supp. deg(ui) = a for all i and
supp. deg(vj) ≥ a + 1 for all j. Now we show that I〈≥a+1〉 = 〈u1, . . . , us〉 ∧ m + 〈v1, . . . , vt〉 has
linear quotients with respect to some support-degree increasing admissible order.
Let w1, . . . , wl be the support-degree increasing admissible order for 〈u1, . . . , us〉 ∧ m, as con-
structed for Proposition 3.9. Then I〈≥a+1〉 is minimally generated by w1, . . . , wl, v1, . . . , vt. We
only need to show that 〈w1, . . . , wl, v1, . . . , vp−1〉 : vp is generated by some monomials of degree 1
for 1 ≤ p ≤ t.
We have two cases. First, we consider 〈vj〉 : vp with j < p. Since u1, . . . , us, v1, . . . , vp is
an admissible order, there is some u ∈ { u1, . . . , us, v1, . . . , vp−1 } and some d ∈ [n] such that
〈u〉 : vp = 〈xd〉 ⊃ 〈vj〉 : vp. If u ∈ { v1, . . . , vp−1 }, we are done. Thus, we may assume that u ∈
{ u1, . . . , us }. As 〈u〉 : vp = 〈xd〉, xdvp = uf for some monomial f ∈ S. Obviously d /∈ supp(f).
Hence d ∈ supp(u) and u/xd ∈ S. Now f =
vp
u/xd
. As supp. deg(vp) > supp(u) ≥ supp(u/xd),
we can find some c ∈ supp(vp) \ supp(u). As d ∈ supp(u), we have d 6= c. Now, by the choice of
w1, . . . , wl, we have some wk that divides uxc. We claim that 〈wk〉 : vp = 〈xd〉 ⊃ 〈vj〉 : vp. The
argument for this claim is analogous to that for (2) in the proof for Proposition 3.9. There is no
need to repeat here.
Next, we consider 〈wj〉 : vp. This wj equals uixj for suitable i and j. As u1, . . . , us, v1, . . . , vt
is an admissible order, there is some u ∈ { u1, . . . , us, v1, . . . , vp−1 } and some d ∈ [n] such that
〈u〉 : vp = 〈xd〉 ⊃ 〈ui〉 : vp. Notice that 〈ui〉 : vp ⊃ 〈wj = uixj〉 : vp. Now, if u ∈ { v1, . . . , vp },
we are done. Hence, we may assume that u ∈ { u1, . . . , us }. Again, we are able to find some
c ∈ supp(vp) \ supp(u) with d 6= c and some wk that divides uxc. Analogously, we will have
〈wk〉 : vp = 〈xd〉 ⊃ 〈wj〉 : vp. And this completes the proof. 
Support-linear modules are componentwise support-linear by [Sab09, Lemma 2.1]. We have a
similar result for linear quotients property.
Corollary 3.13 (cf. [SJZ10, Corollary 2.8]). Let I ⊂ S be a monomial ideal. If I has linear
quotients with respect to some support-degree increasing admissible order, then I has support-
componentwise linear quotients and componentwise support-linearity.
Proof. The first part follows from the proof for Theorem 3.12. The second part follows from the
first part together with Corollary 3.5. 
Corollary 3.14 ([BW96, Theorem 2.9]). If ∆ is shellable, then all its skeletons ∆(r,s) are shellable
as well. .
The proof is similar to that for Corollary 3.11.
Remark 3.15. We observe that
(a) ideals with linear quotients in general do not have any support-degree increasing admissible
order, and
(b) ideals with linear quotients in general are not componentwise support-linear.
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For instance, the ideal I = 〈a2b, abc, bcd, cd2〉 has linear quotients. But I〈2〉 = 〈a
2b, cd2〉 does not
have linear quotients. Furthermore, I〈2〉 is not 2-support-linear. Thus, the requirement that I has
a support-degree increasing admissible order in our results is essential.
Remark 3.16. When I is a monomial ideal with linear quotients and support-componentwise linear
quotients, it might still have no support-degree increasing admissible order. The ideal
I = 〈bc, abd2, b3d2, cd, ac, c2, a2bd〉
provides such an example. It has linear quotients with respect to the given order. All of the
components I〈1〉 = 〈c
2〉, I〈2〉 = 〈bc, cd, ac, b
3d2〉 and I〈3〉 = 〈abc, acd, bcd, abd
2, a2bd〉 also have
linear quotients. On the other hand, I has no support-degree increasing admissible order. It is
worth noting that in any such an example, the ideal I is not squarefree by [SJZ10, Lemma 2.1].
Proposition 3.17 (cf. [SJZ10, Proposition 2.9]). Let I be a monomial ideal with support-componentwise
linear quotients. Assume that for each component I〈d〉 there exists an admissible order σd of G(I〈d〉)
with the property that the elements of G(I〈d〉 ∧m) form the initial part of σd+1. Then I has linear
quotients with respect to a support-degree increasing admissible order.
Proof. The monomials u1, . . . , us in G(I) can be ordered such that i < j if supp. deg(ui) <
supp. deg(uj) or supp. deg(ui) = supp. deg(uj) = d and ui comes before uj in σd. This order is
clearly support-degree increasing. We claim that I has linear quotients with respect to this order.
It suffices to show that the colon ideal 〈u1, . . . , up−1〉 : up is generated by variables. We may
assume that p > 1 and supp. deg(u1) < supp. deg(up) = d. Let l < p be the largest index
such that supp. deg(ul) < d. Then we have an admissible order w1, . . . , wt, ul+1, . . . , up where
w1, . . . , wt ∈ G(I〈d−1〉 ∧m).
Let j < p. Since supp. deg(uj) ≤ supp. deg(up), we can find suitable monomial m such that
deg(m) = supp. deg(m) = supp. deg(up) − supp. deg(uj) and supp(m) ⊂ supp(up) \ supp(uj).
Therefore, supp. deg(muj) = supp. deg(up) and 〈muj〉 : up = 〈uj〉 : up. This m is a product
of distinct variables. Hence muj ∈ { w1, . . . , wt, ul+1, . . . , up−1 }. Now, we can find suitable
w ∈ { w1, . . . , wt, ul+1, . . . , up−1 } and d ∈ [n] such that 〈w〉 : up = 〈xd〉 ⊃ 〈muj〉 : up = 〈uj〉 : up.
There is nothing to show when w ∈ { ul+1, . . . , up−1 }. Thus, we may assume that w ∈
{ w1, . . . , wt }. In this case, w = m′ui for some i ≤ l and some monomial m′. As 〈ui〉 : up 6= S is a
principal monomial ideal containing 〈m′ui〉 : up = 〈xd〉, we must have 〈ui〉 : up = 〈xd〉 ⊃ 〈xj〉 : up.
This completes the proof. 
Example 3.18. The compatibility requirement in Proposition 3.17 is essential. Let
I = 〈x42, x1x
3
2, x
3
2x3, x
2
1x2x3〉 ⊂ K[x1, x2, x3].
Then I has support-componentwise linear quotients. But I does not have linear quotients.
The following question was implicitly asked in [SJZ10] and remains open so far.
Question 3.19. Do monomial ideals with componentwise linear quotients have linear quotients?
4. Skeletons and other classes of monomial ideals
In this section, we are concerned with the following types of questions:
Question 4.1. (a) If I is a monomial ideal with property P, do mI and m∧ I also have this
property?
(b) If ∆ is a simplicial complex with property P, do all the skeletons of ∆ also have this
property?
We will study these questions with respect to the weakly I-stable ideals, weakly polymatroidal
ideals and vertex decomposable complexes. They are all related to the ideals with linear quotients
and shellable complexes that we investigated in the previous section.
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4.1. I-stable ideals. Fix an irreducible monomial ideal I. For each monomial ideal u ∈ S, let
max(u) = max(Supp(u)) with max(1) = −∞. When u 6= 1, we also set u′ = u/xmax(u).
Definition 4.2 (cf. [Sha02, Definitions 2.1–2.3]). Let J be a monomial ideal in S withG(J)∩I = ∅.
(a) J is said to be I-stable if the following condition holds for each monomial u ∈ J \ I:
(IS): for each j < max(u), there exists i ∈ supp(u) with i > j and uxj/xi ∈ J + I.
(b) J is said to be weakly I-stable if the following condition holds for each monomial u ∈ J \I:
(WIS): for each j < max(u′), there exists i ∈ supp(u) with i > j and uxj/xi ∈ J + I.
(c) J is said to be strongly I-stable if the following condition holds for each monomial u ∈ J \I:
(SIS): uxj/xi ∈ J + I for every i ∈ supp(u) and j < i.
Definitions above are generalizations of those in [EK90], [AHH97] and [Big93]. Although these
definitions work for general monomial ideal I, the mostly interesting cases happen when I is irre-
ducible, cf. [Sha02]. Notice that weakly stable property was previously introduced for squarefree
monomial ideals only. This corresponds to the weakly I-stable case when I = 〈x21, . . . , x
2
n〉. Simi-
larly, a squarefree monomial ideal will be called squarefree stable (resp. squarefree strongly stable)
if it is I-stable (resp. strongly I-stable) for this choice of I. The implications
strongly I-stable =⇒ I-stable =⇒ weakly I-stable
are obvious.
For every monomial ideal J , we call stdI(J) := 〈u : u ∈ G(J) \ I〉 the standard form of J with
respect to I. Obviously it is the unique minimal monomial ideal K such that K + I = J + I.
Lemma 4.3 ([Sha02, Lemma 2.7]). Let J = stdI(J) be a monomial ideal. Then J is I-stable
(reps. weakly I stable, strongly I-stable) if and only if each u ∈ G(J) satisfies the condition (IS)
(reps. (WIS), (SIS)) in Definition 4.2.
We will use the following term order ≺ on Mon(S) throughout this subsection: xa ≺ xb if
and only if deg(xa) < deg(xb) or deg(xa) = deg(xb) and there exists some s ∈ [n] such that
a(k) = b(k) for all s + 1 ≤ k ≤ n, but a(s) < b(s). This order is closely related to the I-stable
ideals.
Lemma 4.4. Suppose that J = stdI(J) is a monomial ideal and G(J) = { u1, . . . , us } with
u1 ≺ u2 ≺ · · · ≺ us. If J is I-stable (resp. weakly I stable, strongly I-stable), then for each k ∈ [s],
the ideal Jk = 〈u1, u2, . . . , uk〉 is also I-stable (resp. weakly I stable, strongly I-stable).
For the weakly I-stable case, it is [Sha02, Lemma 7.1]. Its proof also works for the I-stable and
strongly I-stable cases.
Proposition 4.5. Suppose that J is a monomial ideal. If J is I-stable (resp. weakly I stable,
strongly I-stable), then stdI(mJ) is also I-stable (reps. weakly I stable, strongly I-stable).
Proof. We will only consider the I-stable case. The other two cases are similar.
Suppose that u1 ≺ u2 ≺ · · · ≺ us are the monomials in G(J). Now, for each u ∈ mJ \I, let k be
the smallest index such that u ∈ Jk = 〈u1, u2, . . . , uk〉. Thus, u ∈ mJk \ I and deg(u) > deg(uk).
By Lemma 4.4, Jk is again weakly I-stable. Thus, for each j < max(u), there exists i ∈ supp(u)
with i > j and uxj/xi ∈ Jk + I. If uxj/xi ∈ I, we are done. If uxj/xi ∈ Jk, as deg(uxj/xi) =
deg(u) > deg(uk) ≥ deg(ui) for all ui ∈ G(Jk), we have uxj/xi ∈ mJk ⊂ mJ . 
Corollary 4.6. If J is squarefree stable (resp. squarefree weakly stable, squarefree strongly stable),
then J ∧m is also squarefree stable (resp. squarefree weakly stable, squarefree strongly stable).
Proposition 4.7. Weakly I-stable ideals have linear quotients.
It follows directly from Lemma 4.4 and the following
Lemma 4.8 ([Sha02, Lemma 7.2]). Suppose that J = stdI(J) is a monomial ideal. Let v ∈
S \ (I + J) be a monomial with deg(v) = a such that J ′ = 〈J, v〉 is a weakly I-stable ideal. If
deg(u) ≤ a for every u ∈ G(J), then J ′/J ∼= S/L(−a) where L = 〈xt : vxt ∈ J \ I〉.
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Remark 4.9. Let J = stdI(J) be a monomial ideal. One might call J componentwise I-stable if
for each degree d, the component ideal 〈stdI(Jd)〉 is I-stable. But it follows easily from definition
that J is I-stable if and only if J is componentwise I-stable. The same is true for weakly I-stable
and strongly I-stable properties.
Definition 4.10. A simplicial complex ∆ is co-stable (resp. weakly co-stable, strongly co-stable) if
it is the Eagon complex of a squarefree stable (resp. squarefree weakly stable, squarefree strongly
stable) ideal.
We have the following implications:
strongly co-stable =⇒ co-stable =⇒ weakly co-stable.
Now, having Corollaries 3.11, 3.14 and Remark 4.9 in mind, we provide the following answer
regarding Question 4.1(b) in the current framework:
Corollary 4.11. If ∆ is co-stable (resp. weakly co-stable, strongly co-stable), then all its facet
skeletons ∆[i] and skeletons ∆(r,s) are also co-stable (resp. weakly co-stable, strongly co-stable).
Proof. We apply Observation 2.2 to translate combinatorial properties of simplicial complexes to
properties of squarefree monomial ideals. For the facet skeletons part, we simply apply Corollary
4.6. For the skeletons ∆(r,s) part, we observe as in Remark 4.9. 
4.2. Weakly polymatroidal ideals. Let u = xa and v = xb be two distinct monomials in S.
When u ≻lex v lexicographically, there exists an index t such that a(i) = b(i) for 1 ≤ i < t and
a(t) > b(t). This is a term order for Mon(S).
Definition 4.12 (cf. [HH11, Definition 1.1]). (a) A monomial ideal I is called weakly poly-
matroidal if for every two monomials u ≻lex v ∈ G(I) the following condition is satisfied:
(WP): if t is the smallest index such that degxt(u) > degxt(v), then there exists j > t such
that xt(v/xj) ∈ I.
(b) The monomial ideal I is called componentwise weakly polymatroidal (resp. support-componentwise
weakly polymatroidal) if for each d, the ideal Id (resp. I〈d〉) is weakly polymatroidal.
We will treat principal monomial ideals as trivial weakly polymatroidal ideals. Notice that the
original definition of weakly polymatroidal property can be traced back to [KH06] and requires
the minimal monomial generators of I to be in one degree.
Evidently, the weakly polymatroidal property is closely related to the lexicographic order≻lex of
the monomials. Notice that xt(v/xj) ≻lex v in the above definition, although we don’t necessarily
have u lex xt(v/xj).
Mohammadi and Moradi [MM10, Theorem 1.6] proved that if I is weakly polymatroidal, then
Im is again weakly polymatroidal. If additionally I is generated by monomials in one degree, then
I is componentwise weakly polymatroidal, by [MM10, Corollary 1.7]. Unlike the linear quotients
case, the degree requirement cannot be removed, as shown by [MM10, Example 1.8].
Theorem 4.13. If ideal I is a weakly polymatroidal ideal generated by monomials in one support-
degree, then I ∧m is again weakly polymatroidal.
Proof. Take two different elements w1 ≻lex w2 in G(I ∧ m). Let u ∈ G(I) be the greatest with
respect to lexicographical order such that w1 = xiu for some i ∈ [n] \ supp(u). This implies that
if w1 = xi′u
′ for another u′ ∈ G(I) and i′ ∈ [n] \ supp(u′), then i > i′. Similarly, we choose v ∈ I
for w2 so that w2 = xjv has this property.
Suppose w1 = xiu = x
a, w2 = xjv = x
b and t ∈ [n] such that a(k) = b(k) for k = 1, 2, . . . , t−1
and a(t) > b(t). We need to find suitable l > t such that xt(w2/xl) ∈ I ∧ m. Notice that since
i /∈ supp(u), a(i) = 1. Similarly, b(j) = 1.
We have the following several cases.
(a) When j ≤ t < i, degxk(u) = degxk(v) for 1 ≤ k < j and degxj(u) = a(j) > degxj (v) =
b(j) − 1 = 0. As u, v ∈ G(I) and I is weakly polymatroidal, we can find l > j such that
w = xj(v/xl) ∈ I. Now xlw = xjv = w2.
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If w ∈ G(I), as supp. deg(w) = supp. deg(v) and j /∈ supp(v), we have l /∈ supp(w).
But since l > j, this contradicts the choice of xj and v.
If w /∈ G(I), we can write w = w′w′′ with w′ ∈ G(I) and deg(w′′) ≥ 1. As supp. deg(w2) =
supp. deg(v) + 1 > supp. deg(w′), we can find suitable k ∈ supp(xlw
′′) \ supp(w′). Now
xkw
′ divides w2 and xkw
′ 6= w2. This contradicts the choice of w2 ∈ G(I ∧m).
(b) When t < i and j > t, degxk(u) = degxk(v) for 1 ≤ k < t and degxt(u) > degxt(v). There
is some l > t such that w = xt(v/xl) ∈ I. We can write w = w
′w′′ with w′ ∈ G(I). As
j 6= t and j /∈ supp(v), we have j /∈ supp(w′). Now xt(w2/xl) = (xjw′)w′′ ∈ I ∧m.
(c) When t ≥ i = j, as a(i) = b(j) = 1, we will have indeed t > i = j. Whence, degxk(u) =
degxk(v) for 1 ≤ k < t and degxt(u) > degxt(v). There is some l > t such that w =
xt(v/xl) ∈ I. As argued in part (b), we have xt(w2/xl) = xjw ∈ I ∧m.
(d) When t ≥ i > j, we have degxk(u) = degxk(v) for 1 ≤ k < j and degxj (u) = 1 >
degxj (v) = 0. There exists some l > j such that w = xj(v/xl) ∈ I. As in part (a), we get
a contradiction.
(e) When t > i and j > i, we have degxk(u) = degxk(v) for 1 ≤ k < i and degxi(v) = 1 >
degxi(u) = 0. There exists some l > i such that w = xi(u/xl) ∈ I. As in part (a), we get
a contradiction.
(f) When t = i < j, xt(w2/xj) = xiv ∈ mI. As a(i) = 1 > b(i), i /∈ supp(w2) ⊃ supp(v).
Thus, xiv ∈ I ∧m.
And this completes the proof. 
Example 4.14. In general, we cannot remove the support-degree assumption in Theorem 4.13.
For instance, let I = 〈x1x2, x
3
2〉 ⊂ K[x1, x2, x3]. This is a weakly polymatroidal ideal. On the
other hand, I ∧m = 〈x1x32, x
3
2x3, x1x2x3〉 is not weakly polymatroidal.
As an immediate consequence of the Theorem 4.13, we have
Corollary 4.15 (cf. [MM10, Corollary 1.7]). If ideal I is a weakly polymatroidal ideal generated
by monomials in one support-degree, then I is support-componentwise weakly polymatroidal.
Example 4.16. Not all weakly polymatroidal ideals are (support-)componentwise weakly polyma-
troidal. For instance, the ideal I = 〈x1x3, x2x3, x1x4x5, x2x4x5〉 in [MM10, Example 1.8] is weakly
polymatroidal, but it is neither componentwise weakly polymatroidal nor support-componentwise
weakly polymatroidal.
Let I be a monomial ideal. Following [SJZ10], we denote by I∗ the monomial ideal generated
by the squarefree monomials in I and call it the squarefree part of I. Soleyman Jahan and Zheng
[SJZ10, Proposition 2.10] showed that if I has linear quotients, then I∗ has linear quotients. We
have a similar result for weakly polymatroidal ideals.
Lemma 4.17. If I is a weakly polymatroidal ideal, then I∗ is also weakly polymatroidal.
Proof. It suffices to mention that G(I∗) = G(I) ∩ I∗. Now, an easy application of the definition
completes the proof. 
Proposition 4.18. If I is a squarefree weakly polymatroidal ideal, then I ∧ m is again weakly
polymatroidal.
Proof. By [MM10, Theorem 1.6], Im is weakly polymatroidal. Since I is squarefree, (Im)∗ = I∧m.
Now, apply Lemma 4.17. 
Definition 4.19 (cf. [Moh11, Theorem 2.5]). (a) For two nonempty subsets F,G of [n], we
say F ≻lex G if
∏
i∈F xi ≻lex
∏
i∈G xi.
(b) Let ∆ be simplicial complex with facets F(∆) = { F1, . . . , Fs }. ∆ is called weakly co-
polymatroidal if for each pair of facets F and G with F ≻lex G and i the smallest integer
in G \ F , there exists some integer j > i such that j /∈ G and (G \ { i }) ∪ { j } ∈ ∆. If
after an reorder of numbers in [n], ∆ becomes weakly co-polymatroidal, we will say that
∆ is essential weakly co-polymatroidal.
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It is observed in [Moh11, Theorem 2.5] that ∆ is weakly co-polymatroidal if and only if it is the
Eagon complex of some weakly polymatroidal squarefree monomial ideal. Applying Proposition
4.18, we get the following result.
Corollary 4.20. All facet skeletons of weakly co-polymatroidal simplicial complexes are again
weakly co-polymatroidal.
For pure simplicial complexes, its facets skeletons coincide with those ∆(r,s). Thus, the above
Corollary is equivalent to saying that all the skeletons ∆(r,s) of pure weakly co-polymatroidal
complexes are again weakly co-polymatroidal. The purity requirement here is crucial, as can be
seen from Example 4.16.
Suppose that I is weakly polymatroidal and G(I) = { u1 ≻lex u2 ≻lex · · · ≻lex um }. Moham-
madi and Moradi [MM10, Theorem 1.3] demonstrated that this ideal has linear quotients with
respect to the given order. Although general weakly polymatroidal ideals are not component-
wise weakly polymatroidal, ideals with linear quotients have componentwise linear quotients by
[SJZ10, Theorem 2.7]. Their proof relies on the fact (see also [SJZ10, Proposition 2.9]) that the
admissible order of each component can be chosen to be compatible with the admissible order of
the original ideal and the multiplication by the graded maximal ideal m. We will investigate the
weakly polymatroidal property with respect to this assumption.
Lemma 4.21. Let u and v be two monomials such that deg(u) < deg(v). Then u ≻lex v if and
only if all uxi ≻lex v for i ∈ [n].
Proof. Suppose that u ≻lex v. By definition, there exists some t ∈ [n] such that degxt(u) >
degxt(v) and degxk(u) = degxk(v) for all 1 ≤ k < t. Now, take arbitrary i ∈ [n]. If i ≤ t, then
degxi(xiu) = degxi(u) + 1 > degxi(v), and degxk(xiu) = degxk(u) = degxk(v) for all 1 ≤ k < i.
Thus, uxi ≻lex v. If instead i > t, then degxt(xiu) = degxt(u) > degxt(v) and degxk(xiu) =
degxk(v) for 1 ≤ k < t. Thus, again, uxi ≻lex v.
Suppose that uxi ≻lex v for all i ∈ [n]. In particular, uxn ≻lex v. Thus, there exists some
t ∈ [n] such that degxt(uxn) > degxt(v) and degxk(uxn) = degxk(v) for all 1 ≤ k < t. If this t < n,
then degxt(u) = degxt(uxn) > degxt(v), and degxk(u) = degxk(uxn) = degxk(v) for all 1 ≤ k < t.
Thus, u ≻lex (v). If instead t = n, then deg(u) + 1 = deg(uxn) > deg(v), i.e., deg(u) ≥ deg(v).
But this contradicts our assumption. 
Corollary 4.22. Let I be a monomial ideal in S. The following two conditions are equivalent:
(a) For each component Ia, elements of G(mIa−1) form the initial part of G(Ia) lexicographi-
cally.
(b) For each pair of monomials u, v ∈ G(I), if deg(u) < deg(v), then u ≻lex v.
Proposition 4.23. Consider the following three conditions for monomial ideal I.
(a) I is componentwise weakly polymatroidal.
(b) For each component Ia, elements of G(mIa−1) form the initial part of G(Ia) lexicographi-
cally.
(c) I is weakly polymatroidal.
Then the conditions (a) and (b) together will imply the condition (c).
Proof. Let u, v ∈ G(I) with u ≻lex v. Say, deg(u) = a and deg(v) = b. Then u ∈ G(Ia) and
v ∈ G(Ib). It follows from Corollary 4.22 that a ≤ b. Take u′ = uxb−an ≻lex v. If j is the smallest
index such that degxj(u) > degxj (v), the same index works if we replace u by u
′. Notice that
u′ ∈ G(Ib). As Ib is weakly polymatroidal, there exists l > j with xj(v/xl) ∈ Ib ⊂ I. Thus, I is
weakly polymatroidal. 
Example 4.24. Let I = 〈x31, x
2
1x2, x
2
1x3, x
2
2x3, x2x
2
3, x1x
3
3〉 ⊂ K[x1, x2, x3]. It is not difficult to
check that I is both weakly polymatroidal and componentwise weakly polymatroidal, but elements
of G(mI3) do not form the initial part of G(I4) lexicographically. Thus, the condition (b) in
Proposition 4.23 is not a necessary condition for (c).
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Figure 1. Relations among classes of simplicial complexes
Example 4.25. Let I = 〈x2, x3x4〉. This ideal is weakly polymatroidal. It is easy to see that
G(mI1) forms the initial part of G(I2) lexicographically. But I2 is not weakly polymatroidal. Thus,
the conditions (a) and (c) in Proposition 4.23 together will not necessarily imply the condition
(b).
Example 4.26. Let I = 〈x21x2, x1x
2
2, x
2
3, x2x3, x1x3〉. Then I is componentwise weakly polyma-
troidal, but not weakly polymatroidal. Thus, condition (a) in Proposition 4.23 is not sufficient for
condition (b).
We have a support component version for Proposition 4.23.
Proposition 4.27. Let I be a support-componentwise weakly polymatroidal ideal in S satisfying
the following two conditions:
(a) For each support component I〈a〉, elements of G(m ∧ I〈a−1〉) are contained in G(I〈a〉).
(b) For each pair of monomials u, v ∈ G(I), if supp. deg(u) < supp. deg(v), then u ≻lex v.
Then I is weakly polymatroidal.
Proof. By Lemma 4.21, it is clear that elements of G(m ∧ I〈a−1〉) form the initial part of G(I〈a〉)
lexicographically. Let u, v ∈ G(I) with u ≻lex v. Say, supp. deg(u) = a and supp. deg(v) = b. Then
a ≤ b, u ∈ G(I〈a〉) and v ∈ G(I〈b〉). Let j be the smallest index such that degxj (u) > degxj (v).
If a = b, since I〈a〉 is weakly polymatroidal, there exists some l > j such that xj(v/xl) ∈ I〈a〉 ⊂ I.
If a < b, we can find suitable monomial u′′ ∈ supp(v) \ supp(u) such that supp. deg(u′′) =
deg(u′′) = b − a and xj ≻lex u′′. Take u′ = uu′′. Then u′ ∈ G(I〈b〉) and u
′ ≻lex v such that j is
again the smallest index with degxj (u
′) > degxj (v). As I〈b〉 is weakly polymatroidal, there exists
some integer l > j with xj(v/xl) ∈ I〈b〉 ⊂ I.
Thus, I is weakly polymatroidal. 
4.3. Vertex decomposable complexes. Bjo¨rner and Wachs [BW97, Definition 11.1] introduced
the notion of vertex decomposability for nonpure simplicial complexes as follows.
Definition 4.28. A simplicial complex ∆ is vertex decomposable if it is a simplex or { ∅ }, or
there exists a vertex v, called shedding vertex, such that
(a) ∆ \ v and link∆(v) are vertex decomposable, and
(b) no facet of link∆(v) is a facet of ∆ \ v.
This definition generalized the original one by Provan and Billera [PB80] for the pure complexes.
As for Question 4.1(c), Woodroofe [Woo11, Lemma 3.10] showed that all skeletons ∆(0,s) of
vertex decomposable simplicial complexes are again vertex decomposable. This result was also
proved for pure vertex decomposable simplicial complex by Swanson [Swa10, Corollary 2.86].
The diagram in Figure 1 displays some properties of simplicial complexes and their relationships.
In this diagram, weakly co-stability implies vertex decomposability by[HRW99, Theorem 16] under
some additional mild condition; weakly co-polymatroidal property also implies vertex decompos-
ability by [Moh11, Theorem 2.5]; vertex decomposability implies shellability by [BW97, Theorem
11.3]. The remaining two implications follow from them.
On the other hand, we have the diagram in Figure 2, displaying some properties of monomial
ideals and their relationships. In this diagram, weakly I-stable ideals have linear quotients by
Proposition 4.7; weakly polymatroidal ideals have linear quotients by [MM10, Theorem 1.3].
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Figure 2. Relations among classes of monomial ideals
Therefore, we are interested in the missing class of monomial ideals in Figure 2, which corre-
sponds to the vertex decomposable complexes in Figure 1. We name it as variable decomposable
ideals.
To start with, we look at its squarefree subclass as follows. When ∆ is vertex decomposable,
we say I∆∨ is variable decomposable. Considering Observation 2.2, we know the class of variable
decomposable squarefree monomial ideals can be defined recursively as follows.
(a) Ideals generated by variables are variable decomposable.
(b) If there is a variable xv, such that the ideals
I0 := 〈u : u ∈ G(I) and xv does not divide u〉
and
I1 := 〈u/xv : u ∈ G(I) and xv divides u〉
are variable decomposable and I0 ⊂ I1m, then I is also variable decomposable. This
variable xv shall be called a shedding variable in this case.
Notice that I(∆\v)∨ = 〈xv〉 ∩ I∆∨ = xv(I1 + I0) and I(link∆(v))∨ = xvI0. The condition (b) in
Definition 4.28 is translated to the condition that G(I1 + I0) ∩ G(I0) = ∅. As these ideals are
squarefree, it is not difficult to see that the following conditions are equivalent:
(a) G(I1 + I0) ∩G(I0) = ∅.
(b) I0 ⊂ I1m.
(c) I0 ⊂ I1 ∧m.
We can generalize this approach to monomial ideals which are not necessarily squarefree.
Definition 4.29. A monomial ideal I ⊂ S = K[x1, . . . , xn] is variable decomposable (resp. strongly
variable decomposable) if
(a) I = 〈0〉 or 〈1〉, or
(b) there is a variable xv with r = max
{
degxv (u) : u ∈ G(I)
}
, such that all the ideals
Ii :=
〈
u/xiv : u ∈ G(I) and degxv(u) = i
〉
⊂ K[x1, . . . , x̂v, . . . , xn], i = 0, 1, . . . , r
are variable decomposable (resp. strongly variable decomposable), and for each i = 1, 2, . . . , r,
Ii−1 ⊂ Iim (resp. Ii−1 ⊂ Ii ∧ m). In this case, xv shall be called a shedding variable as
well.
Thus, ideals generated by variables are strongly variable decomposable. Notice that we have
the implication
strongly variable decomposable =⇒ variable decomposable.
And a squarefree monomial ideals is variable decomposable if and only if it is strongly variable
decomposable.
Theorem 4.30. Let I ⊂ S be a monomial ideal and m the graded maximal ideal of S.
(a) If I is variable decomposable, then Im is again variable decomposable.
(b) If I is strongly variable decomposable, then I ∧m is again strongly variable decomposable.
Proof. We only prove the variable decomposable case. The strongly variable decomposable case
is similar.
Suppose that I is variable decomposable. Without loss of generality, we assume that I is neither
〈0〉 nor 〈1〉, and xn is a shedding variable for I. Write S′ = K[x1, . . . , xn−1] andm′ = 〈x1, . . . , xn−1〉
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its graded maximal ideal. Notice that each Ik in Definition 4.29 satisfies Ik = (Ik ∩ S′)S. Thus,
the condition Ik−1 ⊂ Ikm is equivalent to saying Ik−1 ⊂ Ikm′. Now
Im =
(
r∑
k=0
xknIk
)
(〈xn〉+m
′)
=
r∑
k=0
xknIkxn +
r∑
k=0
xkn(Ikm
′)
=
r+1∑
k=1
xknIk−1 +
r∑
k=0
xkn(Ikm
′)
=
(
r∑
k=0
xkn(Ikm
′)
)
+ xr+1n Ir .
For each k = 1, . . . , r, we have Ik−1m
′ ⊂ Ikm′m. For the k = r+ 1 case, we also have Irm′ ⊂ Irm.
Thus, an induction argument implies that Im is variable decomposable and xn is again a shedding
variable. 
Corollary 4.31. If ∆ is a vertex decomposable simplicial complex, then its facet skeletons are
again vertex decomposable.
In the remaining part of this paper, we show that the class of variable decomposable ideals fills
the gap in Figure 2. We have observed that Eagon complexes of variable decomposable squarefree
monomial ideals are precisely those vertex decomposable complexes.
The following result generalizes the fact that vertex decomposable simplicial complexes are
shellable.
Proposition 4.32. Variable decomposable monomial ideals have linear quotients.
Proof. Suppose that I ⊂ S = K[x1, . . . , xn] is weakly variable decomposable and xn is a shedding
variable. By induction, we may assume that in the representation I =
∑r
k=0 x
k
nIk as in Definition
4.29, each Ik has linear quotients with respect to the order uk,1, . . . , uk,tk . We claim that
xrnur,1, . . . , x
r
nur,tr , x
r−1
n ur−1,1, . . . , x
r−1
n ur−1,tr−1 , . . . , u0,1, . . . , u0,t0
is an admissible order for I to have linear quotients.
To verify this claim, it suffices to check the linear quotient condition for the monomial u0,j.
Write
I ′ = 〈xrnur,1, . . . , x
r
nur,tr , x
r−1
n ur−1,1, . . . , x
r−1
n ur−1,tr−1 , . . . , xnu1,1, . . . , u1,t1〉
and
I ′′ = 〈u0,1, . . . , u0,j−1〉 .
We first look at I ′ : u0,j. As I
′ ⊂ 〈xn〉 and u0,j /∈ 〈xn〉, we have I ′ : u0,j ⊂ 〈xn〉. On the
other hand, as u0,j ∈ I0 ⊂ I1m, u0,j = u1,ku′ for some k ≤ t1 and some monomial u′ ∈ S. Now,
xnu0,j = (xnu1,k)u
′ ∈ I ′, i.e., xn ∈ I
′ : u0,j. This implies that I
′ : u0,j = 〈xn〉.
Meanwhile, I ′′ : u0,j is generated by variables by the assumption for I0. Thus, (I
′ + I ′′) : u0,j
is generated by variables. 
The following result generalizes the fact in [Moh11, Theorem 2.5] that weakly co-polymatroidal
complexes are vertex decomposable.
Proposition 4.33. Weakly polymatroidal ideals are variable decomposable.
Proof. Let I be a weakly polymatroidal ideal in S = K[x1, . . . , xn]. We will show that x1 is a
shedding variable for I to be variable decomposable. Let xv = x1 in Definition 4.29 and write
I =
∑r
k=0 x
k
1Ik. We may assume that r > 0 and I0 is nonzero.
Take arbitrary monomials u′ ∈ G(Ik) with 0 ≤ k ≤ r − 1 and u′′ ∈ G(Ir). As xk1u
′ and xr1u
′′
belong to G(I) and xk1u
′ ≺lex xr1u
′′, we can find suitable j > 1 such that f = x1(x
k
1u
′/xj) ∈ I.
Since degx1(f) = k + 1, this f ∈
∑k+1
i=0 x
i
1Ii. If f ∈ x
i
1Ii with i ≤ k, f/x
k+1
1 = u
′/xj ∈ Ii,
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contradicting to the fact that xk1u
′ ∈ G(I). Thus, indeed, f ∈ xk+11 Ik+1. Now, u
′/xj ∈ Ik+1 and
therefore u′ ∈ mIk+1. By the arbitrariness of u′, we obtain that
Ik ⊂ mIk+1.
From this relation and the assumption that I0 6= 0, we also know that all Ik 6= 0 for k = 0, 1, . . . , r.
We claim that each Ik is weakly polymatroidal. Take two u
′ and u′′ in G(Ik). Suppose that
u′ ≺lex u′′, and t is the smallest index such that degxt(u
′) < degxt(u
′′). Then xk1u
′ ≺lex xk1u
′′,
and t is the smallest index such that degxt(x
k
1u
′) < degxt(x
k
1u
′′). As I is weakly polymatroidal
and xk1u
′, xk1u
′′ ∈ G(I), we have suitable j > t such that g = xt(xk1u
′/xj) ∈ I. Since degx1(g) = k,
we have g ∈
∑k
i=0 x
i
1Ii. Suppose that g ∈ x
i
1Ii for some i ≤ k. Then xtu
′/xj ∈ Ii ⊂ mk−iIk ⊂ Ik.
Therefore, Ik is weakly polymatroidal. Now, by induction, Ik is variable decomposable. 
In the following, we discuss weakly I-stable ideals. Here, I is a monomial ideal generated by
monomials of the form xaii . For convenience, we set ai = +∞ if x
d
i /∈ I for all d ∈ N.
The following result generalizes the fact in [HRW99, Theorem 16] that every weakly co-stable
complexes are vertex decomposable. Notice that in their proof, it is implicitly assumed that when
F is a facet of link∆∗(1) and F 6= [n] \ { 1 }, the cardinality of the set [n] \ F is at least 2. When
this assumption is not satisfied, the complex 〈{ 3 } , { 1, 2 }〉, which corresponds to the squarefree
weakly stable ideal J = 〈x1x2, x3〉, provides a counterexample to [HRW99, Theorem 16].
We rephrase the above assumption as follows.
Definition 4.34. Let J be a monomial ideal in S = K[x1, . . . , xn]. For each nonempty subset
F ⊂ [n] and vector a ∈ Nn with supp(a) ⊂ F , let t = max(F ) and
JF,a =
〈
u/xa : u ∈ G(J) and degxj (u) = a(j) for all j ≤ t
〉
.
We say J is sequentially pure if for each F and a above, whenever xj ∈ G(JF,a) for some j (which
is necessarily greater than t), then
(1) JF,a is linear, and
(2) either JF,a+et = 〈1〉 or JF,a+ket = 〈0〉 for all integer k ≥ 1.
Here et in the t
th standard basis vector.
Obviously, ideals generated by monomials in one degree are sequentially pure.
Proposition 4.35. Let J be a weakly I-stable ideal in S = K[x1, . . . , xn]. If J is sequentially
pure, then J is variable decomposable.
Proof. We will show that x1 is a shedding variable for J to be variable decomposable. We also write
S′ = K[x2, x3, . . . , xn]. Let xv = x1 in Definition 4.29 and write J =
∑r
k=0 x
k
1Jk correspondingly.
We may assume that r > 0 and J0 is nonzero. Obviously r < a1.
Take arbitrary monomial u ∈ G(Jk) with 0 ≤ k ≤ r− 1. As xk1u ∈ G(I) with k < r, this u 6= 1.
If deg(u) = 1, then k = r− 1, Jr−1 is linear and Jr = 〈1〉. There is not much to show in this case.
Therefore, we may assume that deg(u) > 1. Now, for each j < max(u′) = max((xk1u)
′), we have
some i > j such that xj(x
k
1u/xi) ∈ J + I.
When j = 1, this means that xk+11 u/xi ∈ J + I. If x
k+1
1 u/xi ∈ I, this simply implies that
k + 1 = a1. But as k < r < a1, this is impossible. Thus, x
k+1
1 u/xi ∈ J . By an argument similar
to the proof for Proposition 4.33, we can again deduce that u/xi ∈ Jk+1. Therefore,
Jk ⊂ mJk+1.
From this relation and the assumption that J0 6= 0, we also know that all Jk 6= 0 for k = 0, 1, . . . , r.
When j > 1, a similar argument implies that xju/xi ∈ I + Jk. This implies that Jk ∩ S′ is
weakly (I ∩ S′)-stable. We also observe that Jk is sequentially pure. Therefore, by induction, Jk
is variable decomposable. 
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