Abstract. Let K be a number eld. We present several algorithms for working with polycyclic-by-nite subgroups of GL(n; K). Let G be a subgroup of GL(n; K) given by a nite generatingset of matrices. We describe an algorithm for deciding whether or not G is polycyclic-by-nite. For polycyclic-by-nite G, we describe an algorithm for deciding whether or not a given matrix is an element of G. We also describe an algorithm for deciding whether or not G is solvable-by-nite, providing an alternative to the algorithm proposed by Beals. Preliminary experiments indicate that the algorithms described in this paper are suitable for computer implementation. Further experimentation is needed to determine the range of input for which they are practical.
1. Introduction 1.1. Notation and de nitions. Throughout this article, let Z denote the ring of integers, Q the eld of rationals, and C the eld of complex numbers. Let R denote either Z or a number eld. If p is a prime, then the eld of p-adic numbers is denoted by Q p , its algebraic closure by Q p , and the ring of p-adic integers by Z p . The eld with p elements is denoted by F p .
Let n be a positive integer. Let G be a subgroup of GL(n; K) given by a nite set fg 1 ; : : : ; g k g of generators, where K is a number eld. If K : Q] = d, then the elements of K can be represented by d d matrices over Q. Therefore, we may assume K = Q. The enveloping algebra of G, Env(G), is de ned to be the smallest Q-subalgebra of the algebra of n n matrices over Q containing G.
Let F be any eld, and let E be an extension eld of F. If G is a subgroup of GL(n; F), then G is triangularizable over E if there is a basis for E n relative to which every matrix in G is upper triangular, and G is triangularizable if it is triangularizable over the algebraic closure of F. If G is a subgroup of GL(n; F) and if G is triangularizable over some extension eld E of F, then there exists a nite extension L of F over which G is triangularizable. (See p. 33 of Se] .) Therefore, a subgroup G of GL(n; Q) is triangularizable if and only if it is triangularizable over C.
Let Tr 1 (n; R) denote the group of upper triangular matrices with entries in R and 1's along the diagonal. Elements of Tr 1 (n; R) are called unitriangular. An element of GL(n; R) is unipotent if all of its eigenvalues are 1. If G < GL(n; R) consists entirely of unipotent elements, then G is said to be unipotent. In this case there is a basis for R n with respect to which G is unitriangular. (The case when R is a eld is proved as Corollary 1.21 of We] , and the case when R = Z follows easily.)
If x 2 Z k and g 1 ; : : : ; g k 2 GL(n; R), then g x denotes g x1 1 g xk k . The identity element of GL(n; R) is denoted by 1.
1.2. Facts about polycyclic groups. In this section we summarize some basic facts about polycyclic groups. Refer to Chapter 9 of Si] for further de nitions and proofs.
A group G is polycyclic if it is solvable and every subgroup of G is nitely generated. Therefore, a polycyclic group satis es the ascending chain condition on subgroups.
Polycyclic groups can also be characterized as follows: a group is polycyclic if and only if it is isomorphic to a solvable subgroup of GL(n; Z) for some n. (See Corollary 1, Chapter 2 and Theorem 5, Chapter 5 in Se] .) It is easy to construct solvable subgroups of GL(n; Q) which are not polycyclic. For example, let G be the subgroup of GL(2; Q) generated by 1=2 0 0 1 and 1 1 0 1 : Then G 0 is abelian and is speci ed by
Therefore, G 0 is not nitely generated.
Let G be a polycyclic group given by a nite presentation hXjRi. Algorithms exist for testing membership in a subgroup H of G given by a nite set of generators, and if hXjRi is a consistent polycyclic presentation, then practical algorithms exist. For such presentations, Sims describes in Section 9.6 of Si] an algorithm POLY SUBGROUP that calculates a polycyclic generating sequence for H and an algorithm POLY MEMBER that uses such a sequence to test membership in H. POLY MEMBER is constructive; that is, given a polycyclic generating sequence h 1 ; : : : ; h l for H and y 2 H, POLY MEMBER can nd an x in Z l such that h x = y. 1.3. Review of related work. Let G be a subgroup of GL(n; Z) given by a nite set of generators. In BCRS] an algorithm is given for deciding whether or not G is polycyclic as well as an algorithm for nding a presentation for G if G is indeed polycyclic. Since, as mentioned in Section 1.2, algorithms also exist for testing membership in subgroups of nitely presented polycyclic groups, it is possible to test membership in a polycyclic subgroup of GL(n; Z). To test whether or not a given matrix a in GL(n; Z) is an element of G, simply verify that hG; ai is also polycyclic, get a nite presentation for hG; ai, and then test whether a 2 G using this presentation. In BCRS] the goal is to prove decidability; our goal here is to sketch algorithms which are actually suitable for computer implementation.
Algorithms for testing membership in an abelian subgroup of GL(n; R) were discovered independently by the author and BBCIL]. The algorithm in BBCIL] is proved to have a run-time which is polynomial in the length of the input. While that algorithm is in some respects similar to the one presented here, the method for testing membership in a matrix group which is both unipotent and abelian is quite di erent since the algorithm described in this paper works for all nitely generated unipotent groups. For the case when the enveloping algebra Env(G) of the matrix group G is a eld, we rely on an algorithm of Ge for nding a presentation for G.
In Ge] it is proved that the run-time of his algorithm is polynomial in the length of the input. In the case when G GL(n; Z) and Env(G) is a eld, this author independently discovered an algorithm to nd a presentation for G. (See Section 2 for a discussion of these two algorithms.)
In Be1] Beals describes an algorithm for deciding whether or not a given nitely generated subgroup of GL(n; R) is solvable-by-nite. He proves that the run-time of his algorithm is polynomial in the length of input. His algorithm appears to be suitable for computer implementation. We describe in Section 6.2 an alternative to Beals' algorithm. We make no claims regarding the asymptotic run-time of our algorithm, but our algorithm does also appear to be suitable for computer implementation.
Our algorithms for solvable-by-nite matrix groups rely on Dixon's observation in Di1] that solvable-by-nite subgroups of the p-congruence subgroup of GL(n; Z p ) are triangularizable for p an odd prime. It is an easy consequence of this result that problems concerning solvable-by-nite matrix groups can be reduced to problems about triangularizable matrix groups. Dixon illustrates this himself by using such a reduction to solve the stabilizer and orbit problems for a nilpotent-bynite matrix group G: given u in R n , nd the stabilizer of u in G, and given u; v in R n , decide whether or not u and v are in the same orbit under the action of G.
We also rely on an algorithm of Beals ( Be3]) for deciding whether or not a given nitely generated triangularizable group is polycyclic.
Preliminary experiments (reported in Os]) indicate that the algorithms described in this paper are suitable for computer implementation. Further experimentation is needed to determine the range of input for which they are practical.
Abelian Groups Embedded in Fields
Let G be an abelian subgroup of GL(n; Q) given by a nite set fg 1 ; : : : ; g k g of generators. Assume furthermore that A, the enveloping algebra of G, is a eld. We want to nd a presentation for G, i.e., we want to nd generators for the subgroup H of Z k consisting of elements x such that g x = 1. This problem was solved in Ge]. Ge assumes that the eld is described by d 3 structure constants, where d is the dimension of A as a vector space over Q. More precisely, in Ge proves that the run-time of his algorithm is polynomial in the length of the input.
Once we have an algorithm to nd H, we can test membership in G constructively, i.e., we can decide whether or not a 2 G and, if so, we can express a in terms of the given generators for G. To do so, rst verify that a commutes with g 1 ; : : : ; g k . Then rename a as g k+1 and nd generators for e H, the subgroup of vectors x in Z k+1 such that g x = 1. If there exists an element x of e H such that x k+1 = ?1, then let y be the vector consisting of the rst k components of x for then a = g y . Otherwise, a 6 2 G.
Ge makes no claims concerning the practicality of his algorithm. However, we independently discovered an algorithm to nd a presentation in the special case when G GL(n; Z). Our algorithm is similar to that of Ge, and preliminary experiments suggest that our algorithm is practical.
We continue the notation established at the beginning of this section, but now we assume furthermore that G < GL(n; Z). Let The run-time of the algorithm in BP] is polynomial in s + k and the size of the input data. The authors illustrate the practicality of their algorithm by nding (for real quartic elds with discriminants below 100000) a multiplicative relation between four given units. Having found a presentation for (G) (that is, having found generators k 1 ; : : : ; k j for K), let us turn our attention back to the problem of nding a presentation for G (that is, of nding generators for H). The kernel of is the torsion subgroup In either case, the result now follows. Therefore, T is a cyclic group of small order. A nite set of generators for T \G is now easily found:
T \ G = hg ki : i = 1; : : : ; ji: It is not hard in practice to nd a cyclic generator for T \ G. Since H is the kernel of the map from K to T \ G taking x to g x , we can use the methods of Section 9.6 of Si] to nd generators for H.
Ge uses a technique which is similar to that described above, but he uses complex logarithms instead of real logarithms. He shows that the length of the shortest nonzero vector in the resulting lattice is bounded below by 1=16.
3. Unitriangular Groups 3.1. Unitriangular subgroups of GL(n; Z). Let G be a subgroup of Tr 1 (n; Z) given by a nite set fg 1 ; : : : ; g k g of generators. In order to test membership in G, we rely on algorithms which have been developed for working with polycyclic groups given by consistent polycyclic presentations. (See Section 1.2 for a description of POLY SUBGROUP and POLY MEMBER.) Tr 1 (n; Z) is a nitely generated nilpotent group and, hence, is polycyclic. It is easy to nd a consistent polycyclic presentation hXjRi for Tr 1 (n; Z): Example 4.1 in Section 9.4 of Si] is easily generalized. It is also easy to express a given unitriangular matrix in terms of the generators in X. We use POLY SUBGROUP to calculate a polycyclic generating sequence h 1 ; : : : ; h l for G and POLY MEMBER to then test membership in G.
When G is both unitriangular and abelian, we can also nd a presentation for G in terms of g 1 ; : : : ; g k , i.e., we can nd generators for the subgroup H of Z k consisting of elements z such that g z = 1. We do so as follows. Use POLY SUBGROUP to get a basis h 1 ; : : : ; h l for G. There is a homomorphism from Z k to Z l taking u in Z k to the vector v in Z l such that h v = g u . The kernel of is H. Since can be represented by an integer matrix, it is easy to nd its kernel. As we saw in Section 2, if we can nd a presentation for G, then it follows that our membership test for G can be made constructive.
3.2. Unitriangular subgroups of GL(n; Q). Let G be a nitely generated subgroup of Tr 1 (n; Q). We reduce the problem of testing membership in G to the problem of testing membership in a subgroup of Tr 1 (n; Z). In Se] (Lemma 2, Chapter 6), Segal shows that if G = hg 1 ; : : : ; g k i is a nitely generated subgroup of Tr 1 (n; Q), then it is easy to nd an x in GL(n; Q) such that x ?1 Gx Tr 1 (n; Z): nd a natural number m such that mg i is an integer matrix for all 1 i k, and then let Thus, membership testing in a nitely generated subgroup of Tr 1 (n; Q) is reduced to the analagous problem in Tr 1 (n; Z). As with subgroups of Tr 1 (n; Z), if G is also abelian, then we can make our membership test constructive, and we can nd a presentation for G. Alternative methods for working with abelian subgroups of Tr 1 (n; Q) are described in BBCIL].
Abelian Groups
The following proposition indicates how the problem of nding presentations for nitely generated abelian groups can be reduced to the corresponding problems for abelian groups embedded in elds and nitely generated abelian unitriangular groups.
Proposition 4.1. Let G be an abelian subgroup of GL(n; R). There exists a basis B for R n and positive integers n 1 ; : : : ; n r such that n 1 + + n r = n and all matrices in G have the following block structure with respect to B: where for 1 i r, a i is an n i n i matrix, and if G i is the image of G under the map that takes g to a i , then the enveloping algebra of G i is a eld. Proof. Let A be the enveloping algebra of G, and suppose A is not a eld.
There exists a zero divisor a of A. (If R = Z, then we ensure a 2 M(n; Z) by clearing denominators.) Let V = fv 2 R n j va = 0g. Since 0 < V < R n and V is invariant under G, by induction we can choose a basis D for V relative to which Gj V has the desired form. There is a complement W to V in R n . (If R = Z, then R n =V is torsion-free.) Choose a basis for W, and thereby a basis for R n =V . Consider the map that takes an element of G to the matrix representing its action on R n =V relative to this basis. By induction again, we can nd a basis C for W such that relative to the corresponding basis for R n =V , (G) has the desired form. Then C; D is a basis for R n that satis es the criteria of the proposition.
Note that when R = Z, we nd a basis for Z n relative to which G has the desired form.
The problem of computing a basis B satisfying the criteria of Proposition 4.1 is closely related to the problem of nding the primary decomposition of the radical J(A) of A, where A is the enveloping algebra of G. Given a basis B satisfying the criteria of Proposition 4.1, we can compute vector space generators for M i , the kernel of the map that takes a matrix g to a i . Then M i is a maximal ideal, and
Conversely, if we are given ideal generators for the maximalideals M 1 ; : : : ; M l in the primary decomposition of J(A), then it follows from the uniqueness of the primary decomposition and Proposition 4.1 that there exists an i such that the nullspace V i of M i is a nontrivial, invariant subspace on which the enveloping algebra of G is a eld. The development of practical algorithms for nding primary decompositions is an active area of research. In FR], for example, the authors show that there exists a polynomial time algorithm for computing the primary decomposition of the radical of a matrix algebra. In EHV], the authors discuss the problem of nding a practical algorithm for computing the primary decomposition of an ideal in a polynomial ring. IBM's symbolic computation package AXIOM has a function for nding the primary decomposition for a zero-dimensional ideal in a polynomial ring. Further research on practical algorithms for computing the primary decomposition will shed light on how best to achieve the reduction we seek here. One method is to mimic the proof of Proposition 4.1, relying on methods in EHV] or FR] for deciding whether or not A is a eld and, if not, for nding a zero divisor a in A. Now let us assume that G is an abelian subgroup of GL(n; R) given by a nite set of generators, and that we have found a basis for R n satisfying the criteria of Proposition 4.1. It is easy to see that we can obtain a presentation for G, i.e., we can nd generators for the subgroup H of Z k consisting of elements z such that g z = 1. Let be the group homomorphism given below. Since for all x 2 K, g x 2 Tr 1 (n; R), we can then use the techniques of Section 3 to get generators for H. As described in Section 2, it follows that we can also test membership in G constructively. given a nite set of generators for a triangularizable subgroup G of GL(n; R), we can nd a basis for R n relative to which G has this form. Furthermore, we describe an algorithm for deciding whether or not a subgroup of GL(n; R) given by a nite set of generators is triangularizable.
Triangularizable Groups
Clearly, a triangularizable subgroup is unipotent-by-abelian: after a change of basis over C the group is upper triangular, and the commutator of two upper triangular matrices is an upper triangular matrix with 1's on the diagonal. Therefore, it will su ce to show that all unipotent-by-abelian subgroups have the desired form. Proposition 5.1. Let G be a unipotent-by-abelian subgroup of GL(n; R). There exists a basis B for R n and positive integers n 1 ; : : : ; n r such that n 1 + + n r = n and all matrices in G have the following block structure with respect to B: The image of G under the map to GL(V ) is abelian. V has a complement W in R n .
(It is clear that when R = Z, Z n =V is torsion-free.) Choose a basis w 1 ; : : : ; w j for W and a basis v j+1 ; : : :; v n for V . Let be the map from G to GL(j; R) such that (g) describes the action of g on R n =V relative to the basis w 1 +V; : : : ; w j +V . Then (G) is unipotent-by-abelian since (G) 0 = (G 0 ) is unipotent. By induction on n, we can nd a basis v 1 ; : : : ; v j for W such that relative to the basis v 1 +V; : : : ; v j +V , (G) has the desired form. The basis v 1 ; : : : ; v n for R n satis es the criteria of the proposition.
The following corollary is an immediate consequence. Corollary 5.1. Let G be a subgroup of GL(n; R). Then G is triangularizable if and only if G is unipotent-by-abelian.
Let A be the enveloping algebra of G. Just as in the case of abelian matrix groups (Section 4), the problem of computing a basis for R n satisfying the criteria of Proposition 5.1 is closely related to the problem of expressing the radical J(A) as the intersection of maximal ideals. Let i be the map that takes g to a i . As we saw in Section 4, we may assume that for each i, the enveloping algebra of i (G) is a eld. In this case, the kernel M i of the algebra homomorphism extending i is a maximal ideal, and
Further research into practical algorithms for nding primary decompositions will shed light on how best to compute a desired basis for R n . One possibility is to use the algorithm suggested in the proof of Proposition 5.1 both to decide whether or not a subgroup G of GL(n; R) (given by a nite set of generators) is triangularizable, and, if so, to nd a desired basis for R n . We can do so as follows. 5.2. Testing membership. Let G be a triangularizable, polycyclic subgroup of GL(n; R), and let a 2 GL(n; R). We will now reduce the problem of deciding whether or not a 2 G to two cases considered previously, namely, when G is nitely generated and abelian, or when G is nitely generated and unitriangular. As we saw in the previous section, we may assume that we have found a basis for R n satisfying the criteria of Proposition 5.1. We may also assume that a has a block structure like that of G with respect to this basis. Let be the map from hG; ai to GL(n; R) given below. As we saw in Section 4, we can test membership in (G) constructively, i.e., we can decide whether or not (a) 2 (G), and, if so, we can nd g 2 G such that (a) = (g). Thus we are left with the problem of deciding whether or not ag ?1 is in the intersection H of G and the kernel of .
We can also nd a presentation for (G) in terms of our given generators, 6. Polycyclic-by-Finite Groups 6.1. Facts about the p-congruence subgroup. If G is a nitely generated subgroup of GL(n; Q), then the subring S of Q generated by the entries of the elements of G is nitely generated as a ring. Therefore, there exists a prime p such that if r 2 S, then r = u v where u; v 2 Z and (v; p) = 1. Notice (as in Di1]) that G can be embedded in GL(n; Z p ): the obvious embedding of Q into Q p maps S into Z p , and thus there exists a group embedding of G into GL(n; Z p ).
Again following Dixon's example, we consider the ring homomorphism Z p ! Z p =pZ p = F p and its extension to a group homomorphism : GL(n; Z p ) ! GL(n; F p ). The kernel of this homomorphism is called the principal p-congruence subgroup of GL(n; Z p ).
Lemma 6.1. ( Di1]) Let p be an odd prime, and let C be the principal pcongruence subgroup of GL(n; Z p ). If H is a subgroup of C, and H is solvableby-nite, then H is triangularizable (over Q p ).
Since, as we saw in Section 1.1, G is triangularizable over Q p if and only if G is triangularizable over C, this will allow us to reduce problems about polycyclicby-nite subgroups of GL(n; Q) to problems about subgroups of GL(n; Q) which are both polycyclic and triangularizable (over C).
6.2. Deciding if a matrix group is polycyclic-by-nite. Let G be a subgroup of GL(n; R) given by a nite set fg 1 ; : : : ; g k g of generators. Let S be the subring of Q generated by the entries of g 1 ; : : : ; g k ; g ?1 1 ; : : : ; g ?1 k . Let p be an odd prime which does not divide the denominator of any of the entries of This allows us to reduce problems concerning solvable-by-nite groups to corresponding problems concerning triangularizable groups. We will now elaborate on how such a reduction can be achieved.
First we must obtain a description of K. One way to do so (as in Di1]) is to get a set T of coset representatives for G=K and to then use the Schreier construction to get a set of 1 + jTj(k ? S K i = K. Since K is nitely generated, there exists an i such that K i = K, so the algorithm is guaranteed to terminate.
6.3. Testing membership. We now discuss the problem of deciding whether or not a given matrix a in GL(n; Q) is an element of G, where G is a polycyclic-bynite matrix group given by a nite set fg 1 ; : : : ; g k g of generators. We carry over our notation from Section 6.2: S is the subring of Q generated by the entries of g 1 ; : : : ; g k ; g ?1 1 ; : : : ; g ?1 k ; p is an odd prime which does not divide the denominator of any of the entries of g 1 ; : : : ; g k ; g ?1 1 ; : : : ; g ?1 k ; is the map from GL(n; Z p ) to GL(n; F p ) de ned in Section 6.1; K is the intersection of G with the kernel of ; T is a set of coset representatives for G=K. We may assume that the entries of a are in S, and as we saw in Section 6.2, we may assume that we have generators for Os] ) indicate that the algorithms described in this paper are suitable for computer implementation. Further experimentation is needed to determine the range of input for which they are practical. In the case of the algorithm to decide whether or not a given matrix group is solvableby-nite, experiments are needed to compare the e ciency of our algorithm with that in Be1].
