We discuss possible approaches to generalizations of the semide nite programming in a more general context of the in nite-dimensional version of the NesterovNemirovsky scheme . Examples of in nite-dimensional operator domains for which there exist self-concordant barriers are presented. The key notion of the regularized determinant is used to construct self-concordant barriers.
Introduction
J. Renegar ( 5] has shown that major properties of the Nesterov-Nemirovsky scheme for the construction of interior-point algorithms ( 2] ) can be carried over to bounded domains in (in nite-dimensional ) Hilbert spaces provided self-concordant barriers with appropriate additional properties for such domains are known. In ( 1] ) we studied in detail the case of in nite-dimensional domains determined by nite number of convex quadratic constraints. We showed that for interesting problems of control theory the arising path-following algorithms are implementable (i.e. the Newton step is implementable). The construction of a self-concordant barrier in this case is quite similar to the nite-dimensional situation.
In the present paper we consider in nite-dimensional domains which can be described by semide nite constraints. We construct self-concordant barriers for such domains using the concept of a regularized determinant (see e.g. 6]). We describe properties of such barriers interesting from the point of view of interior-point algorithms. Control theory and quantum statistical physics (Gibbs variational principle) provide interesting examples of in nite-dimensional problems with semide nite constraints.
The plan of the paper is as follows. In section 2 we present without proofs major properties of vector spaces of nuclear and Hilbert-Schmidt operators on a Hilbert space. In section Department of Mathematics, University of Notre Dame, Mail Distribution Center, Notre Dame,IN, 46556-5683 3 self-concordant barriers on certain in nite-dimensional domains are constructed. We pay a special attention to properties of self-concordant barriers essential for the construction of long-step interior-point algorithms.
Classes of compact operators in Hilbert spaces
Let H be a separable Hilbert space. In this section we brie y describe major properties of various classes of compact operators on H: Many properties of nie-dimensional linear operators admit natural in nite-dimensional generalizations provided classes of in nite-dimensional operators are carefully chosen. The reader should be warned, however, that some in nitedimensional counterparts of simple nite-dimensional results are actually deep theorems (like Lidskii's theorem which is Theorem (2.6) below. The key notion of a regularized determinant used for the construction of self-concordant barriers in this paper is essentially in nite-dimensional. We refer for proofs to ( 6] 
The operation In this section we describe certain in nite-dimensional operator domains and their selfconcordant barriers in the form "logarithm of a regularized determinant". We study in detail the properties of these barriers essential for the construction of interior-point algorithms.
We will use notations: Here we denote by (T ) the spectrum of the operator T: Consider a function F F(T) = ln det 2 (I + T)
de ned on P: We conclude from (3.6) and (3.8) that ?F is a self-concordant barrier (see e.g. 2]) on P:
The condition (3.7) is related to the property of a self-concordant barrier to be regular (see ( 3] ).
We next study the Legendre transform associated with the function F: Consider a map which coincides with (3.13). Since S 1 (H) is dense in S 2 (H) and both sides of (3.13) are continuous functions on P; it follows that (3.13) holds true on P: Now, using (3. Hence,
We conclude that G is strictly convex on P and D 2 G de nes a Riemannian metric on P: The next proposition follows directly from self-concordance properties of our barrier function. We prefer to give a direct proof. Consequently, supfj j jg < 1? for some > 0: Hence, I+CBC I > 0 and consequently, A + B 2 P:
In proposition 3.5 we established that the domain P has important self-duality properties somewhat similar to those exploited by Y.Nesterov and M.Todd ( 4] ). The next proposition shows that our barrier function possesses a property crucial for the development of long-step algorithms in ( 4] The next proposition is typically used to prove the best known estimates for the local convergence of the Newton method for the functions of the form: a linear-quadratic convex cost function plus a self-concordant barrier (compare with ( 4])). 4 Concluding remarks
In the present paper we constructed self-concordant barriers for certain in nite-dimensional domains described by semide nite constraints. We studied major properties of these barriers useful for the construction of interior-point algorithms. Observe that the derivatives of all orders of our barriers are easily computable and expressed e.g. in terms of Fredholm determinants in the case of integral operators ( see ( 6] for more details). The construction of path-following algorithms and corresponding complexity estimates can be done using e.g. Renegar's scheme ( 5] ). We will address this question in a separate paper. Thus a new "element" is introduced in the Nesterov-Nemirovsky "barrier calculus". This research was supported in part by the NSF grant DMS 94-23279.
