Abstract-Many animal species exist in this world and there are always new species being discovered each year. Therefore, it is very important that these valuable species be documented properly to be referred to in future. Numerous information retrieval systems for managing and documenting animal species today only allow users to search animal images and descriptions online via text-based input. Therefore, people without knowledge on the animal species or without Internet access are not able to search using the systems. Motivated by these issues, the focus of this work is to construct a colour-shape content-based image representation for fauna. Two orders of the Colour Moment are used to represent the colour feature while the K-means approach is used to represent the shape feature. Based on the conducted quantitative and qualitative studies, the proposed fusion method together with the Content-based Image Retrieval (CBIR) system are found to be very effective in retrieving animal images similar to the given query, able to provide reliable and useful information on animal species, an easy system to interact with, and has easy to understand and user-friendly interfaces.
I. INTRODUCTION
With the rapid development in technology, digital cameras or mobile phones are used to capture many images which are then stored digitally. This lead to a significant demand for Content-based Image Retrieval (CBIR) systems in various domains for instance education, medical imaging [1] , crime prevention [2] , and biodiversity conservation [3] to show, share, organise, search, and retrieve a collection of related images.
These days, people are more mindful on the importance of animal conservation and protection for future era. Such a large number of creature species exist around the world and it is crucial to document them for future reference. Frequently, experts who are responsible in overseeing animal species have been entrusted with complex tasks of distinguishing them when this can be done in a quicker manner and effectively based on an automatic content-based representation and retrieval.
Animal species are unique where they exist in various colours and shapes. Often, images of animal species are captured in complex background and it is not all the time that clear images of an animal can be obtained. Hence, suitable content-based representations are required to represent fauna in comparison to flora or man-made objects. Content-based representations are usually domain specific where a method may work very well for a domain but perform badly for others. Therefore, designing representation and retrieval approaches specifically for animal species need to been initiated by researchers in the CBIR field.
Abu [4] proposed a combination of CBIR with an ontology approach to manage and retrieve Malaysian monogeneans. The images are first annotated based on the Taxonomic Data Working Group (TDWG) Life Sciences Identifiers (LSID) structured vocabulary which is in the form of ontology. For content-based representation, mean value of the shape region is used as shape descriptor. Combining content-based feature with text-based information allows for the different approaches to complement each other, thus resulted in higher retrieval effectiveness. However, the shape feature used is not sufficient to represent the content information of an image since it does not represent well the local and global structures of a shape. Other shape features, as well as features like colour and texture should be included to accommodate vaster species collection.
Mansourian et al. [5] proposed the idea of Bag of ScaleInvariant Feature Transform (SIFT) Feature Method for animal recognition. SIFT is effective in detecting and describing local features of an image and this allow for various shape of animal species to be differentiated clearly. However, the method performed the Bag of SIFT on the whole image without separating first the background. By separating first the background, this could improve the retrieval results since the method will only focus on the regions of interest instead of the whole image. Computation complexity could also be reduced. Apart from that, the approach also does not consider the colour feature which could be very useful in differentiating animal species with very similar shape.
Jain and Laxmi [6] proposed a combination of shape and texture features for the retrieval of animal species. The texture feature is obtained by applying the Wavelet transform followed by the computing of cluster prominence, Wavelet signature, energy, and cluster shade on the generated wavelet. However, how the shape feature is obtained is not clearly stated. Wavelet texture features provide important characteristics for texture analysis. However, it does not provide compact representation hence, needing higher computation time.
Apart from research-based CBIR systems, there are also few online database systems created to manage and retrieve animal species images. Wikipedia: Featured pictures [7] highlights the finest images on Wikipedia. To date, there are 6052 images where these images are arranged by topic or category they represent. It allows users to search the desired images by providing input based on text such as using the animal's name. If a user could not recall the name of the animal that they are searching for, the images could be searched according to its class such as Birds, Fish, Mammals, Reptiles, Insects, Amphibians, Cnidaria, Arachinids, Crustaceans, Molluscs, or others. Then, every one of the images will be shown according to its class. If a user prefers to know more about a particular animal, further information can be obtained by just clicking on the image. The facts on the image will then be displayed in the form of a long paragraph. However, the Wikipedia: Featured pictures only allow users to look for images based on text input and animal categories. Similar images to the chosen animal species could not be explored or retrieved. The details of each animal are also being represented in a long paragraph where users may need longer time to read and understand.
CalPhotos [8] is a web-based system where it allows users to look for images by Scientific Name, Type of Photo, Common Name, Country, Location, and Collection (Birds, Fish, Mammals, Reptiles, Insects, Amphibians, Cnidaria, Arachinids, Crustaceans, Molluscs, or others). Category of animals or browse photos can be utilised by users to search for images that they are interested in. The images of animals will be shown in a list according to category. CalPhotos system has few advantages where it allows users to select the name of animals that they want. It also permits users to view detailed description on the animal species by clicking on the image. However, it also has few limitations. The interfaces are not that friendly where users are required to read and explore the long name list of animals by scientific name or common name of animals. If users do not know or could not recall the scientific name or common name of that animal, they cannot search the image or information that they are looking for. Besides, the approach is more towards browsing, rather than searching for specific animal species. Furthermore, CalPhotos requires access to the Internet in order to function.
From reviewing few research-based and publically-available related systems, it can be concluded that most of the previous works for managing and retrieving animal images are based on text as input. This may cause problems in matching between the text inputs provided by the user with the text annotations used to label the images in the database as different people may have a dissimilar choice of words to represent the same image. Many technical hitches in the animal terms and naming and also taxonomic relations between the animals can occasionally be a challenge in understanding and interpreting them which can deter from a fruitful retrieval. Content-based image search can complement the system since searching using images are less subjective in comparison to text-based. Apart from that, in order to retrieve relevant animal images effectively, proper and effective feature extraction methods need to be explored.
CBIR is the representation and retrieval of images based on its content-based features, for example, colour, shape, texture and others. Among the content-based features, colour is said to be one of the important image representations due to its characteristics of being invariant to scaling, rotation, and complex background. Colour is also better perceived by humans in comparison to other features. Various colour descriptors have been created for CBIR [9] [10] [11] . Colour Moments is said to be one of the superior methods as feature extraction due to its capability in representing colour distribution within an image. The method incorporates spatial information in the representation which the traditional Colour Histogram fails to capture. The fundamental concept of this method is that any colour distribution can be described by its moments and most of the information is focused on the first three low-order moments, which are the mean, variance, and skewness. Commonly, the first and second order moments are computed as the image feature vectors since the third-order moment occasionally are more sensitive to changes in scenes and as a result, possibly will reduce the representation accuracy. Colour moments have a more compact representation compared to the colour histogram due to only small size of feature vector used. Due to this compactness, it may also reduce the discrimination power. Colour Moments is also less susceptible to noise.
Apart from colour, another essential and valuable feature in CBIR is shape. This feature would be very useful in situations where the images contain many different objects of the same colour. Furthermore, most images nowadays contain rich colour combination and various colour shades. Hence, it will be simpler and useful to define objects based on their shapes. There are two categories of shape-based methods, which are contour-based and region-based. Contour-based methods describe shapes based on the outer line of a shape whereas region-based methods utilise the pixels information within the shape which makes them able to bridge the semantic gap. Contour-based methods are generally less complex and faster to compute. However, these approaches are commonly not invariant to noise and other basic transformations because only a small part of the shape (contour information) is used as representation. When the shape contour of an object is not available, or when the inner part of the shape is more significant than the contour feature, these approaches cannot effectively describe the images. Region-based approaches are generally more accurate since more of the available shape information in the image are being captured, can handle shape defection better, and can be generalized to many types of applications. The following references discussed some of the well-known region-based shape descriptors [12] [13] [14] . Among these methods, K-means feature extraction able to describe shape's region well owing to the clear separation that can be done between the foreground and the background of an image in the CIELAB colour space and most of the animal species do have circular cluster shape. Apart from that, the method is also fast and easy to compute.
Due to the different characteristics contained in an image, it has been found that feature fusion is important as this will allow for different information contained in an image to be represented which will lead to a more effective representation and retrieval. Therefore, the aim of this paper is to introduce an image representation method which integrates the Colour Moments with the region-based K-means method. The proposed approach is then tested on a CBIR system for animal species.
II. PROPOSED FRAMEWORK Fig. 1 illustrates the components involved for the proposed CBIR system for animal representation and retrieval. The
Firstly, all of the images that will be added into the database will need to complete a feature extraction process. Feature extraction will be done based on two different approaches; Colour Moments and K-means.
Fig. 1. Colour-Shape CBIR for animals
Each of the respective R, G, and B colour channels will need to be extracted from the image in order to generate the Colour Moments. Two orders of the Colour Moment will then be computed which are the Mean as the first order and the Standard Deviation as the second order. Mean i μ refers to the average of the colours within an image and it can be computed based on (1) below:
where N is the number of pixels in the image and ij f is the value of the j-th pixel of the image at the i-th colour channel. Standard Deviation i σ on the other hand is obtained by taking the square root of the variance of the colour distribution and can be computed using the following (2):
where i μ is the mean value, or first order colour moment for the i-th colour channel of the image.
In order to apply the K-means approach, the image needs to be transformed from RGB to CIELAB colour space. Once the image is transformed to CIELAB colour space, the K-means are then computed to obtain groups of objects within the image.
At the final stage of the feature extraction process, all of the coefficients based on the corresponding Colour Moments and K-means approach are utilised as the feature vectors of the image and are stored in the feature database. These feature vectors are computed off-line.
Given an image as query, it will undergo similar features extraction processes to obtain the feature vectors. The feature vectors of the query will be compared with the feature vectors of all images contained in the database by calculating the distance based on Euclidean distance function. A list of image distance between the query and all of the images in the database is obtained where smaller value depicts that the database image is more similar to the query image. The similar images will be retrieved and displayed to the user through the Graphical User Interface (GUI) of the CBIR system.
III. CBIR SYSTEM
The hardware specifications used for the CBIR system development are as follow; ASUS A43S with Windows 7 Home Premium operating system, 2.3 GHz Intel Core i5, and 6GB Random Access Memory. The software requirements on the other hand are as follow; MATLAB for designing the system's interfaces, MATLAB scripting language as the main programming language for development, MySQL Workbench 6.3 CE for creating the necessary tables for data storage, MySQL Server 5.6 for MySQL Workbench database connection, MySQL Connector/ODBC to allow communications between MATLAB and MySQL Workbench database. Fig. 2 (a) illustrates the main page for the user module. The user interface comprises of two panels. On the left panel, there is a home button that permits users to enter the main page. Besides the home button, there are three other buttons (Browse, Search, and Clear Image) that permit users to upload query image, search for images similar to the chosen query, and clear search result to clean the current page. A search result on the other hand is displayed on the right panel. In order to know more details on each of the displayed animal, users can click on the image. Once a user click on any of the images in the search result panel, the user will be readdressed to the image description page as presented in Fig. 2 (b) . The image description page will display few descriptions on the selected animal for instance its common name, scientific name, class, diet, habitat, lifespan, size, and weight. 
IV. RESULTS AND DISCUSSION
One retrieval experiment and one study based on questionnaire have been carried out to assess the effectiveness of the proposed feature fusion method and CBIR system. For the retrieval experiment, the dataset and query images comprised of 50 animals of five image categories with each image category contain 10 images. The ground truth is provided by the 10 similar images in each image class.
In order to measure the retrieval effectiveness of the proposed work, the average precision at 11 standard recall levels measurement is used. This evaluation metric has been used extensively in the CBIR field for evaluation purposes. For every query image, the precision at 11 standard recall levels for the top 10 ranked images is computed. For all 50 queries, the average values are computed which are then used to plot the average precision-recall curve for all three different methods of feature extraction. Fig. 3 displays the precision-recall curve of 50 queries for the proposed and benchmark methods. The 11 standard recall levels are represented by the x-axis of the graph while the average precision values at 11 standard recall levels are represented by the y-axis.
According to the Precision-Recall curve in Fig. 3 , it can be clearly seen that the integration of K-means with Colour Moments surpasses the other feature representation methods in terms of performance. The feature fusion descriptor has a nearly perfect curve where it has a precision of 1 for standard recall levels 0 to 0.8 with only a small deterioration of precision to 0.9 and finally reaching 0.7 at recall level 1. This indicates that the combination of K-means approach which representing the image by omitting the background, with two orders of the Colour Moment is able to retrieve all related images appropriately from recall levels 0 to 0.8 for all 50 queries. The fusion of K-means with HSV Histogram is not really a good combination where it could be seen in the figure that the method is only able to achieve an average precision of 1 at the first four recall levels and the method then started to retrieve more irrelevant images. This is probably due to the nature of the HSV Histogram which is not scaling and rotation invariant, making it a bit ineffective representation for the animal images. Combination of Canny Edge Detection with HSV Histogram gave the lowest average precision where this technique is only able to retrieve all related images properly from recall levels 0 to 0.20 and starting to retrieve several irrelevant images instead from recall levels 0.3 to 1.
Based on the precision-recall curve result, the greatest feature extraction method is the fusion of K-means with Colour Moments. When the combination of the above is used, the system is able to retrieve most of the relevant images for every query images. The K-means is able to provide a good representation by separating the background and foreground of an image and the two orders of the Colour Moment is able to provide a good representation of the colour distribution as well as be invariant to rotation and scaling. These characteristics allow for the vital information that matters within an image to be extracted and represented, hence leading to an effective retrieval.
In order to provide a more thorough analysis on the work proposed in this paper, a questionnaire-based user acceptance survey is also conducted. 20 targeted users are required to use and explore the developed CBIR system for animals. At the end of the session, each individual needs to give their comments and thoughts concerning the system. The target users of this system are students aged between seven to 15 years old. The findings obtained from the assessment are as shown in Fig. 4 . Question 1 is on whether or not the user feels comfortable interacting with the system. 60% of the respondents strongly agree while 35% of the respondents agree that the claim is true. Only 5% of the users are feeling neutral when interacting with the system. More than 50% of the users are feeling comfortable interacting with the system probably due to the easy to use and easy to understand interfaces as common layouts are adopted. Question 2 is on the 'reliability' and 'user-friendly' characteristics of the system. 65% of the respondents strongly agree that the system is reliable and userfriendly while 30% of the respondents agree that such claim is true. Only 5% of the users are feeling neutral about the system. Majority of the users seemed to agree that the system is able to retrieve relevant animal images when given an image as query. Question 3 is on whether the system has easy to understand user interfaces. 55% of the respondents strongly agree while 40% of the respondents agree that such claim is true. Only 5% of the users are feeling neutral about their understanding on the interfaces. Most of the participants felt that the arrangement of buttons, text boxes, and functions are easy to understand. Question 4 is on the usefulness of the system for learning more about animals species. 95% of the respondents strongly agree while 5% of the respondents agree that such claim is true. Many of the respondents claimed that the proposed CBIR for animals is beneficial since they can look for animal images alike and recognise the animal species. With the system's functionality that let users submit query in the form of an animal image, they can simply search for similar images of other animal species. Besides, users just need to click on the image that is presented on the search result in order to get more detailed descriptions on the animal being displayed. Question 5 is on the capability of the system in helping users to recognise animal species. 65% of the respondents strongly agree whereas 25% of the respondents agree that the claim is correct. Only 10% of the respondents are feeling neutral about the system. This claim is supported on the basis that the respondents can simply get further details on each of the animal with just once click on the image.
According to the analysis done on the conducted survey, it can be established that the users agreed that given an image as query, the system has successfully deliver similar images to the users and provides reliable and useful information on animal species. Majority of the users also agreed that the system is easy to interact with, and has easy to understand and userfriendly interfaces. Many animal species exist in this world and there are always new species being discovered each year. Therefore, it is very important that these treasured species be recorded appropriately to be referred to in future.
The proposed colour-shape fusion method has effectively attained 96% accuracy, which is far better than what has been obtained by the benchmark methods. The proposed approach has been successfully applied to a CBIR system for managing a collection of animal images. The process of searching for similar animal images is no longer relying on text-based input. Instead, users can now perform search by providing an animal image as query and the system will find similar images in the image collection by finding for similarities between extracted features. Details on the images are also included so that users can also increase their knowledge regarding a specific animal. Information such as the scientific name, common name, characteristics, class, diet, habitat, lifespan, size, and weight will be able to assist academicians, students, and animal lovers to increase their awareness on many animals.
Forthcoming tasks include extending the method with other features like texture and spatial relationships, and testing the method on a larger image dataset like the ImageNet.
