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Abstract
It is shown that there exists an on–shell light cone gauge where half
of the fermionic components of the super vector potential vanish, so
that part of the superspace flatness conditions becomes linear. After
reduction to (1+1) space-time dimensions, the general solution of this
subset of equations is derived. The remaining non-linear equations are
written in a form which is analogous to Yang equations, albeit with
superderivatives involving sixteen fermionic coordinates. It is shown
that this non-linear part may, nevertheless, be solved by methods sim-
ilar to powerful technics previously developed for the (purely bosonic)
self–dual Yang Mills equations in four dimensions.
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1 Introduction
It has been known already for more than ten years, see e.g. [1, 2, 3], that
ten dimensional supersymmetric Yang–Mills theories may be considered as
integrable systems classically, in a “weak” sense, since they admit Lax–type
representations in superspace for the equations of motion. The starting point
in this direction was the observation [4, 1, 2] that the field equations of these
theories are equivalent to the constraint that the purely fermionic components
of the supercurvature vanish. So far, the existence of this Lax pair has not
been so useful however, since the role of spectral parameter is played by
a light-light vector. More recently, the interest was revived into (suitably
reduced) ten dimensional supersymmetric Yang–Mills theories in the large
N limit since they have been actively considered in the search for the M
theory (see e.g refs[5, 6, 7]). This has motivated us to return to the use
of the flatness condition in superspace in order to derive non trivial classical
solutions. One may hope, in particular that the problem will be simpler after
the reduction process, which we will simply perform by looking for classical
solutions that do not depend upon a certain set of space coordinates. We
shall indeed make progress after reducing to 1 + 1 space–time dimensions,
which seems to be the most natural choice at the present time.
Let us first recall some standard formulae in order to establish the nota-
tions. In ten dimensions the dynamics is specified by the standard action
S =
∫
d10x Tr
{
1
4
YmnY
mn +
1
2
φ¯
(
Γm∂mφ+ [Xm, φ]−
)}
, (1.1)
Ymn = ∂mXn − ∂nXm + [Xm, Xn]− . (1.2)
The notation is as follows. Xm(x) is the vector potential, φ(x) is the
Majorana-Weyl spinor. Both are matrices in the adjoint representation of
the gauge group G. Latin indices m = 0, . . . 9 describe Minkowski compo-
nents. Greek indices α = 1, . . . 16 denote spinor components. We will use
the superspace formulation with odd coordinates θα. The super vector po-
tentials, which are valued in the gauge group, are noted Am (x, θ), Aα (x, θ).
As discussed in ref.[2], we may remove all the additional fields and uniquely
reconstruct the physical fields Xm, φ from Am and Aα if we impose the
condition θαAα = 0 on the latter.
With this condition, it was shown in refs[1], [2], that the field equations
derived from the Lagrangian 1.1 are equivalent to the flatness conditions
Fαβ=0, (1.3)
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where F is the supercurvature
Fαβ = DαAβ +DβAα + [Aα, Aβ] + 2 (σ
m)αβ Am. (1.4)
Dα denote the superderivatives
Dα = ∂α − (σ
m)αβ θ
β∂m, (1.5)
and we use the Dirac matrices
Γm =
 016×16 ((σm)αβ)(
(σm)αβ
)
016×16
 , Γ11 = ( 116×16 0
0 −116×16
)
. (1.6)
The physical fields appearing in equation 1.1 are reconstructed from the su-
perfields Am Aα as follows. Using the Bianchy identity on the super curvature
one shows that one may write
Fαm = (σm)αβ χ
β.
Then Xm, φ
α are, respectively, the zeroth order contributions in the expan-
sions of Am and χ
α in powers of the odd coordinates θ.
Throughout the paper, it will be convenient to use the following particular
realisation: ((
σ9
)αβ)
=
((
σ9
)
αβ
)
=
(
−18×8 08×8
08×8 18×8
)
(1.7)
((
σ0
)αβ)
= −
((
σ0
)
αβ
)
=
(
18×8 08×8
08×8 18×8
)
(1.8)
((
σi
)αβ)
= −
((
σi
)
αβ
)
=
 0 γiµ,ν(
γi T
)
ν,µ
0
 , i = 1, . . . 8. (1.9)
The convention for greek letters is as follows: Letters from the beginning of
the alphabet run from 1 to 16. Letters from the middle of alphabet run from
1 to 8. In this way, we shall separate the two spinor representations of O(8)
by rewriting α1, . . . , α16 as µ1, . . . , µ8, ν1, . . . , ν8
Using the above explicit realisations on sees that the equations to solve
take the form
DµAν +DνAµ + [Aµ, Aν ]+ = 2δµν (A0 + A9) (1.10)
DµAν +DνAµ + [Aµ, Aν ]+ = 2δµν (A0 −A9) (1.11)
DµAν +DνAµ + [Aµ, Aν ]+ = −2
8∑
i=1
Aiγ
i
µ,ν (1.12)
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A lax pair formalism follows by noticing that if λmλm = 0, there exists R[λ] ∈
gauge group, such that
λm (σm)
αβ
(
Aβ − R[λ]
−1DβR[λ]
)
= 0
λm
(
Am − R[λ]
−1∂mR[λ]
)
= 0.
This allows us to express the solution in terms of pure gauges, but this
is not so useful since different components are expressed in terms of R[λ]
involving different λ’s. The drawback is that λ, which plays the role of the
spectral parameter, is a vector. In particular, let us choose λ(±), such that
λ(±)0 = ±λ(±)9 = 1/2, λ(±)i = 0, i = 1, . . . 8. This gives
Aµ = R
−1
+ DµR+, A+ = R
−1
+ ∂+R+ (1.13)
Aµ = R
−1
− DµR−, A− = R
−1
− ∂−R− (1.14)
We let from now on
A± = A0 ± A9, ∂± =
∂
∂x0
±
∂
∂x9
. (1.15)
One sees that Aµ, A+ (resp. Aµ, A−) are expressed in terms of R+ (resp.
R−). Moreover, since only the µν and µν are solved by the above there
remain the µν equations. A straightforward computation shows that they
become
Dν
(
R−1DµR
)
= −2
8∑
i=1
A˜iγ
i
µ,ν
R ≡ R+R
−1
− , A˜i ≡ R−(Ai + ∂i)R
−1
−
We may derive the field A˜i, if the following conditions hold∑
µν
Dν
(
R−1DµR
)
γijkµν = 0, 1 ≤ i < j < k ≤ 8. (1.16)
These are complicated non linear σ model type equations in superspace which
so far could not be handled. This is basically why these reasonings and the
Lax representation just summarised did not allow yet to construct any ex-
plicit nontrivial physically meaningfull solution. Conditions 1.16 only provide
a procedure[2] for obtaining infinite series of nonlocal, and rather complicated
conservation laws.
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2 A usefull on-shell gauge
Under gauge transformations, we have
R± → R±Λ, Am → Λ
−1 (Am + ∂m) Λ, Aα → Λ
−1 (Aα +Dα) Λ
Thus R is gauge invariant. If Λ = R−1− , we get
A+ → R
−1∂+R, Aµ → R
−1DµR, Ai → A˜i (2.1)
A− → 0, Aµ → 0.
Thus, if the field equations are satisfied there exists a gauge (on shell) such
that A− = Aµ = 0. After this gauge choice, the flatness conditions 1.10–1.12
boil down to
DµAν +DνAµ + [Aµ, Aν ]+ = 4δµνA0 (2.2)
0 = 0 (2.3)
DνAµ = −2
8∑
1
A˜iγ
i
µ,ν (2.4)
The last mixed ones which in general lead to the complicated conditions
1.16 have become linear, and we will next derive their general solution. In
order to do so, we will use the following explicit realisation of the O(8) Dirac
matrices,
γ1 = τ1 ⊗ τ3τ1 ⊗ 1 γ
5 = τ3 ⊗ τ3τ1 ⊗ 1
γ2 = 1⊗ τ1 ⊗ τ3τ1 γ
6 = 1⊗ τ3 ⊗ τ3τ1
γ3 = τ3τ1 ⊗ 1⊗ τ1 γ
7 = τ3τ1 ⊗ 1⊗ τ3
γ4 = τ3τ1 ⊗ τ3τ1 ⊗ τ3τ1 γ
8 = 1⊗ 1⊗ 1. (2.5)
Substituting into Eq.2.4 we get
− 2A˜1 = f17 = f28 = f53 = f64
−2A˜2 = f14 = f32 = f58 = f76
−2A˜3 = f16 = f25 = f38 = f47
−2A˜4 = f18 = f45 = f63 = f72
−2A˜5 = f13 = f24 = f75 = f86
−2A˜6 = f12 = f43 = f56 = f87
−2A˜7 = f15 = f62 = f37 = f84 (2.6)
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− 2A˜8 = fµµ, µ = 1, . . . 8 (2.7)
fµν = −fνµ (2.8)
where we have let fµν = DµAν By convention overlined and non overlined
indices with the same letter (such as µ and µ) take the same numerical value.
With the particular realisation of σ matrices displayed on Eqs.1.6–1.9, one
has the anticommutation relations
[Dµ, Dν ]+ = 2δµν∂+, [Dµ, Dν ]+ = 2δµν∂− (2.9)
Thus it follows from equation 2.8 that there exits a superfield Φ such that
Aν = DνΦ (2.10)
Then equation 2.7 is automatically satisfied since it becomes fµµ = D
2
µΦ =
∂−Φ which is indeed independent from µ. On each line, the corresponding
component of the vector potentail A˜i may be computed iff the three right
most equalities are satisfied. Thus we have the consistency equations of the
superfield Φ
D1D7Φ = D2D8Φ = D5D3Φ = D6D4Φ
D1D4Φ = D3D2Φ = D5D8Φ = D7D6Φ
D1D6Φ = D2D5Φ = D3D8Φ = D4D7Φ
D1D8Φ = D4D5Φ = D6D3Φ = D7D2Φ
D1D3Φ = D2D4Φ = D7D5Φ = D8D6Φ
D1D2Φ = D4D3Φ = D5D6Φ = D8D7Φ
D1D5Φ = D6D2Φ = D3D7Φ = D8D4Φ (2.11)
These consistency conditions take the form
DµDνΦ =
∑
ρ<λ
TµνρλDρDλΦ.
where Tµνρλ is a numerical tensor which is antisymmetric with elements equal
to ±1, or 0. Thus we have equations similar to the self–duality relations
considered, for bosonic variables in ref.[9]. Here the main difference is that
we have superderivatives and that our equations are linear partial differential
equations.
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3 Solution of the reduced self–duality equa-
tions
Let us derive the general solution of equations 2.6 in the particular reduced
case where Φ does not depend upon xi, for i = 1, . . . 8. Then the superderiva-
tives take the form
Dµ =
∂
∂θµ
+ θµ∂+, Dµ =
∂
∂θµ
+ θµ∂− (3.1)
In this case equations 2.11 only involve the variables x−, θ
1 . . . θ8, and we
forget the other variables for the time being. In the forthcoming discussion,
we will find it useful to use the following lemna
3.1 Super Cauchy relations:
Consider any pair of different indices, which are selected once for all in this
subsection, say µ, ν. Given an arbitary superfield Υ(x−, θ
1, . . . θ8), there
exists a superfield Λ(x−, θ
1, . . . θ8) such that
DµΥ = DνΛ, DνΥ = −DµΛ (3.2)
Proof: First one verifies that the consistency of these equations is a conse-
quence of the equations D2µ = D
2
ν , and [Dµ, Dν ]+ = 0 which follow from the
superalgebra. Next, one may explicitly solve order by order in the expansion
in powers of θµ. For an arbitrarily given superfield with the expansion
F (x−, θ
1, . . . , θ8) =
8∑
p=0
∑
µ1,...,µp
θµ1 · · · θµp
p!
F
(p)
µ1...µp
(x−), (3.3)
the superderivatives act as follows, (with p = 1, . . . , 7),
(DµF )
(p)
µ1,...,µp
= F
(p+1)
µµ1...µp
+
p∑
i=1
(−1)i+1 δµ,µi∂−F
(p−1)
µ1.../µi...µp
(3.4)
where the extremal values of p are treated by setting F (p) = 0 if p < 0 or if
p > 8. This allows us to solve order by order. One finds the relations
Υ
(p)
µµ1...µp−1
= Λ
(p)
ν µ1...µp−1
, Υ
(p)
ν µ1...µp−1
= −Λ
(p)
µµ1...µp−1
, p = 1, . . . , 8
∂−Υ
(p)
µ1...µp
= −Λ
(p+2)
µν µ1...µp
, Υ
(p+2)
µν µ1...µp
= ∂−Λ
(p)
µ1...µp
, p = 0 . . . , 6, (3.5)
which determine Λ once Υ is given.
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3.2 Selfduality in four variables
In order to derive the general solution of equations 2.11, we remark that we
may re-arrange these relations under the form
D17Φ = D28Φ, D12Φ = D87Φ, D18Φ = D72Φ;
D17Φ = D53Φ, D15Φ = D37Φ, D13Φ = D75Φ;
D17Φ = D64Φ, D16Φ = D47Φ, D14Φ = D76Φ;
D14Φ = D32Φ, D13Φ = D24Φ, D12Φ = D43Φ;
D14Φ = D58Φ, D15Φ = D84Φ, D18Φ = D45Φ;
D16Φ = D25Φ, D12Φ = D56Φ, D15Φ = D62Φ;
D16Φ = D38Φ, D13Φ = D86Φ, D18Φ = D63Φ.
(3.6)
From now on we let Dµν = DµDν . Each line forms a closed set of self
duality equations in four variables. Thus we first solve this type of equations.
Consider, for fixed µ 6= ν 6= σ 6= ρ, the equations
(Dµρ −Dσν) Φ = 0, (Dνρ −Dµσ)Φ = 0, (Dµν −Dρσ) Φ = 0. (3.7)
By using the superalgebra 2.9, one finds that for arbitrary superfield Ψ1,
Φ = (DµDρ +DσDν)Ψ1 is a solution of these last three equations. This
form is suspiciously non symmetric. However, we use the above super Cauchy
relations to introduce superfields Ψ2, Ψ3 such that
DµΨ1 = DνΨ2 , DνΨ1 = −DµΨ2
DρΨ1 = DνΨ3 , DνΨ1 = −DρΨ3
(3.8)
Then we see that we may write our solution under three equivalent forms
Φ = (DµDρ +DσDν)Ψ1 = (DνDρ +DµDσ)Ψ2 = (DµDν +DρDσ)Ψ3.
(3.9)
where the expected symmetry becomes manifest.
3.3 Eight variables, the Cartan basis:
Actually, the superalgebra satisfied by the Dµ operators, as displayed by
equations 2.9 coincides with a Dirac algebra in eight dimensions up to the
∂− differential operator. It thus follows that the super derivatives Dµν obey
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an so(8) Lie algebra3. It is useful to organise the superderivatives appearing
in the self–duality relations in a Cartan basis. For this we temporarily re-
label the indices as follows:
(
1, . . . , 8
)
→
(
1,−1, 2,−2, 3,−3, 4,−4
)
. The
roots of so(8) may be written under the form ±~ei ± ~ej , 1 ≤ j < k ≤ 4. Let
us denote E±~ei±~ej the step operators and by h±~ei±~ej the Cartan generators.
One finds the correspondence
E~ej±~ek + E−~ej∓~ek =
∓i
2
(
D− k ±D−k
)
E~ej±~ek − E−~ej∓~ek =
∓1
2
(
Dk ∓D−−k
)
h~ej±~ek =
i
2
(
D− ±Dk−k
)
(3.10)
with the convention that numerically j = , k = k.
Out of the seven self dualities in four variables, six may be written as
D−kΦ = Dk−Φ, D kΦ = D−−kΦ, D−Φ = D−k kΦ (3.11)
with 1 ≤  < k ≤ 4. The corresponding differential operators generate an
su(4) algebra with simple roots ~e1+~e2, ~e2+~e3, ~e3+~e4. Out of these six triplets
of relations only the three associated with the simple roots are independent.
In total, we are thus left with four triplets of independent relations
3.4 Solving the su(4) part
Consider a particular simple root ~ei + ~ei+1. The corresponding self–duality
relations take the form
E~ei+~ei+1Φ = E−~ei−~ei+1Φ = h~ei+~ei+1Φ = 0.
and the general solution derived above becomes
Φ = E~ei−~ei+1Ψ1 = E−~ei+~ei+1Ψ2 = h~ei−~ei+1Ψ3.
Group theoretically, the super Cauchy relations are seen to allow us to use any
of the three generators of the su(2) subalgebra with root ~ei−~ei+1. Returning
3Since the ∂
−
factor will not play a significant role in the forthcoming argument, we
do not speak about it any longer for brevity.
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to the full su(4) part, we use this liberty to pick up the Cartan generator for
each simple root. This leads us to the ansatz
Φ = he1−e2he2−e3he3−e4Φ˜. (3.12)
Since the h’s commute, it should be clear from the above that, for arbitrary
Φ˜, the last expression obeys all six self–duality relations associated with the
su(4) mentioned above. This may of course be checked explicitly from the
superalgebra. Let us return to the previous label of indices. At this point
it is convenient to introduce the equivalent of the nineth Dirac matrix by
writing
D9 = D1D2 . . .D8, (3.13)
which is such that D2
9
= ∂8−. After some calculations one may show that
above may be written as
Φ = {D12 −D34 +D56 −D78}χ, (3.14)
where we have let
χ =
(
D9 + ∂
4
−
)
Φ˜. (3.15)
This exhibits a chirality projector which commutes with all the Dµν .
3.5 Solving the last set of self-duality relations
Looking at the last set of relations, one sees that our task is to determine χ
such that
(D28 −D53) (D12 −D34 +D56 −D78)χ = 0 (3.16)
(D32 −D58) (D12 −D34 +D56 −D78)χ = 0 (3.17)
(D25 −D38) (D12 −D34 +D56 −D78)χ = 0 (3.18)
Let us first solve the first equation separately. We will see that at the end
the other two will also be satisfied. We will use again super Cauchy relations
of the type 3.2. One easily verifies that one may at the same time apply two
super Cauchy transformations over independent variables. It is convenient
to introduce a superfield χ1 such that
D2χ = D7χ1, D7χ = −D2χ1, (3.19)
D4χ = D5χ1, D5χ = −D4χ1, (3.20)
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we get
(D28 −D53) (D17 +D46)χ1 = 0.
Thus the general solution is
χ1 = (D28 +D53)F1 + (D46 −D17)G1,
where F1 and G1 are arbitrary chiral superfields. Is it possible to go back to
χ ? We apply Cauchy equations to each term, by letting
D2F = D7F1, D7F = −D2F1; D2G = D7G1, D7G = −D2G1;
(3.21)
D4F = D5F1, D5F = −D4F1; D4G = D5G1, D5G = −D4G1.
(3.22)
Then one may verify that equations 3.19 3.20 are satisfied with
χ = (−D28 +D53)F +
(
D17 +D4,6
)
G. (3.23)
At this point, there appears an great simplification since one may check that
{D12 −D34 +D56 −D78} (−D28 +D53)
= {D12 −D34 +D56 −D78} (D17 +D46) . (3.24)
Thus we may forget the G term. Turning finally to equations 3.17, and 3.18
one may explicitly verify that they are automatically satisfied for arbitrary
F since one has
(D32 −D58) {D12 −D34 +D56 −D78} (−D28 +D53) = 0, (3.25)
(D25 −D38) {D12 −D34 +D56 −D78} (−D28 +D53) = 0. (3.26)
Altogther, we have shown that the general solution of the eight self–duality
relations 2.11 is given by
Φ = {D12 −D34 +D56 −D78} (D53 −D28)
(
D9 + ∂
4
−
)
Ψ, (3.27)
where we have let F =
(
D9 + ∂
4
−
)
Ψ in agreement with equation 3.15, and
Ψ is an arbitrary superfield. At this point, we have to admit that we are
unable to explain why the key relations 3.24–3.26 hold, apart from verifying
them explicitly. They where discovered using Mathematica on the analogous
relations for O(8) Dirac matrices. The form of the solution is not explic-
itly symmetric between indices, but here also, as for the above case of four
variables, symmetry may be verified from super Cauchy transformations.
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4 The non linear equations for Φ.
Equations 2.2 remain to be solved. Make use of equation 2.10 and substitute4
Aµ = DµΦ, Aν = DνΦ. One gets
DµDνΦ+DνDµΦ + [DµΦ, DνΦ]+ = 4δµνA0. (4.1)
The super field A0 may be computed from these equations if the following
consistency conditions hold. We must verify that, for µ 6= ν,
DµDνΦ +DνDµΦ+ [DµΦ, DνΦ]+ = 0, (4.2)
and that
DµDµΦ + (DµΦ)
2 is independent from µ. (4.3)
If these conditions hold, the superfield A0 may be computed from
A0 =
1
2
{
D1D1Φ + (D1Φ)
2
}
. (4.4)
At this point it is interesting to recall the four dimensional Yang equations
which arose in solving self–dual (purely bosonic) Yang–Mills in four dimen-
sions. For this, we closely follow the review[10]. There are two bosonic
complex coordinates z, y and their conjugate z¯, y¯. One may start from the
equations (Indices mean derivatives)(
GzG
−1
)
z¯
+
(
GyG
−1
)
y¯
= 0,
where G is in the adjoint representation of the gauge group. This is partially
solved by letting
GzG
−1 = fy¯, GyG
−1 = −fz¯. (4.5)
which leads to the consistency condition
fz¯z + fy¯y + [fy¯, fz¯]− = 0. (4.6)
In order to draw a parallel with our case, let us recall that, according to
equations 2.1, 2.10, we have
Aµ = R
−1DµR = DµΦ. (4.7)
4As before, numerically µ = µ, ν = ν.
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There is a similarity between equations 4.1 and 4.6, and between equations
4.5, and 4.7, except that the indices are paired differently. As we will next
show, this fact, together with the basic properties of superderivatives allows
us to discuss the solution of the present equations for any number
of supervariables, while the bosonic case may be handled only with
four coordinates.
4.1 A solution of the non linear consistency conditions
In this part we adapt to our problem the perturbative method, valid to all
orders in the coupling constant g, developed earlier for the bosonic case (see
ref.[10] and refs. therein). We expand in powers of g after replacing equation
4.1 by
DµDνΦ +DνDµΦ+ g [DµΦ, DνΦ]+ = 4δµνA0. (4.8)
Following a path very similar to the bosonic case (see ref.[10]), one derives
the following solution to all orders in g. Assume there exists a superfield
F
(
λ, x+, x−, θ
1, . . . , θ8, θ
1
, . . . , θ
8
)
, (noted F (λ) for brevity) with λ an arbi-
trary (bosonic) parameter, such that
DµF (λ) = λDµF (λ). (4.9)
We shall solve this equation later on explicitly. Then the solution may be
written as
Φ = −
∞∑
n=0
gn
(n+ 1)!
∫
dλF [n] (λ) , (4.10)
where F [n] is defined by the recursion
F [n](λ) =
n−1∑
p=0
(
n− 1
p
) [
F [p](λ),
∫
dλ′
F [n−1−p](λ′)
λ− λ′
]
−
. (4.11)
with F [0](λ) = F (λ).
Proof: The best method is to first derive that the above expression satisfies
a first order differential equation of the form
DµΦ = DµΩ+ gΦDµΦ, (4.12)
where Ω is a superfield which is computed order by order in g. Then it is
easy to verify that conditions 4.2 and 4.3 follow. Checking equation 4.12 is
12
straightforward but lengthy. The calculation is almost the same as in the
bosonic case. Thus we omit it. Then it is easily verified that equations 4.4
hold with
A0 =
1
2
(∂−Ω + gΦ∂−Φ) (4.13)
There remains to verify equation 4.9. First, applying Dµ to both sides of
equation 4.9 one derives the consistency condition(
∂+ + λ
2∂−
)
F (λ) = 0 (4.14)
Next, start from the general expansion.
F (λ, x+, x−, θ
1, . . . , θ8, θ1, . . . , θ8) =
8∑
p=0
8∑
q=0
∑
µ1,...,µp
∑
ν1,...,νq
θµ1 · · · θµpθν1 · · · θνq
p!q!
F
(p,q)
µ1...µpν1...µq
(λ, x+, x−). (4.15)
Equations 4.9 give
F
(p+1,q)
µµ1...µp,ν1,...,νq +
p∑
i=1
(−1)i+1 δµ,µi∂+F
(p−1,q)
µ1.../µi...µp,ν1,...,νq
= λ (−1)p F
(p,q+1)
µ1...µp,µ ν1,...,νq
+ λ (−1)p
q∑
i=1
(−1)i+1 δµ,νi∂−F
(p,q−1)
µ1,...µp,ν1,.../νi,...,νq
.
(4.16)
The general solution is as follows. Take all indices different, unless they are
noted with the same letters with and without overline. Then one has
F
(p+k,q+k)
ρ1...ρk µ1...µp,ρ1...ρkν1,...,νq
= λp+k (−1)p(p+k)+k(k−1)/2 ∂k−F
(0,q+p)
µ1 ...µpν1,...,νq
(4.17)
This, together, with the antisymmetry, allows to express all tensors in terms
of F
(0,n)
µ1 ...µn
which may be arbitrarily chosen as functions of a single variable.
For later purpose, we derive a compact expression of the solution. It is
straightforward to verify that, if we define
Θ(λ) = e
λ
∑
µ(θµDµ), (4.18)
we have
Θ(λ)
∂
∂θµ
Θ−1(λ) = Dµ − λDµ − θ
µ
(
∂+ + λ
2∂−
)
(4.19)
that we will satisfy the equation DµF (λ) = λDµF (λ) if we assume that
F (λ) = Θ(λ)F˜ (λ),
∂
∂θµ
F˜ (λ) = 0,
(
∂+ + λ
2∂−
)
F˜ = 0. (4.20)
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5 Combining the linear and the non linear
equations
So far we have solved them independently. We have derived the general
solution of equation 2.4 and a particular class of solutions of equations 2.2.
Since the former is linear, it should be satisfied oder by order in g by the
expansion 4.10. At this moment we are not able to do so beyond the zeroth
order, which is already rather involved. In order that Φ[0] satisfies the self–
consistency condition 2.11 it is sufficient that F (λ) satisfies them for any λ.
Thus, according to equation 3.27, we should be able to write
F (λ) = {D12 −D34 +D56 −D78} (D53 −D28)
(
D9 + ∂
4
−
)
Ψ(λ) = Θ(λ)F˜ (λ)
This is achieved by letting
F˜ (λ) =
{
D˜12 − D˜34 + D˜56 − D˜78
} (
D˜53 − D˜28
) (
D˜9 + ∂
4
−
)
Ψ˜(λ)
where Ψ˜(λ) = Θ−1(λ)Ψ(λ), and we let systematically
D˜µ = Θ
−1(λ)DµΘ(λ)
Thus the question is whether we may choose Ψ˜ such that equations 4.20
hold. This is complicated but may be verified by expanding over λ. Rewrite
schematically the above as
F˜ (λ) = P(λ)Ψ˜(λ)
At order zero, P [0](λ) is independent from θ, so we simply impose that
∂θµΨ
[0](λ) = ∂+Ψ
[0](λ) = 0.
Consider the order one. One has
P [1] =
∑
µ
θµP [1]µ , ∂θµP
[1]
µ = 0.
Therefore at order one, we have
F˜ [1] = P [0]Ψ˜[1] +
∑
µ
θµP [1]µ Ψ˜
[0]
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Since P [0] is independent from θ, we must have
Ψ˜[1] =
∑
µ
θµΨ[1]µ
with
0 = P [0]Ψ˜[1]µ + P
[1]
µ Ψ˜
[0]
The higher orders in λ may be treated similarly.
6 Outlook
It seems fair to say that the equation∑
µν
Dν
(
R−1DµR
)
γijkµν = 0,
1 ≤ i < j < k ≤ 8.
has been the main obstacle in deriving classical solutions. We have been able
to derive its general solution by going to a special on–shell light cone gauge,
assuming no dependence on xi, i = 1, . . . , 8. After this reduction we found
a striking analogy between the other (non linear) equations and some of the
equations which arose from self–dual Yang Mills in four bosonic variables.
In general there appear interesting novel structures (self–duality, Yang type
equations) with superderivatives. They seem to enjoy remarkable properties
which, contrary to their purely bosonic counterparts, are not restricted to
four variables. It will be probably fruitful to push this aspect further.
There remains the consistency problem between the solutions of the dy-
namical equations 2.4, and 2.2. We have transformed the former into equa-
tions 2.6—2.8 and the latter into equations 4.1. After introducing Φ by equa-
tion 2.10, we have solved equations 2.7, 2.8, as well as equations 4.1. Thus
the difficulty which remains is really the consistency between equations 2.6
and the others. At this time we are not able to go beyond the zeroth order
in solving this problem. We do not know whether the self–duality condi-
tions may be imposed to the higher orders, but the equations are not too
promising. Note that we have derived the general solution of the linear part
of the equations, but only a subclass of solutions of the non-linear part. The
situation may be improved either by deriving a more general solution of the
latter (equations 4.1), or perhaps by only considering the N →∞ limit. This
problem is left for the future.
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Finally, the geometrical significance[1] of the flatness conditions 1.3 is
based on the super light–like lines formulation of integrability along these
lines. In other words, the construction of solutions to ten dimensional su-
persymmetric Yang–Mills equations can be related, via the Radon–Penrose–
type transformation, to the construction of holomorphic bundles with some
trivialisation on the space of light–like lines. Various algebraic geometry con-
structions of the solutions to the problem, in particular by the forward images
method and the Baker functions were described in [8]. There, briefly speak-
ing, one deals with the following objects. Let X be a complex supermanifold
(twistor superspace) of dimension (17|8) parametrising super–light–like rays
of dimension (1|8), and is endowed with some family of closed superspaces
Y (u) ⊂ X . These superspaces consist of 8 dimensional quadrics with points
u ∈ U , U is a superdomain in C10|16 whose even part C10 is a complexifi-
cation of a fundamental representation of O(1, 9). Then locally free bundles
on X(U) being trivial under restriction on Y (u) correspond to the solutions
of the ten dimensional supersymmetric Yang–Mills equations. It would be
interesting to understand the geometrical meaning of the present work along
these lines.
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