Abstract -We consider a conforming finite element approximation of the ReissnerMindlin eigenvalue system, for which a robust a posteriori error estimator for the eigenvector and the eigenvalue errors is proposed. For that purpose, we first perform a robust a priori error analysis without strong regularity assumption. Upper and lower bounds are then obtained up to higher order terms that are superconvergent, provided that the eigenvalue is simple. The convergence rate of the proposed estimator is confirmed by a numerical test.
The boundary value problem and its discretization
LetΩ be a bounded open domain of R 2 with a Lipschitz boundary that we suppose to be polygonal. Assuming that the plate is clamped, its free vibration modes are solutions of the following problem (called Reissner-Mindlin eigenvalue problem): Givent a fixed positive real number that represents the thickness of the plate, find non-trivial (ω,φ ) ∈ H 1 0 (Ω) × H 1 0 (Ω) 2 andνt > 0 such that for all (ṽ,ψ) ∈ H 1 0 (Ω) × H 1 0 (Ω) 2 we have: 
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Here, the operator ':' denotes the term-by term tensor product and ε(φ ) = 1 2 ∇φ + (∇φ )
T where∇ denotes the usual gradient operator overΩ, whileC is the elasticity tensor given bỹ
tr(ε(φ )) I
where E and ν are the Young modulus and the Poisson coefficient of the material, respectively. We also definẽ
where k is the shear correction factor usually equal to 5/6 (see [18] ). Now, in order to perform an a posteriori error analysis that does not depend on the chosen unit of length, problem (1.1) has to be given in its dimensionless formulation. To do it, we introduce a density as well as a length scale of reference, respectively denoted byρ and L (the latest being in the order of the diameter of the domainΩ). We consequently define the dimensionless variables and unknowns x, ρ, φ , and ω by:
Considering the case of the constant density (ρ ≡ρ so that ρ ≡ 1), problem (1.1) in which the eigenvector is normalized is now equivalent to find non-trivial (ω, φ ) ∈ H 1 0 (Ω) 2 × H 1 0 (Ω) and α t > 0 such that for all (v, ψ) ∈ H 1 0 (Ω) × H 1 0 (Ω) 2 we have:
where we set a(φ , ψ) = Ω C ε(φ ) : ε(ψ) dx C ε(φ ) = 2µ ε(φ ) + λ tr(ε(φ )) I Defining ζ =ζ /E, the dimensionless variables and parameters arising in (1.2) are given by:
From now on, the parameter t is supposed to be in the interval (0, By Korn's inequality (see [22] ), a is an inner product on H 1 0 (Ω) 2 equivalent to the usual one. Indeed, defining the energy norm || · || C by
it can be shown (see [13] ) that Let us now consider a discretization of (1.2) based on a conforming triangulation T h of Ω composed of triangles. We assume that this triangulation is regular, i.e., for any element T ∈ T h , the ratio h T /ρ T is bounded by a constant σ > 0 independent of T and of the mesh size h = max T ∈T h h T , where h T is the diameter of T and ρ T the diameter of its largest inscribed ball. We consider on this triangulation classical conforming finite element spaces W h × Θ h such that for some positive integer ℓ, where P ℓ (T ) is the space of polynomials of degree at most l defined on T . The discrete formulation of the ReissnerMindlin eigenvalue problem is now to find
Here, R h denotes the reduction integration operator in the context of shearlocking with values in the so-called discrete shear force space Γ h which depends on the involved finite element [5, 8, 16, 17, 36] . We assume moreover that
Here, for any
In this paper, we consider the lowest order MITC element (also called the Duran Liberman element) for which W h and Θ h are defined by
where B h is the edge bubble space (see [11, 16] for more details). In that case, Γ h is chosen as the lowest order Nédélec finite element space, namely,
and the reduction operator R h is the associated interpolation operator that is characterized as follows: for any ψ ∈ H 0 (rot, Ω), R h ψ is the unique element in Γ h satisfying
for all edges E of T and any T ∈ T h . The advantage of this element is that it is locking free (see [16] for a robust a priori estimate). Other examples are also possible, we refer to Table 1 of [11] for a comprehensive list. In that case, our a posteriori error analysis is valid, but the robust a priori error analysis remains open for some of these elements (for instance, the MITC3 element). By the usual Helmholtz decomposition of any H 0 (rot, Ω) vector field (p. 299 of [9] ), for any φ h ∈ Θ h there exist z ∈ H 1 0 (Ω) and
as well as a constant C > 0 such that
More precisely, if we introduce the constant c R such that
is the solution of (1.2) and (ω h , φ h ) the one of (1.4), the usual error e ev h is defined as
The residuals are defined as follows:
We finally need to introduce the following mesh-dependent norm. For
(1.11)
For any functional F defined on H 1 0 (Ω) × H 1 0 (Ω) 2 , the dual norm associated with (1.11) is classically defined by
In the following, the notation a b and a ∼ b mean the existence of positive constants c 1 and c 2 , which are independent of the mesh size, of the plate thickness parameter t, of the quantities a and b under consideration and of the coefficients of the operators such that a c 2 b and c 1 b a c 2 b, respectively. The constants may in particular depend on the aspect ratio σ of the mesh. We denote by ω T the union of elements T ′ ∈ T h that share at least a node with T and by ω E the union of elements having in common the edge E. Finally, E h denotes the set of interiors edges in T h and, for any edge E ∈ E h , we denote by h E its length and by n E a fixed unit normal vector to E.
Robust a priori estimations
This section is devoted to an a priori error analysis of the Reissner-Mindlin eigenvalue problem. This subject is the origin of a lot of works (see, e.g., [17-19, 23, 26, 32] ) in the smooth case, in the sense that the domain is supposed to have a smooth boundary or to be a convex polygon. Here we want to perform a similar analysis without the convexity assumption. This requires to revisit the whole results with less regular solutions. We first start with robust a priori estimates for the Reissner-Mindlin system with data in L 2 (Ω) and then give their consequence to the eigenvalue problem.
Robust a priori estimates for the Reissner-Mindlin system
As suggested before, we need to determine the regularity properties and to give uniform estimates of the solution of the Reissner-Mindlin system with L 2 right-hand side. For this purpose, let us consider the following problem:
This problem has a unique solution in 
with the relation t −2 (∇w t − β t ) = ∇r + curl p t and the notation
Now we divide the proof in different steps:
1) The first problem in (2.4) is a Dirichlet problem in Ω with a L 2 (Ω) datum, therefore by Corollary 2.4.4 of [25] , there exists ε ∆ ∈ (0, 1/2] such that r ∈ H 3/2+ε (Ω), for all ε ∈ (0, ε ∆ ] and
2) We now look at the system in (β t , p t ) that, by taking the difference between the second and the third line of (2.4) (multiplied by ζ ), takes the form
where F := ζ ∇r + t 2 ϕ/12. Again this problem has a unique solution for any F ∈ H −1 (Ω) 2 since the left-hand side is coercive in H 1 0 (Ω) 2 ×Ĥ 1 (Ω). Moreover by Theorem VI.6.2 of [7] , one has
But by taking ψ = 0 in (2.6), we get
since the curl of a constant function is zero. By integration by parts, we get equivalently
By Cauchy-Schwarz's inequality in the right-hand side, we obtain
and by (2.7) we arrive at
Let us now introduce the mapping
where
is the unique solution of the Stokes like system (that formally corresponds to (2.6) with t = 0)
Clearly (see p. 1288 of [2] ) A 0 is an isomorphism and consequently for all t ∈ (0,t max ] we can consider the mapping
where (β t , p t ) is the unique solution of (2.6) with the right-hand side
. First we notice that the estimates (2.7) and (2.9) imply that B t is uniformly (in t) bounded in the sense that
On the other hand Lemma 2.1 below shows that B t is also uniformly bounded from
Therefore by interpolation, the mapping B t is uniformly bounded from
, the statement is also valid but the target space should be changed intoĤ 1/2 (Ω) × (H 1/2 (Ω)) ′ ) with the estimate
Let us show that this implies that there exists ε 0
(Ω) with the estimate
Indeed by Theorem 6.2.3 of [25] and Section 6.2 of [35] , there ex-
Hence by the property (2.12) of B t with s = 1/2 + ε, we get
At this stage, we can look at
and using Theorem 6.1 of [24] and Section 6.1 of [35] , there exists
(Ω) 2 with the estimate
In the second step, as (2.8) means that p t ∈Ĥ 1 (Ω) is the unique solution of the Neumann problem
Hence, if ε ∈ (0, ε ∆ ] by Corollary 23.5 of [14] , we find that p t belongs to H 3/2+ε (Ω) with the estimate
Consequently for ε 0 min{ε ∆ , ε S }, by (2.14), we get
The estimate (2.13) then follows from (2.14), (2.15), and (2.16) by
Coming back to problem (2.4), the right-hand side of (2.6) is given by F := ζ ∇r + t 2 ϕ/12. Hence by (2.5) and (2.13), for all ε ∈ (0, ε 0 ], (β t , p t ) belongs to H 3/2+ε (Ω) 2 × H 3/2+ε (Ω) with the estimate
3) The last identity in (2.4) means that w t ∈ H 1 0 (Ω) can be seen as the unique solution of
Hence for all ε ∈ (0, ε 0 ], w t belongs to H 3/2+ε (Ω) with the estimate
Combined with (2.5) and (2.17) we have obtained
Finally recalling that τ t = ζ t −2 (∇w t − β t ) = ζ (∇r + curl p t ), the estimate (2.3) is a simple consequence of (2.5), (2.17), and (2.18).
Remark 2.1. We have excluded the case ε = 0 in the previous theorem because interpolation estimates and isomorphic properties of elliptic systems are involved and it is well-known that the case of half integers are always problematic. Nevertheless the constant in (2.3) does not explode as ε goes to zero. Indeed by the uniform coercivity (in t) of the bilinear form b t defined by (2.2), we can show that
Therefore interpolating this estimate with (2.3) (with ε = ε 0 > 0), we get Proof. We essentially follow the proof of Theorem 7.1 of [2] . Indeed as-
Lemma 2.1. The operator B t is uniformly bounded from H
) and this identity, we get
(2.21)
Choosing ψ = β t − β 0 and q = p t − p 0 , by Cauchy-Schwarz's inequality, we obtain
Hence by Korn's and Poincaré's inequalities, we obtain
This directly implies that
and consequently
Reminding that curl β 0 = 0, this estimate leads that
This estimate and (2.22) imply (2.11).
Robust a priori error estimates for the eigenvalue problem
In order to perform the error analysis between the exact eigenvalues of (1.2) and their approximation (eigenvalues of (1.4)), it is convenient to introduce the operator
is the unique solution of (2.1) with datum (ϕ, g). As the bilinear form a introduced before is symmetric, T t is a selfadjoint and compact operator from L 2 (Ω) 2 × L 2 (Ω) into itself equipped with the natural inner product and norm
Furthermore α t is an eigenvalue of (1.2) if and only if 1/α t is an eigenvalue of T t .
As t → 0 (cf. [9] ), the solution (β t , w t ) of (2.1) converges to
is the unique solution of (2.10) with F = ζ ∇r and w 0 ∈ H 2 0 (Ω) is the unique solution of
Let us notice that the regularity results from Theorem 2.1 only yield τ 0 ∈ H −1/2+ε (Ω) for some ε ∈ (0, 1/2].
As before we define the operator T 0 by
The first aim is to prove that T t tends to T 0 as t goes to zero even in the non-convex case (see Lemma 3.1 of [18] in the convex case).
Lemma 2.2. For all
Proof. Subtracting (2.23) to (2.1) we have
Hence taking η = β t − β 0 and v = w t − w 0 , we find
Using the coerciveness of a, Cauchy-Schwarz's inequality and the a priori estimate (2.3), we get
It then remains to estimate τ 0 −1/2+ε . As τ 0 = ζ (∇r + curl p 0 ), one has
Since r ∈ H 1 0 (Ω) is the unique solution of the first line of (2.4), we directly get 
This means that
and coming back to (2.24), we have obtained that
Hence Young's inequality leads to
Observing that
The conclusion then follows from the previous estimate, (2.25) and (2.3). It completes the proof of the lemma.
Remark 2.2.
If Ω is convex, then we can take ε = 1/2, and the estimate (2.24) reduces to
Hence we only need to use the estimate τ t |(ϕ, g)| t and therefore one obtains (see Lemma 3.1 of [18] for the details)
In the non convex case, we need additionally the estimate t τ t 1/2+ε |(ϕ, g)| t that reduces the rate of convergence of T t to T 0 .
Once such a convergence result is obtained by standard perturbation arguments (see for instance [29] and [18] for its application to the ReissnerMindlin system), we obtain the next result. We are now ready to prove some convergence results between exact eigenvalues and eigenvectors and discrete ones. 
and the mapping
As in Lemma 3.2 of [18] , we prove that for all
Indeed the only difference is to use the estimate 
Hence using standard properties of R h we get 
(2.32) Indeed as in Lemma 3.1 of [16] , we may write
Hence by the coerciveness of a, Young's inequality and Cauchy-Schwarz's inequality we get
Hence using the estimate 
where C is a positive constant depending on the inverse of the distance from µ t to the remainder of the spectrum of T t . Hence by Lemma 2.3 and (2.34) we obtain |µ t − µ t,h | h 1+2ε .
As α t = 1/µ t and α t,h = 1/µ t,h , we arrive at (2.28).
Remark 2.3.
If Ω is convex, then we can take ε = 1/2, and we recover standard results presented in most existing works (see, e.g., [17-19, 23, 26, 32] ).
Preliminary results
The aim of this section is to prove three lemmas which will be used in the following of the paper. The proofs of Lemmas 3.2 and 3.3 are close (but non identical) to the ones of [13] . Nevertheless, we give them for the sake of completeness.
Lemma 3.1. We have
Proof. First, it can be shown that for any ψ ∈ (H 1 0 (Ω)) 2 (cf. [13] ),
hence by (1.2), (1.4) and the definition of Res 2 , we get
By the definition of the norm in H −1 (Ω), we conclude that
It completes the proof of the lemma.
Lemma 3.2.
We have
where z and β are the functions appearing in the Helmholtz decomposition (1.6).
Proof. First, (1.2) and (1.6) lead to
As γ = ζ t −2 (∇ω − φ ) and γ h = ζ t −2 (∇ω h − R h φ h ), we may write
By the previous identity and the definition of Res 1 and Res 2 , we obtain
This proves the requested identity.
Lemma 3.3. We have
Proof. Because of (1.6), we first remark that
This estimate implies that
The conclusion follows from Lemma 3.2.
Reliability of the estimator
Theorem 4.1. Let us consider 0 < ε < 1/2, as well as two parameters ν 1 > 0 and ν 2 > 0. Moreover, let us define
.
Then,
Proof. The proof is very similar to the one of Theorem 1 in [13] , so we do not recall it here. 
Proof. Assuming 1 − 2ε > 0, the parameters ν 1 and ν 2 arising in the values of A 3 and A T 5 in (4.1) are first chosen such that A 3 0 and A T 5 0 for all T ∈ T h . Namely we take ν 1 = ν 2 = 2 κ/B(ε) with
and we obtain
We conclude by taking any ε ∈ (0, 1/2).
Lemma 4.1. We have
(α t ω − α t,h ω h , ω − ω h + z) + t 2 12 (α t φ − α t,h φ h , φ − φ h + β ) c 2 F C 1 + c 2 F 1/2 α t ω − α t,h ω h + t 2 12 α t φ − α t,h φ h × φ h − R h φ h H(rot,Ω) + α t + α t,h 2 × ω − ω h 2 + t 2 12 φ − φ h 2 .
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Proof. Clearly we have
We can notice that for all v ∈ H 1 0 (Ω) or v ∈ H 1 0 (Ω) 2 , we have
Using Cauchy-Schwarz's inequality and (1.7), we have:
(4.4) For the other term in the right-hand side of (4.3), we have by the normalization of the eigenvectors:
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But we also have:
(4.5) Hence: Now, it remains to bound each of the two residuals.
Lemma 4.2.
With the notations (1.9) and (1.12), we have
where [γ h ] E is the jump of γ h across E defined by:
Using standard Green formula into each element of the triangulation, we get:
We can notice that Res 1 (v I ) = 0, and consequently:
so that (4.7) holds.
Lemma 4.3. With the notation (1.10), we have
Proof. Let ψ ∈ Θ. Using standard Green formula into each element of the triangulation, we get:
We can notice that Res 2 (ψ I ) = (γ h , (I − R h )ψ I ), which implies:
Then, using the estimate |ψ I | 1 |ψ| 1 and the discrete Cauchy-Schwarz inequality, we get
The definition of the norm of H −1 (Ω) leads to (4.8). 1 (a posteriori error estimator definition) . With the previous notations and definitions, the a posteriori error estimator η ev is defined 
Theorem 4.2. We have
is the term containing the exact solution.
Proof. We recall that (ω, φ , α t ) (resp. (ω h , φ h , α t,h )) is the solution of problem (1.2) (resp. (1.4) ). Then we have:
Then, from the relations (5.2) and (5.3), we have:
so that from (4.5):
In other words, noticing that α t > 0, we have:
Using Theorem 4.2, we obtain:
for some C 1 > 0 (independent of t and h).
In order to obtain an evaluation of the error eigenvalues, we must now evaluate α t − α t,h to finally control the quantity |α t − α t,h |. All we have to do is to repeat the previous arguments replacing (5.3) by the identity
that directly follows from the definition of Res 1 and Res 2 . Furthermore by (1.2) and (1.4), we see that
These two identities and the normalization in (1.2) and (1.4) lead to
Then, using the fact that Res 1 (ω h ) + Res 2 (φ h ) = (γ h , φ h − R h φ h ) and inserting the functions β and z from the Helmholtz decomposition (1.6) we get
the last identity following from (1.2). By Cauchy-Schwarz's inequality, we get
Noticing that α t,h > 0 and using the reliability of the estimator presented in Section 4 we obtain:
for some C 2 > 0 (independent of t and h). Hence (5.1) is a direct consequence of the estimates (5.4) and (5.5).
Similarly to Corollary 4.2, we have result.
Corollary 5.1. Assume that α t is a simple eigenvalue, then we have:
where h.o.t. corresponds to higher order terms.
Remark 5.1. The term (γ h , φ h − R h φ h ) can be evaluated numerically. However, it can be bounded by γ h φ h − R h φ h . We further can numerically remark that the term φ h − R h φ h converges faster than the estimator: hence if α t is a simple eigenvalue, we can claim that the term |α t − α t,h | is superconvergent (since it is bounded by the square of η ev up to higher order terms) and the relation (2.28) given in Theorem 2.2 is recovered.
Efficiency of the estimator
In order to prove the efficiency of the estimator, each part of it (except the terms involving the exact solution) has now to be bounded by the error e ev h up to a multiplicative constant. Lemma 6.1. We have
Proof. Since
we have
and with the Poincaré-Friedrichs inequality, we get
Moreover, we have
so that the lemma holds.
Lemma 6.2. We have
2)
(6.6) Using Young's inequality in this last estimate, we get (6.1). For all interior edge E = T + ∩ T − , we define the classical edge bubble function b E ∈ H 1 0 (ω E ) such that
For all E ∈ E h , we define
So, we obtain: and t = 0.1. The meshes we use are uniform ones composed of n 2 squares, each of them being cut into 8 triangles as displayed in Fig. 1 for n = 4. The refinement strategy is an uniform one so that the value of the mesh size h between two consecutive meshes is twice smaller. Before evaluating the a posteriori error estimator, we compute ω 1 t,h by:
where α 1 t,h is the first computed approximated eigenvalue. In fact, this rescaling process is done in order to allow some comparisons with some bibliography data [15, 18, 28] . Table 1 t,h converges and that η ev converges towards zero when h goes towards zero, as theoretically expected. Now, our result on the finest grid (n = 128) is compared in Table 2 with the ones obtained by the Huang and Hinton method in [28] (column HH), the Dawe and Roufaeil method in [15] (column DR) and the Durán, HervellaNieto, Liberman, Rodríguez and Solomin method in [18] (column DHLRS). Our value is clearly in good agreement with these references, even if from Table 2 it can be noticed that it is the smaller one. This can be explained by the fact that our mesh resolution is finer. Indeed, in Table 3 , it can be observed similar results for similar mesh resolutions.
To verify the reliability of the estimator presented in Section 5, the error estimator η ev is defined by: where the different contributions are given by: the contributions η h, 4 and η h,6 converge at order 3 and that the contributions η h,3 and η h,5 converge at order 2. Moreover, it is clear that the main part of η ev is η h,2 . Nevertheless, we can also remark that the convergence rate of η h,2 (resp. η h,1 ) starts for coarse meshes near to 2 (resp. 3). This behavior can easily be explained by the definition of η h,2 (resp. η h,1 ) when h is larger than t. As soon as h becomes smaller than t, the convergence rate 1 for η h,2 (resp. 2 for η h,1 ) is recovered as it can be observed in Fig. 2 for the finest meshes.
