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Summary
Deep learning has received unprecedented attention from researchers of differ-
ent areas during these two years. Two structural decisions of the deep neural
network have endowed the neural network stronger power in solving different
tasks: 1) The deeper structure extracts more abstract concepts from the in-
put data, and 2) the convolution structure in convolutional neural networks
is extremely useful in computer vision tasks. At the same time, these struc-
tural selections also impose a high computational cost, which has triggered the
overwhelming usage of GPUs for implementation of the neural nets. Based on
the above observations, this thesis aims at two aspects of the deep learning
research: the computation “Platform” that uses parallelization to provide the
required computing power, and the “Algorithms” implemented with novel neu-
ral network structures to solve specific tasks.
In the platform part, we abstract the neural network as a bipartite graph
composed of operations and data, and show that the abstraction is flexible
in implementing different parallelism schemes. A deep learning training plat-
form called Purine is designed and developed which can harness the power of
multiple GPUs on multiple machines.
In the algorithms part, we proposed the “Network In Network” (NIN)
and the “Neural Dynamical System” (NDS) algorithm. The NIN algorithm
is built upon the convolutional neural network structure. It enhances the
6
local discriminative power of the convolutional neural network by replacing
the linear convolutional filters with a feedforward neural network. The NDS
algorithm adds feedback loops to the feedforward neural nets based on the
differential neuron model. The resulting model turns out to be a generalization
of both the feedforward neural network and the energy based model.
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Machine learning studies algorithms that build models and make predictions
on data. Evolved from the field of pattern recognition, machine learning em-
phasizes on the ability of a program to make decisions and predications in a
data-driven way, rather than following predefined static instructions. Though
machine learning is able to discover the relationships in data, conventional
machine learning methods often require a feature extraction step rather than
operating directly on the raw data. This limitation is often due to the high
dimensionality of natural data, e.g. visual signals, audio signals etc. In the
high dimensional space, natural data lie on an embedded nonlinear manifold
which has much lower dimensionality. Feature extraction maps the high di-
mensional signal into a more informative and often lower dimensional form,
which is called the “feature” (or “representation” as we’ll use in this the-
sis) of the data. For decades feature extraction requires human interventions.
They are hand designed carefully with domain expertise, resulting in specific
features for specific signals. For example, scale-invariant feature transform
(SIFT), and Gabor filters are widely used for feature extraction from images,
and Mel-frequency cepstrum (MFCC) is often used in audio signals.
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Deep learning is the method that learns the feature extraction process in
a data-driven way. The representation is learned from the raw data rather
than hand designed. Deep learning applies multiple layers of nonlinear trans-
formation to the raw data. With each layer abstracting the data slightly,
the representation becomes more and more abstract and intrinsic to the data
of interest. The layers in deep learning are parameterized thus they can be
learnt to optimize the task objective function. Based on the objective function
chosen, there are two categories of learning problems: Supervised learning, un-
supervised learning and reinforcement learning. In this thesis, we only deal
with supervised deep learning and unsupervised deep learning. Reinforcement
deep learning will not be discussed as it is out of the scope of this thesis.
The most common form of deep learning is supervised learning in which
a deep feedforward neural network is used as a function approximator to ap-
proximate either discrete function (classification) or continuous function (re-
gression). The recent successes of deep learning are mainly on supervised
learning. Due to the vanishing gradient problem [23] in training deep feedfor-
ward neural networks, it has been long believed that deep feedforward neural
nets are untrainable because the optimization gets stuck in local minimums.
The situation has changed as it was figured out recently that with proper ini-
tialization of the parameters and a suitable learning rate, back-propagation
works as well for very deep networks. Besides this, there are several other in-
dispensable factors in the success of deep learning: 1) the availability of large
scale labeled dataset; 2) the structural decision of the neural networks, e.g.
convolutional structure, recurrent structure; and 3) the computation power
provided by modern graphics processing units (GPU), because both the large
scale data and the convolution/recurrent structures impose heavy burden on
the computation resources.
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Compared to supervised deep learning, unsupervised deep learning is less
popular because of the lack of proven success in real data. However, since
most of the existing data are unlabeled, unsupervised learning is still a very
important research topic. The objective function for unsupervised learning
usually requires the learned representation to be able to generate the original
data in a reverse process.
1.1 Background and Related works
This section provides the background information of deep learning by intro-
ducing serveral types of neural network models including both supervised and
unsupervised models, followed by a review of the mainstream software plat-
forms used to implement these models.
1.1.1 Feedforward Neural Networks
Feedforward neural networks has the longest history among all neural network
models. The neuron in the feedforward neural network is defined as:
a = σ(wTx+ b) (1.1)
vector x stands for the activation of the presynaptic neurons; w represents
the strength of the synapses; σ is the activation function of the neuron; and b
can be seen as the basal activation of the neuron. In the feedforward neural
networks the activation a is a generalized linear model of the input x with
the weight w defining a linear separation hyperplane. By stacking multiple
of Equation (1.1) together, the separation hyperplane becomes nonlinear. It
has been proven that multilayer feedforward networks are universal function
approximators [24].
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The multilayer feedforward neural networks can be trained using gradient
descent algorithm, which updates the parameters of the network according
to the gradient of the parameters with respect to the objective function. In a
multilayer structure, this is called back-propagation as the gradient propagates
with chain rule from near the objective function down to all layers [50].
1.1.2 Convolutional Neural Networks
Convolutional Neural Network (CNN) [38] is a feedforward neural network
with special structural choice that makes it suitable for computer vision tasks.
There are two structural constraints in a convolutional layer compared to the
fully connected layers in the feedforward neural networks: 1) The connections
are localized, one output node only connects to a spatially local region of the
inputs rather than all of the inputs; 2) The connection weights are shared
among all locations. As natural images can be translated without changing
the internal semantics, weight sharing makes the network robust to transla-
tions. Besides the convolutional layer, pooling is another basic operation in
convolutional neural networks. Pooling computes the max or average value
over a region of the input, which ensures that the output will be unchanged if
there is a small translation in the input. Variants of CNN have been proposed
with modifications to the building blocks of the networks. For example, vari-
ous activation functions can be inserted after the convolutional layer, including
sigmoid, hyperbolic tangent, rectified linear unit [9] or even piecewise linear
function [16]. The pooling function can also be extended to other nonlineari-
ties rather than max/average pooling. For example, stochastic pooling [66], lp
norm pooling [51] etc.
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Relationship to Visual Bag-of-Words
Traditional object classification task in computer vision takes three steps:
firstly, features are densely extracted from all over the images; secondly, the
dense local features that are not fixed in dimension are converted to a global
fixed dimensional feature vector through coding and pooling; thirdly, a classi-
fier is trained based on the fixed length global feature. CNN is very similar to
the feature extraction step of the traditional approach. In CNN, convolution
filters scan the input image, densely extracting local features for every location
of the image. However, unlike the traditional pipeline, the extracted spatially
organized local feature vectors are not immediately encoded to a global feature
in CNN. Instead they are spatially pooled to reduce dimension and then fed
to the next convolutional layer and this process is repeated so forth. The fea-
ture map obtained from the first convolution reveals the location of low level
features such as edges, corners. The second layer of convolution combines the
low level features and can thus build more complex patterns. As the network
goes up, the pattern detected in each layer becomes more complex and closer
to the object.
1.1.3 Energy Based Models
Energy based model is a special type of the recurrent neural network. Recur-
rent neural network is the network where the connections between nodes form
a directed circle. The recurrent neural networks are dynamical systems that
evolve through time. There is a subset of these dynamical systems that has
global energy functions, and we call this subset of model energy based models.
Energy based models have a statistics interpretation, namely the probability
density function can be constructed from the energy function with a normal-






With the statistics interpretation, maximizing the probability of the ob-
served data is a straightforward learning rule for the energy based models.
Restricted Boltzmann Machine
Restricted boltzmann machine (RBM) is a latent variable model. The nodes
in restricted boltzmann machine can be divided into the visible nodes and the
hidden nodes as is shown in Figure 1.1. The connections within the nodes of
an RBM is restricted in the way that the connections are only between hidden
nodes and visible nodes but not within them. The energy function of RBM is:
E(v, h) = −bTv − cTh− hTWv (1.3)
hidden nodes
visible nodes
Figure 1.1: The graph representation of Restricted Boltzmann Machine
The representation that the RBM learns is limited as it includes only one
hidden layer. Deeper layers can be introduced by using the hidden layer as
the visible layer for the next RBM. Deep model trained in this way is called
the deep belief network [21] whose layers are trained separately based on the
representation from the previous layer. The deep belief network has been used
to initialize deep feedforward networks to avoid the vanishing gradient problem
[23]. Besides the greedy layer-wise training, hidden layers of a deep Boltzmann
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Machine can also be trained jointly using variational method for estimation of
the expectation needed for calculating the gradient [52].
Autoencoders
Autoencoder is another frequently used building block for deep neural net-
works. Autoencoder can be broken into two parts; the decoder and encoder.
The objective function of an autoencoder is the reconstruction cost. Given an
input signal x, it is encoded to y and then decoded to x′. The parameters
are learned by minimizing the distance between the original signal x and the
recovered signal x′. The distance can be measured either using euclidean dis-
tance or cross entropy. Although autoencoders do not define energy functions
explicitly, it is shown in [60] that applying score matching to the gaussian
binary restricted boltzmann machine is equivalent to autoencoder with a reg-
ularizer. There are several variants of regularizers used with autoencoder. The
denoising autoencoder adds noise to the training data and requires the recon-
structed data to be close to the original data [62]. The contractive autoencoder
explicitly encourages the code to be robust to input corruptions by minimizing
the encoder’s Jacobian matrix [47]. All these regularizers can be interpreted
as encouraging the recovered signal to contract to the data manifold [3].
1.1.4 Software Platforms
To ease the implementation of the above described neural networks, several
open-source software platforms have been developed by researchers from both
academia and industry. Among them, Theano [4] and Torch7 [8] have the
longest history. More recently, the Caffe [29] platform also becomes quite
popular among researchers new to this field.
Theano is a python based expression compiler. It allows users to define, op-
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timize, and evaluate mathematical expressions involving multiple dimensional
matrices. Writing a neural network in Theano is as easy as writing math ex-
pressions. These math expressions are then compiled and executed on either
CPU or GPU. Theano support auto differentiation of the expressions, which
is a very handy feature for optimization. Theano also lays the foundation for
several other deep learning platforms. Pylearn, Keras and Lasagne are all
developed based on Theano.
Torch7 is based on the Lua scripting language. Although Lua is less pop-
ular compared to Python, it has its own advantages such as a faster Just In
Time (JIT) compiler and the easy to use native code interface. Instead of us-
ing symbolic expressions for neural net composition, neural nets are composed
by connecting basic operations into a graph in Torch7.
Caffe is a C++ deep learning framework. Compared to the Theano and
Torch7, Caffe is more performance oriented and runs faster especially on large
models. This situation has changed as the other tools have caught up by inte-
grating cutting edge math libraries. The models of Caffe are defined in google
protocol buffers, which eases the exchange of models and trained parameters
among researchers.
1.2 Contributions and Organization of this The-
sis
This thesis contributes to deep learning in two aspects.
1. A computation platform named Purine is introduced. As mentioned
in the previous section, the success of the deep learning is not possible
without the computation power provided by modern GPU. GPU provides
instructional level parallelization to the numerical computation required
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by deep learning. Although much more efficient than CPU, GPU is
still limited both in the processing power and memory when the models
become very large or the size of the datasets is further increased. Purine
resolves this by working with multiple GPUs on multiple machines.
2. Novel algorithms are proposed in the form of novel network structures.
Two algorithms “Network In Network” and “Neural Dynamical Systems”
are proposed in this thesis.
“Network In Network” is based on the Convolutional Neural Networks
(CNN) algorithm. It solves the problem that CNN is not discriminative
enough at local receptive fields due to the relatively simple generalized
linear convolution filter and that CNN tends to overfit globally due to the
fully connected layers near the output layer. “Network In Network” fill
the gap by locally introducing an nonlinear convolutional filter and glob-
ally simplifying the fully connected layers into a global average pooling
layer.
“Neural Dynamical Systems” is a structure that generalizes both feedfor-
ward neural networks and energy based models. With the flexibility to
be trained either supervised or unsupervised or semi-supervised, “Neural
Dynamical Systems” offers the potential to utilize both supervised data
and unsupervised data within the same framework. In this work, neu-
ral networks are described as a set of differential equations based on a
differential neuron model, which also makes the model more biologically
plausible.
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The rest of this thesis is organized as follows: The Purine platform is elab-
orated in Chapter 2; for the algorithm part, “Network In Network” algorithm
and the “Neural Dynamical Systems” algorithm are described in Chapter 3
and 4 respectively; Chapter 5 concludes this thesis.
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Chapter 2
Purine: A Bi-graph Based Deep
Learning Platform
Deep learning is modular in terms of the building blocks of the networks, the
layer abstraction is widely used in figures that describe a deep neural network.
The same abstraction can be used in software implementation. With the
forward and backward pass code packed in a unit called a layer, it is easy to
compose complex neural nets by pipelining the layers. Although such softwares
have existed for a very long time, for example the matlab neural networks
toolbox, it is until recently that GPU based implementation is largely adopted
for instruction level parallelization. A typical 20x acceleration can be achieved
in training very large deep neural networks on GPU compared to the multi-
core CPU implementation. Software frameworks based on both CPU and
GPU implementation have been developed with various design patterns to
meet different needs. Among them, Torch and Theano are built to be low
level, making it straight forward to implement novel structures using the low
level functions. Caffe is designed with speed and memory optimization in
mind. It has a higher level abstraction and is very suitable for training and
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deployment of existing neural nets. These tools are all up to date regarding
the underlying GPU and CPU implementations. However, they are lack of
or only have limited support of the ability to parallelize the computation on
multiple devices across machines.
2.1 Introduction and Related Works
Computation power is one of the crucial factors that pushed the recent suc-
cess of deep learning. Especially in computer vision, recent works have gone
further in the size and depth of the models [61, 54]. These big models trained
on big datasets have turned out to be extremely effective when transferred
to smaller datasets [42, 64]. The increasing need for training and applying
deeper and larger neural networks on large-scale datasets impose demands on
parallelization ready and easily configurable software platforms.
There are two different ways to parallelize a machine learning algorithm: 1)
Mode parallelism: the model is divided into individual parts and distributed
into computing nodes. The communication burden of this approach depends
on the size of the intermediate data that are sent from one part to another; 2)
Data parallelism: the model is replicated on computing nodes but trained on
different data. In this approach, the update to the model parameters are com-
municated. Both schemes have been explored for paralleling neural networks
during the past years. DistBelief is an early effort to approach distributed
training of large scale neural net on a CPU cluster [10]. With support for
both model parallelism and data parallelism, DistBelief can scale up to 1000
machines and 16,000 cores [36]. Although the scalability of DistBelief is quite
impressive, it is less efficient as compared to a similar system on GPU devel-
oped by Coates et. al. [7]. This GPU based system is able to train comparable
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scale of neural net with only 12 GPUs in total. GPU has become the standard
device for deep learning since its success in the Large Scale Visual Recognition
Challenge (ILSVRC) 2012 [34]. In the following years, there are several re-
search works that explore the possibility to accelerate the neural net training
by parallelising the training on multiple GPUs with either Data parallelism or
Model parallelism [59, 53, 6]. Some of the works even use a hybrid of them
[32, 10, 36]. For data parallelism, there are also two schemes regarding commu-
nication between the peers: 1) the all-reduce approach where all updates from
the peers are aggregated at the synchronization point and the averaged update
is broadcasted back to the peers [53, 32]; 2) the parameter server approach
handles the reads and writes of the parameters asynchronously [10, 36, 6].
Efficient implementations of the various parallelization schemes described by
previous works are non-trivial.
To facilitate the implementation of various parallelization schemes, we built
a Bi-Graph based deep learning framework called Purine. It is named Purine,
which is an analog of caffeine in molecular structure, because we benefited a
lot from the open-source Caffe framework [29] in our research and the math
functions used in Purine are ported from Caffe.
2.2 Bi-Graph Abstraction
Purine abstracts the processing procedure of deep neural networks into di-
rected bipartite graphs (Bi-Graphs). The Bi-Graph contains two types of
vertices, tensors and operators. Directed edges are only between tensors and
operators and there is no interconnection within tensors or operators. Figure
2.1 illustrates the Bi-Graph for the convolution layer defined in Caffe.



















(a) Caffe Convolution Layer (b) Bipartite Graph
Figure 2.1: Comparison of Layer Abstraction and Bi-Graph Abstraction
(a) shows the convolution layer defined in Caffe together with its inputs and
outputs. (b) is the corresponding bipartite graph that describes the underlying
computation inside the convolution layer. There are two types of vertices in the
Bi-Graph. Boxes represent data tensors and the circles represent operators.
Operators are functions of the incoming tensors and the results of the functions
are put in the outgoing tensors.
several works that use a similar abstraction. For example, the dataflow graph
in Dryad [28] and Pig Latin [46] are the same as the Bi-Graph abstraction
introduced in this thesis. Graphlab [43] proposed a more general abstraction
which is applicable to iterative algorithms. However, these systems are de-
signed for general problems rather than deep neural nets and are CPU only.
In the field of deep learning, one platform worth mentioning is Theano [4],
Theano is a high quality open-source platform designed for evaluate, optimize
math expressions. Theano adopts a functional design so that composing a neu-
ral network in Theano is similar to function compositions. During the function
composition, a expression tree is implicitly kept track of, the final function is
converted to binary executable by compiling the underlying expression tree.
Though it supports GPU and is widely used for deep learning, the ability to
parallelize over multiple GPUs and over GPUs on different machines is not
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complete. The Bi-Graph abstraction proposed in Purine is closely related to
the expression graph in Theano. The difference is that the data node is sep-
arated from the operator node for ease of memory optimization because one
tensor node can be shared as the output of two operators. With parallelization
in mind, the operators in Purine are bound to devices. All feedforward neural
nets can be represented by a directed acyclic bipartite graph.
2.2.1 Task Dispatcher
Purine solves the Bi-Graph by scheduling the operators within the Bi-Graph
with an event-driven task dispatcher. By event driven, it means that the exe-
cution of an operator is triggered as soon as all its dependencies are satisfied.
Execution of an operator node is triggered when all the incoming tensors are
ready. A tensor node is ready when all its incoming operators have completed
computation. The computation of the Bi-Graph starts from the sources of a
graph and stops when all the sinks are reached. This process is scheduled by
the task dispatcher.
In most other platforms, there are two explicit phases when optimizing a
neural network, namely the forward pass which calculated the activation layer
by layer and backward pass which propagates the gradient down the expression
graph. In Purine, however, the forward pass and the backward pass does not
share the same graph, thus these two phases can be united by connecting the
two graphs.
2.2.2 Iterations
In a pure functional setting, there is recursion rather than iterations because
the values are immutable. However, this is not the optimal solution for neu-
ral networks. Because of the large number of iterations, expanding all the
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iterations into a directed acyclic graph would be extremely inefficient if not
infeasible. This has also been argued in [43] that the directed acyclic graph
could not effectively express iterative algorithms as the graph structure would
depend on the number of iterations.
We overcome this issue by iteration of the graphs. The sequential tasks
(iterations) are implemented by iteration of graphs. A concrete example is
shown in Figure 2.2. The construction of a graph is functional, while the
iteration of graphs is imperative. In this way, we can reuse the same graph







DNN, Swap, DNN, Swap, ... ... 
Figure 2.2: Implementation of SGD by Graph iteration.
Every iteration of SGD calculates a modification of the network parameter, and
updates the parameter before the next iteration. Since direct updating the
network parameter would form a cyclic loop in the graph, it is dissected into two
parts. (a) The DNN graph calculates the updated parameters and places them in
“new params”, (b) The swap graph will swap the memory address of the “new”
and “old” parameters. As a whole, SGD is implemented by iterating the two
graphs as in (c).
2.3 Memory Optimization
Unlike CPU which can easily have tens of Gigabytes of memories, the memory
of a typical GPU is usually less than 6 Gigabytes. This is in conflict with
the increasing deep learning model size, which makes memory optimization
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extremely necessary for GPU based learning platforms.
2.3.1 Inplace Operators
There are several operations in a neural network that can be inplaced, namely
the outputs of the operations are written to the same place as their inputs.
There are two prerequisites to this optimization: 1) the output should have
the same size as the input; 2) the input is not used by other operations.
The activation function is one of such operations, for example, the sigmoid
activation and the ReLU activation. Because they are element-wise operations
(requirement 1), and their gradient computation is not dependent on the input
(requirement 2). Another family of inplace operation are the element-wise
additions/subtractions. One example of addition optimization is shown in
Figure 2.3. As can be seen from Figure 2.3, doing addition inplace saves two
thirds of the memory. This optimization becomes even more crucial when
addition operations are chained together more than once.
2.3.2 Memory Reuse
Memory reuse is another optimization that can help reduce the memory usage
of the neural networks. Memory reuse is different from inplace operation in
that the reused memory block is not directly related to the current operation.
Memory reuse is implemented in the task dispatcher. Once a tensor has been
used by all its outgoing links, its associated memory can be reused. For ex-
ample, during back-propagation, the gradient can reuse the memory of the
activation of the corresponding operator in the forward calculation.
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C = A + B
(a) Without inplace optimization




(b) With inplace optimization
Figure 2.3: Element-wise addition memory optimization.
Adding the results of two convolution operations can be memory optimized so that
the memory usage for storing the result is reduced to one third after optimization.
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2.4 Parallelization
The Bi-Graph abstraction in Purine is parallelization ready. The Bi-Graph
can be distributed on a cluster of CPUs or GPUs or both by introducing a
“location” property for all the tensors and operators. The “location” prop-
erty uniquely identifies the computation resource (CPUs/GPUs) on which a
tensor/operator should be allocated. The “location” property comprises two
fields: hostname and device id. In a multi-machine cluster, hostname identi-
fies the machine that the tensor/operator resides on. The device id specifies
whether the tensor/operator should be allocated on CPU or GPU and the
ordinal of the GPU if there are multiple GPUs installed on a single machine.
Besides the “location” property, another property “thread” is assigned to op-
erators, because operators assigned to one device can be executed in different
threads (streams) concurrently. Operators with the same thread id will be
queued in the same thread, while those with different thread ids are paral-
lelized whenever possible. Optimally, the “location” and “thread” property
should be determined algorithmically so that the neural network is optimally
parallelized with any given resource. However, in the current version of Purine,
the parallelization scheme is manually determined.
2.4.1 The Copy Operator
Introducing the “location” property restricts the way that operators and ten-
sors can be connected. For instance, a convolution operator allocated on GPU
can not directly access tensors allocated on CPU memory. This is also true for
tensors and operators allocated on different hosts. To overcome this problem,
a “Copy” operator is necessary to copy tensors across boundaries of devices.
The “Copy” operator acts as a bridge that links subgraphs located on differ-
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ent devices. Just like other operators, “Copy” operators are scheduled by the
same task dispatcher. Therefore, it is straightforward to overlap copy opera-
tions with other computation tasks by assigning different threads to them.
2.4.2 The Task Dispatcher
The task dispatcher in Purine adopts a distributed design thanks to the graph
abstraction. There is no central dispatcher that sends instructions to its com-
puting nodes, but each computing node has a dispatcher process that deals
with its own subgraph.
In the case of single machine and multiple devices, only one dispatcher
process is launched. Operators are associated to their threads and scheduled
by the global task dispatcher. In the case of multiple machines and multiple
devices, individual dispatcher processes are launched on each of the machines.
Copy operators that copy data from machine A to machine B are sinks on
machine A and sources on machine B. This way, each machine only needs to
schedule its own subgraph and no global scheduling mechanism or communi-
cation between dispatchers is necessary.
2.4.3 Model Parallelism
We demonstrate how model parallelism can be implemented in Purine by tak-
ing a two-layer fully connected neural network as example. It can be extended
to deeper networks easily. As is shown in Figure 2.4, execution of the two-
layer network can be divided into three sequential steps. They are labeled as
A, B, C correspondingly. To keep resources busy all the time, the network is
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Figure 2.4: Implementing model parallelism in Purine.
(a) The two-layer network can be divided into three subgraphs which execute in
sequence. (b) The network is replicated three times and executed in order.
2.4.4 Data Parallelism
Data parallelism is a simple yet straightforward way to parallelize deep net-
works. In data parallelism, computation peers each keep a replicate of the
deep network. The communication between peers can be either synchronous
or asynchronous. In the synchronous case, the gradients from peers are gath-
ered on one of the computing nodes the updated parameter is calculated and
copied back to all the peers. In the asynchronous case, the gradients from peers
are each sent to the parameter server, it is decided by the parameter server
when to apply updates to the parameters and which version of the parameter
to send when requested by the peers [40].
A hybrid of data parallelism and model parallelism has previously been
proposed by [32] in which the convolution layers use data parallelism and fully
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connected layers use model parallelism. This is based on the observation that
the number of parameters is large and thus the communication cost is big
for fully connected layers. The hybrid approach greatly reduces the commu-
nication cost. A different approach to reduce communication overhead is to
overlap the data transfer with computations. Double buffering is proposed by
[53] to break a minibatch in half and exchange the gradients of the first half
while doing computation of the second half.
With the scheduling of the task dispatcher in Purine, we propose a more
straightforward way to hide the communication overhead. We show that data
parallelism is feasible even for fully connected layers, especially when the net-
work is very deep. Since the fully connected layers are usually at the top of
the neural networks, exchange of the parameter gradients can be overlapped
with the backward computation of the convolution layers. As is shown in Fig-
ure 2.5, exchange of gradients in the higher layer can be overlapped with the
computation of lower layers. Gradient exchange of lower layers could be less
of a problem because they usually have a much smaller number of parameters.
2.5 Experiments
The experiments are carried out on a customized GPU cluster with 10 work-
stations each loaded with 4 GTX Titan Black GPUs and interconnected with
1Gbps ethernet, and another 10 workstations each loaded with 3 GTX Titan
Black GPUs interconnected with 10Gbps ethernet. Experiments are carried
out on 1) a single GPU, 2) on up to 4 GPUs on the same PCIe bus, and 3)
across GPUs on multiple machines.
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Gradient exchange




Figure 2.5: Overlapping communication with computation.
2.5.1 Basic Speed Test
The core math functions of Purine including matrix inner product, convolu-
tion, pooling etc are based on version 2 of the cuDNN package released by
NVIDIA [5]. We first compared the speed of Purine to Caffe in terms of
single GPU training with cuDNN backend. The model used for this test is
the “Network In Network” model [41] for CIFAR10. To train the CIFAR10
data for one epoch on either Purine or Caffe takes around 50s, this result is
expected as both Purine and Caffe uses cuDNN behind the scene.
2.5.2 Memory usage
Purine is memory efficient because of the memory optimizations we employed
to reduce memory usage in Section 2.3. We compare the memory consumption
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of Purine with Caffe to show the advantage of Purine in terms of memory
consumption.
For simple feed forward models that have only single computation flow
path like most convolutional neural networks, Purine has no advantage over
Caffe because Caffe are also optimized in some common inplace operations
like dropout, activation etc. However, when there are branches in the compu-
tation path like the GoogLeNet introduced in [61], the backward pass would
contain summation operators that sum the gradients. In this case, the inplace
optimization in Purine takes effect. The comparison can be seen in Table
2.1. Purine shows no advantage when training on the “Network In Network”
(NIN) model on CIFAR10 [41]. While it uses only half the memory as used
by Caffe when training GoogLeNet. The experiments in Table 2.1 uses 128 as
the batch size when training NIN and use 32 as the batch size when training
GoogLeNet.
Table 2.1: Memory consumption comparison between Purine and Caffe




We carried out experiments on the Purine framework with data parallelism
on GoogLeNet [61]. Data parallelism often results in larger batch sizes, which
are unfavorable for SGD convergence demonstrated by previous studies. We
ignored the possible change in convergence rate as this is related to the SGD
algorithm. We instead studied how much more data can be processed per unit
time with the parallelization.
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GPUs on the Same PCIe Bus
The parallelization is tested on a single workstation with four GPUs. The gra-
dients generated from the peers are gathered by the CPU, the CPU calculates
the updated parameters and copy them back to the peer GPUs. The total
speed measured as images processed per second on one to four GPUs is shown
in Table 2.2. The slice size (number of images on each peer) is 128.
Table 2.2: Parallel training of GoogLeNet on a single workstation
Number of GPUs 1 2 3 4
Images per second 112.0 222.4 335.9 446.8
As the four GPUs on the same workstation are connected to the same PCIe
bus, the data exchange speed is about 256Gbps. Linear speedup can be easily
achieved as long as the communication computation ratio is low, which is true
for GoogLeNet.
Parallelization over 4 GPUs is profiled with NVIDIA profiler and shown in
Figure 2.6. It can be seen that the memory copy of model parameters between
CPUs and GPUs is fully overlapped with the computations in the backward
pass. The only overhead is in the first layer of the network, which results in
the gap between iterations.
Start of graph End of graph
CUDA Kernel Call
Memcpy GPU to CPU
Memcpy CPU to GPU
Forward Backward
Figure 2.6: Profiling results of Purine.
Memory copies (row 1 and 2) are overlapped with computation (row 3). The only
overhead is the memory copy of first convolution layer, which results in the gap
between iterations.
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Parallelize on Multiple Machines
Since the communication time over PCIe is negligible compared to the ethernet
speed, we test the scalability of Purine with increasing number of machines.
Note that the machines are connected by ethernet and thus data on GPU need
to go through CPU memory to be transferred over the ethernet. We show that
even with this limitation, the speed up can be linear thanks to the overlapping
of communication with computation.
Under 1Gbps ethernet connection, we carry out the same experiments de-
scribed in Section 2.5.3. Parallelising on two machines (8 GPUs) achieves a
7.3 fold speedup. Though this is no longer linear, it is still an acceptable
performance considering the slow network. However, if one more machine is
added, making it 12 GPUs, the speedup is only about 7.5 fold because the
communication burden on each machines start to dominate.
Thus we resort to the 10Gbps connection for multiple machine paralleliza-
tion. Workstations with 10Gbps ethernet have only three GPUs per node,
because one of the PCIe slot is used for the network card. As is shown in
Table 2.3, with 10Gbps connection the speed increases linearly with more ma-
chines added.
Table 2.3: Number of images per second with increasing number of machines
Number of GPUs 3 6 9 12
Images per second 336.8 673.7 1010.5 1383.7
Effect of Slice Size
In the parallelization point of view, the slice size controls the computation
communication ratio. Thus a larger slice size is favorable as it increases com-
putation communication ratio. However, in the view of stochastic gradient
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descent, it is more favorable to have small slice size thus a small batch size.
We perform a search on the slice size to tradeoff between parallelization and
optimization, and explore the minimum batch size possible to achieve linear
speed up with a 10Gbps connection.
Table 2.4: Number of images per second with 12 GPUs and different slice
sizes.
Slice size per GPU 128 64 56 48 40 32
Images per second 1383.7 1299.1 1292.3 1279.7 1230.2 1099.8
Acceleration Ratio 12 11.26 11.20 11.09 10.66 9.53
Table 2.4 shows the processing speed with different slice sizes. The accel-
eration ratio is not reduced much with slice size 64 as compared to 128. We
can still achieve 9.53 fold acceleration with 12 GPUs when the slice size is set
to 32.
2.6 Conclusions
This Chapter describes the Purine deep learning platform. Purine is build
upon the Bi-Graph abstraction which treats every neural network as a directed
acyclic bipartite graph with operator nodes and tensor nodes. The nodes of
the Bi-Graph can be associated with computing resources, thus all sorts of
parallelism of the neural networks can be expressed with Bi-Graph abstraction.
We demonstrate state-of-the-art speed with Purine on a single GPU, and show
a linear scale up when parallelizing the neural network on multiple GPUs both
on a single PCIe bus or connected with 10Gbps ethernet. The scalability can





Convolutional neural networks (CNNs) [38] consist of alternating convolutional
layers and pooling layers. Convolution layers take inner product of the linear
filter and the underlying receptive field followed by a nonlinear activation
function at every local portion of the input. The resulting outputs are called
feature maps.
The convolution filter in CNN is a generalized linear model (GLM) for the
underlying data patch, and we argue that the level of abstraction is low with
GLM. By abstraction we mean that the feature is invariant to the variants
of the same concept [1]. Replacing the GLM with a more potent nonlinear
function approximator can enhance the abstraction ability of the local model.
GLM can achieve a good extent of abstraction when the samples of the latent
concepts are linearly separable, i.e. the variants of the concepts all live on
one side of the separation plane defined by the GLM. Thus conventional CNN
implicitly makes the assumption that the latent concepts are linearly separable.
However, the data for the same concept often live on a nonlinear manifold,
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therefore the representations that capture these concepts are generally highly
nonlinear function of the input. In NIN, the GLM is replaced with a “micro
network” structure which is a general nonlinear function approximator. In this
work, we choose multilayer perceptron [48] as the instantiation of the micro
network, which is a universal function approximator and a neural network
trainable by back-propagation.
The resulting structure which we call an mlpconv layer is compared with
CNN in Figure 3.1. Both the linear convolutional layer and the mlpconv layer
map the local receptive field to an output feature vector. The mlpconv maps
the input local patch to the output feature vector with a multilayer perceptron
(MLP) consisting of multiple fully connected layers with nonlinear activation
functions. The MLP is shared among all local receptive fields. The feature
maps are obtained by sliding the MLP over the input in a similar manner as
CNN and are then fed into the next layer. The overall structure of the NIN
is the stacking of multiple mlpconv layers. It is called “Network In Network”
(NIN) as we have micro networks (MLP), which are composing elements of
the overall deep network, within mlpconv layers,
Instead of adopting the traditional fully connected layers for classification
in CNN, we directly output the spatial average of the feature maps from the
last mlpconv layer as the confidence of categories via a global average pooling
layer, and then the resulting vector is fed into the softmax layer. In traditional
CNN, it is difficult to interpret how the category level information from the
objective cost layer is passed back to the previous convolution layer due to
the fully connected layers which act as a black box in between. In contrast,
global average pooling is more meaningful and interpretable as it enforces cor-
respondence between feature maps and categories, which is made possible by
a stronger local modelling using the micro network. Furthermore, the fully
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Figure 3.1: Comparison of linear convolution layer and mlpconv layer.
The linear convolution layer includes a linear filter while the mlpconv layer
includes a micro network (we choose the multilayer perceptron in this thesis). Both
layers map the local receptive field to a confidence value of the latent concept.
connected layers are prone to overfitting and heavily depend on dropout regu-
larization [34] [22], while global average pooling is itself a structural regularizer,
which natively prevents overfitting for the overall structure.
3.2 Related Works
3.2.1 Convolutional Neural Networks
Classic convolutional neuron networks [38] consist of alternatively stacked con-
volutional layers and spatial pooling layers. The convolutional layers generate
feature maps by linear convolutional filters followed by nonlinear activation
functions. (rectifier, sigmoid, tanh, etc.). Using the linear rectifier as an ex-




Here (i, j) is the pixel index in the feature map, Xij stands for the input
patch centered at location (i, j). The weights of a convolutional layer defines
a generalized linear model for the underlying image patch. This linear con-
volution is sufficient for abstraction when the instances of the latent concepts
are linearly separable. However, representations that achieve good abstraction
are generally highly nonlinear functions of the input data. Most abstracted
concepts are not linearly separable. For example, an image patch with an
edge would be still an edge by taking the negative value of all its pixels, while
these two inverted edges would locate on different sides of the linear separation
hyperplane.
3.2.2 Overcomplete Filters
To compensate for the limited discriminative power of the generalized linear
model, one obvious approach is to increase the number of filters in the con-
volutional layers [37]. The benefit is that the information in the input patch
is carried as much as possible in the output feature vector corresponding to
the input patch. If the convolutional filters are viewed as detectors of latent
concepts in the image, increasing the filters brings redundancy so as to cover
all variations of the latent concepts by template matching. However, having
an over-complete number of filters does not necessarily help abstraction. Ab-
straction is to keep the crucial part of the information while lose the irrelevant
part. An over-complete number of filters merely preserves the information,
there is no garantee that the representation obtained is better abstracted than
its input. What’s more, the increased number of filters imposes extra compu-
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tation burden not only on the current layer but also on the next layer that the
current output is fed to [14].
3.2.3 The Maxout Networks
As in CNN, filters from higher layers map to larger regions in the original input.
It generates a higher level concept by combining the lower level concepts from
the layer below. Therefore it would be beneficial to do a better abstraction on
each local patch, before combining them into higher level concepts.
The recent maxout network [16] proposed to replace the original element-
wise nonlinearity by maximum pooling over affine feature maps (affine feature
maps are the direct results from linear convolution without applying the acti-
vation function). Maximization over linear functions makes a piecewise linear
approximator which is capable of approximating any convex functions. Com-
pared to conventional convolutional layers which perform linear separation,
the maxout network is more potent as it can separate concepts that lie within
convex sets which is shown in Figure 3.2b. This improvement endows the
maxout network with the best performances on several benchmark datasets.
However, maxout network imposes the prior that instances of a latent con-
cept lie within a convex set in the input space, which does not necessarily hold.
It would be necessary to employ a more general function approximator when
the distributions of the latent concepts are more complex, as demonstrated
in Figure 3.2c. We seek to achieve this by introducing the novel “Network
In Network” structure, in which a micro network is introduced within each
convolutional layer to compute more abstract features for local patches.
Sliding a micro network over the input has been proposed in several pre-
vious works. For example, the Structured Multilayer Perceptron (SMLP) [17]
applies a shared multilayer perceptron on different patches of the input image;
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in another work, a neural network based filter is trained for face detection
[49]. However, they are both designed for specific problems and both contain
only one layer of the sliding network structure. NIN is proposed from a more
general perspective, the micro network is integrated into CNN structure in
pursuit of better abstractions for all levels of features.
3.3 Network In Network
There are two key components in the proposed NIN structure namely the
“MLP Convolutional layer” and the “global averaging pooling layer”. In this
section, we first introduce these two structures individually and then give a
global picture of how these components are composed into a neural network.
3.3.1 MLP Convolution Layers
Given no priors about the distributions of the latent concepts, it is desirable
to use a universal function approximator for feature extraction of the local
patches, as it is capable of approximating more abstract representations of the
latent concepts. Radial basis network and multilayer perceptron are two well
known universal function approximators. We choose multilayer perceptron in
this work for two reasons. First, multilayer perceptron is compatible with
the structure of convolutional neural networks, which is trained using back-
propagation. Second, multilayer perceptron can be a deep model itself, which
is consistent with the spirit of feature re-use [1]. This new type of layer is called
mlpconv in this thesis, in which MLP replaces the GLM to convolve over the
input. Figure 3.1 illustrates the difference between linear convolutional layer
and mlpconv layer. The calculation performed by mlpconv layer is shown as
follows:
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(a) Linear Convolution (b) Maxout Convolution
(c) Convolution with Network
Figure 3.2: Comparison of different nonlinearities in convolution.
Linear convolution with the activation function forms a generalized linear model of
the input patch. Maxout networks form a piecewise linear function which is
capable of separating convex sets. Convolution with a universal approximating
network can separate data that lie on a nonlinear and non-convex manifold.
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nTF n−1i,j + b
n, 0). (3.2)
Here n is the number of layers in the multilayer perceptron. Xi,j and
Fi,j are the patches centered at i, j on either the image or the feature map
respectively. Rectified linear unit max(x, 0) is used as the activation function
in the multilayer perceptron.
From cross channel (cross feature map) point of view, Equation (3.2) is
equivalent to cascaded parametric recombination of the feature maps on a
normal convolution layer. Each layer performs weighted linear recombination
on the input feature maps, which then go through a rectifier linear unit. This
process is performed again and again in the next layers.
The Mlpconv layer is also equivalent to applying stacked 1x1 convolution
layers on top of the original convolution layer (Figure 3.3). These 1x1 con-
volution layers allows for better abstraction of the input, while does not mix
spatially.
Comparison to maxout layers: the maxout layers in the maxout net-
work performs max pooling across multiple affine feature maps [16]. The




Maxout over linear functions forms a piecewise linear function which is
capable of modelling any convex function. For a convex function, samples
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Figure 3.3: Mlpconv is equivalent to applying 1x1 convolution on normal
convolutional layer.
approximating convex functions of the local patch, maxout has the capability
of forming separation hyperplanes for concepts whose samples are within a
convex set (i.e. l2 balls, convex cones). Mlpconv layer differs from maxout layer
in that the convex function approximator is replaced by a universal function
approximator, which has greater capability in modelling various distributions
of latent concepts. The difference is illustrated in Figure 3.2.
3.3.2 Global Average Pooling
Conventional convolutional neural networks perform convolution in the lower
layers of the network. For classification, the feature maps of the last convo-
lutional layer are vectorized and fed into fully connected layers followed by a
softmax logistic regression layer [34, 16, 66]. This structure bridges the con-
volutional structure with traditional neural network classifiers. It treats the
convolutional layers as feature extractors, and the resulting feature is classified
in a traditional way.
However, the fully connected layers are prone to overfitting, thus hamper-
ing the generalization ability of the overall network. Dropout is proposed by
Hinton et al. [22] as a regularizer which randomly sets half of the activations
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Figure 3.4: Fully connected layers vs Global average pooling layer.
to the fully connected layers to zero during training. It has improved the
generalization ability and largely prevents overfitting [34].
In this work, we propose another strategy called global average pooling to
replace the traditional fully connected layers in CNN. The idea is to generate
one feature map for each corresponding category of the classification task in
the last mlpconv layer. Instead of adding fully connected layers on top of
the feature maps, we take the average of each feature map, and the resulting
vector is fed directly into the softmax layer. A comparison of fully connected
layers and the global average pooling layer is show in Figure 3.4.
One advantage of global average pooling over the fully connected layers is
that it is more native to the convolution structure by enforcing correspondences
between feature maps and categories. Thus the feature maps can be easily
interpreted as categories confidence maps. Another advantage is that there
is no parameter to optimize in the global average pooling thus overfitting is
avoided at this layer. Furthermore, global average pooling sums out the spatial
information, thus it is more robust to spatial translations of the input.
We can see global average pooling as a structural regularizer that explicitly
enforces feature maps to be confidence maps of concepts (categories). This is
made possible by the mlpconv layers, as they makes better approximation to
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Figure 3.5: The overall structure of Network In Network.
In this thesis the NINs include the stacking of three mlpconv layers and one global
average pooling layer.
3.3.3 Network In Network Structure
The overall structure of NIN is a stack of mlpconv layers, on top of which lies
the global average pooling and the objective cost layer. Sub-sampling layers
can be added in between the mlpconv layers as in CNN and maxout networks.
Figure 3.5 shows an NIN with three mlpconv layers. Within each mlpconv
layer, there is a three-layer perceptron. The number of layers in both NIN and
the micro networks is flexible and can be tuned for specific tasks.
3.4 Experiments
We evaluate the performance of NIN on image classification of several datasets:
CIFAR-10 [33], CIFAR-100 [33], SVHN [45], MNIST [38] and last but not least,
the Imagenet dataset [11]. The implementation of “Network In Network” was
originally based on cuda-convnet code developed by Alex Krizhevsky [34]. It
is later migrated to Caffe [29].
CIFAR-10, CIFAR-100, SVHN, MNIST are datasets of small images, the
size of the images are 32x32 for CIFAR-10/100 and SVHN dataset, it is even
smaller (28x28) for MNIST. CIFAR10/100 and MNIST are also small in the
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amount of images they contain. There are around 50,000 training images,
10,000 validation images and 10,000 testing images in these datasets. The
networks used for these datasets all consist of three stacked mlpconv layers.
The mlpconv layers in all the experiments are followed by a spatial max pooling
layer which down-samples the input image by a factor of two. As a regularizer,
dropout is applied on the outputs of all but the last mlpconv layers. Unless
stated specifically, all the networks used in the experiment section use global
average pooling instead of fully connected layers at the top of the network.
Another regularizer applied is weight decay as used by Krizhevsky et al. [34].
Figure 3.5 illustrates the overall structure of NIN network used for these four
datasets. Preprocessing of the datasets, splitting of training and validation
sets all follow Goodfellow et al. [16].
We adopt the training procedure used by Krizhevsky et al. [34]. Namely,
we manually set proper initializations for the weights and the learning rates.
The network is trained using mini-batches of size 128. The training process
starts from the initial weights and learning rates, and it continues until the
accuracy on the training set stops improving, and then the learning rate is
lowered by a scale of 10. This procedure is repeated once such that the final
learning rate is one percent of the initial value.
3.4.1 CIFAR-10
The CIFAR-10 dataset [33] is composed of 10 classes of natural images with
50,000 training images in total, and 10,000 testing images. Each image is an
RGB image of size 32x32. For this dataset, we apply the same global contrast
normalization and ZCA whitening as was used by Goodfellow et al. in the
maxout network [16]. We use the last 10,000 images of the training set as
validation data.
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The number of feature maps for each mlpconv layer in this experiment
is set to the same number as in the corresponding maxout network. Two
hyper-parameters are tuned using the validation set, i.e. the local receptive
field size and the weight decay. After that the hyper-parameters are fixed
and we re-train the network from scratch with both the training set and the
validation set. The resulting model is used for testing. We obtain a test error
of 10.41% on this dataset, which improves more than one percent compared to
the state-of-the-art. A comparison with previous methods is shown in Table
3.1.
Table 3.1: Test set error rates for CIFAR-10 of various methods.
Method Test Error
Stochastic Pooling [66] 15.13%
CNN + Spearmint [56] 14.98%
Conv. maxout + Dropout [16] 11.68%
NIN + Dropout 10.41%
CNN + Spearmint + Data Augmentation [56] 9.50%
Conv. maxout + Dropout + Data Augmentation [16] 9.38%
DropConnect + 12 networks + Data Augmentation [63] 9.32%
NIN + Dropout + Data Augmentation 8.81%
It turns out in our experiment that using dropout in between the mlpconv
layers in NIN boosts the performance of the network by improving the gener-
alization ability of the model. As is shown in Figure 3.6, introducing dropout
layers in between the mlpconv layers reduced the test error by more than 20%.
This observation is consistent with Goodfellow et al. [16]. Thus dropout is
added in between the mlpconv layers to all the models used in this thesis.
The model without dropout regularizer achieves an error rate of 14.51% for
the CIFAR-10 dataset, which already surpasses many previous state-of-the-
arts with regularizer (except maxout). Since performance of maxout without
dropout is not available, only dropout regularized version are compared in this
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thesis.



















training error w/o dropout
training error w/ dropout
testing error w/o dropout
testing error w/ dropout
Figure 3.6: The regularization effect of dropout in between mlpconv layers.
Training and testing error of NIN with and without dropout in the first 200 epochs
of training is shown.
To be consistent with previous works, we also evaluate our method on the
CIFAR-10 dataset with translation and horizontal flipping augmentation. We
are able to achieve a test error of 8.81%, which sets the new state-of-the-art
performance.
3.4.2 CIFAR-100
The CIFAR-100 dataset [33] is the same in size and format as the CIFAR-10
dataset, but it contains 100 classes. Thus the number of images in each class
is only one tenth of the CIFAR-10 dataset. For CIFAR-100 we do not tune
the hyper-parameters, but use the same setting as the CIFAR-10 dataset. The
only difference is that the last mlpconv layer outputs 100 feature maps. A test
error of 35.68% is obtained for CIFAR-100 which surpasses the current best
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performance without data augmentation by more than one percent. Details of
the performance comparison are shown in Table 3.2.
Table 3.2: Test set error rates for CIFAR-100 of various methods.
Method Test Error
Learned Pooling [44] 43.71%
Stochastic Pooling [66] 42.51%
Conv. maxout + Dropout [16] 38.57%
Tree based priors [58] 36.85%
NIN + Dropout 35.68%
3.4.3 Street View House Numbers
The SVHN dataset [45] is composed of 630,420 32x32 color images, divided
into training set, testing set and an extra set. The task of this data set is to
classify the digit located at the center of each image. The training and testing
procedure follow Goodfellow et al. [16]. Namely 400 samples per class selected
from the training set and 200 samples per class from the extra set are used for
validation. The remainder of the training set and the extra set are used for
training. The validation set is only used as a guidance for hyper-parameter
selection, but never used for training the model.
Table 3.3: Test set error rates for SVHN of various methods.
Method Test Error
Stochastic Pooling [66] 2.80%
Rectifier + Dropout [57] 2.78%
Rectifier + Dropout + Synthetic Translation [57] 2.68%
Conv. maxout + Dropout [16] 2.47%
NIN + Dropout 2.35%
Multi-digit Number Recognition [15] 2.16%
DropConnect [63] 1.94%
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Preprocessing of the dataset again follows Goodfellow et al. [16], which was
a local contrast normalization. The structure and parameters used in SVHN
are similar to those used for CIFAR-10, which consist of three mlpconv layers
followed by global average pooling. For this dataset, we obtain a test error
rate of 2.35%. We compare our result with methods that did not augment the
data, and the comparison is shown in Table 3.3.
3.4.4 MNIST
The MNIST [38] dataset consists of hand written digits 0-9 which are 28x28
in size. There are 50,000 training images 10,000 validation images and 10,000
testing images in total. For this dataset, the same network structure as used for
CIFAR-10 is adopted. But the numbers of feature maps generated from each
mlpconv layer are reduced. Because MNIST is a simpler dataset compared
with CIFAR-10; fewer parameters are needed. We test our method on this
dataset without data augmentation. The result is compared with previous
works that adopted convolutional structures, and are shown in Table 3.4.
Table 3.4: Test set error rates for MNIST of various methods.
Method Test Error
2-Layer CNN + 2-Layer NN [66] 0.53%
Stochastic Pooling [66] 0.47%
NIN + Dropout 0.47%
Conv. maxout + Dropout [16] 0.45%
We achieve comparable but not better performance (0.47%) than the cur-
rent best (0.45%) since MNIST has been tuned to a very low error rate.
52
3.4.5 Imagenet
The Imagenet [11] is an image database organized according to the WordNet
hierarchy. Based on this dataset, the Imagenet Large Scale Visual Recognition
Challenge (ILSVRC) was started on 2010 and held yearly since then. The
dataset for ILSVRC classification task contains more than 1 million images
with 1000 categories. It is one of the largest labeled image dataset that has
been intensively used both in academia and industry.
The Network In Network structure used for this dataset is shown in Table
3.5.
Table 3.5: Four Layer Network In Network for Imagenet.
Layer Details
convolution filter size: 11, stride: 4, # filters: 96
1x1 convolution # filters: 96
1x1 convolution # filters: 96
max pooling size: 3, stride: 2
convolution filter size: 5, stride: 1, # filters: 256
1x1 convolution # filters: 256
1x1 convolution # filters: 256
max pooling size: 3, stride: 2
convolution filter size: 3, stride: 1, # filters: 384
1x1 convolution # filters: 384
1x1 convolution # filters: 384
dropout ratio: 0.5
convolution filter size: 3, stride: 1, # filters: 1024
1x1 convolution # filters: 1024
1x1 convolution # filters: 1000
global average pooling NA
softmax loss NA
Compared to AlexNet which is the 2012 ILSVRC winning network [34],
NIN is a much more compact model. The number of parameters in the model
is reduced to one eighth of the AlexNet with a similar performance. The
training time is also reduced to half of AlexNet because the NIN structure
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has less computation (the 1x1 convolution is very efficient) and that NIN
removes fully connected layers and the dropout layers which results in a faster
convergence rate.
Table 3.6: NIN compared to AlexNet.
# of parameters Top-5 error rate Training time
AlexNet 60 Million (230 Megabytes) 18.2% 8 days
NIN 7.5 Million (29 Megabytes) 17.9% 4 days
3.4.6 NIN in ILSVRC 2014
Based on NIN, we participated in the ILSVRC 2014 competition. The model
used in the competition is based on ZFNet which is the ILSVRC 2013 winner
[67]. The ZFNet is enhanced by adding 1x1 convolutional layers on top of the
convolutional layers (Table 3.8). The other structures and hyper-parameters
are kept the same as the ZFNet. The performance of this network is compared
to the other competitors in ILSVRC 2014 in Table 3.7. NIN ranked 6th in
ILSVRC 2014. However, the benefit of nonlinearity in the convolutional layer
is still proved as the performance is improved more than one percent over the
ZFNet.
Table 3.7: NIN in ILSVRC 2014.
Top-5 error rate
ZFNet single model 12.53% [26]
NIN single model 10.91% [27]
GoogLeNet single model 9.15% [61]
VGGNet single model 9.0 % [54]
SPPNet single model 9.07 % [27]
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fully connected # output: 4096
dropout ratio: 0.5
fully connected # output: 4096
dropout ratio: 0.5
fully connected # output: 1000
softmax loss NA
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fully connected # output: 4096
dropout ratio: 0.5
fully connected # output: 4096
dropout ratio: 0.5
fully connected # output: 1000
softmax loss NA
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3.4.7 Global Average Pooling as a Regularizer
Global average pooling layer is similar to the fully connected layer in that
they both perform linear transformations of the vectorized feature maps. The
difference lies in the transformation matrix. For global average pooling, the
transformation matrix is prefixed and it is non-zero only on block diagonal
elements which share the same value. Fully connected layers can have dense
transformation matrices and the values are subject to back-propagation op-
timization. To study the regularization effect of global average pooling, we
replace the global average pooling layer with a fully connected layer, while
the other parts of the model remain the same. We evaluated this model with
and without dropout before the fully connected linear layer. Both models
are tested on the CIFAR-10 dataset, and a comparison of the performances is
shown in Table 3.9.
Table 3.9: Global average pooling compared to fully connected layer.
Method Testing Error
mlpconv + Fully Connected 11.59%
mlpconv + Fully Connected + Dropout 10.88%
mlpconv + Global Average Pooling 10.41%
As is shown in Table 3.9, the fully connected layer without dropout regu-
larization gave the worst performance (11.59%). This is expected as the fully
connected layer overfits to the training data if no regularizer is applied. Adding
dropout before the fully connected layer reduced the testing error (10.88%).
Global average pooling has achieved the lowest testing error (10.41%) among
the three.
We then explore whether the global average pooling has the same regular-
ization effect for conventional CNNs. We instantiate a conventional CNN as
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described by Hinton et al. [22], which consists of three convolutional layers
and one local connection layer. The local connection layer generates 16 fea-
ture maps which are fed to a fully connected layer with dropout. To make the
comparison fair, we reduce the number of feature map of the local connection
layer from 16 to 10, since only one feature map is allowed for each category in
the global average pooling scheme. An equivalent network with global aver-
age pooling is then created by replacing the dropout + fully connected layer
with global average pooling. The performances were tested on the CIFAR-10
dataset.
This CNN model with fully connected layer can only achieve the error
rate of 17.56%. When dropout is added we achieve a similar performance
(15.99%) as reported by Hinton et al. [22]. By replacing the fully connected
layer with global average pooling in this model, we obtain the error rate of
16.46%, which is one percent improvement compared with the CNN without
dropout. It again verifies the effectiveness of the global average pooling layer
as a regularizer. Although it is slightly worse than the dropout regularizer
result, we argue that the global average pooling might be too demanding for
linear convolution layers as it requires the linear filter with rectified activation
to model the confidence maps of the categories.
3.4.8 Visualization of NIN
We explicitly enforce feature maps in the last mlpconv layer of NIN to be
confidence maps of the categories by means of global average pooling, which
is possible only with stronger local receptive field modelling, e.g. mlpconv in
NIN. To understand how much this purpose is accomplished, we extract and
directly visualize the feature maps from the last mlpconv layer of the trained
model for CIFAR-10.
57
Figure 3.7 shows some exemplar images and their corresponding feature
maps for each of the ten categories selected from CIFAR-10 test set. It is
expected that the largest activations are observed in the feature map corre-
sponding to the ground truth category of the input image, which is explicitly
enforced by global average pooling. Within the feature map of the ground truth
category, it can be observed that the strongest activations appear roughly at
the same region of the object in the original image. It is especially true for
structured objects, such as the car in the second row of Figure 3.7. Note that
the feature maps for the categories are trained with only category information.
Better results are expected if bounding boxes of the objects are used for fine
grained labels.
1        2         3         4         5         6        7         8         9       10     1        2         3         4         5         6        7         8         9       10     
Figure 3.7: Visualization of the feature maps from the last mlpconv layer.
Only top 10% activations in the feature maps are shown. The categories
corresponding to the feature maps are: 1) airplane, 2) automobile, 3) bird, 4) cat,
5) deer, 6) dog, 7) frog, 8) horse, 9) ship, 10) truck. Feature maps corresponding
to the ground truth of the input images are highlighted. The left panel and right
panel are different exemplars.
The visualization again demonstrates the effectiveness of NIN. It is achieved
via a stronger local receptive field modelling using mlpconv layers. The global
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average pooling then enforces the learning of category level feature maps. Fur-
ther exploration can be made towards general object detection. Detection re-
sults can be achieved based on the category level feature maps in the same
flavour as in the scene labelling work of Farabet et al. [12].
3.5 Conclusions
We propose a novel deep network called “Network In Network” (NIN) for
classification tasks. This new structure consists of mlpconv layers which use
multilayer perceptrons to convolve the input and a global average pooling
layer as a replacement for the fully connected layers in conventional CNN.
Mlpconv layers model the local patches better, and global average pooling acts
as a structural regularizer that prevents overfitting globally. With these two
components of NIN we demonstrate state-of-the-art performance on CIFAR-
10, CIFAR-100 datasets. For NIN on Imagenet, we largely reduce the model
size and training time as compared to the previous state-of-the-art. Through
visualization of the feature maps, we demonstrate that feature maps from the
last mlpconv layer of NIN are confidence maps of the categories, and this





There are two categories of neural networks, the feedforward neural networks
and the energy based models. Given observations (x, y) where x is the data
and y is the label. The feedforward networks are often discriminated models
that model the distribution of p(y|x), while energy based models describe the
joint distribution p(x, y) and are called generative models because the data
generation process is also described in the model.
Energy based model is an indispensable factor of the recent revival of neural
networks. For a long time, researchers believe that deep feedforward neural
networks are not trainable due to the vanishing gradient problem [23]. It is
until 2006 that this problem is solved by using a restricted boltzmann machine
to pretrain the network layerwisely [20], which is considered as an important
milestone for deep learning. The feedforward neural nets have achieved great
success in the following years because of the availability of large scale labeled
datasets [11] and the ability to train deep feedforward networks end to end
with stochastic gradient descent (SGD) [34]. Although feedforward neural
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network is the main model that pushes the current deep learning movement
in both academia and industry, energy based models are still a key research
topic as they are 1) theoretically sound with statistical interpretation, and 2)
a more practical model for unsupervised data which is easier to obtain.
From the perspective of biological plausibility, both feedforward neural nets
and energy based models are limited. Feedforward neural networks are limited
in that there’s only one direction of information flow, and the feedback loops
that widely exist in the brain are missing. The remediation for the missing
feedback loops from the energy based models is the symmetric bidirectional
connections between neurons [19]. However, symmetric connections are also
not biologically plausible, since biological neural networks are more flexible in
their connection forms. In this chapter, we introduce the neural dynamical
system (NDS) model by interpreting the neural networks as dynamical sys-
tems. We show that NDS is a generalization of both the feedforward neural
network and the energy based model and yet removes the constraints of both
models by allowing any sort of connection between neurons. We empirically
adapt the learning rule of energy based models to NDS so that NDS can be
trained unsupervised. We then further extend the unsupervised learning rule
to solve supervised problems by treating the supervised information as part of
the data.
The goal of NDS is to unify unsupervised learning and supervised learning
within the same framework, so that both labeled data and unlabeled data can
be utilized for representation training, which hopefully would be more useful
than the representations learnt by supervised learning alone.
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4.2 Differential Neuron Model
Introducing feedback loops into the feedforward neural networks makes the
neural net recurrent, which can not be directly implemented in the feedforward
neural net framework. To construct a neural dynamical system, a differential
version of the neuron model is introduced as follows. With p as postsynaptic
potential (psp), r as the firing rate of the neuron. The superscript l is the
index for the layers and W (l,l−1) stands for the connection weight from layer
l − 1 to layer l.
dpl
dt
= W (l,l−1)rl−1 − δlpl (4.1)
rl = σ(pl + bl) (4.2)
Equation (4.1) describes that the postsynaptic potential accumulates at
the rate of neural transmitter received, which is controlled by the product of
synaptic strength and presynaptic firing rate. At the same time psp has an
exponential decay controlled by the decay constant δ. For Equation (4.2),
postsynaptic neuron fires only when psp reach a certain threshold, and will




= W (l,l−1)σ(pl−1 + bl−1)− δlpl (4.3)
Putting the differential equation of all neurons together, we can obtain a
set of differential equations, which describes a dynamical system called Neural
Dynamical Systems (NDS). Besides the decay term, there is only one term
on the right-hand side of Equation (4.3), which describes the connection from
layer l − 1 to layer l. Considering the connections in the real neural system
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contain feedback loops and lateral connections, additional terms are added to
the right-hand side of Equation (4.3) which forms Equation (4.4).
dpl
dt
= W (l,l−1)σ(pl−1 + bl−1)︸ ︷︷ ︸
feedforward
+W (l,l+1)σ(pl+1 + bl+1)︸ ︷︷ ︸
feedback





4.3 Generalizing Feedforward Neural Networks
The differential neuron model allows not only forward connections but also
backward and lateral connections. In the special case where there’s only feed-
forward connection, the differential neuron model is equivalent to the feedfor-
ward neural networks. For neuron dynamical systems with only feedforward
connection, the dynamical system would eventually evolve to a fixed point.
By setting the left hand side of Equation (4.3) to zero, the fix point can be
solved:











rl−1 + bl−1) (4.6)
Thus the differential neuron model is a more general form of the feedforward
model.
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4.4 Generalizing Gaussian Boltzmann Machine
NDS is also a generalization of the energy based models. Consider the simplest
NDS which has two layers and only the feedforward and feedback connections
(the lateral connections are omitted from Equation (4.4)). We denote the




= W v,hσ(h+ bh)− δvv
dh
dt
= W h,vσ(v + bv)− δhh
(4.7)
To simplify the system, we replace the σ with identity function and restrict
the forward and backward weights to be symmetric, namely W v,h = W h,vT =
W . With these two constraints, it is then easy to see that this dynamical
system becomes a gradient system [55]. The energy function of the gradient
system can be obtained by integrating the differential equations.
E(v, h) = −vTWh+ δvv2 −Wbhv + δhh2 −W T bvh (4.8)
It is easy to form a link between Equation (4.8) with the energy function
of a gaussian RBM [19]:
E(v, h) = −vTWh+ δv(v − Wb
hv
2δv





Under the supervised setting, it is easy to discretize the differential equations
and numerically evolve the dynamical system till an equilibrium point and
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apply the supervised objective function on it. The weights of the system can
be updated using back-propagation through time (BPTT). However, we are
more interested in the unsupervised training as it is 1) more useful when there’s
only a handful of labeled data but a huge amount of unlabeled data, and 2)
unsupervised training is more biologically plausible.
Unsupervised models are often probability models which are trained by
maximizing the probability of the observed samples for the model. Energy-
based model is one type of the probability models whose probability distribu-









Here x is a vector representing all variables in the dynamical system. In a
system with both visible nodes v and hiddens nodes h such as the two layer
system described in Section 4.4, x = (v, h). Namely x consists of both v and
h. The deduction in this chapter is based on the two layer system, but it can
be easily extended to multiple layer structure with h splitted into multiple
groups. Z in Equation (4.10) is the normalization constant, which can be
obtained by integrating e−E(x) over x (Equation (4.11)). For a probability
model with both observed and hidden variables p(v, h; θ), the parameter θ
can be estimated as shown in Equation (4.12) by maximizing the marginal







p(vi, h; θ) (4.12)
The integration in Equation (4.12) becomes a summation over all possible h
values when the distribution of h is discrete, for example, the restricted boltz-
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mann machine. However, in most cases the integration is intractable. What’s
more, in order to extend it to the general case of neural dynamical systems
whose Jacobian might not be symmetric, we can not assume the availability
of the energy function. Thus we need an alternative method to perform maxi-
mum likelihood estimation which does not require the knowledge of the energy
function.
4.5.1 Hard EM
We propose to estimate the parameter of Equation (4.8) using “hard EM”,
which iteratively optimizes the hidden variable and the model parameter.
hti = arg max
h
log p(vi, h; θ
t−1) (4.13)






“Hard EM” can be seen as a variational approximation to Equation (4.12)
where a δ function is used to approximate the posterior p(h|v), so that in the
“E step” the hidden variable h gets a point estimation. This way, “hard EM”
approximately optimizes the marginal probability p(v). We show that with
a few modifications the calculation process of “hard EM” does not require
an explicit form of the energy function E(v, h). This property makes “hard
EM” applicable to the case where the dynamical system is not a gradient
system, and the energy function is intractable from the differential equation.
Nevertheless, the following deduction is valid only in the case of a gradient




Combining Equation (4.13) and Equation (4.10), the expectation step can be
rewritten as:




In the two layer model, the energy function (Equation (4.8)) is a positive
definite quadratic function, thus the values of the hidden nodes can be obtained
with a close form solution.
However, in order to extend the expectation step to the case where energy
function is not directly available, the use of energy function should be avoided.
Instead, the expectation step should be able to infer the value of h using
merely the differential equation. This is indeed feasible because the energy
function in the gradient system (or the Lyapunov function in the general case)
monotonically decreases as the system evolves. The estimation of h can be
obtained by evolving the dynamical system to equilibrium.
In practice, we only evolve the dynamical system for a fixed number of
steps, and count on the maximization step to bring the local minimum of
the Lyapunov function to proximity (within the fixed number of steps) of the
observations. Section 4.5.2 has a more elaborated description of this.
There are many sophisticated numerical methods for solving the differ-
ential equations such as the high order Runge-Kutta methods [18]. In this
study, the differential equations are discretized using the Euler method with
fixed step size. Thus in the expectation step we fix the visible nodes to the
observations and iteratively update the hidden nodes of dynamical system for
a fixed number of steps as to estimate the hidden nodes.
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Maximization Step
Equation (4.14) defines the maximization step of “hard EM”, which is a max-
imum likelihood estimation problem for the joint probability. The maximiza-
tion step also depends on the knowledge of the energy function. Fortunately,
an alternative method for parameter estimation is available which does not
require the energy function.
Score matching is proposed in [25] as an alternative of maximum likelihood
estimation. It is proposed for models where the probability density function
is known only up to a multiplicative normalization constant. The discrete
objective of score matching for N samples is given in Equation (4.16). x is
a M dimensional vector and xj is the jth element in the vector. In the case
of using score matching as a replacement to maximum likelihood of p(v, h) in












2 + ∂jψj(x(t); θ)] (4.16)








The first term in this objective function minimizes the l2 norm of the deriva-
tive of the energy function, which is also the right-hand side of the differential
equation in the case of a gradient system. In other words, the first term en-
courages the samples to be located near fixed points of the dynamical system.
The second term maximizes the second order derivative of the energy function
with respect to each of the variables in the system, which is equal to maximiz-
ing the sum of eigenvalues of the Hessian of the energy function or Lyapunov
function. This term encourages the Hessian matrix to be positive definite near
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the samples and make the fixed points locally stable. Score matching can
be extended to general dynamical systems by replacing the gradient of energy
function with the right-hand side of the differential equations, and the Hessian
of the energy function with the negative Jacobian of the differential equations.
4.5.2 Interpretation as Variational Approximation
“Hard EM” requires iteration between the expectation step and maximization
step while inside each step there is an inner loop, making the computation inef-
ficient. Moreover, “Hard EM” requires all the data to be fed at once, while for
large scale training problems, it is more preferable to use batched algorithms.
In this section, we reformulate the solution as variational approximation to
the original problem, thus the system can be trained using stochastic gradient
descent as in [30].
Variational Bayes method approximates the intractable posterior proba-
bility p(h|vi; θ) with an approximate q(h|vi). The marginal likelihood can be
decomposed as in Equation (4.17). The first term is the KL divergence be-
tween the approximate and the true posterior, since KL divergence is always
positive; the second term is called the variational lower bound of the marginal
likelihood.
log p(vi; θ) = DKL(q(h|vi)‖p(h|vi; θ)) + L(vi; θ) (4.17)
L(vi; θ) = Eq(h|vi)[− log q(h|vi) + log p(vi, h)]
We replace the q(h|vi) with δ(h−µi) where µi is obtained by clamping the
visible nodes to vi and update h from a random initialization for a fixed number
of steps according to the differential equation. δ function can be viewed as
an gaussian with the covariance approximating zero, although zero covariance
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is probably not a good approximate for the posterior. A better estimation of
the covariance could be obtained using the local second order gradient of the
system. This option will be explored in our future works. In this thesis, we’ll
use the δ function for approximation. With q(h|vi) = δ(h − µi), the lower
bound can be simplified to:
L(vi; θ) = log p(vi, µi) (4.18)
As has been discussed in Section 4.5.1, the above objective function can be
substituted with the score matching objective.
Expanding the estimation of µi, the computation graph of NDS is shown in
Figure 4.1. With the first layer clamped to the observation, the hidden nodes
are updated for n frames to obtain µi. The score matching objective function
is applied to the final states. With this directed acyclic computation graph,
we can then apply stochastic gradient descent on the objective because µi is
differentiable, and the gradients of the parameters can be obtained by BPTT.





Figure 4.1: The computation graph of the Neural Dynamical Systems.
The system starts out from a random initial state, and iterates for n frames
according to the differential discretized with Euler’s method. The score matching
objective function is applied to final states.
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4.6 Relationship to Deep Generative Stochas-
tic Networks (GSN)
The generative stochastic networks introduced in [2] treats the denoising au-
toencoder as a Markov transition operator. The higher layers in deep GSN are
inspired by the unfolded computation graph of the deep boltzmann machine to
help the reconstruction of the denoising autoencoder. The computation graph
of NDS described in the previous section is very similar to the generative
stochastic networks, but with a few exceptions.
1. The GSN is stochastic, and the visible and hidden nodes are injected
with noises during the computation, while the computation graph of
NDS is deterministic.
2. In GSN the cost function is only applied to the bottom of the network,
requiring the input signal to be reconstructed from the first hidden layer.
In NDS, all the layers are required to reach fixed point at the final frame.
The walkback algorithm introduced in the GSN paper is similar to back-
propagation through time in GSN.
3. GSN updates the odd and even layers alternatively, while NDS updates
all the layers at the same time with a random initialization.
4. NDS is developed from differential equations which is continuous in na-
ture. It is discretized using Euler’s method with fixed step length. GSN
can be seen as a special case where both the decay constant and step
length are set to one. States from the previous frame are always forgot
in the current frame.
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4.7 Supervised Learning as Multimodal Learn-
ing
It is unlikely for the human brain to be supervised trained with labels to guide
the optimization of neural connections. It is more natural for the biological
neural systems to be given multimodal signals and to unsupervised learn the
statistical relationship of the signals. Considering label as part of the signal,
we can transform the supervised learning problem into unsupervised problem.
Training with supervision information as an unsupervised problem is not a
novel idea. An early work called “Bidirectional Associative Memory” [31]
was proposed to do two way associative search for stored patterns. In a
more recent work, this problem was put into the restricted boltzmann ma-
chine framework [35], it was demonstrated that unsupervised model such as
restricted boltzmann machine can also be utilized for supervised tasks and even
for semi-supervised learning when only part of the data contains supervision
information.
Supervised information can be introduced to NDS by making it bidirec-
tional. The information fed to the system comes in from both ends of the
layers. The computation graph is still the same as in Figure 4.1. However,
during training the first layer is clamped to the input data, and the last layer
is clamped to the input label. The back-propagation works exactly the same
way as the unsupervised case. During testing, only the first layer is clamped
to the input data. The last layer starts from a random initial value and we
take the final state of the last layer as the prediction.
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4.8 Experiments
Training of neural dynamical system is quite time consuming because of the
BPTT algorithm propagates and accumulates the gradient back through time.
We carried out the experiments on the MNIST dataset [38] which is small
enough and often used in training generative models. The MNIST dataset
consists of hand written digits 0-9 which are 28x28 in size. There are 50,000
training images, 10,000 validation images and 10,000 testing images in total.
There are bidirectional dense connections between the nodes in adjacent layers.
Within one layer, there are dense lateral connections.
4.8.1 Unsupervised Learning
We constructed models with different number of layers. As the image size
of MNIST dataset is 28x28, the resulting input vector is 784 in length, the
number of nodes are decreased as it goes deeper. The settings of the networks
are described in Table 4.1.
Table 4.1: Architectures of NDSs for unsupervised learning.
Number of layers Nodes of each layer
2 784, 512
3 784, 512, 256
4 784, 512, 256, 128
After the NDSs are trained on the training set, we test the ability of the
NDSs to recover the information in noisy images. The test is the same as in
[2]. The bottom half of the validation images is replaced with random gaussian
noises, and the noisy images are used as inputs to the NDSs. We iterate the
dynamical system for 20 frames with the top half of the image clamped and







Figure 4.2: Noisy samples recovered using NDS with different number of layers
the recovery process is show in Figure 4.2. The rows show different exemplars
while the columns show the evolution process in time.
Regularization by Noise Injection
Since we use the Euler’s method for discretization of the differential equations,
it would be dangerous to use a large step length or a large decay value, as
the variable may overshoot in one step and deviate too much from its orbit.
Therefore, in the experiments, we fix the decay constant to one for all the
variables and choose a step length of 0.5. Fixing the decay constant is, however,
unfavorable for the learned model, as the objective function maximizes the
decay of the variable to encourage the stability of the fixed points.
We resort to other regularization methods to compensate for this. Injecting
noise in the data has been shown to be an effective regularization method in
[3]. With noise injected in the data, the first layer of NDS becomes a denoising
autoencoder. An denoising autoencoder projects the noisy samples back to the
manifold of the clean samples, which is another way to encourage the stability
of around region of the samples.
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Figure 4.3: Denoising results of 3 layer NDS without any regularization.
The results in Figure 4.2 are obtained by injecting noise in the input data
during training. Results from the same 3 layer NDS without noise injection is
shown in Figure 4.3. As can be seen from Figure 4.3, the reconstruction is not
so reasonable for some of the data, and the edges of the digits are blurred.
4.8.2 Supervised Learning
To add supervision to the model, an extra layer with 10 hidden nodes is added
on top of the models shown in Table 4.1. We treat the label as another
modality of information and feed it to the top layer of the NDS. The model is
trained with the 50,000 training data and tested on the test data.
The classification performance of NDSs on MNIST dataset is shown in
Table 4.2. The classification performance gets better and better as the number
of hidden layer increases. Although the results are not comparable to the
other methods that use either discriminative model or semi-supervised learning
whose error rates are around or below 1.00% [68], it is fairly good considering
that it is trained with the unsupervised learning rule, and the hyperparameter
is not tuned for performance. Furthermore, as mentioned in Section 4.3, the
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NDS generalizes the feedforward networks, and we can always readjust the
scaling factors on the objective of each layer and place more emphasis on the
last layer to make the model more discriminative in a similar way as [68].
Table 4.2: Classification error of NDS on MNIST dataset.
Network Configuration Test Set Error
784, 512, 10 0.050
784, 512, 256, 10 0.031
784, 512, 256, 128, 10 0.017
4.9 Conclusion
This Chapter describes the neural dynamical system algorithm which is a trial
to form a link between feedforward models and energy based models. The
goal of doing so is to be able to utilize both supervised data and unsupervised
data for training of neural networks. We first construct a dynamical system by
introducing the differential neuron model and add backward connections into
the feedforward network. The unsupervised learning rule is then empirically
developed by forming analogies between the neural dynamical system and
energy based models. It is worth noting that the computation graph of the
proposed learning method indicates a link to the recently proposed Generative
Stochastic Networks. Besides unsupervised learning, we extend the method to




The current success of deep learning can be largely attributed to two factors,
the strong computation power provided by modem GPU and the structural
choice of the neural networks (convolutional structure, recurrent structures
etc.). The computing power is crucial for training large models on a large
amount of data, while the structural choice helps unfold the intrinsic manifold
of the data. Motivated by this, this thesis focuses on two aspects of deep
learning the computation platform and the algorithms.
For the computation platform part, a platform named Purine is proposed
and implemented based on the Bi-Graph abstraction. The Bi-Graph abstrac-
tion is shown to be a descriptive representation for the deep neural net archi-
tecture. More importantly, it is shown that different schemes of parallelization
of the deep networks can be effectively described using the Bi-Graph abstrac-
tion. The speed and memory efficiency of Purine and the ability to parallelize
on a GPU cluster are proved with experiments.
However, there are still lots of improvements that can be added to Purine.
For example, the interface of Purine is not user friendly which requires the user
to explicitly compose a network by connecting data nodes and operator nodes
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together. This could be replaced by a symbolic interface, in which users write
symbolic expressions which are then compiled to the underlying graph. The
future of Purine will be a joint effort with the open-source community. The
developers of several existing C++ deep learning frameworks decide to join
force to bring symbolic composition, static and dynamic graph optimization,
and kernel code optimization together in one platform called mxnet.
For the algorithms part, the “Network In Network” (NIN) structure and
the “Neural Dynamical Systems” (NDS) structure are proposed. Following the
convolutional neural networks (CNN) structure, NIN reveals the philosophy
behind convolutional neural network which is to divide and conquer when the
dimensionality of the data is very high. With the patches well classified, we
can then continue to the combination of the patches. NIN is proposed to
enhance the local discriminative ability of the model, which better abstracts
the input patches of the convolutional layer. Besides, NIN also substitutes
the fully connected layers in CNNs with a global average pooling layer, which
largely reduces the number parameters introduced by the fully connected layers
thus preventing the overfitting that happens in the fully connected layers.
Experiments on benchmark datasets show a superior performance of NIN as
compared to the conventional CNN structure. NIN has been used in many
follow up research works since its publication [39][61][64][65] because of its
good performance.
The NDS structure is a generalization of both the feedforward neural net-
works and energy based models. We first introduce the differential neuron
model. In feedforward networks and directed graphical models the activity
of the downstream neuron is a function of the upstream neuron, which is not
biologically plausible. It is more reasonable to make the changing rate of the
downstream neuron to be a function of the upstream neuron, which leads to
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our differential neuron model. We then develop an unsupervised learning rule
for training the differential equations. The differential equations can be dis-
cretized and expanded in time like a recurrent neural network which can be
trained with BPTT with any objective function. Empirically, we find that
requiring the state of the dynamical system to be a stable fixed point after a
fixed number of iterations serves as a good objective for both supervised and
unsupervised learning of the NDS. Nevertheless, we need to point out that
although NDS is capable of recovering noisy data and perform classification
tasks, the sample generation process does not work under the current experi-
ment settings. This work is still an early attempt to model neural networks as
dynamical systems. Many directions can be explored in future. For example,
it would be more preferable to develop an energy function for the system so
that models are more predictable. How to avoid numerical instability in the
discretization of the differential equation is also worth exploring.
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