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Abstract
Recently the first named author defined a 2-parametric family of groups Gk
n
[19]. Those
groups may be regarded as a certain generalisation of braid groups. Study of the connection
between the groups Gk
n
and dynamical systems led to the discovery of the following fundamental
principle: “If dynamical systems describing the motion of n particles possess a nice codimension
one property governed by exactly k particles, then these dynamical systems admit a topological
invariant valued in Gk
n
”.
TheGkn groups have connections to different algebraic structures, Coxeter groups and Kirillov-
Fomin algebras, to name just a few. Study of the Gk
n
groups led to, in particular, the construction
of invariants, valued in free products of cyclic groups.
Later the first and the fourth named authors introduced and studied the second family of
groups, denoted by Γk
n
, which are closely related to triangulations of manifolds.
The spaces of triangulations of a given manifolds have been widely studied. The celebrated
theorem of Pachner [98] says that any two triangulations of a given manifold can be connected
by a sequence of bistellar moves or Pachner moves. See also [62, 91]; the Γk
n
naturally appear
when considering the set of triangulations with the fixed number of points.
There are two ways of introducing this groups: the geometrical one, which depends on the
metric, and the topological one. The second one can be thought of as a “braid group” of the
manifold and, by definition, is an invariant of the topological type of manifold; in a similar way,
one can construct the smooth version.
In the present paper we give a survey of the ideas lying in the foundation of the Gkn and Γ
k
n
theories and give an overview of recent results in the study of those groups, manifolds, dynamical
systems, knot and braid theories.
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1 Introduction
A long time ago, when I first encountered knot tables and started unknotting knots “by hand”, I
was quite excited with the fact that some knots may have more than one minimal representative.
In other words, in order to make an object simpler, one should first make it more complicated, for
example, see Fig. 1 [78]: this diagram represents the trivial knot, but in order to simplify it, one
needs to perform an increasing Reidemeister move first.
Being a first year undergraduate student (in the Moscow State University), I first met free
groups and their presentation. The power and beauty, and simplicity of these groups for me were
their exponential growth and extremely easy solution to the word problem and conjugacy problem
by means of a gradient descent algorithm in a word (in a cyclic word, respectively).
Also, I was excited with Diamond lemma (see Fig. 2): a simple condition which guarantees the
uniqueness of the minimal objects, and hence, solution to many problems.
Being a last year undergraduate and teaching a knot theory course for the first time, I thought:
“Why do not we have it (at least partially) in knot theory?”
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Figure 1: Culprit knot
A
A1 A2
A12 = A21
Figure 2: The Diamond lemma
By that time I knew about the Diamond lemma and solvability of many problems like word
problem in groups by gradient descent algorithm. The van Kampen lemma and the Greendlinger
theorem came to my knowledge much later.
Virtual knot theory [77, 72, 73, 66], which can be formally defined via Gauß diagrams which
are not necessarily planar, is a theory about knots in thickened surfaces Sg × I considered up to
addition/removal of nugatory handles. It contains classical knot theory as a proper part: classical
knots can be thought of as knots in the thickened sphere. Hence, virtual knots have a lot of
additional information coming from the topology of the ambient space (Sg).
By playing with formal Gauß diagrams, I decided to drop any arrow and sign information and
called such objects free knots [21].
In January, 2009, I constructed a state-sum invariant of free knots valued in diagrams of free
knots, i.e., framed four-valent graphs1 [25]. For states, I was taking all possible smoothings at even
(in some sense) crossings, imposing some diagrams to be zero. This invariant was constructed in
such a way that all odd chord persisted and I got the formula
[K] = K
whenever K is a diagram of a free knot with all chords odd where no two chords can be cancelled
by a second Reidemeister move.
The deep sense of this formula can be expressed as follows:
If a virtual diagram is complicated enough, then it realises itself.
1After I constructed such invariant, I learnt that free knots were invented by Turaev five years before that and
thought to be trivial [106], hence, I disproved Turaev’s conjecture without knowing that.
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K= K’=
Smoothing
Figure 3: A picture which is its own invariant
Namely, K on the left hand side is some free knot diagram K, i.e. an equivalence class, and K
on the right hand side is a concrete graph. Hence, if K ′ is another diagram of the same knot, we
shall have [K ′] = K meaning that K is obtained as a result of smoothing of K ′. This principle is
depicted on Fig. 3.
This is an example of what we miss in classical knot theory: local minimality yields global
minimality or, in other words, if a diagram is odd and irreducible then it is minimal in a very
strong sense. Not only one can say that K ′ has larger crossing number than K, we can say that K
“lives” inside K ′. Having these “graphical” invariants, we get immediate consequences about many
characteristics of K.
Something similar we see in other situations: free groups or free products of cyclic groups,
cobordism theory for free knots, or while considering other geometrical problems. For example, if
we want to understand the genus of a surface where the knot K can be realised, it suffices for us
to look at the minimal genus where the concrete diagram K can be realised, for the genus of any
other K ′ is a priori larger than that of K [27], see also [9].
The diagrammatic approach takes me back to the time of my habilitation thesis. Once writing
a knot theory paper and discussing it with Oleg Yanovich Viro, I wrote “a classical knot is an
equivalence class of classical knot diagrams modulo Reidemeister moves”. “Well, — said Viro, —
you are restricting yourself very much. Staying at this position, how can you prove that a non-trivial
knot has a quadrisecant?”
Reflecting this after several years and having published several knot theory books [17, 8, 9], I
understood that it is not quite necessary to consider knots by using Reidemeister planar projections,
one can look for other “nodes”.
This led me to my initial preprint [19] and to an extensive study of braids and dynamical
systems. This happened around New Year 2015.
Namely, I looked at usual Artin’s braids as everybody does: as dynamical systems of points
in R2, but, instead of creating Reidemeister’s diagram by projecting braids to a screen (say, the
plane Oxz), I decided to look at those moments when some three points are collinear. This is
quite a good property of a “node” which behaves nicely under generic isotopy. Let us denote such
situations by letters aijk where i, j, k are numbers of points (this triple of numbers is unordered).
When considering four collinear points, we see that the tetrahedron (Zamolodchikov, see, for
example, [58]) equation emerges. Namely, having a dynamics with a quadruple point and slightly
perturbing it, we get a dynamics, where this quadruple point splits into four triple points.
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Writing it algebraically, we get:
aijkaijlaiklajkl = ajklaiklaijlaijk.
Definition 1. The groups Gkn are defined as follows.
Gkn = 〈am|(1), (2), (3)〉,
where the generators am are indexed by all k-element subsets of {1, · · · , n}, the relation (1) means
(am)2 = 1 for any unordered sets m ⊂ {1, · · · , n}, Card(m) = k;
(2) means
amam′ = am′am, if Card(m ∩m′) < k − 1;
and, finally, the relation (3) looks as follows. For every set U ⊂ {1, · · · , n} of cardinality (k + 1),
let us order all its k-element subsets arbitrarily and denote them by m1, · · · ,mk+1. Then (3) is:
am1 · · · amk+1 = amk+1 · · · am1 .
This situation with the Zamolodchikov equation happens almost everywhere, hence, I formu-
lated the following principle:
if dynamical systems describing the motion of n particles possess a nice codimension one prop-
erty governed by exactly k particles, then these dynamical systems admit a topological invariant
valued in Gkn.
In topological language, it means that we get a certain homomorphism from some fundamental
group of a configuration space to the groups Gkn.
Collecting all results about the Gkn groups, I taught a half-year course of lectures in the Moscow
State University entitled “Invariants and Pictures” and a 2-week course in Guangzhou. The notes
taken by my colleagues I.M. Nikonov2, D. A. Fedoseev and S. Kim were the starting point for the
present survey.
Since that time, my seminar in Moscow, my students and colleagues in Moscow, Novosibirsk,
Beijing, Guangzhou, and Singapore started to study the groups Gkn, mostly from two points of
view:
From the topological point of view, which spaces can we study?
Besides the homomorphisms from the pure braid group PBn to G3n and G
4
n, I just mention that
I invented braids for higher-dimensional spaces (or projective spaces).
Of course, the configuration space C(Rk−1, n) is simply connected for k > 3 but if we take some
restricted configuration space C ′(Rk−1, n), it will not be simply connected any more and will lead
to a meaningful notion of higher dimensional braid.
What sort of the restriction do we impose? On the plane, we consider just braids, so we say
that no two points coincide. In R3 we forbid collinear triples, in R4 we forbid coplanar quadruple
of points.
When I showed the spaces I study to my coauthor, Jie Wu, he said: look, these are k-regular
embeddings, they go back to Carol Borsuk. Indeed, after looking at some papers by Borsuk, I saw
similar ideas were due to P. L. Chebysheff ([46, 79]).
2I.M. Nikonov coauthored my first published paper about Gkn.
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By the way, once Wu looked at the group Gkn, he immediately asked about the existence of
simplicial group structure on such groups, the joint project we are working on now with S. Kim, J.
Wu Jie, F. Li.
An interested reader may ask whether such braids exist not only for Rk (or RP k), but also for
other manifolds, the question we shall touch on later.
From the algebraic point of view, why are these groups good, how are they related to other
groups, how to solve the word and the conjugacy problems, etc.?
It is impossible to describe all directions of the Gkn group theory in the survey, I just mention
some of them.
For properties of Gkn, we can think of them as n-strand braids with k-fold strand intersection.
Like
(n
k
)
=
(n−1
k
)
+
(n−1
k−1
)
, there are nice “strand forgetting” and “strand deletion” maps to Gkn−1
and Gk−1n−1, see Fig. 4.
1 2 n− 1 n
1 2 n− 1
1 2 n− 1
k strands
k − 1 strands
k strands
Gkn
Gk−1n−1
Gkn−1
Figure 4: Maps from Gkn to G
k
n−1 and G
k−1
n−1
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The groups Gkn have lots of epimorphisms onto free products of cyclic groups; hence, invariants
constructed from them are powerful enough and easy to compare.
For example, the groups G2n are commensurable with some Coxeter groups of special type, see
Fig. 5, which immediately solves the word problem for them.
a
b
c
c
c
a
ab
b
a
b c
Figure 5: The Cayley graph of the group G23 and the Coxeter group C(3, 2)
As Diamond lemma works for Coxeter groups, it works for G2n, and in many other places.
In general, we may say that the words from Gkn for n = k+1 can be realised as braids on RP
k−1
describing dynamics of k+1 points, and for the case of n > k+1 we should investigate partial flag
manifolds. That leads to Grassmanians and resolution of singularities.
After a couple of years of study of Gkn, I understood that I was not completely free and this
approach was still somewhat restrictive. Well, we can study braids, we can invent braids in Rn and
RPn, but what if we consider just braids on a 2-surface? What can we study then? The property
“three points belong to the same line” is not quite good even in the metrical case because even if
we have a Riemannian metric on a 2-surface of genus g, there may be infinitely many geodesics
passing through two points. Irrational cables may destroy the whole construction.
Then I decided to transform the “Gkn-point of view” to make it more local and more topological.
Assume we have a collection of points in a 2-surface and seek G4n-property: four points belong to
the same circle.
Consider a 2-surface of genus g with N points on it. We choose N to be sufficiently large and
put points in a position to form the centers of Voronoï cells. It is always possible for the sphere
g = 0, and for the plane we may think that all our points live inside a triangle forming a Voronoï
tiling of the latter.
We are interested in those moments when the combinatorics of the Voronoï tiling changes, see
Fig. 6.
This corresponds to a flip, the situation when four nearest points belong to the same circle. This
means that no other point lies inside the circle passing through these four ones.
The most interesting situation of codimension 2 corresponds to five points belonging to the
same circle.
This leads to the relation:
d1234d1245d2345d1235d1345 = 1.
Note that unlike the case of G4n, here we have five terms, not ten. What is the crucial difference?
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Figure 6: Voronoï tiling change
The point is that if we have five points in the neighbourhood of a circle, then every quadruple of
them appears to be on the same circle twice, but one time the fifth point is outside the circle, and
one time it is inside the circle. We denote the set {1, . . . , n} by n¯ and introduce the following
Definition 2. The group Γ4n is the group given by group presentation generated by {d(ijkl) | {i, j, k, l} ⊂
n¯, |{i, j, k, l}| = 4} subject to the following relations:
1. d2(ijkl) = 1 for {i, j, k, l} ⊂ n¯,
2. d(ijkl)d(stuv) = d(stuv)d(ijkl), for |{i, j, k, l} ∩ {s, t, u, v}| < 3,
3. d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) = 1 for distinct i, j, k, l,m,
4. d(ijkl) = d(kjil) = d(ilkj) = d(klij) = d(jkli) = d(jilk) = d(lkji) = d(lijk), for distinct i, j, k, l.
Just like we formulated the Gkn principle, here we could formulate the Γ
k
n principle in whole
generality, but we restrict ourselves with several examples.
It turns out that groups Γ4n have nice presentation coming from the Ptolemy relation and the
cluster algebras. The Ptolemy relation
xy = ac+ bd
says that the product of diagonals of an inscribed quadrilateral equals the sum of products of its
opposite faces, see Fig. 47.
b a
dc
x
b a
dc
y
xy = ac+ bd
Figure 7: The Ptolemy relation
We can use it when considering triangulations of a given surface: when performing a flip, we
replace one diagonal (x) with the other diagonal (y) by using this relation. It is known that if we
consider all five triangulations of the pentagon and perform five flips all the way around, we return
to the initial triangulation with the same label.
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This well known fact gives rise to presentations of Γ4n.
Thus, by analysing the groups Γ4n, we can get
1. Invariants of braids on 2-surfaces valued in polytopes;
2. Relations to groups G4n;
3. Braids on 3-manifolds.
Going slightly beyond, we can investigate braids in R3 (invented by myself) and the configuration
space of polytopes. Indeed, when studying studying bifurcations of simplicial polytopes in tree-
space is similar to studying braids: crucial moments when four points belong to the same facet and
the combinatorial structure changes are similar to those moments when four points belong to the
same circle with no points inside.
We will not say much in the introduction about the groups Γkn for k > 4 (we discuss them later,
though, see Section 15). The main idea is:
1. Generators (codimension 1) correspond to simplicial (k − 2)-polytopes k vertices;
2. The most interesting relations (codimension 2) correspond to (k − 2)-polytopes with k + 1
vertices.
3. Roughly speaking, the most interesting relation in these groups deals with “higher associa-
tivity”.
It would be extremely interesting to establish the connection between Gkn with the Manin–
Schechtmann “higher braid groups” [85] where the authors study the fundamental group of com-
plements to some configurations of complex hyperplanes.
It is also worth mentioning, that the relations in the group G2n resemble the relations in Kirillov–
Fomin algebras [61]. For that reason it seems interesting to study the interconnections between
those objects.
Finally, our invariants may not be just group-valued: some variations of Gkn admit simplicial
group structures, which is studied now in a joint work with S. Kim, F. Lee and J. Wu.
The survey culminates with the manifold of triangulations and invariants of arbitrary manifolds.
The space of triangulations of a manifold with N points has been considered since a long ago.
It is known that triangulations are related to each other by Pachner moves.
The structure on the set of triangulations, its relations to associahedra, permutohedra, etc. has
been widely studied, see [91, 62] and references therein. This structure is related to lots of different
areas of mathematics. Say, Stasheff’s polytopes were first introduced by Stasheff (following Milnor
and Adams) in order to construct H-associativity on topological spaces.
Interestingly, the space of all triangulations of a sphere, the space of all simplicial polytopes of
a given dimension and similar objects were considered by many authors in many directions, but, to
the best of my knowledge, the “canonical” group action on such objects has not been introduced.
In the present survey we introduce the braid group for manifolds of arbitrary dimension. If the
manifold were just Rk−1 (RP k−1) we would consider the restricted configuration space by deleting
local codimension 2 set from the set of whole triangulations. We get an (open) manifold, whose
fundamental groups can be studied by means of groups Γkn.
Depending on the point of view, geometrical or topological, we can define different manifolds of
triangulations with different braid groups. These groups are naturally mapped to the corresponding
Γkn. Such spaces, triangulations, flips, cluster algebras were studied in [61] (see also references
therein) but the group structure was missing.
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Formulating this principle concisely, we seek nice codimension 2 property which would create a
non-trivial group. Nice codimension 1 property gives rise to the local condition, which guarantees
that these groups have a nice map to Γkn; algebraic nature of Γ
k
n allows one to “take a picture” of
the discriminant set to get various presentations of the groups into algebraic objects (keep in mind
the Pachner move).
In summary, we have constructed two families of groups Gkn,Γ
k
n which are friendly to various
well-known objects (braid groups, Coxeter groups, cluster algebras, configuration spaces, spaces of
polytopes), touch different theories and areas of study (as diverse as picture-valued invariants and
combinatorics of the Diamond lemma), lead to the construction of new invariants of manifolds,
to the invention of new objects (braids for higher dimensional spaces), and motivate new areas of
research in topology, algebra and geometry.
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Part I
Group diagrams and the Greendlinger
theorem
In the present section we discuss diagrammatic language of group description. This approach was
first discovered and used by van Kampen [74]. The essence of his discovery was an interconnection
between combinatorially-topological and combinatorially-group-theoretical notions. The gist of this
approach is a presentation of groups by flat diagrams (that is, geometrical objects, — flat complexes,
— on a plane or other surface, such as a sphere or a torus). We review this theory following [97].
2 Preliminary examples
First, let us present several examples of the principle, which will be rigorously defined later in this
section.
Example 1. Consider a group G with relations a3 = 1 and bab−1 = c. Clearly in such group we
have c3 = 1. This fact can be seen on the following diagram, see Fig. 8.
Indeed, if we go around the inner triangle of the diagram, we get the relation a3 = 1 (to be
precise, the boundary of this cell gives the left-hand side of the relation; if we encounter an edge
11
bbb
cc
c
a
aa
Figure 8: Diagrammatic view of the c3 = 1
relation
a a
aa
a
b
b b
bb
b
bb
Figure 9: Proof of the claim given in Exam-
ple 2
whose orientation is compatible with the direction of movement, we read the letter the edge is
decorated with, otherwise we read the inverse letter; in this example we fix the counterclockwise
direction of movement). Similarly, the quadrilaterals glued to the triangle all read the second given
relation c−1bab−1 = 1. Now if look at the outer boundary of the diagram, we read c3 = 1, and that
is what we need to prove.
This simple example gives us a glimpse of the general strategy: we produce a diagram, composed
of cells, along the boundary of which given relations can be read. Then the outer boundary of the
diagram gives us a new relation which is a consequence of the given ones.
Let us consider a bit more complex example of the same principle.
Example 2. Consider a group G where the relation x3 = 1 holds for every x ∈ G. It is a well-
known theorem that in such a group every element a lies in some commutative normal subgroup
N ⊂ G. Such situation arises, for example, in link-homotopy.
To prove this fact it is sufficient to prove that any element y = bab−1 conjugate to a commutes
with a. If that were the case, the subgroup N could be constructed as the one generated by all the
conjugates of a.
So we need to prove that for every b ∈ G the following holds:
a(bab−1) = (bab−1)a
or, equivalently
abab−1a−1ba−1b−1 = 1.
This equality can be read walking clockwise around the outer boundary of the diagram in Fig. 9
composed of the relations b3 = 1, (ab)3 = 1, and (a−1b)3 = 1.
3 The notion of a diagram of a group
Now we can move on to the explicit definitions of group diagrams and the overview of necessary
results in that theory.
In accordance with [97] in the present section a cell partitioning ∆ of a surface S will be called
a map on S for short. For some particular surfaces we will also use special names; for example, a
map on a disc will be called a disc map, on an annulus an annular map, on a sphere or a torus —
spherical or toric, respectively. Oriented sides of the partitioning are called edges of the map. Note,
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that if e is an edge of a map ∆, then e−1 is also its edge with the opposite orientation (consisting
of the same points of the surface S as a side of the partitioning ∆).
Now consider an oriented surface S and a given map∆ and let us fix an orientation on its cells —
e.g. let us walk around the boundary of each cell counterclockwise. In particular, the boundary of a
disc map will also be read clockwise and for an annular map, one boundary component (“exterior”)
will be read clockwise, and the other (“interior”) — counterclockwise.
Let a boundary component Y of a map or a cell consist of n sides. Walking around this
component in accordance with the chosen orientation, we obtain a sequence of edges e1 . . . en
forming a loop. This loop will be called a contour of the map or the cell. In particular, a disc
map has one contour, and an annular map has two contours (exterior and interior). Contours are
considered up to a cyclic permutation, that is every loop ei . . . ene1 . . . ei−1 gives the same contour.
A contour of a cell Π will be denoted by ∂Π and we will write e ∈ ∂Π if an edge e is a part of the
contour ∂Π and we will call this situation “the edge e lies in the contour ∂Π”. Note, that if an edge
e lies in a contour ∂Π its inverse e−1 does not necessarily lie in that contour. For example, in the
situation depicted in Fig. 8 an edge a lies in the innermost triangular contour, but a−1 does not
lie there.
Given a path p we may define a subpath in a natural way: a path q is a subpath of the path p
if there exist two paths p1, p2 such that p = p1qp2. In the same way a subword is defined.
Given an alphabet A we denote by A1 = A ∪ A−1 ∪ {1}, that is, the alphabet A1 consists of
the letters from the alphabet A, their inverses and the symbol “1”. Let ∆ be a map and for each
edge e of the map ∆ a letter ϕ(e) ∈ A1 is chosen (edges with ϕ(e) ≡ 1 are called 0-edges of the
map; other edges are called A−edges).
Definition 3. If for each edge e of a map ∆ the following relation holds:
ϕ(e−1) ≡ (ϕ(e))−1,
the map pair (∆, ϕ) is called a diagram over A. For short we will denote diagrams with the same
letter as the underlying map.
Here the symbol “≡” denotes the graphical equality of the words in the alphabet A. In other
words the notation V ≡W means that the words V and W are the same as a sequences of letters
of the alphabet. By definition we set 1−1 ≡ 1.
If p = e1 . . . en is a path in a diagram ∆ over A let us define its label the word ϕ(p) =
ϕ(e1) . . . ϕ(en). If the path is empty, that is |p| = 0, we set ϕ(p) ≡ 1 by definition. As be-
fore, label of a contour is defined up to a cyclic permutation (and thus forms a cyclic word).
Consider a group G with presentation
G = 〈A|R = 1, R ∈ R〉. (1)
That means that A is a basis of a free group F = F (A), R is a set of words in the alphabet
A∪A−1 and there exists an epimorphism π : F (A)→ G such that its kernel is the normal closure
of the subset {[r]|r ∈ R} of the set of words F (A). Elements of R are called the relations of the
presentation 〈A|R〉. We will always suppose that every element r ∈ R is a non-empty cyclically-
irreducible word, that is r or any of its cyclic permutations cannot include subwords of the form
ss−1 or s−1s for a s ∈ A.
Note that here we presume that if a presentation of a group has a relation R, it has all its cyclic
permutations as relations as well.
Let ∆ be a map over the alphabet A.
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Definition 4. A cell of the diagram ∆ is called an R-cell if the label of its contour is graphically
equal (up to a cyclic permutation) either to a word R ∈ R, or its inverse R−1, or to a word, obtained
from R or from R−1 by inserting several symbols “1” between its letters.
This definition effectively means that choosing direction and the starting point of reading the
label of the boundary of any cell of the map and ignoring all trivial labels (the ones with ϕ(e) ≡ 1)
we can read exactly the words from the set of relations of the group G and nothing else.
Sometimes it proves useful to consider a cell with effectively trivial labels. To be precise, we
give the following definition.
Definition 5. A cell Π of a map ∆ is called a 0-cell if the labelW of its contour e1 . . . en graphically
equals ϕ(e1) . . . ϕ(en), where either ϕ(ei) ≡ 1 for each i = 1, . . . , n, or for some two indices i 6= j
the following holds:
ϕ(ei) ≡ a ∈ A,
ϕ(ej) ≡ a
−1,
and
ϕ(ek) ≡ 1 ∀k 6= i, j.
Finally, we can define a diagram of a group.
Definition 6. Let G be the group given by a presentation (1). A diagram ∆ on a surface S over
the alphabet A is called a diagram on a surface S over the presentation (1) (or a diagram over the
group G for short) if every cell of this map is either an R-cell or a 0-cell.
4 The van Kampen lemma
Earlier we gave two examples of diagrams used to show that a certain equality of the type W = 1
holds in a group given by its presentation. In fact this process is made possible by the following
lemma due to van Kampen:
Lemma 1 (van Kampen [74]). Let W be an arbitrary non-empty word in the alphabet A1. Then
W = 1 in a group G given by its presentation (1) if and only if there exists a disc diagram over the
presentation (1) such that the label of its contour graphically equals W .
Proof. 1) First, let us prove that ∆ is a disc diagram over the presentation (1) with contour p, its
label ϕ(p) = 1 in the group G.
If the diagram ∆ contains exactly one cell Π, then in the free group F we have either ϕ(p) = 1
(if Π is a 0-cell) or ϕ(p) = R±1 for some R ∈ R (if Π is an R−cell). In any case, ϕ(p) = 1 in the
group G.
If ∆ has more than one cell, the diagram can be cut by a path t into two disc diagram ∆1,∆2
with fewer cells. We can assume that their contours are p1t and p2t−1 where p1p2 = p. By induction
ϕ(p1t) = 1 and ϕ(p2t−1) = 1 in the group G. Therefore
ϕ(p) = ϕ(p1p2) = ϕ(p1tt
−1p2) = ϕ(p1t)ϕ(t
−1p2) = 1
in the group G.
2) Now let us prove the inverse implication. To achieve that we need for a given word W such
that W = 1 in the group G construct a diagram ∆ with contour p such that ϕ(p) = W .
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±1
1
R
±1
2
R
±1
n
X1
X2
Xn
t1
t2
tn
s1
s2
sn
Figure 10: The diagram ∆′ with boundary label ϕ(∂∆′) ≡ V
It is well-known that in the free group F the word W equals a word V =
∏n
i=1XiR
±1
i X
−1
i for
some Ri ∈ R.
Construct a polygonal line t1 on the plane and mark its segments with letters so that the line
reads the word X1. Connect a circle s1 to the end of this line and mark it so it reads R
±1
1 if we
walk around it clockwise. Now we glue 0-cells to t1, s1 and t
−1
1 to obtain a set homeorphic to a
disc. We obtain a diagram with the contour of the form e1 . . . ek with ϕ(e1) ≡ 1 ≡ ϕ(ek) and
ϕ(e2 . . . ek−1) ≡ X1R
±1
1 X
−1
1 .
Construct the second diagram analogously for the word X2R
±1
2 X
−1
2 and glue it to the first
diagram by the edge ek.
Continue the process until we obtain a diagram ∆′ such that ϕ(∂∆′) ≡ V , see Fig. 10.
Finally, glueing some 0-cells to the diagram ∆′ we can transform the word V into the word W
getting a diagram ∆ such that ϕ(∂∆) ≡W . That completes the proof.
This lemma means that disc diagrams can be used to describe the words in a group which are
equal to the neutral element of the group. It turns out, that annular diagrams can be used in a
similar manner.
Lemma 2 (Schupp [103]). Let V,W be two arbitrary non-empty words in the alphabet A1. Then
they are conjugate in a group G given by its presentation (1) if and only if there exists an annular
diagram over the presentation (1) such that it has two contours p and q with the labels ϕ(p) ≡ V
and ϕ(q) ≡W−1.
Let p be such a loop on a surface S that its edges form a boundary of some subspace S˜ ⊂ S
homeomorphic to a disc. Then the restriction of a cell partitioning ∆ to the subspace S˜ is a cell
partitioning on the space S˜ which is called a submap Γ of the map ∆. Note that by definition a
submap is always a disc submap.
A subdiagram of a given diagram ∆ is a submap Γ of the map ∆ with edges endowed with the
same labels as in the map ∆. Informally speaking, a subdiagram is a disc diagram cut out from a
diagram ∆.
Let us state an additional important result about the group diagrams.
Lemma 3. Let p and q be two (combinatorially) homotopic paths in a given diagram ∆ over a
presentation (1) of a group G. Then ϕ(p) = ϕ(q) in the group G.
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In particular, the diagrammatic approach is used to deal with groups satisfying the small cancel-
lation conditions. In that theory a process of cancelling out pairs of cells of a diagram is useful (in
addition to the usual process of cancelling out pairs of letters a and a−1 in a word). The problem
is that two cells which are subject to cancellation do not always form a disc submap, so to define
the cancellation process correctly we need to prepare the map prior to cancelling a suitable pair of
cells. Let us define those notions in detail.
First, for a given cell partitioning ∆ we define its elementary transformations (note that ele-
mentary transformations are defined for any cell partitionings, not necessarily diagrams).
Definition 7. The following three procedures are called the elementary transformations of a cell
partitioning ∆:
1. If the degree of a vertex o of ∆ equals 2 and this vertex is boundary for two different sides
e1, e2, delete the vertex o and replace the sides e1, e2 by a single side e = e1 ∪ e2;
2. If the degree of a vertex o of a n−cell Π (n ≥ 3) equals 1 and this vertex is boundary for a
side e, delete the side e and the vertex o (the second boundary vertex of the side e persists);
3. If two different cells Π1 and Π2 have a common side e, delete the side e (leaving its boundary
vertices), naturally replacing the cells Π1 and Π2 by a new cell Π = Π1 ∪Π2.
Now we can define a 0-fragmentation of a diagram ∆. First, consider a diagram ∆′ obtained
form the diagram ∆ via a single elementary transformation. This transformation is called an
elementary 0-fragmentation if one of the following holds:
1. The elementary transformation is of type 1 and either ϕ(e1) ≡ ϕ(e), ϕ(e2) ≡ 1 or ϕ(e2) ≡
ϕ(e), ϕ(e1) ≡ 1 and all other labels are left unchanged;
2. The elementary transformation is of type 2 and ϕ(e) ≡ 1;
3. The elementary transformation is of type 3 and one of the cells Π1,Π2 became a 0-cell.
Definition 8. A diagram ∆′ is a 0-fragmentation of a diagram ∆ if it is obtained from the diagram
∆ by a sequence of elementary 0-fragmentations.
Note that 0-fragmentation does not change the number of R−cells of a diagram.
Now consider an oriented diagram over a presentation (1). Let there be two R−cells Π1,Π2
such that for some 0-fragmentation ∆′ of the diagram ∆ the copies Π′1,Π
′
2 of the cells Π1,Π2 have
vertices O1, O2 with the following property: those vertices can be connected by a path ξ without
selfcrossings such that ϕ(ξ) = 1 in the free group F and the labels of the contours of the cells
Π′1,Π
′
2 beginning in O1 and O2 respectively are mutually inverse in the group F . In that case the
pair {Π1,Π2} is called cancelable in the diagram ∆.
Such pairs of cells are called cancelable because if a diagram ∆ over a group G on a surface
S has a pair of cancelable R−cells, there exists a diagram ∆′ over the group G with two fewer
R−cells on the same surface S. Moreover, if the surface S has boundary, then the cancellation of
cells of the diagram ∆ leaves the labels of its contours unchanged.
Given a diagram ∆ and performing cell cancellation we get a diagram ∆′ with no cancelable
pairs of cells. Such diagrams are called reduced. Since this process of reduction does not change
the boundary label of a diagram, we obtain the following enhancements of Lemma 1 and Lemma
2:
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Theorem 1. Let W be an arbitrary non-empty word in the alphabet A1. Then W = 1 in a group G
given by its presentation (1) if and only if there exists a reduced disc diagram over the presentation
(1) such that the label of its contour graphically equals W .
Theorem 2. Let V,W be two arbitrary non-empty words in the alphabet A1. Then they are
conjugate in a group G given by its presentation (1) if and only if there exists a reduced annular
diagram over the presentation (1) such that it has to contours p and q with the labels ϕ(p) ≡ V and
ϕ(q) ≡W−1.
5 Unoriented diagrams
In the present section we introduce a notion of unoriented diagrams — a slight modification of van
Kampen diagrams which is useful in the study of a certain class of groups.
Consider a diagram ∆ over a group G with a presentation (1). With the alphabet A we associate
an alphabet A¯ which is in a bijection with the alphabet A and is an image of the natural projection
π : A1 → A¯ defined as
π(a) = π(a−1) = a¯
for all a ∈ A with a¯ being the corresponding element of A¯.
Now we take the diagram ∆ and “forget” the orientation of its edges. The resulting 1-complex
will be called an unoriented diagram over the group G and denoted by ∆¯. All definitions for
diagrams (such as disc and annular diagrams, cells, contours, labels, etc.) are repeated verbatim
for unoriented diagrams.
Each edge of the diagram ∆¯ is decorated with an element of the alphabet A. Therefore, walking
around the boundary of a cell in a chosen direction we obtain a sequence of letters but, unlike the
oriented case, we do not have an orientation of the edges to determine the sign of each appearing
letter. Therefore we shall say that the label ϕ(∂Π) of the contour of a cell Π of the diagram ∆¯ is
a cyclic word in the alphabet A¯.
Given a word w¯ = a¯1 . . . a¯n in the alphabet A¯ we can produce 2n words in the alphabet A1 of
the form aε11 . . . a
εn
n with εi ∈ {+1,−1}. We shall call each of those words a resolution of the word w¯.
Unoriented diagrams are very useful when describing such group presentations that the relation
a2 = 1 holds for all generators of the group, in other words groups with a presentation
G = 〈A|R = 1, R ∈ R; a2 = 1, a ∈ A〉. (2)
In fact, the following analog of the van Kampen lemma holds:
Lemma 4. Let W be an arbitrary non-empty word in the alphabet A1. Then W = 1 in a group
G given by its presentation (2) if and only if there exists a reduced unoriented disc diagram over
the presentation (2) such that there is a resolution of the label of its contour which graphically
equals W .
Proof. First let W be a non-empty word in the alphabet A1 such that W = 1 in the group G. Let
us show that there exists an unoriented diagram with the corresponding label of its contour.
Since W = 1, due to the strong van Kampen lemma (Theorem 1) there exists a reduced disc
diagram over the presentation (2) such that the label of its contour graphically equals W . Denote
this diagram by ∆. Now transform every edge ei of this diagram into a bigon with the label ϕ(ei)2.
Note that the result of this transformation is still a disc diagram. Indeed, we replaced every edge
with an R-cell (since ϕ(ei)2 = 1 in the group G) and reversed the orientation of some of the edges
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in the boundary contours of the cells of the diagram ∆ but they remain R−cells due to the relations
a2 = 1.
Now we “collapse” those 0-cells: replace every bigonal cell with label of the form ϕ(e)2 with an
unoriented edge. Thus we obtain an unoriented diagram and the label of its contour by construction
has a resolution graphically equal to W .
To prove the inverse implication, consider an unoriented diagram ∆¯ with the label of its contour
W¯ ≡ ϕ(∂∆¯). We need to show that for each resolution W of the word W¯ the relation W = 1 holds
in the group G.
First, note that if this relation holds for one resolution of the word W¯ , it holds for every other
resolution of this word. Indeed, due to the relations a2 = 1 we may freely replace letters with their
inverses: the relation uav = ua−1v holds in the group G for any subwords u, v and any letter a.
But by definition the diagram ∆¯ is obtained from some diagram∆ over the groupG by forgetting
the orientation of its edges. Therefore there exists a van Kampen diagram over the group G with
the label of its contour graphically equal to some resolution R of the word W¯ . Therefore due to
the van Kampen lemma R = 1 in the group G. And thus for every other resolution W of the word
W¯ the relation W = 1 holds in the group G.
6 Small cancellation theory
6.1 Small cancellation conditions
We will introduce the notion of small cancellation conditions C ′(λ), C(p) and T (q). Roughly
speaking, the conditions C ′(λ) and C(p) mean that if one takes a free product of two relations,
one gets “not too many” cancellations. To give exact definition of those objects, we need to define
symmetrisation and a piece.
As before, let G be a group with a presentation (1). Given a set of relationsR its symmetrisation
R∗ is a set of all cyclic permutations of the relations r ∈ R and their inverses. A word u is called a
piece with respect to R if there are two distinct elements w1, w2 ∈ R∗ with the common beginning
u, that is w1 = uv′, w2 = uv′′. The length of a word w (the number of letters in it) will be denoted
by |w|.
Definition 9. Let λ be a positive real number. A set of relations R is said to satisfy a small
cancellation condition C ′(λ) if
|u| < λ|r|
for every r ∈ R∗ and its any beginning u which is a piece with respect to R.
Definition 10. Let p be a natural number. A set of relationsR is said to satisfy a small cancellation
condition C(p) if every element of R∗ is a product of at least p pieces.
The small cancellation conditions are given as conditions on the set of relations R. If a group
Γ admits a presentation 〈S|R〉 with the set of relations satisfying a small cancellation condition,
then the group Γ is said to satisfy this condition as well.
The condition C ′(λ) is sometimes called metric and the condition C(p) — non-metric. Note,
that C ′( 1n) always yields C(n+ 1).
There exists one more small cancellation condition. Usually it is used together with either of
the conditions C ′(λ) or C(p).
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Definition 11. Let q be a natural number, q > 2. A set of relations R is said to satisfy a small
cancellation condition T (q) if for every l ∈ {3, 4, . . . , q − 1} and every sequence {r1, r2, . . . , rl} of
the elements of R∗ the following holds: if r1 6= r−12 , . . . , rl−1 6= r
−1
l , rl 6= r
−1
1 , then at least one of
the products r1r2, . . . , rl−1rl, rlr1 is freely reduced.
Remark 1. Those conditions have a very natural geometric interpretation in terms of van Kampen
diagrams. Namely, the C(p) condition means that every interior cell of the corresponding disc par-
titioning has at least p sides; the T (q) condition means that every interior vertex of the partitioning
has the degree of at least q.
Note that every set R satisfies the condition T (3). Indeed, no interior vertex of a van Kampen
diagram has degree 1 or 2.
6.2 The Greendlinger theorem
An important problem of combinatorial group theory is the word problem: the question whether
for a given word W in a group G holds the equality W = 1 (or, more generally, whether two given
words are equal in a given group). Usually the difficult question is to construct a group where a
certain set of relations holds but a given word is nontrivial. In other words, to prove that a set of
relations R does not yield W = 1 (note that there may exist groups where both the relations R
and W = 1 hold due to the presence of additional relations). Small cancellation theory proves to
be a very powerful and useful instrument in that situation. In particular, an important place in
solution of that kind of problems plays the Greendlinger theorem which we will formulate in this
section. We will always assume that the presentation (1) is symmetrised.
The Greendlinger theorem deals with the length of the common part of cells’ boundary. Some-
times two cells are separated by 0-cells. Naturally, we should ignore those 0-cells. To formulate
that accurately we need some preliminary definitions.
Let ∆ be a reduced diagram over a symmetrised presentation (1). Two A−edges e1, e2 are
called immediately close in ∆ if either e1 = e2 or e1 and e−12 (or e
−1
1 and e2) belong to the contour
of some 0-cell of the diagram ∆. Furthermore, two edges e and f are called close if there exists a
sequence e = e1, e2, . . . , el = f such that for every i = 1, . . . , l−1 the edges ei, ei+1 are immediately
close.
Now for two cells Π1,Π2 a subpath p1 of the contour of the cell Π1 is a boundary arc be-
tween Π1 and Π2 if there exists a subpath p2 of the contour of the cell Π2 such that p1 =
e1u1e2 . . . un−1en, p
−1
2 = f1v1f2 . . . vn−1fn, the paths ui, vi consist of 0-edges, ei, fi are A−edges
such that for each i = 1, . . . , n the edge fi is close to the edge ei. In the same way a boundary arc
between a cell and the contour of the diagram ∆ is defined.
Informally we can explain this notion in the following way. Intuitively, a boundary arc between
two cells is the common part of the boundaries of those cells. The boundary arc defined above
becomes exactly that if we collapse all 0-cells between the cells Π1 and Π2.
Now consider a maximal boundary arc, that is a boundary arc which does not lie in a longer
boundary arc. It is called interior if it is a boundary arc between two cells, and exterior if it is a
boundary arc between a cell and the contour ∂∆.
Remark 2. It is easy to see that the small cancellation conditions C ′(λ) and C(p) have a natural
geometric interpretation in terms of boundary arcs. Namely, an interior arc of a cell Π of a reduced
diagram of a group satisfying the C ′(λ) condition has length smaller than λ|∂Π|. Likewise, the
C(p) condition means that the boundary of every cell of the corresponding diagram consists of at
least p arcs.
19
Now we can formulate the Greendlinger theorem.
Theorem 3. Let ∆ be a reduced disc diagram over a presentation of a group G satisfying a small
cancellation condition C ′(λ) for some λ ≤ 16 and let ∆ have at least one R−cell. Further, let the
label ϕ(q) of the contour q = ∂∆ be cyclically irreducible and such that the cyclic word ϕ(q) does
not contain any proper subwords equal to 1 in the group G.
Then there exists an exterior arc p of some R−cell Π such that
|p| >
1
2
|∂Π|.
Remark 3. If we formulate the Greendlinger theorem for unoriented diagrams, the theorem still
holds.
Before proving this theorem, let us interpret it in terms of group presentation and the word
problem. Consider a group G with a presentation (1) satisfying a small cancellation condition
C ′(λ), λ ≤ 16 . Due to van Kampen lemma 1 (and its strengthening, Theorem 1) for a word W = 1
in the group G there exists a diagram with boundary label W . Boundary label of every R−cell of
the diagram by definition is some relation from the set R (or its cyclic permutation). Then, due to
Greendlinger theorem 3 there is an R−cell such that at least half of its boundary “can be found”
in the boundary of the diagram. Thus we obtain the following corollary (sometimes it is also called
the Greendlinger theorem):
Theorem 4 (Greendlinger [67]). Let G be a group with a presentation (1) satisfying a small
cancellation condition C ′(λ), λ ≤ 16 . Let W ∈ F be a nontrivial freely reduced word such that
W = 1 in the group G. Then there exists a subword V of W and a relation R ∈ R such that V is
also a subword of R and such that
|V | >
1
2
|R|.
This theorem is very useful in solving the word problem.
Example 3 (A.A. Klyachko). Consider a relation R = [x, y]2 and a word
W = [x1000, y1000]1000.
The question is, whether in every group with the relation R the equality W = 1 holds.
First, it is easy to see that the set of relations R∗ obtained from R by symmetrisation satisfies
the condition C ′(16 ). Therefore, due to the Greendlinger theorem every word V such that V = 1 in
the group G has a cyclic permutation such that both its irreducible form and some relation R˜ ∈ R∗
have a common subword p of length |p| > 12 |R˜| =
8
2 = 4.
On the other hand, the longest common subwords of the word W = [x1000, y1000]1000 and any
of the relations have length 2: those are
x−1y−1, xy, y−1x, yx−1.
Therefore we can state that there exists a group G where for some two elements a, b ∈ G [a, b]2 = 1
but [a1000, b1000]1000 6= 1.
Now let us prove Theorem 3.
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Proof. Let G be a group with a presentation (1) and ∆ be a diagram as in the statement of the
theorem. Since ∆ is a disc diagram, we can place it on the sphere. We construct the dual graph Φ
to the 1-skeleton of the diagram ∆ in the following way.
Place a vertex of the new graph Φ into each R−cell of the diagram ∆ and one vertex O into the
outer region on the sphere. To construct the edges of the graph Φ (note that they are not edges of a
diagram) we perform the following procedure. For every interior boundary arc between cells Π1 and
Π2 we chose an arbitrary R−edge e1 and an edge e2 close to it such that e
−1
2 lies in ∂Π2. Now we
connect the vertices of the graph Φ, lying inside the cells Π1,Π2 by a smooth curve γ transversally
intersecting the interior of the edges e1 and e2 once and crossing all 0-cells lying between them.
This curve γ is now considered as an edge of the graph Φ. This procedure is performed for every
vertex of the graph Φ and every boundary arc (if the arc is exterior, we connect the vertex with
the “exterior” vertex O).
The main idea of the proof is to study the dual graph Φ and to prove the necessary inequality
by the reasoning of Euler characteristic of sphere.
First, note that among the faces of the graph Φ there are no 1-gons (because the boundary labels
of the cells of the diagram∆ are cyclically irreducible) or 2-gons (because in the previous paragraphs
we have constructed exactly one edge crossing every maximal boundary arc of ∆). Therefore every
face of Φ is at least a triangle. Thus, denoting the number of vertices, edges and faces of the graph
Φ by V,E and F respectively, and considering the usual Euler formula V − E + F = 2 we get the
following inequality:
V >
1
3
E + 1. (3)
Now, suppose the statement of the theorem does not hold. For each edge of the graph Φ
connecting the vertices oi, oj lying in the cells Πi,Πj of the diagram ∆ we attribute this edge to
each of those vertices with a coefficient 12 ; if an edge connects a vertex ok with the vertex O, we
attribute it to the vertex ok with a coefficient 1.
Fix an arbitrary vertex o 6= O. Denote the cell this vertex lies in by Π and consider the following
possibilities.
1. Let the contour ∂Π consist only of interior arcs. Due to the C ′(16 ) condition the length of each
of those arcs is smaller than 16 |∂Π| (see Remark 2). Therefore, their number is not smaller
than seven and thus at least 72 edges of the graph Φ is attributed to the vertex o.
2. Let there be exactly one exterior arc p. Since we suppose that |p| ≤ 12 |∂Π|, the number of
interior arcs of the contour of the cell Π is at least four. Therefore we attribute at least
1 + 4 · 12 = 3 edges to the vertex o.
3. Let the cell Π have two exterior edges p1, p2. Note that the end of the arc p1 can’t be the
beginning of the arc p2 (and vice versa) and they can not be separated by 0-edges only
because otherwise we could cut the diagram ∆ with edges f1, . . . , fl such that ϕ(fi) = for
all i = 1, . . . , l and due to van Kampen lemma obtain two proper subwords ϕ(q1), ϕ(q2) of
the word ϕ(q) (where q is the contour of the diagram ∆) equal to 1 in the group G. That
contradicts the condition of ϕ(q) being cyclically irreducible.
Therefore, the cell Π has at least two distinct interior boundary arcs and there are at least
2 · 1 + 2 · 12 = 3 edges attributed to the vertex o.
4. If the cell Π has at least three exterior arcs, there are at least three edges of the graph Φ
attributed to the vertex o.
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Considering those possibilities for all vertices of the graph Φ except the “exterior” vertex O we
see that
V − 1 ≤
1
3
E
and that contradicts the inequality (3). This contradiction completes the proof.
Part II
The Groups Gkn
Usually, invariants of mathematical objects are valued in numerical or polynomial rings, rings
of homology groups, etc. In the present section we prove a general theorem about invariants of
dynamical systems which are valued in groups very close to pictures, the so-called free k-braids.
Formally speaking, free k-braids form a group presented by generators and relations; this group
has lots of picture-valued invariants. For free 2-braids, the following principle can be realised:
If a braid diagram D is complicated enough, then it realises itself as a subdiagram of any dia-
gram D′ equivalent to D.
In topology, this principle was first demonstrated in terms of parity for the case of virtual knots,
see [25].
Our invariant of braids is constructed by using horizontal trisecant lines. Herewith, the set of
critical values (corresponding to these trisecants) leads to a certain picture which appears in all
diagrams equivalent to the initial picture.
The main theorem of the present section has various applications in knot theory, geometry, and
topology.
It is based on the following main principle:
if dynamical systems describing the motion of n particles possess a nice codimension one prop-
erty, then these dynamical systems admit a topological invariant valued in Gkn
7 Dynamical systems and their properties
Given a topological space Σ, called the configuration space; the elements of Σ will be referred to as
particles. The topology on ΣN defines a natural topology on the space of all continuous mappings
[0, 1] → ΣN ; we shall also study mappings S1 → ΣN , where S1 = [0, 1]/{0 = 1} is the circle; these
mappings will naturally lead to closures of k-braids.
Let us fix positive integers n and k.
The space of admissible dynamical systems D is a closed subset in the space of all maps [0, 1]→
Σn.
A dynamical system is an element D of D. By a state of D we mean the ordered set of particles
D(t) ∈ Σn. Herewith, D(0) and D(1) are called the initial state and the terminal state.
As usual, we shall fix the initial state and the terminal state and consider the set of admissible
dynamics with such initial and terminal states.
We shall also deal with cyclic dynamical system, where D(0) = D(1).
We say that a property P defined for subsets of the set of n particles from Σ is k-good, if the
following conditions hold:
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1. if this property holds for some set of particles then it holds for every subset of this set;
2. this property holds for every set consisting of k − 1 particles among n ones (hence, for every
smaller set);
3. fix k + 1 pairwise distinct numbers i1, . . . , ik+1, ij ∈ {1, . . . , n}; if the property P holds for
particles with numbers i1, . . . , ik and for the set of particles with numbers i2, . . . , ik+1, then
it holds for the set of all k + 1 particles i1, . . . , ik+1.
Remark 4. Besides statically good properties P, which are defined for subsets of the set of particles
regardless the state of the dynamics, one can talk about dynamically good properties, which can be
defined for states considered in time.
Remark 5. Our main example deals with the case k = 3, where for particles we take different
points on the plane Σ = R2, and P is the property of points to belong to the same line. In general,
particles may be more complicated objects than just points.
Let P be a k-good property defined on a set of n particles, n > k. For each t ∈ [0, 1] we shall fix
the corresponding state of particles, and pay attention to those t for which there is a set k particles
possessing P; we shall refer to these moments as P-critical (or just critical).
Definition 12. We say that a dynamical system D is pleasant, if the set of its critical moments is
finite whereas for each critical moment there exists exactly one k-index set for which the condition
P holds (thus, for larger sets the property P does not hold). Such an unordered k-tuple of indices
will be called a multiindex of critical moments.
With a pleasant dynamical system we associate its type τ(D), which will be the set of multi-
indices m1, . . . ,mN , written as t increases from t = 0 to t = 1.
For each dynamics D and each multiindex m = (m1, . . . ,mk), let us define the m-type of D as
the ordered set t1 < t2 < . . . of values of t for which the set of particles m1, . . . ,mk possesses the
property P.
Notation: τm(D). If the number l of values t1 < · · · < tl is fixed, then the type can be thought
of as a point in Rl with coordinates t1, . . . , tl.
Definition 13. By the type of a dynamical system, we mean the set of all its types τm(D). Notation:
τ(D).
If D is pleasant, then these set are pairwise disjoint.
Definition 14. Fix a number k and a k-good property P. We say that D is P-stable, if there
is a neighbourhood U(D), where each dynamical system D′ ∈ U \ {D} is pleasant, whereas for
each multiindex m (consisting of k indices), the number l of critical values corresponding to this
multiindex U(D) is the same, the type τm is a continuous mapping U(D)→ Rl.
We shall often say pleasant dynamical systems or stable dynamical systems without referring to
P if it is clear from the context which P we mean.
Definition 15. A deformation is a continuous path s : [0, 1] → D in the space of admissible
dynamical systems, from a stable pleasant dynamics s(0) to another pleasant stable dynamical
system s(1).
Definition 16. We say that a deformation s is admissible if:
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1. the set of values u, where s(u) is not pleasant or is not stable, is finite, and for those u where
s(u) is not pleasant, s(u) is stable.
2. inside the stability intervals, the m-types are continuous for each multiindex m.
3. for each value u = u0, where s(u0) is not pleasant, exactly one of the two following cases
occurs:
(a) There exists exactly one t = t0 and exactly one (k + 1)-tuple m = (m1, . . . ,mk+1)
satisfying P for this m (hence, P does not hold for larger sets).
Let m˜j = m \ {mj}, j = 1, . . . , k + 1 For types τm˜j , choose those coordinates ζj, which
correspond to the value t = t0. It is required that for all these values u0 all functions
ζj(u) are smooth, and all derivatives
∂ζj
∂u are pairwise distinct;
(b) there exists exactly one value t = t0 and exactly two multiindices m = {m1, . . . ,mk}
and m′ = {m′1, . . . ,m
′
k} for which P holds; we require that Card(m ∩m
′) < k − 1.
4. For each value u, where the dynamical system s(u) is not stable, there exists a value t = t0,
which is not critical for Du, and a multiindex µ = (µ1, . . . , µk), for which the following holds.
For some small ε all dynamical systems Du0 for u0 ∈ (u− ε, u) and u0 ∈ (u, u+ ε) are stable
(for δ < ε), and the type τµ(Du+δ) differs from the type τµ(Du−δ) by an addition/removal of
two identical multiindices µ in positions close to t0.
For the space of deformation D, one defines an induced topology.
Definition 17. We say that a k-good property P is k-correct for the space of admissible dynamical
systems, if the following conditions hold:
1. In each neighbourhood of any dynamical system D there exists a pleasant dynamical system
D′.
2. For each deformation s there exists an admissible deformation with the same ends s′(0) =
s(0), s′(1) = s(1).
Definition 18. We say that two dynamical systems D0,D1 are equivalent, if there exists a defor-
mation s, s(0) = D0, s(1) = D1.
Thus, if we talk about a correct P-property, we can talk about an admissible deformation when
defining the equivalence.
7.1 The group Gkn
Let us now pass to the definition of the n-strand free k-braid group Gkn.
Consider the following
(n
k
)
generators am, where m runs the set of all unordered k-tuples
m1, . . . ,mk, whereas each mi are pairwise distinct numbers from {1, . . . , n}.
For each unordered (k + 1)-tuple U of distinct indices u1, . . . , uk+1 ∈ {1, . . . , n}, consider the
k + 1 sets mj = U \ {uj}, j = 1, . . . , k + 1. With U , we associate the relation
am1 · am2 · · · amk+1 = amk+1 · · · am2 · am1 (4)
for two tuples U and U¯ , which differ by order reversal, we get the same relation.
Thus, we totally have
(k+1)!( nk+1)
2 relations.
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We shall call them the tetrahedron relations. Note that those relations appear in physics, see
[58].
For k-tuples m,m′ with Card(m ∩m′) < k − 1, consider the far commutativity relation:
amam′ = am′am. (5)
Note that the far commutativity relation can occur only if n > k + 1.
Besides that, for all multiindices m, we write down the following relation:
a2m = 1. (6)
Definition 19. The k-free braid group Gkn is defined as the quotient group of the free group
generated by all am for all multiindices m by relations (4), (5) and (6).
Example 4. The group G23 is 〈a, b, c | a
2 = b2 = c2 = (abc)2 = 1〉, where a = a12, b = a13, c = a23.
Indeed, the relation (abc)2 = 1 is equivalent to the relation abc = cba because of a2 = b2 = c2 =
1. This obviously yields all the other tetrahedron relations.
Example 5. The group G34 is isomorphic to 〈a, b, c, d | a
2 = b2 = c2 = d2 = 1, (abcd)2 = 1, (acdb)2 =
1, (adbc)2 = 1〉. Here a = a123, b = a124, c = a134, d = a234.
It is easy to check that instead of 4!2 = 12 relations, it suffices to take only
3!
2 relations.
By the length of a word we mean the number of letters in this word, by the complexity of a free
k-braid we mean the minimal length of all words representing it. Such words will be called minimal
representatives. The tetrahedron relations (in the case of free 2-braids we call them the triangle
relations) and the far commutativity relations do not change the complexity, and the relation
a2m = 1 increases or decreases the length by 2.
As usual in the group theory, it is natural to look for minimal length words representing the
given free k-braid.
If we deal with conjugacy classes of free k-braids, one deals with the length of cyclic words.
The number of words of fixed length in a finite alphabet is finite; k-braids and their conjugacy
classes are the main objects of the present paper.
Let us define the following two types of homomorphisms for free braids. For each l = 1, . . . , n,
there is an index forgetting homomorphism fl : Gkn → G
k−1
n−1; this homomorphism takes all generators
am with multiindex m not containing l to the unit element of the group, and takes the other
generators am to am′ , where m′ = m \ {l}; this operation is followed by the index renumbering.
The strand-deletion homomorphism dj is defined as a homomorphism Gkn → G
k
n−1; it takes all
generators am having multiindex containing j to the unit element; after that we renumber indices.
The free 2-braids (called also pure free braids) were studied in [25, 30, 23].
For free 2-braids, the following theorem holds.
Theorem 5. Let b′ be a word representing a free 2-braid β. Then every word b which is a minimal
representative of β, is equivalent by the triangle relations and the far commutativity relation to
some subword of the word b′.
Every two minimal representatives b1 and b2 of the same free 2-braid β are equivalent by the
triangle relations and the far commutativity relations.
Thus, for free 2-braids, the recognition problem can be solved by means of considering its
minimal representative.
The main idea of the proof of this theorem is similar to the classification of homotopy classes of
curves in 2-surfaces due to Hass and Scott [69]: in order to find a minimal representative, one looks
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for “bigon reductions” until possible, and the final result is unique up to third Reidemeister moves
for the exception of certain special cases (multiple curves etc). For free 2-braids “bigon reductions”
refer to some cancellations of generators similar generators am and am in good position with respect
to each other, see Fig. 12, third Reidemeister moves correspond to the triangle relations, and the
far commutativity does not change the picture at all [23].
Algebraically, this reduction process stems from the gradient descent algorithm in Coxeter
groups.
For us, it is crucial to know that when looking at a free 2-braid, one can see which pairs of
crossings can be cancelled. Once we cancel all possible crossings, we get an invariant picture.
Thus, we get a complete picture-valued invariant of a free 2-braid.
Theorem 5 means that this picture (complete invariant) occurs as a sub-picture in every picture
representing the same free 2-braid.
However, various homomorphisms Gkn → G
k−1
n−1, whose combination lead to homomorphisms of
type Gkn → G
2
n−k+2, allow one to construct lots of invariants of groups G
k
n valued in pictures.
In particular, these pictures allow one to get easy estimates for the complexity of braids and
corresponding dynamics.
7.2 The Main Theorem on dynamical systems invariants
Let P be a k-correct property on the space of admissible dynamical systems with fixed initial and
final states.
Let D be a pleasant stable dynamical system decribing the motion of n particles with respect
to P. Let us enumerate all critical values t corresponding to all multiindices for D, as t increases
from 0 to 1. With D we associate an element c(D) of Gkn, which is equal to the product of am,
where m are multiindices corresponding to critical values of D as t increases from 0 to 1.
Theorem 6. Let D0 and D1 be two equivalent stable pleasant dynamics with respect to P. Then
c(D0) = c(D1) are equal as elements of Gkn.
Proof. Let us consider an admissible deformation Ds between D0 and D1. For those intervals
of values s, where Ds is pleasant and stable, the word representing c(Ds), does not change by
construction. When passing through those values of s, where Ds is not pleasant or is not stable,
c(D(s)) changes as follows:
1. Let s0 be the value of the parameter deformation, for which the property P holds for some
(k + 1)-tuple of indices at some time t = t0. Note that Ds0 is stable.
Consider the multiindex m = (m1, . . . ,mk+1) for which P holds at t = t0 for s = s0. Let
m˜j = m \ mj, j = 1, . . . , k + 1 For types τm˜j , let us choose those coordinates ζj, which
correspond to the intersection t at s = s0. As s changes, these type are continuous functions
with respect to s.
Then for small ε, for u = u0 + ε, the word c(Ds) will contain a sequence of letters am˜j in a
certain order. For values s = s0 − ε, the word c(Ds) will contain the same set of letters in
the reverse order. Here we have used the fact that Ds is stable.
2. If for some s = s0 we have a critical value with two different k-tuples m,m′ possessing P and
Card(m ∩m′) < k − 1, then the word c(Ds) undergoes the relation (2) as s passes through
s0; here we also require the stability of Ds0 .
3. If at some s = s0, the deformation Ds is unstable, then c(Ds) changes according to (3) as s
passes through s0. Here we use the fact that the deformation is admissible.
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Let us now pass to our main example, the classical braid group. Here distinct points on the
plane are particles. We can require that their initial and final positions are uniformly distributed
along the unit circle centered at 0.
For P, we take the property to belong to the same line. This property is, certainly, 3-good.
Every motion of points where the initial state and the final state are fixed, can be approximated
by a motion where no more than 3 points belong to the same straight line at once, and the set of
moments where three points belong to the same line, is finite, moreover, no more than one set of 3
points belong to the same line simultaneously. This means that this dynamical system is pleasant.
Finally, the correctedness of P means that if we take two isotopic braids in general position (in
our terminology: two pleasant dynamical systems connected by a deformation), then by a small
perturbation we can get an admissible deformation for which the following holds. There are only
finitely many values of the parameter s with four points on the same line or two triples of points
on the same line at the same moment; moreover, for each such s only one such case occurs exactly
for one value of t.
In this example, as well as in the sequel, the properties of being pleasant and correct are based on
the fact that every two general position states can be connected by a curve passing through states of
codimension 1 (simplest generation) finitely many times, and every two paths with fixed endpoints,
which can be connected by a deformation, can be connected by a general position deformation
where points of codimensions 1 and 2 occur, the latter happen only finitely many times.
In particular, the most complicated condition saying that the set of some (k + 1) particles
satisfies the property P, the corresponding derivatives are all distinct, is also a general position
argument. For example, assuming that some 4 points belong to the same horizontal line (event of
codimension 2), we may require there is no coincidence of any further parameters (we avoid events
of codimension 3).
From the definition of the invariant c, one easily gets the following
Theorem 7. Let D be a dynamical system corresponding to a classical braid. Then the number of
horizontal trisecants of the braid D is not smaller than the complexity of the free 3-braid β = c(D).
Analogously, various geometrical properties of dynamical systems can be analysed by looking
at complexities of corresponding groups of free k-braids, if one can define a k-correct property for
these dynamics, which lead to invariants valued in free k-braids.
Let us now collect some situations where the above methods can be applied.
1. An evident invariant of closed pure classical braids is the conjugacy class of the group G3n. To
pass from arbitrary braids to pure braids, one can take some power of the braid in question.
2. Note that the most important partial case for k = 2 is the classical Reidemeister braid
theory. Indeed, for a set of points on the plane Oxy, we can take for P the property that the
y-coordinates of points coincide. Then, considering a braid as motion of distinct points in
the plane z = 1− t as t changes from 0 to 1, we get a set of curves in space whose projection
to Oxz will have intersections exactly in the case when the property P holds. The additional
information coming from the y coordinate, leads one to the classical braid theory.
3. For classical braids, one can construct invariants for k = 4 in a way similar to k = 3. In this
case, we again take ordered sets of n points on the plane, and the property P means that the
set of points belongs to the same circle or straight line; for three distinct points this property
always holds, and the circle/straight line is unique.
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4. With practically no changes this theory can be used for the study of weavings [108], collec-
tions of projective lines in RP 3 considered up to isotopy. Here P is the property of a set
of points to belong to the same projective line. The main difficulty here is that the general
position deformation may contain three lines having infinitely many common horizontal trise-
cants. Another difficulty occurs when one of our lines becomes horizontal; this leads to some
additional relations to our groups G3n, which are easy to handle.
5. In the case of points on a 2-sphere we can define P to be the property of points to belong to
the same geodesic. This theory works with an additional restriction which forbids antipodal
points. Some constraints should be imposed in the case of 2-dimensional Riemannian mani-
folds: for the space of all dynamical systems, we should impose the restrictions which allow
one to detect the geodesic passing through two points in a way such that if two geodesics
chosen for a, b and for b, c coincide, then the same geodesic should be chosen for a, c.
6. We can use this paradigm to study configurations of balls in a space. A dynamic of bolls
induces a dynamic of their centers, so any k-good property assigns a word in some group Gkn
to the dynamic. The difference between dynamics of balls and ones of a set of points is that
the centers of balls can not move too close to each other.
7. In the case of n non-intersecting projective m-dimensional planes in RPm+2 considered up
to isotopy, the theory works as well. Here, in order to define the dynamical system, we
take a one-parameter family of projective hyperplanes in general position, for particles we
take (m − 1)-dimensional planes which appear as intersections of the initial planes with the
hyperplane.
The properties of being good, correct etc. follow from the fact that in general position
“particles” have a unique same secant line (in a way similar to projective lines, one should
allow the projective planes not to be straight). For m = 1 one should take k = 3, in the
general case one takes k = 2m+ 1.
8. This theory can be applied to the study of fundamental groups of various discriminant spaces,
if such spaces can be defined by several equalities and subsets of these equalities can be thought
of as property P.
9. The case of classical knots, unlike classical links, is a bit more complicated: it can be consid-
ered as a dynamical system, where the number of particles is not constant, but it is rather
allowed for two particles to be born from one point or to be mutually contracted.
The difficulty here is that knots do not possess a group structure, thus, we don’t have a natural
order on the set of particles. Nevertheless, it is possible to construct a map from classical
knots to free 3-knots (or free 4-knots) and study them in a way similar to free 3-braids (free
4-braids).
Remark 6. In the case of sets of points in space of dimension 3, the property of some points to
belong to a 2-plane (or higher-dimensional plane) is not correct. Indeed, if three points belong to
the same line, then whatever fourth point we add to them, the four points will belong to the same
plane, thus we can get various multiindices of 4 points corresponding to the same moment.
The “triviality” of such theory taken without any additional constraints has the simple descrip-
tion that the configuration space of sets of points in R3 has trivial fundamental group.
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Remark 7. In some cases we can reduce one k-good properties to others. For example, consider
the 4-good properties P1: “points in the plane lie on the same circle (or the same line)”, and P2:
“points in the 3-dimensional space lie on the same 2-plane”.
Let f : R2 → R3 be the inverse stereographic projection:
f(u, v) =
(
2u
u2 + v2 + 1
,
2v
u2 + v2 + 1
,
u2 + v2 − 1
u2 + v2 + 1
)
The image of the map f is the unit sphere without a point, and the image of any circle or line is
a circle on the sphere, i.e. an intersection of the sphere and a 2-plane. Thus, a set X ⊂ R2 contains
four points which lie on the same circle or line, if and only if the set f(X) = {f(x)}x∈X ⊂ R3
contains four points which lie on the same 2-plane. In other words, the property P1 can be reduced
to the property P2.
We can summarise the reasonings above in the following statement.
Proposition 1. Let Cn(R2) be the configuration space of ordered sets consisting of n distinct points
in R2, and C ′n(R
3) be the configuration space of ordered sets consisting of n distinct points in R3
such that there are no three points which lie on the same line. Then the following diagram is
commutative
π1(Cn(R
2))
f∗
//
cP1
%%❏
❏❏
❏❏
❏❏
❏❏
❏
π1(C
′
n(R
3))
cP2
yytt
tt
tt
tt
tt
G4n
where cPi is the homomorphism of Theorem 6 determined by the property Pi, i = 1, 2.
A construction above can be used for reduction of other k-good properties to the basic k-property
“points lie on the same hyperplane in Rk−1”.
7.3 Pictures
The free k-braids can be depicted by strands connecting points (1, 0), . . . , (n, 0) to points (1, 1), . . . , (n, 1);
every strand connects (i, 0) to (i, 1); its projection to the second coordinate is a homeomorphism.
We mark crossings corresponding ai,j,k by a solid dot where strands #i,#j,#k intersect transver-
sally.
All other crossings on the plane are artefacts of planar drawing; they do not correspond to any
generator of the group, and they are encircled, see Fig. 11.
The clue for the recognition of free 2-braids is the bigon reduction shown in Fig. 12.
Here we reduce the bigon whose vertices vertices are X,Y .
The graph which appears after all possible bigon reductions (with opposite edge structure at
vertices) is a complete invariant of the free 2-braid (see also [23]).
8 Groups Gkn and their homomorphisms
In the present section, we continue to work with groups Gkn, which generalise classical braid groups
and other groups in a very broad sense.
Perhaps, the easiest highly non-trivial groups are free products of cyclic groups (finite or infi-
nite). In these groups, the word problem and the conjugacy problem are solved extremely easily:
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1                     2                      3                     4
234
123
Figure 11: The 3-braid a234a123
1                   2                      3                        4
X
Y
1                  2                      3                       4
Figure 12: The bigon reduction
we just contract a generator with its opposite until possible (in a word or in a cyclic word) and
stop when it is impossible.
This “gradient descent” algorithm allows one not only to solve the word problem and conjugacy
problem but also to show that “if a word w is irreducible then it is contained in any word w′
equivalent to it.” For example, abcab is contained in abaa−1cbb−1ab in the free product Z ∗Z ∗Z =
〈a, b, c〉.
Similar phenomena arose in Parity Theory of knot diagrams in low-dimensional topology dis-
covered by V.O. Manturov:
If a diagram K is odd and irreducible, then it realizes itself as a subdiagram of any other dia-
gram K ′ equivalent to it [25].
Here “irreducibility” is similar to group-theoretic irreducibility and “oddness” means that all
crossings of the diagram are odd or non-trivial in some sense.
In fact, parity theory allows one to endow each crossing of a diagram with a powerful diagram-
like information, so that if two crossings (resp., two letters a and a−1) are contracted then they
have the same pictures. Thus, a crossing possessing a non-trivial picture takes responsibility for
the non-triviality of the whole diagram (braid, word).
How are these two simple phenomena related to each other?
In the present section, we study classical braid groups. However, we can change the point of
view of what we call “a crossing”. There is a natural presentation of the braid group where gener-
ators correspond to horizontal trisecants. Besides, there is a similar presentation where generators
correspond to horizontal planes having four points lying on the same circle.
These two approaches lead to the groups G3n and G
4
n which share many nice properties with
virtual braid groups and free groups. In particular, for these groups, each crossing contains very
powerful information.
In Section 8.3, we coarsen this information and restrict ourselves to invariants of classical braids
which appear as the image of the map from groups Gkn to free groups.
One immediate advantage of this approach is that we can give some obvious estimates for
various complexities of braids which are easy to calculate.
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8.1 Homomorphism of pure braids into G3n
We recall (see Definition 19, page 19) that the k-free braid group on n strands Gkn is generated by
elements am, m is a k-element subset of {1, 2, . . . , n} with the following relations:
(1) a2m = 1 for each m.
(2) amam′ = am′am for any k-element subsets m,m′ such that Card(m∩m′) 6 k−2. This relation
is called far commutativity.
(3) (am1am2 . . . amk+1)
2 = 1 for each (k + 1)-element subset M = {i1, i2, . . . , ik+1} ⊂ {1, 2, . . . , n}
where ml = M \ {il}, l = 1, . . . , k + 1. This relation is called tetrahedron relation.
Groups Gkn appear naturally as groups describing dynamical systems of n particles in some “general
position”; generators of Gkn correspond to codimension 1 degeneracy, and relations corresponds to
codimension 2 degeneracy which occurs when performing some generic transformation between two
general position dynamical systems. Dynamical system leading to G3n and G
4
n are described in
Section II, page 22; here we describe the corresponding homomorphisms explicitly.
Generators of G3n correspond to configurations in the evolution of dynamical systems which
contains a trisecant, that is three particles lying in one line. Generators of G4n correspond to
configurations which includes four particles that lie in one circle.
Let PBn be the pure n-strand braid group. It can be presented with the set of generators
bij , 1 6 i < j 6 n, and the set of relations [35]
bijbkl = bklbij, i < j < k < l or i < k < l < j, (7)
bijbikbjk = bikbjkbij = bjkbijbik, i < j < k, (8)
bjlbklbikbjk = bjlbklbikbjk, i < j < k < l. (9)
The following proposition is well known.
Proposition 2. The center Z(PBn) of the group PBn is isomorphic to Z.
For each different indices i, j, 1 6 i, j 6 n, we consider the element ci,j in the group G3n to be
the product
ci,j =
n∏
k=j+1
ai,j,k ·
j−1∏
k=1
ai,j,k.
Proposition 3. The correspondence
bij 7→ c
−1
i,i+1 . . . c
−1
i,j−1c
2
i,jci,j−1 . . . ci,i+1, i < j,
defines a homomorphism φn : PBn → G3n.
Proof. Consider the configuration of n points zk = e2πik/n, k = 1, . . . , n, in the plane R2 = C
where the points lie on the same circle C = {z ∈ C | |z| = 1}. Pure braids can be considered as
dynamical systems whose initial and final states coincide with z = {z1, · · · , zn}. We can assume
that the initial state coincide with the configuration considered above. Then by Theorem 6 there is
a homomorphism φn : PBn → G3n and we need only describe explicitly the images of the generators
of the group PBn.
For any i < j the pure braid bij can be presented as the following dynamical system:
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Figure 13: Dynamical system corresponding to bij
1. the point i moves along the inner side of the circle C, passes point i+ 1, i+ 2, . . . , j − 1 and
land on the circle before the point j (Fig. 13 upper left);
2. the point j moves over the point i (Fig. 13 upper right);
3. the point i returns to its initial position over the points j, j − 1, . . . , i+1 (Fig. 13 lower left);
4. the point j returns to its position (Fig. 13 lower right).
As we check all the situations in the dynamical systems where three points lie on the same line,
and write down these situations as letters in a word of the group G3n we get exactly the element
c−1i,i+1 . . . c
−1
i,j−1c
2
i,jci,j−1 . . . ci,i+1.
Let G˜ = Z2 ∗ Z2 ∗ Z2 and let a1, a2, a3 be the generators of G˜. Let G˜even be the subgroup in G˜
which consists of all words of even length. By obvious reason, the 2π rotation of the whole set of
points around the origin has meets no trisecants, thus, the map PB3 → G3n has an obvious kernel.
Let us prove that in the case of 3 strings it is the only kernel of our map.
Theorem 8. There is an isomorphism PB3/Z(PB3)→ G˜even.
Proof. The quotient group PB3/Z(PB3) can be identified with the subgroupH in PB3 that consists
of the braids for which the strands 1 and 2 are not linked. In other words, the subgroup H is the
kernel of the homomorphism PB3 → PB2 that removes the last strand. For any braid in H we
can straighten its strands 1 and 2. Looking at such a braid as a dynamical system we shall see a
family of states where the particles 1 and 2 are fixed and the particle 3 moves.
The points 1 and 2 split the line, on which they lie, into three intervals. Let us denote the
unbounded interval with the end 1 as a1, the unbounded interval with the end 2 as a2 and the
interval between 1 and 3 as a3 (see Fig. 14).
We assign a word in letters a1, a2, a3 to any motion of the point 3 as follows. We start with the
empty word. Every time the particle 3 crosses the line 12 we append the letter which corresponds
to the interval the point 3 crosses. If the point 3 returns to its initial position then the word will
have even number of letters. This construction defines a homomorphism φ : H → G˜even.
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Figure 14: Initial state for a pure braid with 3 strands
On the other hand, if we have an even word in letters a1, a2, a3 then we can define a motion
of the point 3 up to isotopy in R2 \ {1, 2}. Thus, we have a well-defined map from even words
to H that induces a homomorphism ψ : G˜even → H ≃ PB3/Z(PB3). It is easy to see that the
homomorphisms φ and ψ are mutually inverse.
The crucial observation, which allows us to prove that this map is an isomorphism, is that we
can restore the dynamics from the word in the case of 3 strands. Since relations in G3n correspond
to relations in the braid group, this suffices to prove the isomorphism.
When n > 4, not all words in G3n correspond to the dynamical systems. thus, the question
whether (PBn)/Z(PBn)→ G3n requires additional techniques.
8.2 Homomorphism of pure braids into G4n
In the present section, we describe an analogous mapping PBn → G4n; here points z1, z2, . . . , zn
on the plane are in general position of no four points of them belong to the same circle (or line);
codimension 1 degeneracies will correspond to generators of G4n, where at some moment exactly
one quadruple of points belongs to the same circle (line), and relations correspond to the case of
more complicated singularities.
Let a{i,j,k,l}, 1 6 i, j, k, l 6 n, be the generators of the group G
4
n, n > 4.
Let 1 6 i < j 6 n. Consider the elements
cIij =
j−1∏
p=2
p−1∏
q=1
a{i,j,p,q}, (10)
cIIij =
j−1∏
p=1
n−j∏
q=1
a{i,j−p,j,j+q}, (11)
cIIIij =
n−j+1∏
p=1
n−p+1∏
q=0
a{i,j,n−p,n−q}, (12)
cij = c
II
ij c
I
ijc
III
ij . (13)
Proposition 4. The correspondence
bij 7→ ci,i+1 . . . ci,j−1c
2
i,jc
−1
i,j−1 . . . c
−1
i,i+1, i < j, (14)
defines a homomorphism φn : PBn → G4n.
In order to construct this map explicitly, we have to indicate the initial state in the configuration
space of n-tuple of points.
By obvious reason, the initial state with all points lying on the circle does not work; so, we shall
use the parabola instead.
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Figure 15: Dynamical system which corresponds to bij
Let Γ = {(t, t2) | t ∈ R} ⊂ R2 be the graph of the function y = x2. Consider a rapidly
increasing sequence of positive numbers t1, t2, . . . , tn (precise conditions on the sequence growth
will be formulated below) and denote the points (ti, t2i ) ∈ Γ by Pi.
Pure braids can be considered as dynamical systems whose initial and final states coincide and
we assume that the initial state is the configuration P = {P1, P2, . . . , Pn}. Then by Theorem 6 there
is a homomorphism ψn : PBn → G4n. We need to describe explicitly the images of the generators
of the group PBn.
For any i < j the pure braid bij can be presented as the following dynamical system: the point
Pi moves along the graph Γ
1. the point Pi moves along the graphics Γ and passes points
Pi+1, Pi+2, . . . , Pj
from above (Fig. 15 upper left);
2. the point Pj moves from above the point Pi (Fig. 15 upper right);
3. the point Pi moves to its initial position from above the points
Pj−1, . . . , Pi+1
(Fig. 15 lower left);
4. the point Pj returns to its position (Fig. 15 lower right).
The proof that this dynamical system leads to the presentation (14) is given in Appendix.
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8.3 Homomorphism into a free group
Let N = {1, 2, . . . , n} be the set of indices.
Let Hkn ⊂ G
k
n be the subgroup whose elements are given by the even words, that are words
of Gkn, which include any generator am,m ⊂ N , |m| = k, evenly many times. We construct a
homomorphism φ from the subgroup Hkn to the free product of 2
(k−1)(n−k) copies of the group Z2.
Roughly speaking, any letter am in Gkn will get a collection of “colours” coming from the
interaction of indices from m with other indices. These “colours” will remain unchanged when
performing the far commutativity relation amam′ = am′am and the tetrahedron relation . . . am . . . =
. . . am . . . ; moreover, the two adjacent letters am which contracts to 1 inside the word will have the
same colour.
Let am,m ⊂ N , |m| = k, be a generator of the group Gkn. Without loss of generality we
can suppose that m = {1, 2, . . . , k}. Assume that p ∈ N \ m. For any 1 6 i 6 k consider
the set m[i] = m \ {i} ∪ {p}. Let us define a homomorphism ψp : Gkn → Z
⊕k−1
2 by the formulas
ψp(am[i]) = ei, 1 6 i 6 k − 1, ψp(am[k]) =
∑k−1
i=1 ei and ψp(am′) = 0 for the other m
′ ⊂ N , |m′| = k.
Here e1, . . . , ek−1 denote the basis elements of the group Z
⊕k−1
2 . The homomorphism ψp is well
defined since the relations in Gkn are generated by even words.
Consider the homomorphism ψ =
⊕
p 6∈m ψp, ψ : G
k
n → Z, where Z = Z
⊕(k−1)(n−k)
2 . Note that
Hkn ⊂ kerψ.
Let H = Z∗Z2 be the free product of 2
(k−1)(n−k) copies of the group Z2 and the exponents of its
elements are indiced with the set Z. Let fx, x ∈ Z, be the generators of the group H. Define the
action of the group Gkn on the set Z ×H by the formula
am′ · (x, y) =
{
(x, fxy) m
′ = m,
(x+ ψ(am′), y) m
′ 6= m.
This action is well defined. Indeed, a2m′ · (x, y) = (x, y) for any m
′ ∈ N , |m′| = k. On the other
hand, for any tuple m˜ = (i1, i2, . . . , ik+1) such that m 6⊂ m˜ one has
(∏k+1
l=1 am˜\{il}
)2
· (x, y) = (x, y)
since the generators act trivially here. If m ⊂ m˜, then
(∏k+1
l=1 am˜\{il}
)2
= w1amw2amw3, where the
word w2 and the word w1w3 are products of generators m[i], i = 1, . . . , k and(
k+1∏
l=1
am˜\{il}
)2
· (x, y) = w1amw2amw3 · (x, y) =
w1amw2am · (x+ ψ(w3), y) = w1amw2 · (x+ ψ(w3), fx+ψ(w3)y) =
w1am · (x+ ψ(w3), fx+ψ(w3)y) = w1 · (x+ ψ(w3), f
2
x+ψ(w3)
y) =
w1 · (x+ ψ(w3), y) = (x+ ψ(w1) + ψ(w3), y) = (x, y).
The fourth and the last equalities follow from the equality ψ(w1) + ψ(w3) = ψ(w1w3) = ψ(w2) =∑k
i=1 ψ(am[i]) = 0.
For any element g ∈ Gkn define φx(g) from the relation
g · (x, 1) = (x+ ψ(g), φx(g)1)
and let φ(g) = φ0(g). Then g · (x, y) = (x + ψ(g), φx(g)y) for any (x, y) ∈ Z × H. If g ∈ Hkn
then ψ(g) = 0 and g · (0, y) = (0, φ(g)y). Hence, for any g1, g2 ∈ Hkn one has (g1g2) · (0, 1) =
g1 · (g2 · (0, 1)) = g1 · (0, φ(g2)) = (0, φ(g1)φ(g2)). On the other hand, (g1g2) · (0, 1) = (0, φ(g1g2)).
Thus, φ : Hkn → H is a homomorphism.
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Figure 16: Braid which corresponds to the word w
For any element x in H, let c(x) denote the complexity of x, that is the length of the irreducible
representative word of x.
Let b ∈ PBn be a classical pure braid and β = φn(b) be the corresponding free braid in G3n.
Note that the word β belongs to H3n. Then for any m ⊂ N , |m| = 3, the map φ defined above is
applicable to β. The geometrical complexity of the braid b can be estimated by complexity of the
element φ(β).
Proposition 5. The number of horizontal trisecants of the braid b is not less than c(φ(β)).
The proof of the statement follows from the definition of the maps φn and φ.
Using the homomorphism PBn → G4n, we get an analogous estimation for the number of “circled
quadrisecants” of the braid.
8.4 Free groups and crossing numbers
The homomorphism described above allows one to estimate the new complexity for the braid group
BPn by usingG3n and G
4
n. These complexities have an obvious geometrical meaning as the estimates
of the number of horizontal trisecants (G3n) and “circled quadrisecants” (G
4
n).
Let G = Z∗32 be the free product of three copies of Z2 with generators a, b, c respectively. A
typical example of the word in this group is
w = abcbabca... (15)
Note that the word (15) is irreducible, so, every word equivalent to it contains it as a subword.
In particular, this means that every word w′ equivalent to w contains at least 8 letters.
The above mentioned complexity is similar to a “crossing number”, though, crossings are treated
in a non-canonical way.
In [25], it is proved that for free knots (which are knot theoretic analogues of the group G2n) if
an irreducible knot diagram K is complicated enough then it is contained (as a smoothing) in any
knot diagram equivalent to it.
In [23], similar statements are proved for G2n.
Let us now treat one more complicated issue, the unknotting number.
To make the issue simpler, let us start with the toy model. Let G′ = Z∗3 be the free product of
the three copies of Z with generators a, b, c.
Assume that we are allowed to perform the operation of switching the sign a←→ a−1, b←→ b−1,
c←→ c−1 along with the usual reduction of opposite generators aa−1, bb−1, cc−1, a−1a, . . . .
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Given a word v; how many switches do we need to get the word representing the trivial element
from v? How to estimate this number from below?
For the word w = abcbabca the answer is “infinity”. It is impossible to get 1 from w in G′
because w represents a non-trivial element of G, and the operations a←→ a−1 do not change the
element of G written in generators a, b, c.
Now, let the element of G′ be given by the word w′ = a4b2c4b−4.
This word w′ is trivial in G, however, if we look at exponents of a, b, c, we see that they are
+4,−2,+4. Thus, the number of switchings is bounded below by 12(|4|+ |2|+ |4|) = 5, and one can
easily find how to make the word w′ trivial in G′ with five switchings.
For classical braids, a crossing switching corresponds to one turn of one string of a braid around
another. If i and j are the numbers of two strings of some braid B then the word in Gkn, k = 3, 4,
which corresponds to the dynamical system describing the full turn of the string i around the string
j, looks like c2ij , where cij =
∏
m⊃{i,j} am and the product is taken over the subsetsm ⊂ {1, 2, . . . , n},
which have k element and contain i and j, given in some order. Note that the word c2ij is even.
Fix a k-element subset m ⊂ {1, 2, . . . , n} containing {i, j}. Consider the homomorphism
φ : Hkn → H determined by m. The word c
2
ij yields the factor fxfx+zij ∈ H, where the index
x ∈ Z depends on the positition of c2ij inside the word β of G
k
n that corresponds to the braid B,
and the element zij =
∑
m′ :m′⊃{i,j},Card(m∩m′)=k−1 ψ(m
′) ∈ Z depends only on i, j, and m and
does not depend on the order in the product cij . Hence, an addition of a full turn of the string i
around the string j corresponds to substitution of the subword 1 = f2x with the subword fxfx+zij ,
that is a crossing switch corresponds to the switch of elements fx and fx+zij in the image of the
braid under the homomorphism φ. Thus, the following statement holds.
Proposition 6. The unknotting number of a braid B is estimated below by the number of switches
fx 7→ fx+zij which are necessary to make the word φ(B) ∈ H trivial.
The number of switches in the Proposition 6 is not an explicit characteristic of a word in the
group H, but one can give several rough estimates for it which can be computed straightforwardly.
For example, consider the following construction. Let π : H → Z2[Z] be the natural projection;
let Z0 be the subgroup in Z generated by the elements zij , {i, j} ⊂ m. For any element ξ =∑
z∈Z ξzz ∈ Z2[Z] and any z ∈ Z consider the number cz(ξ) = Card ({z0 ∈ Z0 | ξz+z0 6= 0}), and let
c(ξ) = maxz∈Z cz(ξ).
Let ω ∈ H be an arbitrary word and ξ = π(ω). Any switch fx 7→ fx+zij in ω corresponds to a
switch of ξ. Note that these switches map any element z ∈ Z into the class z + Z0 ⊂ Z. After a
switch, two summands of ξ, that correspond to generators in z+Z0, can annihilate. Thus, removing
all the summands of ξ by the generators in z +Z0 takes at least
1
2cz(ξ) switches. Thus, we get the
following estimate for the unknotting number.
Proposition 7. The unknotting number of a braid B is estimated below by the number 12c (π(φ(B))).
Consider the braid B in Fig. 17. Its unknotting number is 2. The braid corresponds to the
element
β = a123a234a123a134a123a134a123a234 ∈ G
3
4.
Letm = {1, 2, 3}. Then z12 = ψ(a124) = e1+e2 ∈ Z = Z
⊕2
2 , z13 = ψ(a134) = e2, z23 = ψ(a234) = e1.
The image of the element β is φ(β) = f0fe1fe1+e2fe1. It is easily to see the word φ(β) can not
be trivialized with one switch, but it can be made trivial with two switches:
f0fe1fe1+e2fe1
z13−→ f0fe1fe1fe1 = f0fe1
z23−→ f0fe0 = 1.
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Figure 17: Braid with the unknotting number equal to 2
Note that the Proposition 7 gives the estimate
1
2
c(π(φ(β))) =
1
2
c(f0 + fe1+e2) = 1.
9 Brunnian braids and generalisations of the groups Gkn
In the classical braid groups, a special role is played by Brunnian braids on n strands. A Brunnian
braid is a braid such that each braid obtained by omitting one strand is trivial for every strand.
Brunnian braids can be defined algebraically as follow.
Let us define a mapping pm : PBn+1 → PBn by
pm(bij) =

1 if j = m,
bij if i, j < m,
bi(j−1) if i < m, j > m,
b(i−1)(j−1) if i, j > m.
Roughly speaking, this mapping deletes one strand from pure braids on n strands.
p3
b12b23b
−1
12 b
−1
23
b12b
−1
12
p3(b12b23b
−1
12 b
−1
23 )
≃
Figure 18: Diagrams of b12b13b
−1
12 b
−1
13 and p(b12b13b
−1
12 b
−1
13 ) = b12b
−1
12 in PB3
Definition 20. An n-strand Brunnian braid is a pure braid β on n strands such that pm(β) = 1
for every m ∈ {1, 2, · · · , n}.
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Note that if an element in PBn is of the form [· · · [[bi1j1, bi2j2 ], bi3j3], · · · ], bimjm ] and for every
i ∈ {1, · · · , n} there is k such that i ∈ {ik, jk}, then it is Brunnian, for example, Fig. 18.
We can define Brunnian elements in groups Gkn and we will see that the image of a Brunnian
braid is Brunnian in G3n by a homomorphism from PBn to G
3
n.
Let us define a mapping qm : G3n+1 → G
3
n by
qm(aijk) =

1 if m ∈ {i, j, k},
aijk if i, j, k < m,
aij(k−1) if i, j < m, k > m,
ai(j−1)(k−1) if i < m, j, k > m,
a(i−1)(j−1)(k−1) if i, j, k > m.
Definition 21. An element β fromG3n+1 is called Brunnian if qm(β) = 1 for everym ∈ {1, 2, · · · , n}.
Lemma 5. For a Brunnian braid β ∈ PBn, φn(β) is a Brunnian in G3n.
To prove the above lemma, firstly we prove the following lemma.
Lemma 6. For i, j ∈ {1, · · · , n} and i < j,
qn(c
n
i,j) =
{
1 if j = n,
cn−1i,j if j 6= n.
Proof. If j = n, then
qn(c
n
i,n) = qn(
n−1∏
k=1
aink) =
n−1∏
k=1
qn(aink) = 1.
If i, j 6= n, then
qn(c
n
i,j) = qn(
n∏
k=j+1
aijk
j−1∏
k=1
aijk) =
=
n∏
k=j+1
qn(aijk)
j−1∏
k=1
qn(aijk) =
n−1∏
k=j+1
aijk
j−1∏
k=1
aijk = c
n−1
i,j .
Analogously we can show that
qm(ci,j) =

1 if j = mori = m,
ci,j if i, j < m,
ci,(j−1) if i < m, j > m,
c(i−1),(j−1) if i, j > m.
Proof of Lemma 5. It is sufficient to show that qm ◦ φn = φn−1 ◦ pm, because if pm(β) = 1, then
qm◦φn(β) = φn−1◦pm(β) = φn−1(1) = 1. Form = n and bij ∈ PBn, if j = n, then φn−1◦pn(bin) = 1
and
qn ◦ φn(bin) = qn((c
n
i,i+1)
−1(cni,i+2)
−1 · · · (cni,n−1)
−1(cni,n)
2cni,n−1 · · · c
n
i,i+2c
n
i,i+1)
= (cn−1i,i+1)
−1(cn−1i,i+2)
−1 · · · (cn−1i,n−1)
−1qn((c
n
i,n)
2)cn−1i,n−1 · · · c
n−1
i,i+2c
n−1
i,i+1
= (cn−1i,i+1)
−1(cn−1i,i+2)
−1 · · · (cn−1i,n−1)
−1cn−1i,n−1 · · · c
n−1
i,i+2c
n−1
i,i+1 = 1.
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If i, j 6= n, then
φn−1 ◦ pn(bij) = φn−1(bij)
= (cn−1i,i+1)
−1(cn−1i,i+2)
−1 · · · (cn−1i,j−1)
−1(cn−1i,j )
2cn−1i,j−1 · · · c
n−1
i,i+2c
n−1
i,i+1,
and
qn ◦ φn(bij) = qn((c
n
i,i+1)
−1(cni,i+2)
−1 · · · (cni,j−1)
−1(cni,j)
2cni,j−1 · · · c
n
i,i+2c
n
i,i+1)
= (cn−1i,i+1)
−1(cn−1i,i+2)
−1 · · · (cn−1i,j−1)
−1(cn−1i,j )
2cn−1i,j−1 · · · c
n−1
i,i+2c
n−1
i,i+1.
Analogously, it is easy to show that qm ◦ φn = φn−1 ◦ pm.
The aim of this section is to show that the MN invariants constructed in Section 8.3 fail to rec-
ognize the non-triviality of Brunnian braids (Lemma 7). We can enhance these invariants by using
the structure of Gkn; in fact, we shall make only one step allowing us to recognize the commutator,
see example 9. But in principle, it is possible to go on enhancing the invariants coming from Gkn
(even from G3n) to get invariants which recognize the non-triviality of commutators of arbitrary
lengths: [[[[[b12 , b13], b14], b15, ...]. More precisely, the group G3n itself recognizes the non-triviality of
such braids, and the corresponding invariants can be derived as maps from G3n to free products of
Z2 (Example 9).
Firstly, we reformulate the definition of homomorphisms ψ(i,j,k) : G
3
n → Z
22(n−3)
2 and construct
new ones.
Let us start reformulating the definition of homomorphisms ψ(i,j,k) : G
3
n → Z
22(n−3)
2 .
Let β ∈ G3n be an even element. For each c = aijk of β and for l ∈ {1, 2, · · · , n}\{i, j, k}, define
ic(l) by
ic(l) = (Njkl +Nijl, Nikl +Nijl) ∈ Z2 × Z2,
where Nikl is the number of aikl from the start of β to the crossing c. Note that ic can be considered
as a map from {1, 2, · · · , n}\{i, j, k} to Z2×Z2. Fix i, j, k ∈ {1, . . . , n}. Let {c1, · · · , cm} be the set
of aijk such that for each s, t ∈ {1, 2, · · · ,m}, s < t if and only if we meet cs earlier than ct in β.
Define a group F 3n by the group presentation generated by {σ | σ : {1, 2, · · · n}\{i, j, k} → Z2×Z2}
with relations {σ2 = 1}. Note that ic is a mapping from {1, 2, · · · n}\{i, j, k} to Z2 × Z2 and ic is
in F 3n . It is easy to show that F
3
n is isomorphic to the free product of 2
2(n−3) copies of Z2. Define
a word ψ(i,j,k)(β) in F
3
n for β by ψ(i,j,k)(β) = ic1ic2 · · · icm .
Lemma 7. For a Brunnian β ∈ PBn, ψ(i,j,k)(φn(β)) = 1.
Proof. It is sufficient to show that ψ(ijk)(φn(blm)) = 1 for |{l,m} ∩ {i, j, k}| < 2. For a Brunnian
braid β ∈ PBn and for l 6∈ {i, j, k}, let βl be a braid obtained by omitting blm from β. Since
ψ(ijk)(φn(blm)) = 1 for |{l,m} ∩ {i, j, k}| < 2,
ψ(ijk)(φn(β)) = ψ(ijk)(φn(βl)).
Since β is Brunnian, βl is trivial and ψ(ijk)(φn(β)) = ψ(ijk)(φn(βl)) = 1. Now we will show that the
statement is true. By the definition of φn,
φn(bij) = (c
n
i,i+1)
−1(cni,i+2)
−1 · · · (cni,j−1)
−1(cni,j)
2cni,j−1 · · · c
n
i,i+2c
n
i,i+1.
Note that for |{l,m}∩{i, j, k}| 6= 2, cnl,m contains no aijk. Without loss of generality we may assume
that i < j < k and l < m. There are 8 subcases:
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1. {l,m} ∩ {i, j, k} = ∅,
2. l 6∈ {i, j, k},m ∈ {i, j, k},
3. l = i, i < m < j,
4. l = i, j < m < k,
5. l = i, k < m < n,
6. l = j, j < m < k,
7. l = j, k < m < n,
8. l = k, k < m < n.
If {l,m}∩{i, j, k} = ∅, then φn(bij) has no cni,j , c
n
i,k and c
n
j,k. Hence ψ(ijk)(φn(blm)) = 1. Analogously
ψ(ijk)(φn(blm)) = 1 in the cases of (2),(3),(6) and (8).
If l = i, j < m < k, then
φn(bim) = (c
n
i,i+1)
−1 · · · (cni,j)
−1 · · · (cni,j−1)
−1(cni,m)
2cni,j−1 · · · c
n
i,j · · · c
n
i,i+1
has just two aijk, say c1 = aijk in (cni,j)
−1 and c2 = aijk in cni,j, respectively. Since the number of each
astu between c1 and c2 is even for every s, t, u ∈ {1, · · · n}, ic1 = ic2 . Therefore ψ(ijk)(φn(blm)) = 1.
Analogously ψ(ijk)(φn(blm)) = 1 in the case of (7).
If l = i, k < m < n,
φn(bim) = (c
n
i,i+1)
−1 · · · (cni,j)
−1 · · · (cni,k)
−1 · · · (cni,m)
2 · · · cni,k · · · c
n
i,j · · · c
n
i,i+1,
and it has four aijk, say c1 = aijk in (cni,j)
−1, c2 = aijk in (cni,k)
−1, c3 = aijk in cni,k and c4 = aijk in
cni,j, respectively. Since the number of each astu between c2 and c3 is even for every s, t, u ∈ {1, · · · n},
ic2 = ic3. Similarly, ic1 = ic4 . Therefore ψijk(φn(bim)) = ic1ic2ic3ic4 = 1. The proof is complete.
By the above Lemma the MN-invariant for G3n does not recognize the non-triviality of Brunnian
braids in PBn. In the next paragraph to make the “indices” stronger, we will use the parity for
elements of the group G2n.
9.1 Groups G2n with parity and points
When mapping G3n to G
2
n−1, we lose a lot of information. But it turns out that we can save some
of that information in the form of parity.
Definition 22. For a positive integer n > 2, let us define G2n,p as the group presentation generated
by {aǫ{i,j} | {i, j} ⊂ {1, . . . , n}, i < j, ǫ ∈ {0, 1}} subject to the following relations:
1. (aǫ{i,j})
2 = 1, ǫ ∈ {0, 1} and i, j ∈ {1, · · · , n},
2. a
ǫ{i,j}
{i,j} a
ǫ{k,l}
{k,l} = a
ǫ{k,l}
kl a
ǫ{i,j}
{i,j} for {i, j} ∩ {k, l} = ∅,
3. a
ǫ{i,j}
{i,j} a
ǫ{i,k}
{i,k} a
ǫ{j,k}
{j,k} = a
ǫ{j,k}
{j,k} a
ǫ{i,k}
{i,k} a
ǫ{i,j}
{i,j} , for distinct i, j, k, where ǫ{i,j} + ǫ{i,k} + ǫ{j,k} ≡ 0 mod
2.
We denote aǫ{i,j} by a
ǫ
ij.
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The relations of G2n,p are closely related to the axioms of parity. We call a
0
ij(a
1
ij) an even
generator (an odd generator). If a word β in G2n,p has no odd generators, then we call β an even
word (or an even element). G2n can be considered as a subgroup of G
2
n,p by a homomorphism i from
G2n to G
2
n,p defined by i(aij) = a
0
ij . Moreover, the following statement can be proved.
Lemma 8. The homomorphism i : G2n → G
2
n,p is a monomorphism.
Proof. To prove this statement, consider projection map p : G2n,p → G
2
n defined by
p(aǫij) =
{
aij if ǫ = 0,
1 if ǫ = 1.
It is easy to show that p is well-defined function. Let β and β′ be two words in G2n such that
i(β) = i(β′). By the definition of i, p(i(β)) = β and p(i(β′)) = β′. That is, β = β′ in G2n, therefore,
the proof is completed.
Corollary 1. If two words β and β′ in G2n are equivalent in G
2
n,p, then they are equivalent in G
2
n.
Now, we define a group G2n,d and we call it G
2
n with points.
Definition 23. For a positive integer n > 2, define G2n,d by the group presentation generated by
{a{i,j} | {i, j} ⊂ {1, . . . , n}, i < j} and {τi | i ∈ {1, · · · , n}} with the following relations;
1. a2{i,j} = 1 for {i, j} ⊂ {1, . . . , n}, i < j,
2. a{i,j}a{k,l} = a{k,l}a{i,j} for distinct i, j, k, l ∈ {1, . . . , n},
3. a{i,j}a{i,k}a{j,k} = a{j,k}a{i,k}a{i,j} for distinct i, j, k ∈ {1, . . . , n}
4. τ2i = 1 for i ∈ {1, . . . , n},
5. τiτj = τjτi for i, j ∈ {1, . . . , n},
6. τiτjaijτjτi = aij for i, j ∈ {1, . . . , n},
7. a{i,j}τk = τka{i,j} for distinct i, j, k ∈ {1, . . . , n}.
We denote a{i,j} by aij.
We call τi a generator for a point on i-th component or simply, a point on i-th component.
Geometrically, aij is corresponded to a 4-valent vertex and τi is corresponded to a point on the i-th
strand of the free braid, see Fig. 19.
9.2 Connection between G2n,p and G
2
n,d
In fact, two groups G2n,p and G
2
n,d are closely related to each other. Define a homomorphism φ from
G2n,p to G
2
n,d by
φ(aǫij) =
{
aij if ǫ = 0,
τiaijτi if ǫ = 1.
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1 i j n 1 i n
aij τi
Figure 19: Geometrical meanings of aij and τi
1 i j n 1 i j n
φ
a1ij
Figure 20: Image of a1ij
Geometrically, the image of a1ij is a crossing between i-th and j-th strands of the braid with two
points just before and after of the crossing on i-th strand, see Fig. 20. Note that, since we can
get τiaijτi = τjaijτj from the relation τiτjaijτjτi = aij, two diagrams with points in Fig. 20 are
equivalent. On the other hand, the number of τi and τj before a given crossing φ(aǫij) is equal to ǫ
modulo 2, because every image of aǫkl before φ(a
ǫ
ij) has two points or no points.
Lemma 9. The map φ from G2n,p to G
2
n,d is well defined.
Proof. To show that φ is well defined, it is enough to show that every relation is preserved by φ.
For relations (aǫij)
2 = 1, if ǫ = 0, then φ((a0ij)
2) = a2ij = 1. If ǫ = 1, then
φ((a1ij)
2) = τiaijτiτiaijτi = τiaijaijτi = τiτi = 1,
which can be presented geometrically as Fig. 21. For relations a
ǫij
ij a
ǫkl
kl = a
ǫkl
kl a
ǫij
ij with distinct
1 i j n 1 i nj 1 i nj 1 i nj
Figure 21: φ(a2ij) = 1
i, j, k, l, since i,j,k, and l are different indices, clearly the commutativity holds. For relations
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a
ǫij
ij a
ǫik
ik a
ǫjk
jk = a
ǫjk
jk a
ǫik
ik a
ǫij
ij , where ǫij + ǫik+ ǫjk = 0 mod 2, there are only two cases: all ǫ’s are equal
to 0 or only two of them are equal to 1. If every ǫ is 0, then
φ(a0ija
0
ika
0
jk) = aijaikajk = ajkaikaij = φ(a
0
jka
0
ika
0
ij).
Suppose that only two of them are equal to 1, say ǫij = 1, ǫik = 1 and ǫjk = 0. Then
φ(a1ija
1
ika
0
jk) = τiaijτiτiaikτiajk = τiaijaikτiajk = τiaijaikajkτi = τiajkaikaijτi = τiajkτiτiaikτiaij =
φ(a0jka
1
ika
1
ij),
which can be presented geomerically as Fig. 22.
1 i j k n 1 i j k n 1 i j k n 1 i j k n
Figure 22: φ(a1ija
1
ika
0
jk) = φ(a
1
jka
1
ika
0
ij)
Therefore, φ is well-defined.
Let H2n,d = {β ∈ G
2
n,d | Ni(β) = 0 mod 2, i ∈ {1, · · · , n}}, where Ni(β) is the number of τi in
β. Note that, by the definition of φ, it is clear that the image of G2n,p by φ goes into the set H
2
n,d.
Since every relation of G2n,d preserves the number of τ ’s modulo 2, H
2
n,d is a subgroup of G
2
n,d.
Lemma 10. Let β = T0ai1j1T1 · · ·Tk−1aikjkTk · · ·Tm−1aimjmTm ∈ H
2
n,d, where Tk is a product of
τ ’s. Define a function χ : H2n,d → G
2
n,p by
χ(β) = aǫ1i1j1 · · · a
ǫk
ikjk
· · · aǫmimjm ,
where Nik is the number of τik in T0, · · · , Tk−1 and ǫk = Nik +Njk . Then χ is well-defined.
Proof. Consider β = T0ai1j1T1 · · ·Tk−1aikjkTk · · ·Tm−1aimjmTm ∈ H
2
n,d. Assume that aikjk is con-
tained in one of relations, which can be applied to β. If aikjk is contained in the relation (6)
τiτjaijτjτi = aij from Definition 23, then the number of τik and τjk in Tk−1 is preserved mod-
ulo 2 and then the sum of the numbers of τik and τjk in T0, · · · , Tk−1 is not changed modulo
2. Therefore ǫk = Nik + Njk is compatible with 2. If aikjk is contained in the relation (7)
τkaij = aijτk from Definition 23, then the number of τik and τjk in Tk−1 is preserved, since in
relation (7) i, j, k are different respectively. Therefore the number of τik and τjk in T0, · · · , Tk−1
is not changed, and ǫk = Nik + Njk is preserved modulo 2. The relation (2) aijakl = aklaij from
Definition 23 is preserved along χ by relation aǫ1ij a
ǫ2
kl = a
ǫ2
kla
ǫ1
ij for different i, j, k, l. Suppose that
aikjk is appeared in the relation (1) a
2
ij = 1 from Definition 23. Then ik = ik+1, jk = jk+1 and
there are no τ ’s in Tk. Therefore ǫk = ǫk+1 and the relation is preserved by (aǫij)
2 = 1. Sup-
pose that aikjk is appeared in relation (3) aijaikajk = ajkaikaij from Definition 23. Suppose that
aikjkaik+1jk+1aik+2jk+2 = aik+2jk+2aik+1jk+1aikjk and ik = ik+1, jk = ik+2 and jk+1 = jk+2. It is
sufficient to show that ǫk + ǫk+1 + ǫk+2 = 0 modulo 2. Then there are no τ ’s in Tk,Tk+1,Tk+2, and
hence Nik = Nik+1, Njk = Nik+2, Njk+1 = Njk+2. Therefore
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ǫk + ǫk+1 + ǫk+2 = Nik +Njk +Nik+1 +Njk+1 +Nik+2 +Njk+2 = 0 mod 2.
and the proof is completed.
Theorem 9. G2n,p is isomorphic to H
2
n,d.
Proof. We will show that χ ◦ φ = 1G2n,p and φ ◦ χ = 1H2n,d . To show that χ ◦ φ = 1G2n,p let
β = aǫ1i1j1 · · · a
ǫm
imjm
∈ G2n,p. Then
χ(φ(β)) = χ(τ ǫ1i1 ai1j1τ
ǫ1
i1
· · · τ ǫmim aimjmτ
ǫm
im
) = aθ1i1j1 · · · a
θm
imjm
.
For each k, the number of all τ ’s which are appeared from aǫ1i1j1 · · · a
ǫm
ik−1jk−1
is even. Since θk is
equal to the number of all τik and τjk modulo 2, θk = ǫk. Therefore χ ◦ φ = 1G2n,p .
Now we will show that φ ◦ χ = 1H2
n,d
. Let
β = T0ai1j1T1 · · · Tk−1aikjkTk · · ·Tm−1aimjmTm ∈ H
2
n,d.
Firstly we will show that β is equivalent to an element in the form
τ ǫ1i1 ai1j1τ
ǫ1
i1
· · · τ ǫmim aimjmτ
ǫm
im
.
By the relations τiτj = τjτi and τkaij = aijτk, we can assume that β has the form
T0ai1j1T1 · · ·Tk−1aikjkTk · · ·Tm−1aimjmTm
such that Tk only has τik , τjk , τik+1 and τjk+1. In point of aikjk , it is a product of the following;
Aikjk = τ
θf
ik
ik
τ
θf
jk
jk
aikjkτ
θb
ik
ik
τ
θb
jk
jk
.
Now we claim that there is an element β′ equivalent to β in the form of
β′ = A′i1j1A
′
i2j2 · · ·A
′
imjm,
where
A′ikjk = τ
θf
ik
ik
τ
θf
jk
jk
aikjkτ
θb
ik
ik
τ
θb
jk
jk
, θfik = θ
b
ik
and θfjk = θ
b
jk
.
We call A′ikjk a part of β in the standard form and β
′ a word in the standard form. Suppose that β
is not in the standard form. Let k0 ∈ {1, · · · ,m} be a index such that Aik0jk0 is the first part of β
in the nonstandard form, say, θfik0
6= θbik0
. Since β ∈ H2n,d, the number of τi is even and there exists
a part Ailjl = τ
θ′f
il
il
τ
θf
jl
jl
ailjlτ
θ′b
il
il
τ
θb
jl
jl
of β such that k0 < l and il = ik0(or jl = ik0) as the following:
β = · · ·Aik0jk0 · · ·Ailjl · · · .
Let l := min{s ∈ {1, · · · ,m} | is = ik0 or js = ik0 , k0 < s ≤ m}. Assume that il = ik0 . Now we
shall deform the part Aik0jk0 in the form of
A′ik0jk0
= τ
θ′f
ik0
ik0
τ
θf
jk0
jk0
aik0jk0 τ
θb
ik0
ik0
τ
θ′b
ik0
ik0
,
where θ′fik0
= θ′bik0
.
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If θfik0
= 0 and θbik0
= 1, then Aik0jk0 can be deformed to A
′
ik0jk0
= τ
θf
jk0
jk0
aik0jk0 τ
θb
jk0
jk0
as follow:
β = · · ·Aik0jk0 · · ·Ailjl · · ·
= · · · τ
θf
jk0
jk0
aik0jk0 τik0τ
θb
jk0
jk0
· · · τ
θf
il
il
τ
θf
jl
jl
ailjlτ
θbil
il
τ
θbil
il
· · ·
= · · · τ
θf
jk0
jk0
aik0jk0 τ
θb
jk0
jk0
τik0 · · · τ
θf
il
il
τ
θf
jl
jl
ailjlτ
θbil
il
τ
θbil
il
· · ·
= · · ·A′ik0jk0
· · · τik0Ailjl · · · .
Assume that θfik0
= 1 and θbik0
= 0. Note that in β there are no Aik0jk between Aik0jk0 and Ailjl
because l := min{s ∈ {1, · · · ,m} | is = ik0 or js = ik0 , k0 < s ≤ m}. If θ
f
il
= 1, then by applying
relations aijτk = τkaij and τiτj = τjτi the generator τil can be moved near to aik0jk0 as follow:
β = · · · τ
θf
jk0
jk0
τik0aik0jk0 τ
θb
jk0
jk0
· · ·A∗∗ · · · τilτ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · ·
= τ
θf
jk0
jk0
τik0aik0jk0τ
θb
jk0
jk0
τil · · ·A∗∗ · · · τ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · ·
= A′ik0jk0
· · ·A∗∗ · · · τ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · · .
If θfil = 0, then by applying the relation τ
2
i = 1 two of the generator τik0 = τil can be added
and by applying the relations aijτk = τkaij and τiτj = τjτi the generator τil can be moved near to
aik0jk0 as follow:
β = · · · τ
θf
jk0
jk0
τik0aik0jk0τ
θb
jk0
jk0
· · ·A∗∗ · · · τ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · ·
= τ
θf
jk0
jk0
τik0aik0jk0τ
θb
jk0
jk0
· · ·A∗∗ · · · τilτilτ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · ·
= τ
θf
jk0
jk0
τik0aik0jk0τ
θb
jk0
jk0
τil · · ·A∗∗ · · · τilτ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · ·
= A′ik0jk0
· · ·A∗∗ · · · τilτ
θf
jl
jl
ailjlτ
θb
il
il
τ
θb
jl
jl
· · · .
Since the parts Aikjk , k < k0, of β are not changed, we can deform β to the word β
′ in the standard
form inductively.
Now assume that β =
∏m
k=1 = τ
θik
ik
τ
θjk
jk
aikjkτ
θik
ik
τ
θjk
jk
is in the standard form.
Then
φ ◦ χ(β) = φ ◦ χ(
m∏
k=1
= τ
θik
ik
τ
θjk
jk
aikjkτ
θik
ik
τ
θjk
jk
)
= φ(
m∏
k=1
a
θikjk
ikjk
) =
m∏
k=1
(τ
θikjk
ik
aikjkτ
θikjk
ik
),
where θikjk = θik + θjk mod 2. If θik = θjk = 1, by the relation τiτjaijτjτi = aij , β and φ ◦ χ(β)
are same elements in G2n,d. If θik = 1 and θjk = 0 (or θik = 0 and θjk = 1) by the relation
τiτjaijτjτi = aij (in other words, τiaijτi = τjaijτj), β and φ ◦ χ(β) are same elements in G2n,d and
hence φ ◦ χ = 1G2
n,d
.
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9.3 Connection between G2n,d and G
2
n+1
We recall that maps from Gkn to G
k
n−1 and from G
k
n to G
k−1
n−1 are constructed by deleting one
subindex. In these maps, each generator is mapped to a generator. Here we justify these maps
and extended to the case of mappings from G2n to G
2
n−1,d. We obtained the group monomorphisms
i : G2n → G
2
n,p and φ : G
2
n,p → G
2
n,d. To show that they are group monomorphisms, we found the
right inverses for them. In this section we consider relations between G2n,d and G
2
n+1.
Let us define a homomorphism ψ from G2n+1 to G
2
n,d by
ψ(aij) =

aij if n+ 1 6∈ {i, j},
τi if j = n+ 1,
τj if i = n+ 1.
To this end, we prove the following:
Lemma 11. The mapping ψ from G2n+1 to G
2
n,d is well-defined.
Proof. It is enough to show that every relation for G2n+1 is preserved by ψ. If every index is different
with n+ 1, it is clear. Consider the relation aijakl = aklaij for distinct i, j, k, l ∈ {1, · · · , n+ 1}. If
one of i, j, k and l is n+ 1, say i = n+ 1, then
ψ(a(n+1)jakl) = τjakl = aklτj = ψ(akla(n+1)j).
For the relations aijaikajk = ajkaikaij, if one of i, j and k is n+ 1, say i = n+ 1, then
ψ(aijaikajk) = τjτkajk = ajkτkτj = ψ(ajkaikaij).
Clearly, the relation a2ij = 1 is preserved along ψ and the statement is proved.
Now, let us define the inverse mapping. We define ω from G2n,d to G
2
n+1 by ω(aij) = aij and
ω(τi) = ai(n+1), for example, see Fig. 23.
1 2 3 4 1 2 3 4
a12
τ3
τ3
a23
τ4
a14
a14
τ1
a13
τ4
a12
a12
a35
a23
a45
a14
a14
a15
a13
a45
a12
a35
ψ
Figure 23: Example of an image of the mapping ω
But this mapping is not well-defined because the relation τiτj = τjτi inG2n,d goes to ai(n+1)aj(n+1) =
aj(n+1)ai(n+1) but ai(n+1) and aj(n+1) do not commute. However, we can modify the mapping and
get the following lemma.
47
Lemma 12. The mapping ω : G2n,d → G
2
n+1/〈ai(n+1)aj(n+1) = aj(n+1)ai(n+1)〉, defined by ω(aij) =
aij and τi = ai(n+1), is well-defined.
Proof. It is sufficient to show that every relation forG2n,d goes to an identity inG
2
n+1/〈ai(n+1)aj(n+1) =
aj(n+1)ai(n+1)〉. For relations (1), (2), (3) and (4) from Definition 23, it is clear. Consider the rela-
tion τiτj = τjτi. Then
ω(τiτj) = ai(n+1)aj(n+1) = aj(n+1)ai(n+1) = ω(τjτi).
The relation (6) τiτjaijτjτi = aij from Definition 23 can be rewritten as τiτjaij = aijτjτi. Then
ω(τiτjaij) = ai(n+1)aj(n+1)aij = aijaj(n+1)ai(n+1) = ω(aijτjτi).
Finally, the relations (5) and (7) from Definition 23 are preserved by the relation ai(n+1)aj(n+1) =
aj(n+1)ai(n+1) and the proof is completed.
Geometrically the relations ai(n+1)aj(n+1) = aj(n+1)ai(n+1) mean that two consecutive classical
crossings pass a virtual crossing, see Fig. 24. Generally, this move in this case, is called a forbidden
move by (n + 1)-th strand.
i n+1 j i n+1 j
ai,n+1
aj,n+1
aj,n+1
ai,n+1
Figure 24: Forbidden move
Figure 25: Forbidden moves for virtual links
In the virtual knot theory forbidden moves consists of two moves in Fig. 25.
The following proposition is well known:
Proposition 8. Every virtual knot is equivalent to the trivial knot under the virtual Reidemeister
moves and the forbidden moves.
It follows that the forbidden moves for free knots unknot free knots. But in the case of (free or
virtual) links, it is not true.
Corollary 2. The groups G2n,d and G
2
n+1/〈ai(n+1)aj(n+1) = aj(n+1)ai(n+1)〉 are isomorphic.
Proof. We will show that ω◦ψ = 1G2
n,d
and ψ◦ω = 1G2
n+1/〈ai(n+1)aj(n+1)=aj(n+1)ai(n+1)〉
. For generators
aij in G2n+1/〈ai(n+1)aj(n+1) = aj(n+1)ai(n+1)〉,
ψ(aij) =

aij if n+ 1 ∈ {i, j},
τi if j = n+ 1,
τj if i = n+ 1.
By definition of ω, ω(ψ(aij)) = aij . Hence ω ◦ ψ = 1G2
n,d
. Analogously, it can be shown that
ψ ◦ ω = 1G2n+1/〈ai(n+1)aj(n+1)=aj(n+1)ai(n+1)〉.
Now define a mapping ψm : G2n+1 → G
2
n,d by
ψm(aij) =

τi if j = n+ 1, i < m,
τi−1 if j = n+ 1, i > m.
aij if i, j < m, i, j 6= n+ 1
ai(j−1) if i < m, j > m, i, j 6= n+ 1
a(i−1)(j−1) if i, j > m, i, j 6= n+ 1
Analogously ψm is well-defined (see Lemma 11). Then, for each braid β on (n + 1) strands such
that the number of crossings between i-th and m-th strands is even for each index i 6= m, that is,
β ∈ ψ−1m (H
2
n,d), and a braid with parity can be obtained.
Example 6. Let β = a12a23a13a23a13a23a12a23 in G23. Note that ψm(β) ∈ H
2
2,d for each index m.
Then
• χ(ψ1(β)) = χ(τ1a12τ2a12τ2a12τ1a12) = a
1
12a
0
12a
1
12a
0
12 6= 1,
• χ(ψ2(β)) = χ(τ1τ2a12τ2a12τ2τ1τ2) = χ(a12τ1a12τ1) = a
0
12a
1
12 6= 1,
• χ(ψ3(β)) = χ(a12τ2τ1τ2τ1τ2a12τ2) = χ(a12τ2a12τ2) = a
0
12a
1
12 6= 1.
Since ψm is well defined, β is not trivial in G23.
9.4 Parity for G2n and invariant of pure braids valued in a free product of Z2
Let β ∈ G2n,p. For a fixed pair i, j ∈ {1, · · · , n} and for k ∈ {1, · · · , n}\{i, j}, define i
p
aǫ
ij
(k) for each
aǫij in β by
ipaǫ
ij
(k) =
{
N0ik +N
0
jk mod 2 if ǫ = 0,
N0ik +N
1
jk mod 2 if ǫ = 1,
where N ǫik is the number of a
ǫ
ik, which appears before a
ǫ
ij , for example, see Fig. 26.
i j k
a0jk
a1ik
a0ij
i
a0ij
(k) = N0ij +N
0
jk ≡ 1 mod2
Figure 26: The value of ipaij (k)
Let {c1, · · · , cm} be the ordered set of a
ǫm
ij ’s in β such
that the order agrees with the order of position of aǫij ’s.
Define wpij : G
2
n,p → F
2
n by w
p
ij(β) =
∏m
s=1 i
p
cs . Here, the
superscript p means “parity”.
Lemma 13. wpij is well defined.
Proof. It suffices to show that the image of wpij does not
change when relations of G2n,p are applied to β. In the
cases of (aǫij)
2 = 1 and aǫ1ija
ǫ2
kl = a
ǫ2
kla
ǫ1
ij , it is easy. For
relations a
ǫij
ij a
ǫik
ik a
ǫjk
jk = a
ǫjk
jk a
ǫik
ik a
ǫij
ij , where ǫij+ǫik+ǫjk ≡ 0
mod 2, suppose that the relation is not applied on cs.
Then the number of aǫik and a
ǫ
jk before cs remains the
same and then wpij(β) does not change. Suppose that cs
is in the applied relation, say cǫ1s a
ǫ2
il a
ǫ3
jl = a
ǫ3
jla
ǫ2
il c
ǫ1
s , where ǫ1+ ǫ2+ ǫ3 ≡ 0 mod 2. If l 6= k, then the
number of aǫik and a
ǫ
jk before cs is not changed. Suppose that l = k. If ǫ1 = 0, then ǫ2 = ǫ3 = 0
or ǫ2 = ǫ3 = 1. Then the sum of the number of a0ik and a
0
jk remains the same modulo 2. If ǫ1 = 1,
then ǫ2 = 1, ǫ3 = 0 or ǫ2 = 0,ǫ3 = 1. Then i
p
k(cs) = N
0
ik +N
1
jk is not changed modulo 2 and w
p
ij(β)
is not changed and the proof is completed.
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1 i j k n 1 i j k n 1 i j k n 1 i j k n
Figure 27: β = a12a34a13a34a13a12 and ψ412 = 01 ∈ F
2
3
Let us consider the mapping ψlij : G
2
n+1 → F
2
n defined by ψ
l
ij = ψ
p
ij ◦ ψl. For example, for
β = a12a34a13a34a13a12, we obtain ψ4(β) = a012a
1
13a
0
13a
0
12. Then ψ
4
12(β) = ψ
p
12 ◦ ψ4(β) = 01 ∈ F
2
3 ,
see Fig. 27.
Corollary 3. ψlij is an invariant for β ∈ G
2
n+1.
Proof. Since ψl is a homomorphism, by Lemma 13, ψlij is an invariant for β ∈ G
2
n+1.
Example 7. Let X = a12a13a12a13 and Y = a23a35a23a35 and β = [X,Y ] in G25. Let us show now
that β is not trivial. To this end, we consider the element ω512 where the parity is obtained from
5-th strand. For a pair (1, 2), the value of MN-invariant for G2n of β is trivial, because Y is an even
word and Y contains no a12. But ψ512(β) is not trivial. Now we calculate it. Firstly, we obtain
ψ5(β) = a
0
12a
0
13a
0
12a
0
13a
0
23a
1
23a
0
13a
0
12a
0
13a
0
12a
1
23a
0
23.
Let c1 = a012, c2 = a
0
12, c3 = a
0
12, c4 = a
0
12 such that the order of ci agrees with the order of
aǫ12 in β. Then i
p
c1(3) = 0, i
p
c2(3) = 1, i
p
c3(3) = 0, i
p
c4(3) = 1 and ics(4) = 0. Then ψ
5
12(β) =
ζ(0,0)ζ(1,0)ζ(0,0)ζ(1,0) and it cannot be canceled in F
2
4 , where ζa,b is defined by ζa,b(3) = a and
ζa,b(4) = b.
This invariant can be used for β ∈ G3n+1 by the homomorphism rm : G
3
n+1 → G
2
n defined by
rm(aijk) =

aij if k = m, i, j < m,
ai(j−1) if k = m, i < m, j > m,
a(i−1)(j−1) if k = m, i > m, j > m,
1 if i, j, k 6= m.
Example 8. Let
β = a124a123a135a134a124a134a135a123a134a135a134a123a135a134a124a134a135a123
a124a134a135a134,
in G35. Then
β1 = r1(β) = a24a23a35a34a24a34a35a23a34a35a34a23a35a34a24a34a35a23a24a34a35a34.
For index 5,
ψ5(β1) = a
0
24a
0
23a
1
34a
0
24a
1
34a
0
23a
0
34a
1
34a
1
23a
0
34a
0
24a
0
34a
1
23a
0
24a
1
34a
0
34.
Let c1 = a024, c2 = a
0
24, c3 = a
0
24 and c4 = a
0
24 such that the order of ci agrees with the order of a
ǫ
24
in ψ5(β1). Then
• ic1(3) = N
0
23 +N
0
34 = 0 + 0 = 0,mod 2
• ic2(3) = N
0
23 +N
0
34 = 1 + 0 = 1,mod 2
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• ic3(3) = N
0
23 +N
0
34 = 2 + 2 = 0,mod 2
• ic4(3) = N
0
23 +N
0
34 = 2 + 3 = 1.mod 2
Therefore ψ524(β1) = (0)(1)(0)(1) 6= 1 and hence β is not trivial in G
3
5.
Example 9. Let
β = [[[b12, b14], b16], [b13, b15]]
= b12b14b
−1
12 b
−1
14 b16b14b12b
−1
14 b
−1
12 b
−1
16 b13b15b
−1
13 b
−1
15 b16b12b14b
−1
12 b
−1
14 b
−1
16 b14b12b
−1
14
b−112 b15b13b
−1
15 b
−1
13 ∈ PB6.
Note that for each k ∈ {1, 2, 3, 4, 5, 6}, pk(β) = 1, that is, β is Brunnian in PBn. Then
ψ6(r1(φ6(β))) = a
0
23a
0
24a
0
25a
1
23a
1
35a
1
34a
0
45a
0
24a
0
34a
1
45a
1
24a
1
35a
1
23a
0
25a
0
24a
0
23
a125a
1
24a
0
24a
1
25a
0
23a
0
24a
0
25a
1
23a
1
35a
1
24a
1
45a
0
34a
0
24a
0
45a
1
34a
1
35a
1
23a
0
25a
0
24a
0
23a
1
25
a124a
1
35a
1
24a
1
35a
0
25a
1
25a
1
35a
1
24a
1
35a
1
23a
0
34a
0
35a
0
23a
1
34a
1
24a
1
45a
0
25a
0
35a
0
45a
1
25a
1
35
a124a
1
34a
0
23a
0
35a
0
24a
0
35a
1
25a
0
45a
1
35a
0
25a
1
45a
1
24a
0
35a
1
24a
1
25a
1
23a
0
24a
0
25a
0
23a
0
35a
0
34
a045a
0
24a
1
34a
1
45a
1
24a
0
35a
0
23a
0
25a
0
24a
1
23a
1
25a
1
24a
0
35a
1
24a
1
45a
1
34a
0
24a
0
45a
0
34a
1
24a
0
35
a125a
1
25a
0
35a
1
24a
0
34a
0
45a
0
24a
1
34a
1
45a
1
24a
0
35a
1
24a
1
25a
1
23a
0
24a
0
25a
0
23a
0
35a
1
24a
1
45a
1
34
a024a
0
45a
0
34a
0
35a
0
23a
0
25a
0
24a
1
23a
1
25a
1
24a
0
35a
1
24a
1
45a
0
25a
1
35a
0
45a
1
25a
0
35a
1
24a
0
35a
0
23
a134a
1
35a
1
23a
0
34a
1
24a
0
35a
1
25a
0
45a
1
35a
0
25a
1
45a
1
24a
0
34a
1
23a
1
24a
1
25
and there are 40 aǫ24. We obtain that
ψ624 = ζ(0,0)ζ(0,1)ζ(1,1)ζ(0,0)ζ(0,1)ζ(1,1)ζ(0,0)ζ(0,1)ζ(0,0)ζ(0,1)ζ(1,1)ζ(0,1),
where ζa,b is defined by ζa,b(3) = a and ζa,b(5) = b and ψ
p
24 is not trivial in F
2
5 .
10 Realisation of spaces with Gkn action
The aim of the present section is to construct spaces where Gkn (or a finite subgroup of it) acts
faithfully. To that end we construct a space, the fundamental group of which is commensurable
with the group Gkn. This construction is useful for the solution of the word problem in those groups.
10.1 Realisation of the groups Gkk+1
In the present section we tackle the problem of realisation of the groups Gkn for the special case
n = k + 1 (the general case is handled in the subsection 10.1.2).
More precisely, we shall prove the following
Theorem 10. There is a subgroup G˜kk+1 of the group G
k
k+1 of index 2
k−1 which is isomorphic to
π1(C˜
′
k+1(RP
k−1)).
The space C˜ ′n and the group G˜
k
k+1 will be defined later in this section.
The simplest case of the above Theorem is
Theorem 11. The group G˜34 (which is a finite index subgroup of G
3
4) is isomorphic to π1(FBr4(RP
2)),
the 4-strand braid group on RP 2 with two points fixed.
That theorem gives a solution to the word problem in the group G34.
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10.1.1 Preliminary definitions
We begin with the definition of spaces C ′n(RP
k−1) and maps from the corresponding fundamental
groups to the groups Gkn.
Let us fix a pair of natural numbers n > k. A point in C ′n(RP
k−1) is an ordered set of n pairwise
distinct points in RP k−1 such that any (k− 1) of them are in general position. Thus, for instance,
if k = 3, then the only condition is that these points are pairwise distinct. For k = 4 for points
x1, . . . , xn in RP 3 we impose the condition that no three of them belong to the same line (though
some four are allowed to belong to the same plane), and for k = 5 a point in C ′n(RP
4) is a set of
ordered n points in RP 4, with no four of them belonging to the same 2-plane.
Let us use the projective coordinates (a1 : a2 : · · · : ak) in RP k−1 and let us fix the following
k − 1 points in general position, y1, y2, · · · , yk−1 ∈ RP k−1, where ai(yj) = δ
j
i . Let us define the
subspace C˜ ′n(RP
k−1) taking those n-tuples of points x1, · · · , xn ∈ RP k−1 for which xi = yi for
i = 1, · · · , k − 1.
We say that a point x ∈ C ′n(R
k−1) is singular, if the set of points x = (x1, . . . , xn), corresponding
to x, contains some subset of k points lying on the same (k− 2)-plane. Let us fix two non-singular
points x, x′ ∈ C ′n(RP
k−1).
We shall consider smooth paths γx,x′ : [0, 1] → C ′n(R
k−1). For each such path there are values
t for which γx,x′(t) is not in general position (some k of them belong to the same (k − 2)-plane).
We call these values t ∈ [0, 1] singular.
On the path γ, we say that the moment t of passing through the singular point x, corresponding
to the set xi1 , · · · , xik , is transverse (or stable) if for any sufficiently small perturbation γ˜ of the path
γ, in the neighbourhood of the moment t there exists exactly one time moment t′ corresponding to
some set of points xj1 , · · · , xjk not in general position.
Definition 24. We say that a path is good and transverse if the following holds:
1. The set of singular values t is finite;
2. For every singular value t = tl corresponding to n points representing γx,x′(tl), there exists
only one subset of k points belonging to a (k − 2)-plane;
3. Each singular value is transverse.
Definition 25. We say that the path without singular values is void.
We shall call such paths braids. We say that a braid whose ends x, x′ coincide with respect to
the order, is pure. We say that two braids γ, γ′ with endpoints x, x′ are isotopic if there exists a
continuous family γsx,x′ , s ∈ [0, 1] of smooth paths with fixed ends such that γ
0
x,x′ = γ, γ
1
x,x′ = γ
′.
By a small perturbation, any path can be made good and transverse (if endpoints are generic, we
may also require that the endpoints remain fixed).
10.1.2 The realisability of Gkk+1
The main idea of the proof of Theorem 10 is to associate with every word in Gkk+1 a braid in
C˜ ′k+1(RP
k−1).
Let us start with the main construction from [26].
With each good and stable braid from PBn(RP 2) we associate an element of the group Gkk+1
as follows. We enumerate all singular values of our path 0 < t1 < · · · < tl < 1 (we assume that 0
and 1 are not singular). For each singular value tp we have a set mp of k indices corresponding to
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the numbers of points which are not in general position. With this value we associate the letter
amp . With the whole path γ (braid) we associate the product f(γ) = am1 · · · aml .
Theorem 12. [26] The map f takes isotopic braids to equal elements of the group Gkn. For pure
braids, the map f is a homomorphism f : π1(C ′n(RP
2))→ G3n.
Now we claim that
Any word from Gkk+1 can be realised by a path of the above form.
Note that if we replace RP k−1 with Rk−1, the corresponding statement will fail. Namely,
starting with the configuration of four points, xi, i = 1, · · · , 4, where x1, x2, x3 form a triangle and
x4 lies inside this triangle, we see that any path starting from this configuration will lead to a word
starting from a124, a134, a234 but not from a123. In some sense the point 4 is “locked” and the points
are not in the same position.
1
2
3
4
Figure 28: The “locked” position for the
move a123
The following well known theorem (see, e.g., [36])
plays a crucial role in the construction
Theorem 13. For any two sets of k + 1 points in gen-
eral position in RP k−1, (x1, · · · , xk+1) and (y1, · · · , yk+1)
there is an action of PGL(k,R) taking all xi to yi.
For us this will mean that there is no difference be-
tween all possible “non-degenerate starting positions” for
k + 1 points in RP k−1.
We shall consider paths in C˜ ′k+1(RP
k−1) starting and
ending in two points from this set (possibly, the same).
We shall denote homogeneous coordinates in RP k−1
by (a1 : · · · : ak) in contrast to points (which we denote
by (x1, · · · , xk+1)).
10.1.3 Constructing a braid from a word in Gkk+1
Our main goal is to construct a braid from a word. To this end, we need a base point for the braid.
For the sake of convenience, we shall use not one, but rather 2k−1 reference points. For the first
k points y1 = (1 : 0 : · · · : 0), · · · , yk = (0 : · · · : 0 : 1) fixed, we will have 2k−1 possibilities for the
choice of the last point. Namely, let us consider all possible strings of length k of ±1 with the last
coordinate +1:
(1 : 1 : · · · : 1 : 1), (1 : · · · : 1 : −1 : 1), · · · , (−1 : −1 : · · · : −1 : 1)
with ak = +1. We shall denote these points by ys where s records the first (k − 1) coordinates of
the point.
Now, for each string s of length k − 1 of ±1, we set zs = (y1, y2, · · · , yk, ys).
The following lemma is evident.
Lemma 14. For every point z ∈ RP k−1 with projective coordinates (a1(z) : · · · : ak−1(z) : 1), let
z˜ = (sign(a1(z)) : sign(a2(z)) : · · · : sign(ak−1(z)) : 1). Then there is a path between (y1, · · · , yk, z)
and (y1, · · · , yk, z˜) in C˜ ′k+1(RP
k) with the first points y1, · · · , yk fixed, and the corresponding path
in C˜ ′k+1 is void.
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Proof. Indeed, it suffices just to connect z to z˜ by the shortest geodesic.
From this we easily deduce the following
Lemma 15. Every point y ∈ C˜ ′k+1(RP
k−1) can be connected by a void path to some (y1, · · · , yk, ys)
for some s.
Proof. Indeed, the void path can be constructed in two steps. At the first step, we construct a
path which moves both yk and yk+1, so that yk becomes (0 : · · · 0 : 1), and at the second step, we
use Lemma 14. To realise the first step, we just use linear maps which keep the hyperplane ak = 0
fixed.
The lemma below shows that the path mentioned in Lemma 15 is unique up to homotopy.
Lemma 16. Let γ be a closed path in C˜ ′k+1(RP
k−1) such that the word f(γ) is empty. Then γ is
homotopic to the trivial braid.
Proof. In C˜ ′k+1, we deal with the motion of points, where all but xk, xk+1 are fixed.
Consider the projective hyperplane P1 passing through x1, · · · , xk−1 given by the equation
ak = 0.
We know that none of the points xk, xk+1 is allowed to belong to P1. Hence, we may fix the
last coordinate ak(xk) = ak(xk+1) = 1.
Now, we may pass to the affine coordinates of these two points (still to be denoted by a1, · · · , ak).
Now, the condition ∀i = 1, · · · , k − 1 : aj(xk) 6= aj(xk+1) follows from the fact that the points
x1, · · · , xˆj , · · · , xk+1 are generic.
This means that ∀i = 1, · · · , k − 1 the sign of ai(xk)− ai(xk+1) remains fixed.
Now, the motion of points xk, xk+1 is determined by their coordinates a1, · · · , aj , and since
their signs are fixed, the configuration space for this motions is simply connected.
This means that the loop γ is described by a loop in a two-dimensional simply connected space.
Our next strategy is as follows. Having a word in Gkk+1, we shall associate with this word a
path in C˜ ′k+1(RP
k−1). After each letter, we shall get to (y1, · · · , yk, ys) for some s.
Let us start from (y1, · · · , yk, y1,··· ,1).
After making the final step, one can calculate the coordinate of the (k+1)-th points. They will
be governed by Lemma 19 (see ahead). As we shall see later, those words we have to check for the
solution of the word problem in Gkk+1, will lead us to closed paths, i.e., pure braids.
Let us be more detailed.
Lemma 17. Let a non-singular set of points y in RP k−1 be given. Then for every set of k numbers
i1, i2, · · · , ik ∈ [n], there exists a path yi1···ik(t) = y(t) in C
′
n(RP
k−1), having y(0) = y(1) = y as the
starting point and the final point and with only one singular moment corresponding to the numbers
i1, · · · , ik which encode the points not in general position; moreover, we may assume that at this
moment all points except i1, are fixed during the path.
Moreover, the set of paths possessing this property is connected: any other path y˜(t), possessing
the above properties, is homotopic to y(t) in this class.
Proof. Indeed, for the first statement of the Lemma, it suffices to construct a path for some initial
position of points and then apply Theorem 13.
For the second statement, let us take two different paths γ1 and γ2 satisfying the conditions of
the Lemma. By a small perturbation, we may assume that for both of them, t = 12 is a singular
moment with the same position of yi1 .
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Now, we can contract the loop formed by γ1|t∈[ 1
2
,1] and the inverse of γ2|t∈[ 1
2
,1] by using Lemma
16 as this is a small perturbation of a void braid. We are left with γ1|t∈[0, 1
2
] and the inverse of
γ2|t∈[0, 1
2
] which is contractible by Lemma 16 again.
Remark 8. Note that in the above lemma, we deal with the space C ′n(RP
k−1), not with C˜ ′n(RP
k−1).
On the other hand, we may always choose i1 ∈ {k, k+1}; hence, the path in question can be chosen
in C˜ ′(RP k−1).
Now, for every subset m ⊂ [n], Card(m) = k + 1 we can create a path pm starting from any of
the base points listed above and ending at the corresponding basepoints.
Now, we construct our path step-by step by applying Lemma 17 and returning to some of base
points by using Lemma 15.
From [26], we can easily get the following
Lemma 18. Let i1, · · · , ik+1 be some permutation of 1, · · · , k+1. Then the concatenation of paths
pi1i2···ikpi1i3i4···ik+1 · · · pi2i3···ik
is homotopic to the concatenation of paths in the inverse order
pi2i3···ik · · · pi1i3i4···ik+1pi1i2···ik .
Proof. Indeed, in [26], some homotopy corresponding to the above mentioned relation corresponding
to some permuation is discussed. However, since all basepoints are similar to each other as discussed
above, we can transform the homotopy from [26] to the homotopy for any permutation.
Lemma 19. For the path starting from the point (y1, · · · , yk, ys) constructed as in Lemma 17 for
the set of indices j, we get to the point (y1, · · · , yk, ys′) such that:
1. if j = 1, · · · , k, then s′ differs from s only in coordinate aj;
2. if j = k + 1, all coordinates of s′ differ from those coordinates of s by sign.
Denote the map from words in Gkk+1 to paths between basepoints by g.
By construction, we see that for every word w we have f(g(w)) = w ∈ Gkk+1.
Now, we define the group G˜kk+1 as the subgroup of Gk+1 which is taken by g to braids, i.e., to
those paths with coinciding initial and final points. From Lemma 19, we see that this is a subgroup
of index (k − 1): there are exactly (k − 1) coordinates.
Let us pass to the proof of Theorem 11. Our next goal is to see that equal words can originate
only from homotopic paths.
To this end, we shall first show that the map f from Theorem 12 is an isomorphism for n = k+1.
To perform this goal, we should construct the inverse map g : G˜kk+1 → π1(C˜
′
k+1(RP (k − 1))).
Note that for k = 3 we deal with the pure braids PB4(RP 2).
Let us fix a point x ∈ C ′4(RP
2). With each generator am,m ⊂ [n], Card(m) = k we associate a
path g(m) = ym(t), described in Lemma 17. This path is not a braid: we can return to any of the
2k−1 base points. However, once we take the concatenation of paths correspoding to G˜kk+1, we get
a braid.
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By definition of the map f , we have f(g(am)) = am. Thus, we have chosen that the map f is a
surjection.
Now, let us prove that the kernel of the map f is trivial. Indeed, assume there is a pure braid γ
such that f(γ) = 1 ∈ Gkk+1. We assume that γ is good and stable. If this path has l critical points,
then we have the word corresponding to it am1 · · · aml ∈ G
k
k+1.
Let us perform the transformation f(γ) → 1 by applying the relations of Gkk+1 to it and
transforming the path γ respectively. For each relation of the sort amam = 1 for a generator am of
the group Gkk+1, we see that the path γ contains two segments whose concatenation is homotopic
to the trivial loop (as follows from the second statement of Lemma 17).
Whenever we have a relation of length 2k + 2 in the group Gk+1, we use the Lemma 18 to
perform the homotopy of the loops.
Thus, we have proved that if the word f(γ) corresponding to a braid γ ∈ Gkk+1 is equal to 1
in Gkk+1 then the braid γ is isotopic to a braid γ
′ such that the word corresponding to it is empty.
Now, by Lemma 16, this braid is homotopic to the trivial braid.
10.1.4 The group Hk and the algebraic lemma
The aim of the present section is to reduce the word problem in Gkk+1 to the word problem in a
certain subgroup of it, denoted by Hk.
Let us rename all generators of Gkk+1 lexicographically:
b1 = a1,2,··· ,k, · · · , bk+1 = a2,3,··· ,k+1.
Let Hk be the subgroup of Gkk+1 consisting of all elements x ∈ G
k
k+1 that can be represented
by words with no occurrences of the last letter bk+1.
Our task is to understand whether a word in Gkk+1 represents an element in Hk. To this end, we
recall the map from [29]. Consider the group Fk−1 = Z∗2
k−1
2 = 〈cm|c
2
m = 1〉, where all generators
cm are indexed by (k − 1)-element strings of 0 and 1 with only relations being that the square of
each generator is equal to 1. We shall construct a map3 from Gkk+1 to Fk−1 as follows.
Take a word w in generators of Gkk+1 and list all occurrences of the last letter bk+1 = a2,··· ,k+1
in this word. With any such occurrence we first associate the string of indices 0, 1 of length k. The
j-th index is the number of letters bj preceding this occurrence of bk+1 modulo 2. Thus, we get a
string of length k for each occurrence.
Let us consider “opposite pairs” of strings (x1, · · · , xk) ∼ (x1 + 1, · · · , xk + 1) as equal. Now,
we may think that the last (k-th) element of our string is always 0, so, we can restrict ourselves
with (x1, · · · , xk−1, 0). Such a string of length k − 1 is called the index of the occurrence of bk+1.
Having this done, we associate with each occurrence of bk+1 having index m the generator cm
of Fk−1. With the word w, we associate the word f(w) equal to the product of all generators cm
in order.
In [29], the following Lemma is proved:
Lemma 20. The map f : Gkk+1 → Fk−1 is well defined.
Now, let us prove the following crucial
Lemma 21. If f(w) = 1 then w ∈ Hk.
In other words, the free group Fk−1 yields the only obstruction for an element from Gkk+1 to
have a presentation with no occurrence of the last letter.
3This map becomes a homomorphism when restricted to a finite index subgroup.
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Proof. Let w be a word such that f(w) = 1. If f(w) is empty, then there is nothing to prove. Other-
wise w contains two “adjacent” occurrences of the same index. This means that w = Abk+1Bbk+1C,
where A and C are some words, and B contains no occurrences of bk+1 and the number of occur-
rences of b1, b2, · · · , bk in B are of the same parity.
Our aim is to show that w is equal to a word with smaller number of bk+1 in Gkk+1. Then we
will be able to induct on the number of bk+1 until we get a word without bk+1.
Thus, it suffices for us to show that bk+1Bbk+1 is equal to a word from Hk. We shall induct
on the length of B. Without loss of generality, we may assume that B is reduced, i.e., it does not
contain adjacent bjbj.
Let us read the word B from the very beginning B = bi1bi2 · · · If all elements i1, i2, · · · are
distinct, then, having in mind that the number of occurrences of all generators in B should be of
the same parity, we conclude that bk+1B = B−1bk+1, hence bk+1Bbk+1 = B−1bk+1bk+1 = B−1 is a
word without occurrences of bk+1.
Now assume i1 = ip (the situation when the first repetition is for ij = ip, 1 < j < p is
handled in the same way). Then we have bk+1B = bk+1bi1 · · · bip−1bi1B
′. Now we collect all indices
distinct from i1, · · · , ip−1, k + 1 and write the word P containing exactly one generator for each
of these indices (the order does not matter). Then the word W = Pbk+1bi1 · · · bip−1 contains any
letter exactly once and we can invert the word W as follows: W−1 = bip−1 · · · bi1bk+1P
−1. Thus,
bk+1B = P
−1(Pbk+1bi1 · · · bip−1)bi1B
′ = P−1bip−1 · · · bi1bk+1P
−1bi1B
′.
We know that the letters in P (hence, those in P−1) do not contain bi1 . Thus, the word P
−1bi1
consists of distinct letters. Now we perform the same trick: create the word Q = bi2bi3 · · · bip−1
consisting of remaining letters from {1, · · · , k}, we get:
P−1bip−1 · · · bi1bk+1P
−1bi1B
′
= P−1bip−1 · · · bi1QQ
−1bk+1P
−1bi1B
′
= P−1bip−1 · · · bi1Qbi1Pbk+1QB
′.
Thus, we have moved bk+1 to the right and between the two occurrences of the letter bk+1, we
replaced bi1 · · · , bip−1bi1 with just bi2 · · · bip−1 , thus, we have shortened the distance between the
two adjacent occurrences of bk+1.
Arguing as above, we will finally cancel these two letters bk+1 and perform the induction step.
Theorem 14. In the group Gkk+1, the problem whether x ∈ G
k
k+1 belongs to Hk, is solvable.
Proof. Indeed, having a word w in generators of Gkk+1, we can look at the image of this word by
the map f . If it is not equal to 1, then, from [29], it follows that w is non-trivial, otherwise we can
construct a word w˜ in Hk equal to w in Gkk+1.
Remark 9. A shorter proof of Theorem 14 based on the same ideas was communicated to the
authors by A.A. Klyachko. We take the subgroupKk ofGkk+1 generated by productsBσ = bσ1 · · · bσk
for all permutations σ of k indices. This group Kk contains the commutator of Hk and is a normal
subgroup in Gkk+1.
Moreover, the quotient group Gkk+1/Kk is naturally isomorphic to the free product (Hk/Kk) ∗
〈bk+1〉. Hence, the problem whether an element of Gkk+1/Kk belongs to Hk/Kk is trivially solved,
which solves the initial problem because of the normality of Kk in Gkk+1.
57
Certainly, to be able to solve the word problem in Hk, one needs to know a presentation for Hk.
It is natural to take b1, · · · , bk for generators of Hk. Obviously, they satisfy the relations b2j = 1 for
every j.
To understand the remaining relations for different k, we shall need geometrical arguments.
We have completely constructed the isomorphism between the (finite index subgroup) of the
group Gkk+1 and a fundamental group of some configuration space.
This completely solves the word problem in G34 for braid groups in projective spaces are very
well studied. The same can be said about the conjugacy problem in G˜34.
Besides, we have seen that the word problem for the case of general Gkk+1 can be reduced to
the case of Hk.
Let us mention that it was proved by A.B. Karpov (unpubished) that the only relations in H3
are a2 = b2 = c2 which also follows from the geometrical techniques of the present section.
The main open question which remains unsolved is how to construct a configuration space which
can realise Gkn for n > k+1. Even in the case of G
2
4 this problem seems very attractive though the
word and conjugacy problems for G2n can be solved by algebraic methods, see [22].
The word problem and the partial case of conjugacy problem in G34 was first solved by A.B. Kar-
pov, but the authors have not yet seen any complete text of it.
It would be very interesting to compare the approach of Gkn with various generalisations of braid
groups, e.g., Manin-Schechtmann groups [85, 75].
10.2 Realisation of Gkn for n 6= k + 1
In the present section, we shall tackle the question, how to represent all words from Gkn by paths in
some configuration space in n > k + 1.
The answer will be: for whatever k, we shall deal with configurations of n points in RPn−2,
and the condition will be: k points are not in the general position.
An obvious objection by the reader should be: this condition is not of codimension 1.
Certainly, this is true, and to handle the problem, let us be more detailed.
10.2.1 A simple partial case
We begin with a simple example: the group G24.
By C˜(RP 2, 4) (for shortness, C˜24 ) we denote the following configuration space. A point of C˜
2
4 is
a collection of four points z1, z2, z3, z4 ∈ RP 2 (not necessarily pairwise distinct) together with six
selected (projective) lines lij, passing through zi, zj . Here all lij belong to RP 1.
Note that there is a natural “line forgetting map” f : C˜24 → (RP
2)4 which takes (zi, lij) to (zi).
Note that the restriction of this map to the subspace where the four points are pairwise distinct
is a bijection. If there is exactly one pair of coinciding points, say, z1 = z2, this map is a fibration
with fibre RP 1.
Now, let us make a restriction to the above configuration space: by C˜ ′(RP 2, 4) (for shortness,
C˜ ′
2
4) we denote those points (zi, · · · , lij , · · · ) of C˜
2
4 where no three distinct points zi, zj , zk are
collinear.
A point in C˜ ′(RP 2, 4) with zi = zj for some i 6= j will be called non-generic. Note that the set
of all non-generic points in C˜ ′(RP 2, 4) has codimension 2.
Indeed, let us calculate the dimensions explicitly.
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Fix two generic points p, p∗ ∈ C˜ ′(RP 2, 4). A generic path from p to p∗ is a smooth path in
the space C˜ ′
k
n connecting the points p and p
∗ and passing through a finite number of non-generic
points.
With any generic path γ from p to p∗ we associate a word in letters a12, a13, a14, a23, a24, a34 as
follows: when passing through a point where zi coincides with zj , we write down aij .
Thus we get a word w(γ) in aij and the corresponding element of G24.
Theorem 15. The above element of G24 depends only on the homotopy class of the path γ.
In particular, if p = p∗, we get a map from π1(C˜ ′
2
4) to G
2
4.
Certainly, we have already had a map from homotopy groups of “some” configuration spaces to
Gkn.
The main advantage here is that there is an “inverse” operation: having a word in letters of
G24, we can restore a certain path γ which gives rise to such a word.
Let w be such a word. We put some four generic points z1, z2, z3, z4 in RP 2.
The point p will be (z1, z2, z3, z4, l12, l13, l14, l23, l24, l34) (note that lij are automatically restored
from zi).
Take the first letter w1 = aij of w.
In the path γ corresponding to aij all points zj except z1 will be fixed. Connect z1 with z2 by
shortest geodesic; let z′1 be a point such that z1z
′
1 is a geodesic segment containing z2. In the path
γ the point z1 will go through z2 to z′1; l12 will stay the same as an element of RP
1; the motion of
other l1j , j 6= 2 is uniquely restored by the motion of zj.
After that we get to a generic point (z′1, z2, z3, z4, l
′
12, · · · ).
Take the second letter w2 = akl of the word w and proceed as above.
By construction, we get the following
Statement 1. w(γw) = w.
10.2.2 General construction
Fix n > k + 1. We will follow the same pattern as used above in the case of G24.
Consider the configuration space C˜kn. A point of the space C˜
k
n is a collection of n points
z1, . . . , zn ∈ RP
n−2 such that any k − 1 of them are in general position, together with a collection
of (k − 1)-planes Pi1...ik passing through the points zi1 , . . . , zik for each k−set (i1, . . . , ik), ij ∈
{1, . . . , n}. Furthermore, we define a restriction of this space: by C˜ ′
k
n we denote the set of such
points (zi, . . . , Pi1...ik , . . . ) of C˜
k
n that if some k + 1 points zi1 , . . . , zik+1 are not in general position
then some k among them are not in general position.
A point z in C˜ ′
k
n such that some k points zi1 , . . . , zik are not in general position will be called
non-generic. In the same manner as in the case of the group G24 one can define a generic path
in the space C˜ ′
k
n connecting two generic points p, p
∗ and associate with it a word in letters ami
where mi denote the k−subsets of the the set n¯ and a letter am,m = (i1, . . . , ik) is written when
passing through a point where zi1 , . . . , zik are not in general position. Thus we obtain a word w(γ)
in letters ami and the corresponding element of G
k
n.
Theorem 16. The above element of Gkn depends only on the homotopy class of the path γ.
In particular, if p = p∗, we get a map from π1(C˜ ′
k
n) to the group G
k
n.
This theorem may be proved by checking the possible transformations of the words, induced by
homotopies of the path γ. For example, if we homotop the path by going through a non-generic
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point z (“puncture a plane”, in essence) and then return, going through the same plane (that is,
through a non-generic point z′, not necessary coinciding with the point z but such that the same
set of zi! , . . . , zik are not in general position, we obtain a subword amam which is trivial due to the
relations in the group Gkn and thus may be removed.
Just as in Section 10.2.1, Theorem 15, the advantage here is that we have an “inverse” operation:
given a word in letters of Gkn we can restore a path γ which gives rise to such a word. To be more
precise, the following holds:
Proposition 9. For every word w ∈ Gkn there exists a path γw in the space C˜ ′
k
n such that w(γw) =
w. Moreover, for a given word the path γw may be constructed algorithmically.
10.3 The Gkn-complex
The aim of the present subsection is to construct a complex whose fundamental group is commen-
surable with the group Gkn.
We start with the toy model G23. The group has
(3
2
)
= 3 generators a12, a13, a23 which are
all involutions, and all the relations (except a2ij = 1) can be represented by words of length six:
aijaikajkaijaikajk = 1.
Let {0, 1}3 be the 0-skeleton of the 1-dimensional cube in the space with coordinates corre-
sponding to (12), (13), (23).
We add the 1-skeleton Σ1 of the 3-dimensional cube with the above mentioned vertices.
(0; 1; 0)
(1; 1; 0)
(1; 0; 0)
(0; 0; 0)
(0; 1; 1)
(0; 0; 1)
(1; 0; 1)
(1; 1; 1)
Figure 29: Black edges of the cube form the boundary of the hexagon corresponding to the word
a12a13a23a12a13a23
The skeleton can be considered as the graph for the group
Z2 ∗ Z2 ∗ Z2 = 〈a12, a13, a23|a
2
ij = 1〉.
Here we associate the unit element with (0, 0, 0).
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We shall deal with paths and loops starting from the base point. Note that elements of the
group
Z2 ∗ Z2 ∗ Z2
correspond not to homotopy classes of paths starting from the fixed base point rather than to
homotopy classes of loops. There are eight classes of elements (depending on the parity of the
number of occurrences of a12, a13, a23). They correspond to the eight vertices of the cube and four
classes of elements of the above mentioned group.
In order to add the relations, we should paste 2-cells (hexagons). Each cell misses exactly two
opposite vertices, say, a12a13a23a12a13a23 starting from (0, 0, 0) goes through
(1, 0, 0), (1, 1, 0), (1, 1, 1), (0, 1, 1), (0, 0, 1)
and misses (0, 1, 0) and (1, 0, 1), see Fig. 29. Thus, every vertex is incident to exactly three
hexagons.
Thus, we get a 2-complex to be denoted by Σ2.
Statement 2. Elements of the group G23 are in bijection with homotopy types of paths in Σ
2
3 starting
from (0, 0, 0).
Now, we are ready to do the same for the group Gkn.
Our discrete cube will be
(n
k
)
-dimensional; its coordinates will correspond to k-tuples of in-
dices from {1, · · · , n}. We paste 2k-gons corresponding to relations of the tetrahedron type and
quadrilaterals corresponding to commutativity relations.
Statement 3. Elements of the group Gkn are in bijection with homotopy types of paths in Σ
k
n
starting from (0, 0, 0).
11 The groups Gkn and invariants of manifolds
In the main principle formulated in Section II, we spoke about the dynamics of n particles in a
certain topological space.
In all examples considered in the previous sections, all particles were points in certain topo-
logical spaces which led us to various configuration spaces. In the present section, we shall deal
with submanifolds instead of points playing roles of particles, hence, with moduli spaces of such
submanifolds.
One of the goals of the present section is to construct invariants of arbitrary manifolds. The
groups Gkn allow one to study braids of certain spaces, however, the moduli space for the G
k
n method
is quite restrictive. If we deal with submanifolds rather than just points, we have much more degrees
of freedom.
We shall start with the example of projective duality: looking at hypersurfaces in projective
planes, we can understand what sort of submanifolds we require.
11.1 Projective duality
Consider the main examples from Sections II and 10.
Assume we deal with a collection of n points in RP k−1 such that any k − 2 of them are in
general position. Our property of codimension 1 will be:
k − 1 points are not generic.
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For example, when dealing with points in RP 2, this means that some two points coincide and
leads to a map from the configuration space to G2n, in the case of RP
3 we deal with braids, and we
get a map to G3n, for points in RP
3 without collinear triples, we get a map to G4n, and so on.
Now, we just pass to the dual space. Namely, in the projective space of dimension k − 1,
a point (a0 : · · · : ak−1) corresponds to the plane. Here we require that any k − 1 planes are
generic, that is, the intersection of any k − 1 planes is a point. This is the definition of our
restricted moduli space M ′(RP k−1, n). Certainly, the projective duality leads to a homeomorphism
i : M ′(RP k−1, n) → C ′(RP k−1, n) which takes the hyperplane with coordinates (a0 : · · · : ak−1) to
the point with the same coordinates.
Our good k-condition is:
some k hyperplanes share a point.
This condition is of codimension 2, it precisely corresponds to the condition “some k points are
not generic in C ′(RP k−1, n)”.
Just as in Section 10.1, we take all good and transverse paths in M ′(RP k−1) with fixed ends
and take those paths to words in Gkn.
In this case the isomorphism i : M ′(RP k−1, n) → C ′(RP k−1) allows one to follow Theorem 6.
Namely, we get
Theorem 17. Having fixed a generic point in M ′(RP k−1), we have a well-defined map from
π(M ′(RP k−1), ∗) to elements of Gkn.
If we analyse the case of n = 5 and k = 3, we see the exact meaning of the tetrahedron equation.
Namely, for k = 3 we look for hyperplanes (i.e., 2-dimensional planes), such that each three of
them intersect in a point. In this case, the letter aijkl corresponds exactly to a collection of four
hyperplanes which pass through a point.
If we look at what happens in the neighbourhood of such a point, we shall see “inversion of
a tetrahedon”. Namely, in Fig. we consider four planes P1 = {x = 0}, P2 = {y = 0}, P3 = {z =
0}, P4 = {x+ y + z + ε = 0} in the affine space RP 3.
If we slightly perturb it to get ε > 0 or ε < 0, we get two tetrahedra.
Now, consider some fifth plane which is not parallel to any of the four above planes. Then it
passes through each of them in some order.
If in the picture ε < 0 we have the order
(1, 2, 3), (1, 2, 4), (1, 3, 4), (2, 3, 4),
then in the picture ε > 0 we have the opposite order
(2, 3, 4), (1, 3, 4), (1, 2, 4), (1, 2, 3).
This leads us exactly to the Zamolodchikov relation
a1234a1235a1245a1235a2345 = a2345a1345a1245a1235a1234.
11.2 Embedded hypersurfaces
The aim of the present section is to “copy” the above pattern to the general case of a moduli space
M(S,Σ1, · · · ,Σn), where S is a certain manifold of dimension k − 1, and Σj are submanifolds of
codimension 1.
Copying the condition on the page we require that under the above embedding, any k − 1
submaninfolds Σi1 , · · · ,Σik−1 should have exactly one intersection.
Then, using the main Theorem 6, we get the following
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Σ2
Σ3
Σ1
a a
b
b
Figure 30: Submanifolds in the torus
Σn Σn-1
Σ1
a a
b
b
Figure 31: Submanifolds in the Klein bottle
Theorem 18. Let Mk be a closed manifold of dimension 1 and let Σ1, · · · ,Σn be a fixed collection
of manifolds of dimension k − 1.
Consider the moduli space M(Mk,Σ1, · · · ,Σn) of fixed collection of manifolds (M(M,Σi), for
short). Then for each connected component #jM(M,Σi) there is a well defined map from the
fundamental group of this connected component to the group Gkn.
Hence we get a collection of subgroups in Gkn which can serve as an invariant of the entire
manifold M .
11.2.1 Examples
If we deal with case when M = Sk−1 and all Σi are homeomorphic to Si−1, we get precisely the
subgroup in Gkn corresponding to “realisable” elements, i.e., braids [26].
Example 10. If M = RP k−1,Σ1 = · · · = Σk = RP k−2, we get exactly the image of the braid
group of the projective space in Gkn.
Example 11. If k = 3 (i.e., the dimension of the above total manifold is 2), the above construction
works for any manifold except the sphere.
Namely, for the torus we have M = T 2 and Σ1 = · · · = Σn = S1. Thanks to the gradient flow
we can think of the submanifolds Σi as simple geodesics. Let (ui, vi) ∈ Z2 be the coordinates of
Σi in H1(M,Z) with the basis Σ1, Σ2, i.e. Σi = uiΣ1 + viΣ2 in H1(M,Z). The condition that
any two submanifolds Σi have exactly one intersection point implies that |ai| = 1, |bi| = 1 for
any i ≥ 3. For the same reason any two submanifolds Σi, Σj can not have the same homological
coordinates and we can not have simultaneously two submanifolds with coordinates (±1,±1). Thus,
n ≤ 3 and up to isomorphisms the homological classes of the submanifolds in the chosen basis are
Σ1 = (1, 0),Σ2 = (0, 1),Σ3 = (1, 1), see Fig. 30.
Let n = 3. The fundamental group of the moduli space (T 2,Σ1,Σ2,Σ3) is generated by loops
γi, i = 1, 2, 3, where γi is a circular move of Σi along a transversal direction. All the generators
γ1, γ2, γ3 are mapped to the generator a123 of the group G33.
For the Klein bottle K2 we have the following situation:
1. the orientation-reverting cycles among the submanifolds Σi must belong to the same homology
class;
2. there can be at most one orientation-preserving cycle among Σi.
Let Σ1, . . . ,Σn−1 are orientation-reversing cycles and Σn are an orientation-preserving cycle, see
Fig. 31. Let γ be the loop in the fundamental group of the moduli space given the double circular
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Figure 32: A configuration of submanifolds in the Klein bottle
move of Σn along an orientation-revversing cycle, e.g. Σ1. We consider double move because the
orientation of the Σn must not change. The image of γ in G3n is equal to
(∏(n−1)(n−2)/2
k=1 aikjkn
)2
where Σik∩Σjk is the k-th intersection point the submanifold Σn encounters while moving along the
orientation-reverting cycle. For example, for the configuration of the orientation-reverting cycles
given in Fig. 32, the image of γ equals to
(∏n−2
i=1
∏n−1
j=i+1 aijn
)2
. For other configurations of the
orientation-reversing cycles the result will differ by conjugation.
However, a careful reader may note that under some circumstances, the space M ′(M,Σ) is
empty. This happens, for example, in the case when M is a sphere. Then any two closed manifolds
Σ1,Σ2 in this sphere of codimension one have evenly many intersection which contradicts the main
condition.
We shall tackle this case in the next subsection.
11.3 Immersed hypersurfaces
The most important case which is not covered by the main Theorem 18 is the case when the ambient
manifold Mk is the sphere. In this case, the moduli space described above is void.
How to overcome this difficulty and to construct meaningful invariants?
Let us start with the 2-sphere and a collection of 1-circles in it.
When performing an isotopy, the number of intersection points between two circles change,
moreover, generically, two circles never have exactly one intersection point. This means that we
have to be more restrictive.
Namely, we may think that our circles are immersed in our 2-surface. For any collection of
k − 1 circles (in our case, 2 circles) we take exactly one true intersection point.
Note that in the case when the ambient manifold is the sphere of any dimension Sn, and
submanifolds are just spheres Sn−1 of one dimension less, the above principle does not work at all:
Hj(S
n) = 0 for j < n, hence, in general position, n spheres Sn−1 have zero intersection, which
means that generically the number of intersections is even.
Below, we suggest two solutions to the above problem. The first one is to replace the group G3n
with the group “G3n.
We already know how to modify groups Gkn for the case of more than one intersection point
and we apply this for the different situation.
The other approach deals with the situation when we immerse several Sk−1 into a Sk and for
each (k − 1)-tuple of Sk−1 we fix exactly one intersection point and keep track of that one.
We are sure that this approach (with minor or major modifications) works for arbitrary mani-
folds and submanifolds, but here we restrict ourselves with the case of 2-dimensional manifolds and
curves in them.
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Figure 33: A configuration of codimension 2 that gives relation aikjaijl = aijlaikj
11.4 Circles in 2-manifolds and the group G3n
Fix a positive integer n and let us consider an oriented sphere S2. We shall consider the space of
all embeddings of n oriented 1-dimensional circles S1, · · · , Sn to S2 such that every two circles Si,
Sj have exactly two common points. Denote this moduli space by Mimm(S2, n).
We claim that there is a well-defined map from π1(Mimm(S2, n)) to G3n. Indeed, generically
we do not have any triple intersections. When considering a path in the moduli space, we meet
codimension 1 situations: three circles have an intersection.
As for the case of line on the plane, we have two configurations of codimension 2:
1. two circles meet at one point ;
2. two triple points (note that points may belong to the same triple of circles);
3. a quadruple point.
The first case correspontds to involutive relations a2ijk = 1. The second case corresponds to
commutativity relations aijkai′j′k′ = ai′j′k′aijk for any triples of indices, see for example Fig. 33.
The third case gives a tetrahedron relation
aijkaijlaiklajkl = ajklaiklaijlaijk.
These relations define a presentation for the group G = Z
⊕ 1
3
n(n−1)(n−2)
2 . Thus, we get a map
from π1(Mimm(S2, n)) to G. It is easy to see the image of the map is trivial.
Indeed, given indices i, j, k, there are three possible configurations of the circles Si, Sj , Sk on
the sphere, see Fig. 34. In the corresponding transformation graph all the cycles have even number
of generators aijk and even number of generators ajik.
Since the configurations of codimension 1 and 2 are local, the result can be generalised to the
moduli space consisting of embeddings of circles into a surface Σ such that any two circles have
two intersection points in Σ.
11.5 Immersed curves in M2
In this section we shall again restrict ourselves to the two-dimensional case, namely, we consider
the moduli space of immersed curves in M2. The situation with immersed hypersurfaces will cause
much more difficulties.
Fix a 2-surface Σ and a natural number n; elements of our moduli space are n closed curves
γ1, · · · , γn smoothly immersed in Σ together with a choice of one transverse intersection for each
pair of curves: Pij ∈ γi ∩ γj. The total number of intersection between any two curves may be an
arbitrary positive number. We denote this space by P (Σ, n).
Theorem 19. There is a well defined map from π1(Σ, n) to G3n.
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Figure 34: Configurations of circles Si, Sj, Sk and the transformation graph. The signs of the
configurations correspond to the orientation of the circle Sk. The label of an edge is the vertex the
circle Sk goes over. The solid edges correspond to the generator aijk, the dotted edges correspond
to ajik.
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Figure 35: Transformations of free links and the corresponding words in G3n. The crossings of the
link are marked with dots.
Proof. We are looking for those moments when fixed intersection points for some triple of points
coincide: Pij = Pik = Pik and associate the generator aijk of the group G3n to that.
The rest of the proof follows from the main principle from Section II.
Remark 10. In the above setup we can drop the manifold Σ and deal with curves by themselves.
In order to fix transverse intersection, we should deal with diagrams of n-component free links, such
that every two components have exactly one intersection. We see that any equivalence of diagrams
in this class, presented by a sequence of Reidemeister moves, produces a word in G3n (Fig. 35).
12 The Kirillov-Fomin algebras
We culminate the present part of the survey with a short overview of an interesting algebraic
structure which was introduced and studied by S. Fomin and A. Kirillov (see [61]).
First, recall that an associative algebra defined by generators and relations is called quadratic
if all the relations are of degree 2.
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Definition 26. The Kirillov-Fomin algebra En is a quadratic algebra (say, over Z) with generators
[ij], 1 ≤ i < j ≤ n, and the following relations:
[ij]2 = 0 for i < j;
[ij][jk] = [jk][ik] + [ik][jk],
[jk][ij] = [ik][jk] + [jk][ik] for i < j < k;
[ij][kl] = [kl][ij] for {i, j} ∩ {k, l} = ∅, i < j, k < l.
Alternatively, the En algebra may be defined as the algebra with generators [ij], where i and j
are any distinct elemants of the set n¯ = {1, . . . , n} (not necessarily i < j), subject to relations:
[ij] + [ji] = 0;
[ij]2 = 0;
[ij][jk] + [jk][ki] + [ki][ij] = 0;
[ij][kl] = [kl][ij]
for any distinct i, j, k and l.
The Kirillov-Fomin algebra admits many different representations. One of them is interesting
in the sense that it is related to Bruhat order.
Let sij ∈ Sn denote the transposition of the elements i and j. Consider the “Bruhat operators”
[ij] acting in the space of formal linear combinations of elements of Sn defined by the following
formula:
[ij]w =
{
wsij , if l(wsij) = l(w) + 1,
0, otherwise.
Here l(w) denotes the length of a permutation w. In other words, the operator multiplies w by
sij if it moves it up one in the Bruhat order, and annihilates it otherwise.
It is easy to check that the Bruhat operators satisfy the relations from Definition 26, thus we
obtain a representation of the Kirillov-Fomin algebra. Note though, that the representation is not
faithful: it produces additional realtions. For example, for any i < j < k we have
[ij][ik][ij] = [jk][ik][jk] = 0.
The Kirillov-Fomin algebra relations strongly resemble those of certain Gkn groups. To be precise,
consider the generators aij of the group G2n and let us formally write aij = 1+Aij. Further, let us
work over Z2. Then we shall write down the relations of the group G2n disregarding all summands of
the order greater than 2. That gives us exactly the relations of the Kirillov-Fomin algebra generated
by Aij if we consider commutation as the multiplication in the algebra.
For that reason it seems an interesting and promising idea to study these similarities to find
some deeper connections between those algebraic structures.
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Part III
The groups Γkn
Returning back to 1954, J.W. Milnor in his first paper on link group [89] formulated the idea that
manifolds which share lots of well known invariant (homotopy type, etc.) may have different link
groups.
We shall look at braids on a manifold Mn as loops in some configuration space of a manifold
W , more precisely, W = Mn\Kn−2, where Kn−2 ⊂ Mn is a submanifold of Mn of codimension
2. Following Gkn-ideology, we mark singular configurations, while moving along a loop in the
configuration space, to get a word — an element of a “Gkn-like” group Γ
k
n. Singular configurations
will arise here from the moments of transformation of triangulations spanned by the configuration
points; in this case the good property of codimension one is
“k points of the configuration lie on a sphere of dimension k− 3 and there are no points inside the
sphere”.
Below, we shall consider an arbitrary closed n-manifold Mn and for N large enough we shall
construct the braid group BN (Mn) = π1(CN (Mn)), where CN (Mn) is the space of generic (in some
sense) configurations of points inMn that is dense enough to form a triangulation ofM . This braid
group will have a natural map to the group Γn+2N . Here N will be estimated in terms of minimal
number of triangles of a triangulation of M .
The very first example in this theory, the groups Γ4n which will be defined in the next section,
and which correspond to usual braids on 2-surfaces, turn out to be related to many areas of
mathematics: Ptolemy equation, pentagon relation, cluster algebra presentations.
13 The group Γ4n
In Part II we defined a family of groups Gkn for two positive integers n > k, and formulated the
following principle:
If dynamical systems describing a motion of n particles admit some nice codimension one property
governed by exactly k particles, then these dynamical systems have a topological invariant valued
in Gkn.
The main examples coming from Gkn-theory are homeomorphisms from the n-strand pure braid
group to the groups G3n and G
4
n, introduced in Section 8. If we consider a motion of n pairwise
distinct points on the plane and choose the property “some three points are collinear”, then we
get a homomorphism from the pure n-strand braid group PBn to the group G3n. If we choose the
property “some four points belong to the same circle or line”, we shall get a group homomorphism
from PBn to G4n.
In other words, in our examples we look for “walls” in the configuration space Cn(R2) where
some three points are collinear (or some four points are on the same circle or line). This condition
can be well defined for Cn(RP 2).
But what would be the “nice” codimension one property if we try to study similar configuration
spaces or braids for some other topological spaces? First, our conditions will heavily depend on
the metric: the property “three points are collinear” is metrical. On the other hand, even having
some good metric chosen, we meet other obstacles because we need to know what is a “line”. For
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example, there is no unique geodesic passing through two points in the general case. When finding
all possible geodesics and trying to write a word corresponding to them, we shall see that “the word
will contain infinitely many letters” in the case of irrational cable.
The detour for this problem will be as follows: we shall consider the condition “locally” and
instead of “global configurations”. we shall consider only Voronoï tilings or Delaunay triangulations.
From this point of view, we deal with the space of triangulations with a fixed number of vertices,
where any two adjacent triangulations are related by a Pachner move [92], which is closely related
to the group Γ4n (see Definition 27).
On the other hand, triangulations of spaces and Pachner moves are also related to Yang-Baxter
maps (see [57]). Moreover, in [52, 70] a boundary-parabolic PSL(2,C)-representation of π1(S3\K)
for a hyperbolic knot K is studied by using cluster algebras and flips – Pachner moves for 2-
dimensional triangulations.
As we noticed in the previous paragraph, the group Γ4n is closely related to triangulations of
spaces and Pachner moves. In other words, we can consider triangulations of spaces and Pachner
moves not only geometrically, but also algebraically. It can be expected to obtain invariants by
means of the group Γ4n not only for braids, but also for knots, which are obtained by closing braids.
13.1 A group homomorphism from P Bn to Γ
4
n
Definition 27. The group Γ4n is the group generated by {d(ijkl) | {i, j, k, l} ⊂ n¯, |{i, j, k, l}| = 4}
subject to the following relations:
1. d2(ijkl) = 1 for (i, j, k, l) ⊂ n¯,
2. d(ijkl)d(stuv) = d(stuv)d(ijkl), for |{i, j, k, l} ∩ {s, t, u, v}| < 3,
3. d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) = 1 for distinct i, j, k, l,m.
4. d(ijkl) = d(kjil) = d(ilkj) = d(klij) = d(jkli) = d(jilk) = d(lkji) = d(lijk) for distinct i, j, k, l.
The group Γ4n is naturally related to triangulations of 2-surfaces and the Pachner moves for the
two dimensional case, called “flip”, see Fig. 36. More precisely, a generator d(ijkl) of Γ
4
n corresponds
to a flip in the sequence constituting the Pentagon relation as described as Fig. 40, the most
important relation for the group Γ4n.
i
j k
l i
j k
l
d(ijkl)
Figure 36: Flip on a rectangle ijkl
More specifically, the relation d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) = 1 corresponds to the sequence
of flips applied to a pentagon, see Fig. 40.
Below we construct a group homomorphism fn from PBn to Γ4n. The topological background
for that is very easy: we consider codimension 1 “walls” which correspond to generators (flips) and
codimension 2 singularities correspond to relations (of the group Γ). Having this, we construct a
map on the level of generators.
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Geometric description of the mapping from PBn to Γ
4
n. Let us consider bij as the
dynamical system described in Section 8.2. The homomorphism fn from PBn to Γ4n can be defined
as follows; for the above dynamical system for each generator bij , let us enumerate the moments
0 < t1 < t2 < · · · < tl < 1 such that at the moment tk four points belong to one circle without
points inside the circle. At the moment tk, if Ps, Pt, Pu, Pv are positioned on one circle as the
indicated order and there are no points inside the circle, then δk = d(stuv). With the pure braid bij
we associate the product fn(bij) = δ1δ2 · · · δl.
Remark 11. From the construction of base points {P1, · · · , Pn} it follows points {P1, · · · , Pj−1}∪
{Pp+1, · · ·Pq−1} are placed inside the circle passing through points Pj , Pp, Pq for j < p < q. That
is, inside the circle passing through Pj, Pp, Pq for j < p < q there are j − 1 + q − p− 1 points from
{P1, · · · , Pn}.
Algebraic description of the mapping from PBn to Γ
4
n. Let us describe the mapping
fn : PBn → Γ
4
n as follows: Let us denote
d{p,q,(r,s)s} =

d(pqrs) if p < q < s,
d(prsq) if p < s < q,
d(rspq) if s < p < q,
d(qprs) if q < p < s,
d(qrsp) if q < s < p,
d(rsqp) if s < q < p.
Remark 12. Note that the generator d{p,q,(r,s)s} corresponds to four points Pp, Pq, Pr, Ps such that
they are placed on a circle according to the order of p, q, s and the point Pr is placed close to Ps
for the orientation Pr to Ps to be the counterclockwise orientation, see Fig. 37. The subscript s of
(r, s)s means that the point Ps does not move, but the point Pr moves turning around the point
Ps after this moment. In other words, the generator d{p,q,(r,s)s} corresponds to the moment when
the point Pr is “moving” closely to the point Ps, turning around Ps. We would like to highlight
that d{p,q,(r,s)s} 6= d{p,q,(s,r)s}.
d{p,q,(r,s)s} d{p,q,(s,r)s}
Pp
Pq
Pp
Pq
Pr
Ps
Pr
Ps
Figure 37: For p < s < q, d{p,q,(r,s)s} = d(prsq), but d{p,q,(s,r)s} = d(psrq).
Let us denote k ∈ {p, q, r} such that min{p, q, r} < k < max{p, q, r} by mid{p, q, r}. Let us
define γ{p,q,(i,j)j} as follows: If min{p, q, j} < i < mid{p, q, j} or i > max{p, q, j}, then
γ{p,q,(i,j)j} =
{
d{p,q,(i,j)j}, if min{p, q, j} −mid{p, q, j} +max{p, q, j} − 2 = 0,
1, if min{p, q, j} −mid{p, q, j} +max{p, q, j} − 2 6= 0.
(16)
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If i < min{p, q, j} or mid{p, q, j} < i < max{p, q, j}, then
γ{p,q,(i,j)j} =
{
d{p,q,(i,j)j}, if min{p, q, j} −mid{p, q, j} +max{p, q, j} − 2 = 1,
1, if min{p, q, j} −mid{p, q, j} +max{p, q, j} − 2 6= 1.
(17)
As asserted in Remark 11 min{p, q, j}−mid{p, q, j}+max{p, q, j} − 2 is the number of points
inside the circle passing points Pj , Pp, Pq. Formulas (16) and (17) are describing that if four
points Pi, Pj , Pp, Pq belong to one circle without points inside the circle, then we write a generator
d{p,q,(i,j)j}, otherwise, the identity 1.
Let bij ∈ PBn, 1 ≤ i < j ≤ n, be a generator. Consider the elements
∆Ii,(i,j) =
j−1∏
p=2
p−1∏
q=1
γ{p,q,(i,j)j},
∆IIi,(i,j) =
j−1∏
p=1
n−j∏
q=1
γ{(j−p),(j+q),(i,j)j},
∆IIIi,(i,j) =
n−j−1∏
p=1
p−1∏
q=0
γ{(n−p),(n−q),(i,j)j},
∆i,(i,j) = ∆
II
i,(i,j)∆
I
i,(i,j)∆
III
i,(i,j).
Now we define fn : PBn → Γ4n by
fn(bij) = ∆i,(i,(i+1)) · · ·∆i,(i,(j−1))∆i,(i,j)∆i,(j,i)∆
−1
i,((j−1),i) · · ·∆
−1
i,((i+1),i),
for 1 ≤ i < j ≤ n.
Theorem 20. The map fn : PBn → Γ4n, which is defined above, is a well defined homomorphism.
Proof. When we consider isotopies between two pure braids, it suffices to take into account only
singularities of codimension at most two. Singularities of codimension one give rise to generators,
and relations come from singularities of codimension two. Now we list the cases of singularities of
codimension two explicitly.
1. One point moving on the plane is tangent to the circle, which passes through three points,
see Fig. 38. This corresponds to the relation d2(ijkl) = 1.
2. There are two sets A and B of four points each, which are on the same circles such that
|A ∩B| ≤ 2, see Fig. 39. This corresponds to the relation d(ijkl)d(stuv) = d(stuv)d(ijkl).
3. There are five points {Pi, Pj , Pk, Pl, Pm} on the same circle. We obtain the sequence of five
subsets of {Pi, Pj , Pk, Pl, Pm} with four points on the same circle, which corresponds to the
flips on the pentagon, see Fig. 40. This corresponds to the relation d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) =
1.
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Pk
Pl
Pi
Pj
Pk
Pl
Pi
Pj
Pk
Pi
Pj
Pl
Figure 38: A point Pj moves, being tangent to the circle, which passes through Pi, Pk and Pl
Pk
Pl
Pj
Pi
Pv
Pu
Figure 39: Two sets A and B of four points on the circles such that |A ∩B| = 2
Pi
Pj
PkPl
Pm
Pi
Pj
PkPl
Pm
Pi
Pj
PkPl
Pm
Pi
Pj
PkPl
Pm
Pi
Pj
PkPl
Pm
d(ijkl) d(ijlm)
d(jklm)
d(ijkm)
d(iklm)
Figure 40: A sequence of five subsets of {Pi, Pj , Pk, Pl, Pm}, corresponding to flips on the pentagon
13.2 A group homomorphism from P Bn to Γ
4
n × Γ
4
n × · · · × Γ
4
n
For a positive integer n > 5, the homomorphism fn : PBn → Γ4n can be extended to a mapping
from PBn to the product of ([
n−4
2 ] + 1) copies of Γ
4
n as follows. We denote the product of (s + 1)
copies of the group Γ4n by
Γ4n,0 × Γ
4
n,1 × · · · × Γ
4
n,s.
The idea is that we count this number of points modulo n− 4.
Let r = n− 4. For the dynamical system for a generator bij, which is described in Section 8.2,
let us enumerate 0 < t1 < t2 < · · · < tl < 1 such that at the moment tk four points Ps, Pt, Pu, Pv
are positioned on one circle or one line.
If Ps, Pt, Pu, Pv are positioned on one line L or one circle C at the moment tk in the indicated
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order, then there are two connected components of R2\L (or R2\C). If the numbers of points
contained in connected components of R2\L (or R2\C) are α and n−4−α mod r for some α ≤ [ r2 ],
then tk corresponds to δk = (1, · · · , 1, d(stuv), 1, · · · , 1) ∈ {1} × · · · {1} × Γ
4
n,α × {1} × · · · {1} ⊂
Γ4n,0 × Γ
4
n,1 × · · · × Γ
4
n,[ r
2
].
With the pure braid bij we associate the product f rn(bij) = δ1δ2 · · · δl.
Algebraically this construction can be presented as follows:
DIi,(i,j) =
j−1∏
p=2
p−1∏
q=1
δr{p,q,(i,j)j},
DIIi,(i,j) =
j−1∏
p=1
n−j∏
q=1
δr{(j−p),(j+q),(i,j)j},
DIIIi,(i,j) =
n−j+1∏
p=1
n−p+1∏
q=0
δr{(n−p),(n−q),(i,j)j},
where
δr{p,q,(i,j)j} = (1, · · · , d{p,q,(i,j)j}, 1, · · · , 1) ∈ {1} × · · · {1} × Γ
4
n,α × {1} × · · · {1}
⊂ Γ4n,0 × Γ
4
n,1 × · · · × Γ
4
n,[ r
2
],
if
min{j, p, q} −mid{j, p, q} +max{j, p, q} − 2 ≡
α mod r, if min{p, q, j} < i < mid{p, q, r} or i > max{p, q, j}, α ≤ [ r2 ],
−α mod r, if min{p, q, j} < i < mid{p, q, r} or i > max{p, q, j}, α ≥ [ r2 ],
α− 1 mod r, if i < min{p, q, j} or mid{p, q, j} < i < max{p, q, j}, α ≤ [ r2 ],
−α− 1 mod r, if i < min{p, q, j} or mid{p, q, j} < i < max{p, q, j}, α ≥ [ r2 ].
Di,(i,j) = D
II
i,(i,j)D
I
i,(i,j)D
III
i,(i,j).
Now we define f rn : PBn → Γ
4
n,0 × Γ
4
n,1 × · · · × Γ
4
n,[ r
2
] by
f rn(bij) = Di,(i,(i+1)) · · ·Di,(i,(j−1))Di,(i,j)Di,(i,j)D
−1
i,(i,(j−1)) · · ·D
−1
i,(i,(i+1)),
for 1 ≤ i < j ≤ n.
Theorem 21. The map f rn : PBn → Γ
4
n,0 × Γ
4
n,1 × · · · × Γ
4
n,[ r
2
] defined above is a well defined
homomorphism.
Proof. This statement might be proved similarly to the proof of Theorem 20. Let us list cases of
singularities of codimension two explicitly. From now on let us consider four points on one circle.
For the case of four points on one line the proof is analogous. Note that the image of f rn from four
points on one circle depends on the number of points inside the circle. Without loss of generality,
the number of points inside the circle is less than or equal to the number of points outside the
circle.
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1. One point moving on the plane is tangent to the circle, which passes through three points,
see the center in Fig. 38. Note that the number of points inside the circle does not change
when the point Pj moves. It is easy to see that the image, when one point passes through
the circle twice (upper left in Fig. 38), is
(1, · · · , 1, d(ijkl)d(ijkl), 1, · · · , 1) ∈ Γ
4
n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,[ r
2
],
where the α is the number of points mod r inside the circle, passing through Pi, Pk, Pl. If the
point does not pass through the circle (upper right in Fig. 38), then the image is
(1, · · · , 1, · · · , 1) ∈ Γ4n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,[ r
2
].
The equality of those two images is obtained by the relation d2(ijkl) = 1.
2. There are two sets A = {Pi, Pj , Pk, Pl} and B = {Ps, Pt, Pu, Pv} of four points, which are on
the same circles such that |A∩B| ≤ 2, see Fig. 39. If the numbers of points inside the circles,
which pass through points {Pi, Pj , Pk, Pl} and {Ps, Pt, Pu, Pv} respectively, are the same mod
r, then the images of them are
(1, · · · , d(ijkl)d(stuv), 1, · · · , 1) ∈ Γ
4
n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,[ r
2
],
and
(1, · · · , d(stuv)d(ijkl), 1, · · · , 1) ∈ Γ
4
n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,[ r
2
],
The equality of them follows from the relation d(ijkl)d(stuv) = d(stuv)d(ijkl).
If the number of points inside circles, where the points {Pi, Pj , Pk, Pl} and {Ps, Pt, Pu, Pv}
are positioned respectively, are different mod r, then the images of them are
(1, · · · , d(ijkl), · · · , 1, · · · 1)(1, · · · , 1, · · · , d(stuv), · · · 1)
∈ Γ4n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,β × · · · × Γ
4
n,[ r
2
],
and
(1, · · · , 1, · · · , d(stuv), · · · 1)(1, · · · , d(ijkl), · · · , 1, · · · 1)
∈ Γ4n,0 × · · · × Γ
4
n,α × · · · × Γ
4
n,β × · · · × Γ
4
n,[ r
2
],
where α and β depend on the numbers of points inside the circles, which pass through
{Pi, Pj , Pk, Pl} and {Ps, Pt, Pu, Pv}, respectively. It is easy to obtain the equality of them.
3. There are five points {Pi, Pj , Pk, Pl, Pm} on the same circle. We obtain 10 generators. Note
that if there are α points inside a circle, where four points lie, then in the very next time,
when four points among {Pi, Pj , Pk, Pl, Pm} lie on the same circle, there are α + 1 points
inside the circle, but in the very next step, there are α points inside the circle again. More
precisely, we obtain the following element;
(1, · · · , d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm), d(ijkm)d(iklm)d(ijkl)d(ijlm)d(jklm), · · · , 1)
∈ Γ4n,0 × · · · × Γ
4
n,α × Γ
4
n,α+1 × · · · × Γ
4
n,[ r
2
].
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From the relation
d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) = 1 = d(ijkm)d(iklm)d(ijkl)d(ijlm)d(jklm)
of Γ4n we obtain that it is equal to
(1, · · · , 1, 1, · · · , 1) ∈ Γ4n,0 × · · · × Γ
4
n,α × Γ
4
n,α+1 × · · · × Γ
4
n,[ r
2
].
and the proof is completed.
13.3 Braids in R3 and groups Γ4n
In Section 10, we studied the notion of braids for R3 and RP 3. A braid for R3 (or RP 3) is a path in
the configuration space C˜ ′n(R
3) (or C˜ ′n(RP
3)) with some restrictions. If the initial and final points
of the path in C˜ ′n(R
3) coincide, then the path is called a pure braid for R3 (RP 3). In the present
section we will construct a group homomorphism from pure braids on n strands in R3 to Γ4n.
We shall consider (good and transverse) pure braids on n strands in R3 and construct a group
homomorphism from pure braids on n strands in R3 to the group Γ4n. Each element of Γ
4
n corre-
sponds to a moment when four points lie on (4 − 2)-dimensional plane in R4−1, but in the case
of Γ4n “the order” of four points on (4 − 2)-dimensional plane is very important. This order was
ignored when the group homomorphism from pure braids in R3 to Γ4n is constructed. Now we
formulate more precisely how the group homomorphism from pure braids on n strands in R3 to Γ4n
is constructed.
Let γ be a good and transverse pure braid on n strands with base point x = (x1, · · · , xn) in R3.
We call t ∈ [0, 1] a special singular moment of γ if the following holds:
1. at the moment t four points xp, xq, xr, xs are on the same plane Πt,
2. the four points xp, xq, xr, xs form a convex quadrilateral on Πt,
3. all of {x1, · · · , xn}\{xp, xq, xr, xs} are situated only in one of the connected components of
R3\Πt.
A normal vector vt of Πt pointing to the connected component, in which the points
{x1, · · · , xn}\{xp, xq, xr, xs}
are placed, is called the pointing vector at the special singular moment t.
Remark 13. 1. The plane Πt admits a unique orientation with respect to vt.
2. Naturally, the quadrilateral admits the orientation with respect to vt, see Fig. 41.
Let us enumerate all special singular moments 0 < t1 < · · · < tl < 1 of γ. For each ts
by definition of good pure braids on n strands there are exactly four points {xp, xq, xr, xs} on
plane Πts . As indicated in the previous remark the convex quadrilateral on plane Πts with four
vertices {xp, xq, xr, xs} admits the orientation with respect to vts . If the four points xp, xq, xr, xs
are positioned in the indicated order in accordance with the orientation with respect to vts , then we
associate the moment ts to dts = d(pqrs). Let us define a map g : π1(C˜
′
n(R
3))→ Γ4n by the equality
g(γ) = dt1 · · · dtl .
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Πt
xp
xq
xr
xs
Figure 41: A special singular moment, corresponding to d(pqrs)
Theorem 22. The map g : π1(C˜ ′n(R
3))→ Γ4n is well-defined.
Proof. We consider moments of isotopy between two paths, when the path at some moment in the
isotopy between two paths is not good or not transverse. Let us list such cases explicitly.
1. There are four points on a plane, which disappear after a small perturbation, see Fig. 42.
This corresponds to the relation d2(pqrs) = 1.
xq xs
xr
xp
xq xs
xr
xp
Figure 42: Case 1: Four points on a plane,
which disappears after a small perturbation
xl
xi
xj
xk
xv
xu
Figure 43: Case 2: Two sets of four points
{xi, xj , xk, xl} and {xl, xk, xu, xv} on planes
at the same moment
2. At a moment there are two sets of four points m and m′ with |m∩m′| < 3, which are placed
on plane at the same moment, see Fig. 43. This corresponds to the relation d(ijkl)d(stuv) =
d(stuv)d(ijkl).
3. At a moment five points lie on a plane. This is similar to the case of “five points on the circle”
in the proof of Theorem 20. This corresponds to the relation d(ijkl)d(ijlm)d(jklm)d(ijkm)d(iklm) =
1 of Γ4n.
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Let {P1(t), · · · , Pn(t)}t∈[0,1] be n moving points in R
3, corresponding to a path in π1(C ′n(R
3)).
We may assume that the points {P1(t), · · · , Pn(t)}t∈[0,1] move inside a sphere with sufficiently large
diameter. Let us fix four points {A,B,C,D} on the sphere. A triangulation of 3-ball with vertices
{P1(t), · · · , Pn(t)} ∪ {A,B,C,D}
can be obtained for each t ∈ [0, 1], for example, see Fig. 44.
A
B
C
D
Figure 44: Triangulation of 3-disc with {P1(t), · · · , Pn(t)} inside the sphere and four points
{A,B,C,D} on the sphere
On the other hand, as described in Fig. 45, the moving of a vertex of the triangulation can be
described by applying the Pachner moves to the triangulation of 3-dimensional space.
Figure 45: Pachner move and moving of a vertex of the triangulation of 3-dimensional space
In other words, a path {P0(t), · · · , Pn(t)} in π1(C ′n(R
3)) can be described by a finite sequence
of Pachner moves applied to the triangulations of the sphere, see Fig. 46.
A
B
C
D
A
B
C
D
P
P
Figure 46: Applying a Pachner move to the triangulation of a 3 dimensional space and the moving
of a vertex
It can be expected that by using the triangulation of a sphere with n+4 points and the sequence
of the Pachner moves, we obtain an invariant of (pure) braids.
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dc
x
b a
dc
y
xy = ac+ bd
Figure 47: The Ptolemy transformation
14 Representations of braids via triangulations
14.1 A representation of braids via Ptolemy transformation
The aim of the present section is to construct an (infinite-dimensional) representation of braid
groups for arbitrary 2-surfaces valued in operators on the space of rational functions over a ring.
The main idea behind this representation is the operator which is associated with the flip, see
Fig 36.
Let Σ be a 2-surface with metric, and let N be a large natural number. We shall consider the
space of all triangulations of Σ with N points. Some of these triangulations originate from Delaunay
triangulations with vertices in the given N points (for this to happen, some length constraints should
hold). When moving N points around, the Delaunay triangulation undergoes some flips.
In the sequel, by an ordered triangulation we mean a triangulation with enumerated vertices.
Consider the set of all triangulations of Σ with N enumerated vertices (hence, X = 3(N − 2g + 2)
edges). With any ordered triangulation having X edges, we associate variables {x1, · · · , xX}, one
to each oriented edge. Unless otherwise is set, the edge is oriented from a vertex with a smaller
number to a vertex with a larger number. If we associate a variable a to an edge, we associate −a
to the opposite edge. For any two adjacent ordered triangulations T1 and T2, there is a bijection
for all but one edges.
Now, consider the ring Q(x1, · · · , xX) of all rational functions in variables {x1, · · · , xX}. We
shall relate variables as follows: If the triangulation T2 is obtained from the triangulation T1 by
a flip as in Fig. 47 within the quadrilateral a, b, c, d, then the diagonal y is equal to ac+bdx . Note
that now we obtain an element from a Ptolemy transformation, but it is easy to see that there are
elements in Q(x1, · · · , xX), which cannot be obtained from sequences of Ptolemy transformations.
Starting with a triangulation T , we can consider loops in the space of triangulations, i.e.,
sequences of triangulations T = T0 → T1 → T2 → · · · → Tk = T where every two adjacent
triangulations Ti, Ti+1 differ by a flip.
Certainly, when we deal with loops, the labels of each Ti are expressible in terms of T0, subse-
quently, for the triangulation Tk = T we get a new set of labels.
Theorem 23. If a loop T = T0 → Tk = T in the space of triangulations originates from a braid
which is homotopic to the identity, then the labels of Tk valued in Q(x1, . . . , xX) coincide with those
of T0.
The main ingredient in the proof is the pentagon equation. In other words, when a pentagon
with two diagonals is given, if we apply Ptolemy transformations five times to quadrilaterals of
the pentagon, then we do not need to calculate for them, because after applying Ptolemy transfor-
mations five times the pentagon with two diagonals come back to the initial state with the initial
labels. The far commutativity relation and the relations of the form a2 = 1 can also be easily
checked by hand. We leave the proof to readers as an exercise.
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Figure 48: Six triangulations corresponding to a rotation of point
Example 12. Let the three points 1, 2, 3 be the vertices of a triangle. Consider a point 4 in the
center of this triangle and a point 5 which goes around 4 in the neighbourhood of 4. This gives rise
to a sequence of triangulations given in Fig. 48. Let us calculate the labels of edges corresponding
to these pictures. For the initial one, we denote the labels by as shown in Fig. 48.
In all subsequent figures the points 1, 2, 3, 4 as well as labels a, b, c, d, k, l,m remain unchanged.
Besides the initial triangulation T0 and the final one T6 it is worth taking glance at T3. It looks
similar to T0, however, with one important difference: the small edge denoted by r is now oriented
in the opposite direction. At T6 we obtain the following labels:
x =
qm+ br
l
, y =
ar + qk
p
, z =
crl + kqm+ kbr
ml
;
i =
bprl+ (ar + qk)(qm+ br)
pql
, j =
arpml+ (ar + qk)(crl + kqm+ kbr)
kpml
;
o =
k2mq2 + bklpr + cl2pr + cklqr + akmqr + abkr2 + aclr2
lmpq
.
From this we see that the variables corresponding to T6 do not coincide with those corresponding
to T0, which says that the above invariant of this pure braid is non-trivial.
14.2 A representation of braids via tropical relation
Below we introduce another relation, which is associated with each flips. We would like to highlight
that for the relation, which is associated with each flip, to give an invariant for braids as Theorem 23,
it should satisfy the pentagon equation as shown in Fig 40.
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With each flip we associated the tropical relation:
x+ y = max{a+ c, b+ d}, (18)
see Fig. 49.
ab
c d
ab
c d
x y
x + y = max{a + c, b + d}
Figure 49: The tropical equation
Figure 50: A decorated ideal triangulation of
the disk
Lemma 22. The tropical relation satisfies the far commutativity relation, the relations of the form
a2 = 1 and the pentagon relation.
We leave the proof to readers as an exercise.
14.3 A representation of braids via decorated triangulations
The purpose of the present section is to introduce the notion of decorated triangulation and to
construct a representation of braids group, for more detail, see [76].
Definition 28. [76] A decorated triangulation is a triangulation where all triangles are linearly
ordered and in each triangle, a distinguished corner is fixed.
An example of a decorated triangulation of the disk with 5 points is described in Fig. 50.
Definition 29. [76] Let C = (C,×, {PX,Y }X,Y ∈ObC) be a category of groups. A basic algebraic
system (BAS) in C consists of a group V ∈ ObC and two morphisms R ∈ End(V ) and W ∈
End(V × V ) such that
1. R3i = idV ,
2. Wi,jWj,k = Wj,kWi,kWi,j in End(V × V × V ),
3. RiRjWj,iR
−1
i Wi,j = Pi,j in End(V × V ), where Pi,j := PV,V .
The morphisms Ri : V → V and Wi,j : V ⊗ V → V ⊗ V correspond to distinguished corner
changes and the flip, respectively, see Fig. 51. Moreover the conditions (2) and (3) from Definition 29
can be described by the pentagon relation and changes of the order of triangles, see Fig. 52 and
Fig. 53.
Example 13. Let V = R2+ and define R : V → V and W : V × V → V × V by
R(x1, x2) =
(
1
x1
,
x2
x1
)
,W ((x1, x2), (y1, y2)) =
(
x2y1
x1y2 + x2
,
y2
x1y2 + x2
)
. (19)
Then this is a BAS as in Definition 29. We call this ratio coordinates.
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Figure 51: Distinguished corner changes and the flip
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Figure 52: Geometric description of the condition (2) from Definition 29
RiRj Wi,j
R−1i
Wi,j
Pi,j
i
j
i
j
i
j
i
j
j
i
Figure 53: Geometric description of the condition (3) from Definition 29
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c
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b
c)
Figure 54: a, b, c ∈ Q(x1, · · · xX), which are associated to each edge of the triangulation τ
Figure 55: Truncated triangulation, obtained from triangulation
Let us consider the set of all ordered triangulation of Σ with N enumerated vertices as the
previous section. For each triangulation τ of Σ we can obtain a decorated triangulation τ˜ by fixing
a corner for each triangle. Now we define a map from triangles of τ˜ to Q(x1, · · · , xX)×Q(x1, · · · , xX)
as described in Fig. 54. Since BAS satisfies the pentagon equation, it must give us an invariant for
braids.
14.4 A representation of braids via truncated triangulation
In this section we shall define a representation of braids by using truncated triangulations. Truncated
triangulations can be obtained from usual triangulations as Fig. 55.
Edges of truncated triangulations can be associated with matrices in SL(2,C) satisfying cocycle
conditions. Moreover, there is 1-1 correspondence between the labeling of edges of usual triangula-
tions valued in C\{0} such as in Section 14.1 and the labeling of edges of truncated triangulations
valued in SL(2,C), for details, see [6].
Now we associate each edges with 2× 2 matrices A such that det(A) = 1 for multiplications of
matrices, associated edges of triangles or hexagons, to be the identity matrix according to given
orientation. For the hexagon obtained from triangle we associate edges with matrices as Fig. 56. By
simple calculation, we can see that the multiplication of matrices according to the given orientation
is the identity matrix.
a
b
c
1
b
ac
0 1
1
c
ab
0 1
1
a
bc
0 1
0
−1
c
c 0
0
−1
a
a 0
0
−1
b
b 0
Figure 56: Labeling of edges of the hexagon, obtained from triangle
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xy = ac + bd
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−x
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x
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−b
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1
−c
dx
0 1
1
a
bx
0 1
1
−d
cx
0 1
1
y
bc
0 1
1
y
ad
0 1
1
−b
cy
0 1
1
a
dy
0 1
1
−c
by
0 1
1
−d
ay
0 1
Figure 57: Labeling of edges of hexagons, which are obtained from triangles in the flip
Remark 14. 1. The hexagon from a triangle has short and long edges and the forms of matrices,
which are associated with short and long edges, are different.
2. Each matrix, associated with an edge as in Fig. 56, is determined by labels of edges of the
triangle.
3. When associating edges with matrices the orientation of edges is important.
For hexagons, which are obtained from triangles in the flip, we associate edges with matrices
as Fig. 56. For multiplications of matrices, associated edges of triangles to be the identity matrix,
we obtain the following equations:(
1 −xba
0 1
)
=
(
1 −cby
0 1
)(
1 −day
0 1
)
,
(
1 ybc
0 1
)
=
(
1 abx
0 1
)(
1 −dcx
0 1
)−1
,
(
1 −yad
0 1
)
=
(
1 −bax
0 1
)(
1 −cdx
0 1
)
,
(
1 xcd
0 1
)
=
(
1 −bcy
0 1
)−1(
1 ady
0 1
)
.
From those equations we obtain the equation xy = ac + bd, which is the Ptolemy equation. It is
easy to see that this labeling valued in SL(2,Q(x1, . . . , xX)) satisfies the pentagon equation and
the following theorem follows, which is analogous to Theorem 23:
Theorem 24. [6] If a loop T = T0 → Tk = T in the space of triangulations originates from a braid
which is homotopic to the identity, then the labels valued in SL(2,Q(x1, . . . , xX)) of Tk coincide
with those of T0.
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Figure 58: A Pachner move
15 The group Γ5n
Consider a configuration of n points in general position in R3. We can think of those points as
lying in a fixed tetrahedron ABCD. The points induce a unique Delaunay triangulation of the
tetrahedron: four points form a simplex of the triangulation if and only if there are no other
points inside the sphere circumscribed over these points. When the points move in the space, the
triangulation transforms.
In order to avoid degenerate Delaunay triangulations we exclude configurations where four
points lie on one circle (intersection of a plane and a sphere). Note that this exclusion resembles
the case of excluding triples of points on a line, but is essentially different and yields different
results.
Transformations of the combinatorial structure of the Delaunay triangulation correspond to
configurations of codimension 1 when five points lie on a sphere which does not contain any points
inside. At this moment two simplices of the triangulation are replaced with three simplices as
shown in Fig. 58 (or vice versa). Such a transformation is called a Pachner move.
If we want to trace the evolution of triangulations that correspond to a dynamics of the points
we can mark each Pachner move with a letter. For the move that replaces the simplices iklm, jklm
with the simplices ijkl, ijkm, ijlm in Fig. 58 we use the generator aij,klm. Note that
1. we can split the indices into two subsets according to the combinatorics of the transformation;
2. the generator aij,klm is not expected to be involutive because it changes the number of sim-
plices of the triangulation.
The relations on generators aij,klm correspond to configurations of codimension 2 which occurs
when either
1. six points lie on the same sphere with empty interior, or
2. there are two spheres with five points on each of them, or
3. five points on one sphere compose a codimension 1 configuration with respect to configurations
of codimension 1.
The last case means the convex hull of the five points has a quadrangular face (Fig. 59). The
vertices of this face lie on one circle so we exclude this configuration.
If there are two different spheres with five points on each of them, the inscribed simplices for the
first sphere and for the second sphere are different. We can suppose that the inscribed convex hull
has only triangular faces for each sphere; otherwise, the codimension should be greater than two.
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Figure 59: A quadrangular pyramid
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Figure 60: Convex polyhedra with triangular
faces and 6 vertices
So the convex hulls can have one common face at most, and we can transform them independently.
This gives us a commutation relation
aij,klmai′j′,k′l′m′ = ai′j′,k′l′m′aij,klm,
where
|{i, j, k, l,m} ∩ {i′, j′, k′, l′,m′}| < 4,
|{i, j} ∩ {i′, j′, k′, l′,m′}| < 2,
and
|{i′, j′} ∩ {i, j, k, l,m}| < 2.
Consider now the case of six points on one sphere. The convex hull of these points is a convex
polyhedron. The polyhedron must have only triangular faces; otherwise, there is an additional linear
condition (four points lie on one plane) which rises the configuration of codimension 2. There are
two such polyhedra, see Fig. 60.
For the octahedron on the left we specify the geometrical configuration assuming that the
orthogonal projection along the direction ij maps the points i and j near the projection of the edge
kl and for the line ln to be higher than km if you look from the vertex i to the vertex j (Fig. 61).
In this case we have six triangulations:
1. ijkl, ijkn, ijlm, ijmn;
2. iklm, ikmn, jklm, jkmn;
3. ikln, ilmn, jkln, jlmn;
4. ijkl, ijkm, ijlm, ikmn, jkmn;
5. ijkl, ijkn, ijln, ilmn, jlmn;
6. ikln, ilmn, jklm, jkmn, klmn.
The first three have four simplices, the last three have five simplices. The Pachner moves
between the triangulations are shown in Fig. 62. Thus, we have the relation
akm,ijna
−1
ij,klmaln,ikma
−1
km,jlnaij,klna
−1
ln,ijm = 1.
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Figure 61: An orthogonal projection of the
octahedron
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akm,ijn aln,ijm
aij,klnaij,klm
aln,ikm akm,jln
Figure 62: Triangulation graph for the octa-
hedron
In the case of the shifted octahedron (Fig. 60 right) we assume that the line ln lies higher
than the line km when one looks from the vertex i to the vertex j (Fig. 63). Then we have six
triangulations:
1. ijkl, ijlm, ijmn;
2. ijkl, ijln, ilmn, jlmn;
3. ijkm, ijmn, iklm, jklm;
4. ijkn, ikln, ilmn, jkln, jlmn;
5. ijkn, iklm, ikmn, jklm, jkmn;
6. ijkn, ikln, ilmn, jklm, jkmn, klmn.
k
lm
n

Figure 63: An orthogonal projection of the
shifted octahedron
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Figure 64: Triangulation graph for the
shifted octahedron
The Pachner moves between the triangulations are shown in Fig. 64. This gives us the relation
aln,ijmakn,ijlakm,jln = akm,ijlakn,ijmaln,ikm.
Now we can give the definition for Γ5n.
Definition 30. The group Γ5n is the group with generators
{aij,klm | {i, j, k, l,m} ⊂ n¯, |{i, j, k, l,m}| = 5}
and relations
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1. aij,klm = aji,klm = aij,lkm = aij,kml,
2. aij,klmai′j′,k′l′m′ = ai′j′,k′l′m′aij,klm, for |{i, j, k, l,m}∩{i′ , j′, k′, l′,m′}| < 4, |{i, j}∩{i′, j′, k′, l′,m′}| <
2 and |{i′, j′} ∩ {i, j, k, l,m}| < 2,
3. akm,ijna
−1
ij,klmaln,ikma
−1
km,jlnaij,klna
−1
ln,ijm = 1 for distinct i, j, k, l,m, n,
4. aln,ijmakn,ijlakm,jln = akm,ijlakn,ijmaln,ikm for distinct i, j, k, l,m, n.
The group Γ5n can be used to construct invariants of braids and dynamical systems like the
groups Gkn.
Let us consider the configuration space C˜n(R3) which consists of nonplanar n-tuples (x1, x2, . . . , xn)
of points in R3 such that for any distinct i, j, k, l the points xi, xj , xk, xl do not lie on the same
circle.
Let us construct a homomorphism from π1(C˜n(R3)) to Γ5n. Let
α = (x1(t), . . . , xn(t)), t ∈ [0, 1],
be a loop in C˜n(R3). For any t the set x(t) = (x1(t), . . . , xn(t)) determines a Delaunay triangulation
T (t) of the polytope conv(x(t)). If α is in general position, then there will be a finite number of
moments 0 < t1 < t2 < · · · < tN < 1 when the combinatorial structure of T (t) changes, and for each
p the transformation of the triangulation at the moment tp will be the Pachner move on simplices
with vertices ip, jp, kp, lp,mp. We assign to this move the generator aipjp,kplpmp at the moment tp
if 2 simplicies ipkplpmp, jpkplpmp are replaced by the 3 simplices ipjpkplp, ipjpkpmp, ipjplpmp, or
a−1ipjp,kplpmp at the moment tp in the converse situation.
Denote
φ(α) =
N∏
p=1
a
ǫp
ipjp,kplpmp
∈ Γ5n,
where ǫp ∈ {1,−1}.
Theorem 25. The homomorphism φ : π1(C˜n(R3))→ Γ5n is well defined.
Proof. We need to show that the element φ(α) does not depend on the choice of the representative
α in a given homotopy class. Given a generic homotopy α(τ), τ ∈ [0, 1], of loops in C˜n(R3),
the transformations of the words φ(α(τ)) correspond to point configurations of codimension 2,
considered above the definition of Γ5n, and thus are counted by the relations in the group Γ
5
n.
Therefore, the element φ(α(τ)) of the group Γ5n remains the same when τ changes.
16 The strategy of defining Γkn for arbitrary k
The groups Γ4n and Γ
5
n defined above admit extrapolation to groups Γ
k
n, k ≥ 4, that we define in
this section.
Consider the configuration space C˜n(Rk−2), 4 ≤ k ≤ n, consisting of n-point configurations
x = (x1, x2, . . . , xn)
in Rk−2, such that dim(conv x) = k − 2 and there are no k − 1 points which lie on one (k − 4)-
dimensional sphere (the intersection of a (k − 3)-sphere and a hyperplane in Rk−2).
A configuration x = (x1, x2, . . . , xn) ∈ C˜n(Rk−2) determines a Delaunay triangulation of convx
which is unique when x is in general position. If the vertices xi1 , . . . , xik−1 span a simplex of the
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Delaunay triangulation, then the interior of the sphere circumscribed over these points does not
contain other points of the configuration. The inverse statement is true when x is generic. The
condition that no k − 1 points lie on one (k − 4)-dimensional sphere ensures that there are no
degenerate simplices in the Delaunay triangulation.
Let α = (x1(t), . . . , xn(t)), t ∈ [0, 1], be a loop in C˜n(Rk−2). For any t ∈ [0, 1] the configuration
x(t) = (x1(t), . . . , xn(t)) determines a Delaunay triangulation T (t) of the polytope conv(x(t)). If
α is generic, then there will be a finite number of moments 0 < t1 < t2 < · · · < tL < 1 when the
combinatorial structure of T (t) changes.
For each singular configuration x(ti), either one simplex degenerates and disappears on the
boundary ∂ conv(x(t)) or the Delaunay triangulation is not unique, that is, there is a sphere in
Rk−2 which contains k points of x on it and no points of x inside. Assuming x is generic, the span
of these k points is a simplicial polytope. Below we shall consider only the latter type of singular
configurations.
We recall that the join of two sets X,Y ⊂ Rm is defined as
X ∗ Y = {λx+ (1− λ)y |x ∈ X, y ∈ Y, λ ∈ [0, 1]},
and the relative interior of a finite set X ⊂ Rm is defined as
relintX =
{∑
x∈X
λxx | ∀x λx > 0,
∑
x∈X
λx = 1
}
.
The polytope ∆P ∗∆Q has two triangulations:
TP = {xP∪Q \ {xp}}p∈P =
{
xp1 · · · xpi−1xpi+1 · · · xplxq1 · · · xqk−l
}l
i=1
and
TQ = {xP∪Q \ {xq}}q∈Q =
{
xp1 · · · xplxq1 · · · xqi−1xqi+1 · · · xqk−l
}k−l
i=1
.
Here P = {p1, . . . , pl}, Q = {q1, . . . , qk−l} and xJ = {xj}j∈J for any J ⊂ {1, . . . , n}.
The simplicial polytopes in Rk−2 with k vertices are described in [68]. Each of them is the join
∆P ∗∆Q of simplices ∆P = conv(xp1 , . . . , xpl) of dimension l−1 ≥ 1 and ∆Q = conv(xq1 , . . . , xqk−l)
of dimension k − l − 1 ≥ 1 such that the intersection relint(xp1, . . . , xpl) ∩ relint(xq1 , . . . , xqk−l)
consists of one point.
The condition relint(xP )∩relint(xQ) = {z} implies P∩Q = ∅. Thus, when the configuration x(t)
goes over a singular value ti, i = 1, . . . , L, in the Delaunay triangulation simplices TPi are replaced
by simplices TQi for some subsets Pi, Qi ⊂ {1, . . . , n}, Pi ∩ Qi = ∅, |Pi|, |Qi| ≥ 2, |Pi ∪ Qi| = k.
This transformation is called a Pachner move. We assign the letter aPi,Qi to this transformation.
Hence, the loop α produces a word
Φ(α) =
L∏
i=1
aPi,Qi (20)
in the alphabet
Akn = {aP,Q |P,Q ⊂ {1, . . . , n}, P ∩Q = ∅, |P ∪Q| = k, |P |, |Q| ≥ 2} .
Now let us consider a generic homotopy αs, s ∈ [0, 1], between two generic loops α0 and α1. A
loop αs = {x(s, t)}t∈[0,1] can contain a configuration of codimension 2. This means that for some t
the configuration x(s, t) has two different k-tuples of points, each of them lies on a sphere whose
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interior contains no points of x(s, t). If these spheres do not coincide, then their intersection contains
at most k − 2 points (the intersection can not contain k − 1 points because x(s, t) ∈ C˜n(Rk−2)).
Hence, the simplices involved in one Pachner move cannot be involved in the other one, so the
Pachner moves can be performed in any order.
If the k-tuples of points lie on one sphere, then there is a sphere with k+1 points of x(s, t) on it
and its interior contains no points of x(s, t). This k + 1 points span a simplicial polytope in Rk−2.
Such polytopes are described in [68]. The description uses the notion of Gale transformation.
Let X = {x1, . . . , xn} be a set of n points in Rd such that dim convX = d. Then n ≥ d + 1.
Let xi = (x1i, . . . , xdi) ∈ Rd, i = 1, . . . , n, be the coordinates of the points of X. The matrix
M =

x11 x12 · · · x1n
x21 x22 · · · x2n
· · · · · · · · · · · ·
xd1 xd2 · · · xdn
1 1 · · · 1

has rank d+ 1. Then the dimension of the space
kerM = {b ∈ Rn |Mb = 0}
of dependencies between columns ofM is equal to n−(d+1). Take any basis bj = (bj1, bj2, . . . , bjn),
j = 1, . . . , n− d− 1, of kerM and write it in matrix form
B =
 b11 · · · b1n· · · · · · · · ·
bn−d−1,1 · · · bn−d−1,n
 . (21)
The columns of the matrix B form a set
Y = {y1, . . . , yn}, yi = (b1i, . . . , bn−d−1,i),
in Rn−d−1. The set Y is called a Gale transform of the point set X. Gale transforms which
correspond to different bases of kerM are linearly equivalent. The vectors of the Gale transform
Y may coincide.
Example 14. Let X be a pentagon in R2 with vertices x1 = (0, 2), x2 = (−2, 1), x3 = (−1,−1),
x4 = (1,−1), x5 = (2, 1). Then
M =
 0 −2 −1 1 22 1 −1 −1 1
1 1 1 1 1

and
B =
(
−4 1 3 −5 5
−4 6 −7 5 0
)
.
The Gale transform Y consists of vectors y1 = (−4,−4), y2 = (1, 6), y3 = (3,−7), y4 = (−5, 5),
y5 = (5, 0), see Fig 65.
Let Y = {y1, . . . , yn} be a Gale transform of X. The set
Y¯ = {y¯1, . . . , y¯n}, y¯i =
{
yi
‖yi‖
, yi 6= 0,
0, yi = 0
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Figure 65: A pentagon and its Gale transform
is called a Gale diagram of the point set X. It is a subset of Sn−d−2 ∪ {0}.
Two subsets Y¯ = {y¯1, . . . , y¯n} and Y¯ ′ = {y¯′1, . . . , y¯
′
n} in S
n−d−2 ∪ {0} are called equivalent if
there is a permutation σ of n¯ such that for any J ⊂ n¯
0 ∈ relint Y¯J ⇐⇒ 0 ∈ relint Y¯
′
σ(J).
Here we denote Y¯J = {y¯i}i∈J and Y¯ ′J = {y¯
′
i}i∈J . The properties of Gale diagrams can be summarized
as follows [68]:
Theorem 26. 1. Let X be a set of n points, which are vertices of some polytope P in Rd, and
Y¯ be its Gale diagram. Then the set of indices J ⊂ n¯ defines a face of P if and only if
0 ∈ relintYn¯\J .
2. Let X and X ′ be sets of vertices of polytopes P and P ′, |X| = |X ′|, and Y¯ and Y¯ ′ be their
Gale diagrams. Then P and P ′ are combinatorially equivalent if and only if Y¯ and Y¯ ′ are
equivalent.
3. For any n-point set Y¯ ∈ Sn−d−2 ∪ {0} such that Y¯ spans Rn−d−1 and 0 lies in the interior of
conv Y¯ , there is an n-point set X in Rd such that Y¯ is a Gale diagram of X.
The theorem implies (see [68]) that simplicial polytopes with k + 1 vertices in Rk−2 are in a
bijection with standard Gale diagrams in R2 (defined uniquely up to isometries of the plane).
Here, a standard Gale diagram of order l = k + 1 is a subset Y¯ , |Y¯ | = l, of the vertices set
{e
πip
l }2l−1p=0 of the regular 2l-gon inscribed in the unit circle S
1, such that:
1. any diameter of S1 contains at most one point of Y¯ ;
2. for any diameter of S1, any open half-plane determined by it contains at least two points of
Y¯ .
The first property means that the corresponding polytope is simplicial, the second means that
any of the k + 1 vertices of the polytope form a face.
The number cl of standard Gale diagrams of order l is equal to
cl = 2
[ l−32 ] −
[
l + 1
4
]
+
1
4l
∑
h : 2∤h|l
ϕ(h) · 2
l
h ,
where l = 2a0
∏t
i=1 p
ai
i is the prime decomposition of l and ϕ is Euler’s function. For small l the
numbers are c5 = 1, c6 = 2, c7 = 5, see Fig. 66.
Let us describe the triangulations of the simplicial polytopes with k + 1 vertices in Rk−2.
Let X = {x1, . . . , xn} be a subset of Rd, so xi = (xi1, . . . , xid), i = 1, . . . , n. Let P = convX be
the convex hull of X, assuming that dimP = d. A triangulation T of the polytope P with vertices
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in X is called regular if there is a height function h : X → R such that T is the projection of the
lower convex of the lifting Xh = {xh1 , . . . , x
h
n} ⊂ R
d+1, where xhi = (xi, h(xi)). This means that a
set of indices J ⊂ {1, . . . , n} determines a face of T if and only if there exists a linear functional φ
on Rd+1 such that φ(0, . . . , 0, 1) > 0 and J = {i |φ(xhi ) = minxh∈Xh φ(x
h)}. In case T is regular we
write T = T (X,h). Any generic height function induces a regular triangulation.
The Delaunay triangulation of X is regular with the height function h : Rd → R, h(z) = ‖z‖2 =∑d
i=1 z
2
i if z = (z1, . . . , zd) ∈ R
d.
A height function h : X → R can be regarded as a vector h = (h1, . . . , hn) ∈ Rn where hi = h(xi).
Denote β(h) = Bh ∈ Rn−d−1 where B is the matrix (21) used to define a Gale transform of X.
Let Y¯ = {y¯1, . . . , y¯n} be a Gale diagram of X. Convex cones generated by the subsets of Y¯ split
the space Rn−d−1 into a union of conic cells. A relation between the triangulation T (X,h) and the
Gale diagram Y¯ can be described as follows.
Theorem 27. 1. If T (X,h) is a regular triangulation of X, then β(h) belongs to a conic cell of
maximal dimension in the splitting of Rn−d−1 induced by Y¯ .
2. Let J ⊂ n¯ = {1, . . . , n}. The set XJ spans cells of the triangulation T (X,h) if and only if
β(h) ∈ concone(Y¯n¯\J), where concone(Xn¯\J) is the convex cone spanned by the set Y¯n¯\J .
Let P be a simplicial polytope with l = k + 1 vertices in Rl−3 and Y¯ = {y¯1, . . . , y¯l} be the
corresponding standard Gale diagram. By Theorem 27 there are l different regular triangulations
which correspond to open sectors between the rays spanned by the vectors of Y¯ . The graph, whose
vertices are combinatorial classes of triangulations of P and the edges are Pachner moves, is a cycle.
Let us find which Pachner moves appear in this cycle.
We change the order of vertices of P (and hence, the order of the points of Y¯ ) so that the points
y¯1, . . . , y¯l appear in this sequence when one goes counterclockwise on the unit circle. For each i
denote by RY¯ (i) (LY¯ (i)) the set of indices j of vectors y¯j that lie in the right (left) open half-plane
incident to the oriented line spanned by the vector y¯i. Then the Pachner move which occurs when
the vector β(h) passes y¯i from the right to the left, will be marked with the letter aRY¯ (i),LY¯ (i) ∈ A
l−1
l .
The Pachner moves of the whole cycle of triangulation give the word wY¯ =
∏l
i=1 aR(i),L(i).
Thus, in order to make the words like Φ(α) independent of the resolutions of configurations of
codimension 2 we have to imply the that wY¯ = 1, and hence we obtain a relation.
Example 15. Consider the standard Gale diagram of order 5, see Fig. 67. Then we have R(1) =
{4, 5}, L(1) = {2, 3}, R(2) = {1, 5}, L(2) = {3, 4} etc. The corresponding word is equal to
w = a45,23a15,34a12,45a23,15a34,12.
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We can give now the definition of Γkn groups.
Definition 31. Let 4 ≤ k ≤ n. The group Γkn is the group with the generators
{aP,Q|P,Q ⊂ {1, . . . , n}, P ∩Q = ∅, |P ∪Q| = k, |P |, |Q| ≥ 2},
and the relations:
1. aQ,P = a
−1
P,Q;
2. (far commutativity) aP,QaP ′,Q′ = aP ′,Q′aP,Q for each generators aP,Q, aP ′,Q′ such that
|P ∩ (P ′ ∪Q′)| < |P |, |Q ∩ (P ′ ∪Q′)| < |Q|,
|P ′ ∩ (P ∪Q)| < |P ′|, |Q′ ∩ (P ∪Q)| < |Q′|;
3. ((k + 1)-gon relations) for any standard Gale diagram Y¯ of order k + 1 and any subset
M = {m1, . . . ,mk+1} ⊂ n¯
k+1∏
i=1
aMR(Y¯ ,i),ML(Y¯ ,i) = 1,
where MR(Y¯ , i) = {mj}j∈RY¯ (i), ML(Y¯ , i) = {mj}j∈LY¯ (i).
Example 16. Let us write the (k + 1)-gon relations in Γkn for small k.
The group Γ4n has one pentagon relation
am4m5,m2m3am1m5,m3m4am1m2,m4m5am2m3,m1m5am3m4,m1m2 = 1.
The group Γ5n has two hexagon relations
am5m6,m2m3m4am1m5m6,m3m4am1m2,m4m5m6am1m2m3,m5m6 ·
am3m4,m1m2m6am3m4m5,m1m2 = 1,
am5m6,m2m3m4am1m5m6,m3m4am1m2m6,m4m5am1m2m3,m5m6 ·
am3m4,m1m2m6am4m5,m1m2m3 = 1.
92
The group Γ6n has five heptagon relations
am6m7,m2m3m4m5am1m6m7,m3m4m5am1m2m6m7,m4m5am1m2m3,m5m6m7 ·
am1m2m3m4,m6m7am4m5,m1m2m3m7am4m5m6,m1m2m3 = 1,
am6m7,m2m3m4m5am1m6m7,m3m4m5am1m2m6m7,m4m5am1m2m3m7,m5m6 ·
am1m2m3m4,m6m7am4m5,m1m2m3m7am5m6,m1m2m3m4 = 1,
am6m7,m2m3m4m5am1m6m7,m3m4m5am1m2m7,m4m5m6am1m2m3m7,m5m6 ·
am1m2m3m4,m6m7am3m4m5,m1m2m7am5m6,m1m2m3m4 = 1,
am6m7,m2m3m4m5am1m6m7,m3m4m5am1m2m7,m4m5m6am1m2m3,m5m6m7 ·
am1m2m3m4,m6m7am3m4m5,m1m2m7am4m5m6,m1m2m3 = 1,
am5m6m7,m2m3m4am1m6m7,m3m4m5am1m2m7,m4m5m6am1m2m3,m5m6m7 ·
am2m3m4,m1m6m7am1m4m5,m1m2m3m7am4m5m6,m1m2m3 = 1.
For groups Γkn we have a generalisation of Theorem 25.
Theorem 28. The map defined by the formula (20) is a homomorphism
Φ: π1(C˜n(R
k−2))→ Γkn.
The proof repeats the arguments of the proof of Theorem 25.
17 The groups Γ˜kn
We finish this part with a slight variation on the groups Γkn. Geometrically speaking, here we
consider oriented triangulations. Therefore, the indices of the generators of the groups are not
independent and do not freely commute as was seen, for example, in the groups Γ5n (see Definition
30, first relation).
To be precise, we introduce the following:
Definition 32. Let 5 ≤ k ≤ n. The group Γ˜kn is the group with the generators
{aP,Q|P,Q — cyclically oriented subsets of {1, . . . , n}, P ∩Q = ∅, |P ∪Q| = k, |P |, |Q| ≥ 2},
and the relations:
1. aQ,P = aQ′,P ′ , where Q = Q′, P = P ′ as unordered sets, and as cyclically ordered sets Q
differs from Q′ by one transposition and P differs from P ′ by one transposition;
2. aQ,P = a
−1
P,Q;
3. (far commutativity) aP,QaP ′,Q′ = aP ′,Q′aP,Q for each generators aP,Q, aP ′,Q′ such that
|P ∩ (P ′ ∪Q′)| < |P |, |Q ∩ (P ′ ∪Q′)| < |Q|,
|P ′ ∩ (P ∪Q)| < |P ′|, |Q′ ∩ (P ∪Q)| < |Q′|;
4. ((k + 1)-gon relations) for any standard Gale diagram Y¯ of order k + 1 and any subset
M = {m1, . . . ,mk+1} ⊂ n¯
k+1∏
i=1
aMR(Y¯ ,i),ML(Y¯ ,i) = 1,
where MR(Y¯ , i) = {mj}j∈RY¯ (i), ML(Y¯ , i) = {mj}j∈LY¯ (i).
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Figure 68: A movement of a point around
the configuration of four points on one circle
These groups have the same connection to geom-
etry and dynamics as the groups Γ defined above.
To illustrate that, consider the following dynamical
system.
Example 17. Let us have a dynamical system de-
scribing a movement of a point around the configu-
ration of four points on one circle, see Fig. 68. Such
system may be presented as the word in the group
Γ˜56
w = a35,164a
−1
46,253a46,135a
−1
35,246.
We can show that φ(α) is nontrivial in the
abelianisation (Γ˜56)ab = Γ˜
5
6/[Γ˜
5
6, Γ˜
5
6] of the group Γ˜
5
6.
Computer calculations show the group (Γ˜)ab can be
presented as the factor of a free commutative group
with 120 generators modulo 2 · 6! = 1440 relations
that span a space of rank 90 if we work over Z2.
Adding the element w to the relations increases the
rank to 91, so the element w is nontrivial in (Γ˜56)ab, therefore it is nontrivial in Γ˜
5
6.
Hence, we have encountered a peculiar new effect in the behaviour of Γ˜5n which is not the case of
Gkn. Certainly, the abelianisation of G
k
n is non-trivial and very easy to calculate since any generator
enters each relation evenly many times. However, this happens not only for relations but for any
words which come from braids. Thus, any abelianisations are trivial in interesting cases.
For Γ˜kn, it is an interesting new phenomenon, and the invariants we have demonstrated so far
are just the tip of the iceberg to be investigated further.
Note that both for the groups Γkn and Γ˜
k
n we have many invariants since the corank of those
groups is big.
Further work and unsolved problems
Below, we present several unsolved problems we find the most valuable as well as some work in
progress. A much more detailed version will appear in the forthcoming book [28].
A small modification of groups Γ admits a simplicial structure
It is well known that braid groups (with some enhancement called steady flow) lead to a simplicial
structure which is very useful for calculating homotopy groups of spheres, [36].
The simplicial structure naturally arises when one is able to “delete strands” and to “double
strands”. For the case of the groups Γk4 a hint how to double the strands is presented in Section
14.4.
Upgrading braids to knots
The groups Gkn and Γ
k
n are a sort of braid groups. What is the “knot counterpart” for this group?
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Far triangulations
A generic set of points on the plane (on the sphere) gives rise to a triangulation of this plane
(sphere), but in fact it gives rise to many triangulations. Indeed, n+1 points in Sn form a simplex
if the sphere passing through these points has no other points inside it. But we can consider (n+1)-
tuple of points containing exactly p points on one side, as it was done in Section 13.2. This will
give rise to triangulations of some cell complexes, which sometimes turn out to be manifolds.
Thus we get a collection of cell complexes in the sphere. It would be interesting to understand
their connection to Pontrjagin duality, characteristic classes, etc.
Embedding of braids of one type into braids of another type
In Section 16 we defined the manifold of triangulations in topological case and in smooth case. It
can be done in situations when manifold possesses some structures. Thus, we have many braid
groups, and that yields two sorts of questions.
Let us write S ≥ S′ if structure S yields structure S′ (say, S=smooth, S′= topological).
1. The question on the nature of π0: is the number of connected components for the structure
S the same as for the structure S′?
2. Is it true that two S′-braids equivalent as S-braids are equivalent as S′-braids?
One-dimensional knots in higher dimensional spaces
Let us define a 1-dimensional knot in n−dimensional space as a curve in the n−dimensional space
such that in every horizontal (n − 1)−dimensional section any n − 1 points should be in general
position.
The problem is to study isotopy classes of such knots.
G and Γ structures of invariants of manifolds
For invariants constructed via statistic sums there should be Gkn or Γ
k
n−equivariant versions. For
instance, the Viro-Turaev invariant is defined via triangulations and Matveev-Piergallini moves (see
[104, 108, 87, 88, 99]). There should be a Γ5n−version.
The question is, how to define Gkn and Γ
k
n−equivariant homology groups of manifolds?
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