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Resumen
En este art ı´culo se describen en forma breve algunas de las direcciones de investigaci o´n que en
la actualidad se est a´n desarrollando dentro de la l ı´nea “Optimizaci o´n Mono y Multiobjetivo” del
Laboratorio de Investigaci o´n y Desarrollo en Inteligencia Computacional (LIDIC). Uno de los
objetivos de esta l ı´nea, es el estudio y desarrollo de metaheur ı´sticas aptas para resolver problemas
de optimizaci o´n con restricciones. En particular, el e´nfasis est a´ puesto en las heur ı´sticas de la
inteligencia computacional basados en los paradigmas de inteligencia colectiva y biol o´gicos.
1. Introduccio´n
La mayorı´a de los problemas de optimizacio´n del mundo real (ingenierı´a, disen˜o de circuitos,
corte y empaquetado, etc.) involucran no so´lo una funcio´n de aptitud, sino que tambie´n incluyen
restricciones que deben ser satisfechas para que una solucio´n sea factible. Luego, el problema de op-
timizacio´n se reduce a encontrar la “mejor” solucio´n factible en el conjunto de soluciones factibles.
Problemas con estas caracterı´sticas pueden ser formulados, de la manera ma´s general, como proble-
mas de programacio´n no lineal.
Un problema de programacio´n no lineal se define como:
Encontrar el vector ~x el cual optimiza la funcio´n:
F (~x) with ~x = (x1, x2, . . . , xD) ∈ F ⊆ S ⊆ RD (1)
donde F (~x) esta´ sujeto a:
fi(~x) ≤ 0 i = 1, 2, . . . , n (2)
ge(~x) = 0 e = 1, 2, . . . , m (3)
Existen algoritmos exactos para resolver este tipo de problemas, aunque su aplicabilidad muchas
veces esta´ limitada a que tanto la funcio´n objetivo como las funciones de restricciones satisfagan
ciertas propiedades, a veces muy estrictas (continuidad y diferenciabilidad, entre otras).
En los u´ltimos an˜os distintos me´todos heurı´sticos han sido utilizados para resolver el tipo de
problema bajo estudio. Algunas de las heurı´sticas ma´s empleadas son Tabu Search [23] [24], Ant
Colony Optimization [3] [29] [18] [28], y Algoritmos Evolutivos [6] [5] [11].
En an˜os ma´s recientes heurı´sticas tales como Particle Swarm y Sistemas Inmunes Artificiales han
comenzado a atraer la atencio´n de los investigadores para estudiar su aplicabilidad en el campo de
optimizacio´n de funciones con restricciones.
2. Sistemas Inmunes Artificiales
En an˜os recientes un sistema bio-inspirado ha llamado la atencio´n de los investigadores, el sistema
inmune natural y su poderosa capacidad de procesamiento de informacio´n [22]. El Sistema Inmune
(SI) es un sistema muy complejo con varios mecanismos de defensa contra organismos pato´genos. El
principal propo´sito del SI es reconocer a todas las ce´lulas dentro del cuerpo y categorizarlas con el
objeto de inducir un mecanismo de defensa apropiado. EL SI aprende a trave´s de la evolucio´n para
poder distinguir entre los antı´genos externos peligrosos (por ejemplo, bacterias, virus, etc.) de las
ce´lulas propias del cuerpo.
Los SI’s tienen varias propiedades atractivas desde el punto de vista computacional. Es dificultoso
encontrar otro sistema biolo´gico que reu´na tantas caracterı´sticas poderosas y diversas. Estas son: Re-
conociemiento de patrones, unicidad, auto-identificacio´n, diversidad, ninguna ce´lula es indispensable
para el funcionamiento del sistema inmune, autonomı´a, mu´ltiples capas de diferentes mecanismos
actu´an en forma cooperativa, deteccio´n de anomalı´as, tolerancia a las fallas, sistema distribuido, ro-
bustez, aprendizaje y memoria, auto-organizacio´n e integracio´n con otros sistemas.
Estas caracterı´sticas junto con un buen conocimiento de co´mo trabaja el sistema inmune son ex-
celentes motivaciones para desarrollar un Sistema Inmune Artificial (SIA) para el manejo de restric-
ciones. Adema´s este tipo de heurı´stica bio-inspirada no ha sido ampliamente validada en el contexto
de optimizacio´n de problemas restringidos.
Los modelos basados en los principios del SI, tal como la Teorı´a de la Seleccio´n Clonal [4, 1, 12],
el Modelo Immune Network [15, 8] o el Algoritmo de Seleccio´n Negativa [14] han incrementado
sus aplicaciones en el campo de la ciencia e ingenierı´a [10], tal como: seguridad, deteccio´n de virus,
monitoreo de procesos, reconocimiento de patrones, optimizacio´n nu´merica, etc.
Es por ello que la heurı´stica Artificial Immune System (AIS) ha comenzado a ser estudiada por
parte de los integrantes de la lı´nea. Cuando este modelo computacional AIS es comparado con otros
bien establecidos modelos de la inteligencia computacional como los algoritmos evolutivos, las colo-
nias de hormigas, las redes neuronales, entre otras, puede decirse que la AIS esta´ au´n en los primeros
an˜os de su infancia .
Con respecto a la aplicacio´n de AIS en optimizacio´n de funciones con restricciones, poco es el
trabajo reportado hasta el momento [31, 32, 16, 7, 2, 13, 19, 9].
2.1. Trabajo Actual y Futuro
Actualmente el estudio esta´ centrado en el desarrollo de uno o varios operadores de mutacio´n
(principal motor de bu´squeda de los AIS) capaz de explorar eficientemente el espacio de bu´squeda
y a la vez explotar eficazmente las soluciones factibles encontradas. Todos los algoritmos desarrolla-
dos hasta el momento esta´n basados en el algoritmo CLONALG propuesto por Nunes y Von Zuben
[20, 21] y en un estudio posterior, el algoritmo CLONALG with controlled and uniform mutations
propuesto por Cruz Corte´s, Trejo-Pe´rez y Coello Coello [9]. Inicialmente, CLONALG fue utilizado
para resolver problemas de reconocimiento de patrones y optimizacio´n multimodal. Posteriormente,
en [9] CLONALG fue extendido para trabajar con problemas de optimizacio´n con restricciones.
En general el mecanismo de trabajo de CLONALG es el siguiente: dada una poblacio´n de antic-
uerpos, donde cada uno de ellos tiene asociado un valor de afinidad (correspondiente al valor de la
funcio´n objetivo), se seleccionan para ser clonados aquellos individuos con mejor afinidad. Los an-
ticuerpos seleccionados sera´n clonados proporcionalmente a su afinidad generando un repertorio de
clones. Cada uno de los clones es hipermutado en forma inversamente proporcional a su afinidad. Para
luego seleccionar los mejores individuos entre la poblacio´n de clones y la poblacio´n de anticuerpos.
Por u´ltimo se reemplazan los individuos de menor afinidad por individuos generados aleatoriamente.
Algunas consideraciones deben ser tomadas cuando se aplica CLONALG a problemas con re-
stricciones, ellas son: determinar la afinidad de cada anticuerpo involucra determinar la factibilidad
del anticuerpo, cantidad de restricciones que satisface, el valor de la funcio´n objetivo para dicho an-
ticuerpo y el grado de violacio´n de las restricciones.
El primer operador de mutacio´n desarrollado trabaja de la siguiente forma: a cada variable de de-
cisio´n se le suma o resta, con una probabilidad del 80 %, un valor aleatorio uniformemente distribuido
entre 0 y 1 multiplicado por un valor aleatorio uniformemente distribuido en el rango de dicha vari-
able dividido por el nu´mero de generacio´n actual o con una probabilidad del 20 % a cada variable de
decisio´n se le suma o resta un valor aleatorio uniformemente distribuido entre 0 y 1 multiplicado por
un valor aleatorio uniformemente distribuido en el rango de dicha variable dividido por el nu´mero de
restricciones del problema. La idea general del primer tipo de cambio es disminuir el incremento en
la variacio´n de cada variable de decisio´n a medida que avanza la bu´squeda. La idea del segundo tipo
de cambio es incorporar cambios en las variables de decisio´n teniendo en cuenta las restricciones del
problema. Si el problema tiene pocas restricciones entonces los cambios sera´n ma´s dra´sticos, ahora,
si el problema posee muchas restricciones entonces la bu´squeda actuara´ en forma local.
Este operador fue validado con 13 funciones de prueba de la literatura especializada [27], logrando
obtener buenos resultados.
Posteriormente, se desarrollo´ otro operador de mutacio´n que permitio´ superar los resultados obtenidos
anteriormente. Aquı´, el operador de mutacio´n realiza una distincio´n entre las soluciones factibles y
las no factibles. Si una solucio´n es factible entonces so´lo una posicio´n de la cadena que representa al
anticuerpo se cambia por un valor aleatorio uniformemente distribuido en el rango de dicha variable.
Si la solucio´n es no factible entonces, con una probabilidad del 50 % a cada variable de decisio´n se
le suma o resta un valor aleatorio uniformemente distribuido entre 0 y 1 multiplicado por un valor
aleatorio uniformemente distribuido en el rango de dicha variable dividido por el nu´mero de gen-
eracio´n actual y al resultado de esta divisio´n se lo multiplica por la cantidad de clones, o bien a cada
variable de decisio´n se le suma o resta un valor aleatorio uniformemente distribuido entre 0 y 1 mul-
tiplicado por un valor aleatorio uniformemente distribuido en el rango de dicha variable dividido por
la multiplicacio´n de el nu´mero de generacio´n actual y la cantidad de clones.
Este operador tambie´n fue validado con 13 funciones de prueba de la literatura especializada [27].
Los resultados obtenidos hasta el momento han sido reportados y en este momento el artı´culo se
encuentra en proceso de evaluacio´n. El trabajo actual consiste en la implementacio´n de otros modelos
de sistemas inmunes artificiales.
3. Particle Swarm Optimizer
La metaheurı´stica de propo´sito general Particle Swarm Optimizer (PSO)[30] esta´ basada en la
meta´fora de co´mo algunas especies comparten informacio´n y luego la utilizan para moverse a los
lugares donde se encuentra el alimento que necesitan.
PSO cuenta con una poblacio´n de entidades llamadas “partı´culas”, la cual es inicializada y luego,
en base a una funcio´n de evaluacio´n (funcio´n objetivo), se determina cua´n bueno es cada individuo. En
un proceso iterativo, la heurı´stica afina gradualmente la direccio´n que las partı´culas deben seguir de
forma de encontrar la zona del espacio de bu´squeda donde se encuentran las buenas soluciones. Para
este ajuste de direcciones se tiene en cuenta la propia experiencia de cada partı´cula y la experiencia de
sus vecinos. Dependiendo del taman˜o de vecindario que se considere existen dos modelos ba´sicos de
PSO: El algoritmo PSO global (gbest) que considera como vecindario de cada partı´cula a la totalidad
del swarm y el algoritmo PSO local (lbest) que permite definir distintas topologı´as de vecindarios de
menor taman˜o para cada partı´cula del swarm.
3.1. Trabajo Actual y Futuro
Se comenzo´ a trabajar con una versio´n ba´sica del algoritmo PSO global, a la cual se le incorporo´ un
esquema sencillo de manejo de restricciones y se incluyo´ un operador de mutacio´n uniforme. A esta
versio´n se le dio el nombre de CPSO. Para evaluar los resultados de los algoritmos se selecciono´ un
conjunto de 13 funciones de prueba [26] que tienen caracterı´sticas particulares y diferentes entre sı´.
Los resultados iniciales obtenidos con CPSO no fueron los esperados dado que no eran competitivos
con respecto a los reportados por otros algoritmos presentados en la bibliografı´a especializada.
Posteriormente, se utilizo´ el modelo de PSO local, incorporando a CPSO vecindarios lo´gicos y se
cambio´ el operador de mutacio´n uniforme por uno dina´mico a fin de evitar la dispersio´n excesiva de
las partı´culas dentro del espacio de bu´squeda.
Aunque los resultados habı´an mejorado, para la mayorı´a de funciones de prueba las mejores solu-
ciones encontradas no se acercaban a los o´ptimos conocidos. En este punto de la evaluacio´n de CPSO
se observo´ que la diversidad de la poblacio´n mantenida durante la ejecucio´n del algoritmo era alta,
lo que producı´a la pe´rdida de buenas soluciones. Este inconveniente se soluciono´ incorporando una
nueva fo´rmula de actualizacio´n de las partı´culas, usando la idea presentada por Kennedy en Gaus-
sian Bare Bones PSO [17]. Esta fo´rmula elige una nueva posicio´n aleatoria para las partı´clas usando
una distribucio´n Gaussiana. CPSO, entonces, elige con una probabilidad del 50 % esta fo´rmula o la
fo´rmula tı´pica de actualizacio´n de las partı´culas.
Los resultados alcanzados con esta u´ltima versio´n de CPSO fueron muy competitivos, au´n com-
parados con el algoritmo Stocastic Ranking [26]. Este u´ltimo es el algoritmo que ha reportado los
mejores resultados alcanzado para cada uno de los 13 problemas. Tambie´n se compararon los resul-
tados con una versio´n de PSO presentada por Toscano Pulido y Coello Coello [25] adaptado para
resolver el conjunto de las 13 funciones evidencia´ndose, para algunas de las funciones de prueba, la
superioridad de CPSO. Todos los resultados anteriormente descriptos fueron enviados a un congreso
internacional para su evaluacio´n.
Al momento se esta´ estudiando la posibilidad de incorporar nuevas distribuciones de probabili-
dades para guiar la direccio´n de las partı´culas.
Adicionalmente se esta´ trabajando en la adaptacio´n de la heurı´stica PSO para problemas de opti-
mizacio´n multicriterio, en primer instancia, para ambientes esta´ticos y, posteriormente, si los resulta-
dos obtenidos son buenos se extendera´ para su aplicacio´n en ambientes dina´micos.
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