ABSTRACT
INTRODUCTION
In most natural and artificial environments, signals are recorded and their analysis can lead to having better knowledge about the processes involved. Thus, signal analysis and classification is a main topic in many research areas.
Traditionally, signal classification can be roughly divided into three main steps: preprocessing, feature extraction and classification. The first one, preprocessing, involves the application of different techniques in order to improve the quality of the signal. Noise filtering is an example of preprocessing. The next step is feature extraction. Its objective is to compute from the signal a set of different measures that represent the information in the best way. These features include information in one or several frequency bands, time events, etc. These features will be used as inputs in the last step, classification, which involves the use of a classification system, such as Support Vector Machines or Artificial Neural Networks.
One of the biggest problems in this process occurs in the second stage, feature extraction. Usually, the extraction of the features is done by means of manually selecting which are thought to be the best ones. Thus, previous knowledge about the signals is needed, and the features extracted are not guaranteed to be the best ones since they are based on the knowledge that the expert may or may not have. If the expert selects good features with important information, high accuracies will be obtained in the classification process. On the other side, if the features do not contain information interesting for the classification, poor accuracies will be obtained and the system will not be useful. Moreover, this feature selection process, as is manually performed by the expert, has a time and effort cost.
In this paper, a technique for signal analysis and classification is proposed. The main novelty of this technique is that no previous knowledge about the signals is necessary to extract the features. Instead of it, this technique can analyze the signals and automatically extract the features that it considers to have the most important information for the classification. Therefore, these features are not limited by the knowledge that the expert may/may not have and the classification algorithm can return higher accuracies with them as inputs.
This automatic feature extraction system also leads to having an important advantage: the new features with the knowledge for the classification are extracted without the limitation of a manual process. So, they can be analyzed in order to understand where the information for the classification is contained. These means that new knowledge about the signals the can be obtained.
The method proposed in this paper uses Genetic Programming (GP) in order to perform the automatic feature extraction and the classification in one single step.
To test the performance of this method, it was applied to an Electroencephalogram (EEG) dataset related to epilepsy disease. EEG is the recording of the electrical activity of the brain.
These recordings contain valuable information for understanding the brain activity and the different brain diseases, like epilepsy.
After stroke, epilepsy is the most prevalent neurological disorder in humans. It is characterized by seizures, caused by abnormal activity of the brain. These seizures is characterized by specific detectable signal features in the EEG recordings. Therefore, the detection of these seizures in the EEG signals is very important in the diagnosis and treatment of epilepsy. This detection of seizures can be done by means of classification of the EEG signals. However, these EEG signals contain a huge amount of data and visual inspection becomes a hard manual process that involves using high qualified experts and a great amount of time. So, the developing of automatic EEG analysis techniques is of great significance for epilepsy diagnosis, treatment and understanding. Furthermore, this automatic EEG analysis technique can be useful not only for epilepsy understanding, but also for increasing the knowledge of any neurological activity or disorder.
BACKGROUND
Advances in signal processing have always had a deep impact in any knowledge area to which it was applied. A good and very well documented example is EEG processing. A wide range of techniques have been used to analyze EEGs. So, this problem is a perfect candidate in order to test the performance of new techniques and compare their results, because they are very well documented [11] . Therefore, EEG classification has become a hot topic in research. Specifically, epileptic EEG analysis has been the focus of the work of many different authors. These works have analyzed EEG signals from different points of view and domains.
Signal classification through frequency analysis is one of the most recurrent techniques. It has been successfully applied to many knowledge areas, although there are few techniques that allow its use in an automated way. The methods in frequency analysis are usually composed of three phases: selection of frequency bands, feature extraction from those bands, and classification by means of some kind of automatic method which uses the features previously extracted.
A good example is [15] , where Schröeder et al. use a Genetic Algorithm (GA) to perform the selection of EEG channels. This process is followed by a feature extraction. The extracted features are used to perform the classification of the signal according to a Support Vector Machine (SVM). The paper does not propose an automatic feature extraction or frequency band selection, it only performs an automatic selection of channel in the most suitable way. In [6] , the authors describe an alternative in which features are chosen trying to identify the most important ones from a predefined set (energy, fractal dimension, etc.).
It is also worth mentioning Dalponte's work because a frequency band selection is performed in an automatic way [5] . This work is based on exhaustive iterative search over every possible combination of frequency and time bands. This search is performed iteratively between the maximum and minimum values set on the algorithm. This algorithm returns only a single frequency band which is used to extract all the features for the classification step. The problem is that the information may be present on some different ranges within the returned frequency band. If specific ranges are known, the algorithm could return more accurate information and classification.
Rivero et al. in [7] perform another interesting work. In this one, the authors describe a system based on GP which was used for feature selection and classification. This method has as main weakness that it performs the classification from a single signal instead of being a more general method. It combines in a single process the feature selection and classification.
Frequency and time-based features signal are some of the most usual methods to analyze EEG. For example, Tzallas et. Al. applied a pseudo Wigner-Ville and the smoothed-pseudo Wigner-Ville distributions to extract features from the signal [18] . Those features were used as inputs to an Artificial Neural Network (ANN) that performs the classification. Another parameter could be the energy of the signal, used in [13] to perform the classification.
Although ANNs are usually the first choice to perform the classification of the signal, other works which use alternative methods can be found in literature. For example, in [12] , the work uses a Welch method to perform the analysis of the frequency bands and, as classification technique, they use a decision tree based on the Welch-extracted features.
Other techniques use alternatives to frequency analysis over temporal signals to analyze and extract features. In this sense, the wavelet transform has been an important tool to perform the analysis of the signal [2] . These wavelets are able to analyze EEG signals simultaneously in time and frequency. Subasi uses the information extracted by a wavelet analysis of the EEG signals as inputs for an ANN [17] . The wavelet transform was used not only to perform a time-frequency analysis in other recent works, but also to extract information from the energy of the signal. This information was used once again as input to an ANN. In [4] , the author uses a wavelet-Fourier to automatically detect the EEG seizure.
Another interesting point of view is described in [10] where the authors use a combination of different transforms (wavelets, Euclidean distance and phase-space reconstruction). The information extracted is used as inputs for a Fuzzy neural network to perform the classification of seizure signals. Alternatively to wavelets or other transforms, the authors in [9] propose the use of a PCA-Multiscale to perform the analysis and de-noising of an EEG signal. Once the signal is analyzed, they perform the classification of the seizures by means of C4.5 algorithm as classification method.
A topic that has also been used in the analysis of different signals is the concept of entropy. This is a concept based on Shannon's information theory [16] . Different estimators can be defined by using the entropy of the signal [8] . In this last work, features are extracted to be subsequently used as inputs of a neuro-fuzzy system. This system has the ability to develop an adaptive inference (ANFIS).
Finally, a different tendency is to treat EEGs like chaotic signals. For example, in [1] the authors used Lyapunov exponents and Jacobian Matrices to analyze the signal. In [19] , the authors extract different features by using Lyapunov exponents. Those features were then used as inputs to classify the signal. Alternatively, other works within chaotic analysis uses fractal dimensions to analyze the signal. Then, those fractal features are used in combination with a SVM to provide the classification of the signal [14] .
A remarkable point is that none of the previously mentioned works uses nothing more than single signals. This paper aims to present the behavior of the presented system by testing its performance over a signal composed of pairs of measures.
Also, those works perform classification with previously extracted features, i.e., a human expert is needed to select which of the features are the best for the classification. Few works perform feature extraction. In one of the most recent, a series of features are extracted and then an automatic process is performed to select the features from this initial set [20] . In previous works, Evolutionary Computation techniques are used to automatically extract features from signals and used for the classification. This was done either with Genetic Algorithms [21] or Genetic Programming [7] . These works are based on extracting features from the Fourier Transform. However, features from a single signal are extracted.
PROBLEM DESCRIPTION
The problem to be solved in this paper refers to the classification of epileptic EEG signals. The dataset used in this paper was described in [3] . The proposed system will be used to classify EEG signals from epileptic patients in order to discriminate epilepsy episodes from the normal ones. In order to build the database, 3750 pairs were randomly chosenfrom the focal EEG channels. Those 3750 pairs were recorded from signals x and y simultaneously. From these recorded signals, the records with seizure activity and those that were recorded 3 hours after the last seizure has been excluded. For each one of the pairs, one out of 5 patients was randomly selected. Once a patient was chosen, a focal EEG channel (signal x), a neighbor channel of the focal EEG for that patient (signal y) and a temporal window for the records were also chosen. Before inserting a pair of a signal, a visual inspection was performed to discard the ones which contained artifacts. In the same way, 3750 pairs of non-focal signals were chosen from non-focal EEG channels.
METHOD
In this paper, GP is used to perform the signal classification. Usually, signal classification is a process that involves the manual extraction of a series of features that are used as inputs of the classification system. However, in this work, GP is used to perform both the feature extraction and the classification at the same time.
The feature extraction is automatically done by means of an analysis in the frequency domain. Therefore, the FFT of the signals will be used instead of the originals.
In order to use GP to solve a problem, it has to be configured by specifying the nodes of the trees in the terminal and function sets. The main nodes that will be used are the following: These two nodes, included in the function set, operate with the FFT of the first signal. Since a pair of signals is used, two similar nodes which operate over the FFT of the second signal are needed in the set of operators. Thus, "MeanFFTSignal2" and "StdFFTSignal2" were included. The description of these nodes is similar to the previous, except that they perform the mean and standard deviation over the FFT of the second signal.
These nodes need that their children specify some numerical values that represent those samples. Therefore, new nodes have to be included in GP in order to allow it to generate these numerical values. These operators will be the basic arithmetic functions (+, -, *, %), included in the function set. The "%" operator represents protected division, which performs a normal division when the divisor is greater than 0 and returns 1 when divisor is equal to 0. Any of those operators has two children (arguments) to perform the operation.
Finally, the terminal set has to be defined, those nodes that do not have children. The terminal set includes only an ephemeral random constant between -1 and 1. This operator allows to generate random values in this range. Consequently, when it is selected to be used as a leave of a tree, a random value in that range is generated and it cannot be modified from that moment on.
In order for the terminal and function sets to meet the closure requirement and thus obtain correct trees, the evaluation of the children of the "MeanFFTSignal" or "StdFFTSignal" have to be modified. As they have been described, it is possible to have as children of these nodes subtrees that would be evaluated to real numbers, not referring to indexes of the signal. This is the more general case. Consequently, the values of the children of the "MeanFFTSignal" and the "StdFFTSignal" nodes will be transformed to be used as indexes in the following way:
1. Perform the absolute value.
2. The value is truncated so only the integer part of the number is used.
3. If the remaining positive integer value corresponds to a sample of the FFT, then return that value.
4. Else, substract to that value the length of the FFT and return to step 3.
Since GP performs a search in which a great amount of trees with random parts are generated, it is possible to obtain trees in which the frequency bands in a "MeanFFTSignal" are not constant. This can happen because a children of this node can be another "MeanFFTSignal" or "StdFFTSignal".
Figure 1. Example of GP tree
This situation is not desired, and therefore a restriction in the building of the trees is set: the "MeanFFTSignal" and the "StdFFTSignal" operators cannot be predecessor or offspring of the other MeanFFT or StdFFT operators. Therefore, the GP algorithm has to be modified to allow this restriction. The modification of the GP algorithm implies that:  In the creation of trees or sub-trees, the "MeanFFTSignal" and "StdFFTSignal" operators cannot be chosen if one of these nodes is already a predecessor of this sub-tree. This modification was done in the creation algorithm and in the mutation algorithm.

In the crossover of trees, when a node of one tree is selected for crossover, two situations can happen:
o This node is in the sub-trees of the children of a "MeanFFTSignal" or "StdFFTSignal" node. In this case, the second node to be chosen for the crossover must also be part of any sub-tree of these nodes in the second tree.
o This node is not in the sub-trees of the children of a "MeanFFTSignal" or "StdFFTSignal" node. In this case, the second node to be chosen for the crossover must not be part of any sub-tree of these nodes in the second tree.
The terminal and function sets can be seen in Table 1 . All of the nodes in the function set have two children.
An example of a tree that can be built with these terminal and function sets can be seen in Figure 1 Thus, that tree can be read similarly to: "take the average of the FFT of the first signal between samples 3 and 19 and add the value of the standard deviation of the FFT of the second signal between samples 1 and 3 multiplied by 0.5". The result of the evaluation of these expressions in each signal is used as input to a hyperbolic tangent function such as: The evolutionary process attempts to minimize the fitness function. This means that the tree should return values with a high absolute value and, with them, the tanh function will return values close to -1 or 1.
To use these expressions for classification, a threshold of 0 is used on the output to decide to which class the pair of signals belongs to. Those pair of signals with values higher than 0 will be assigned to class 1 and values lower than 0 will be assigned to class -1.
RESULTS
The technique proposed in this paper was used to classify the EEG signals described in section 3. Two different experiments were carried out: using the whole dataset for training and splitting the dataset into training, validation and test.
In the first experiment performed, the whole dataset was used as training set. The objective of this experiment was to test this system as a signal analysis technique, not trying to develop a classification system.
In this case, the training process was performed with 7500 patterns, each one from a different pair of signals. Previously, a series of experiments were run in order to set the values of the GP parameters. As result, the GP parameters were given the following values: The GP algorithm was run until 20 generations were performed with no change in the best individual.
Once the GP parameter values were set, 50 different experiments were run. Table 2 shows the average results of the 50 independent runs carried out. The measures contained in the table are sensitivity, specificity, accuracy, area under the curve (AUC) and a 95% confidence interval. Below the accuracy value, the standard deviation of the 50 independent runs can also be seen. In the second experiment the objective was to develop a classification system. In this case, some modifications have been done to the overall process.
In a classification system the goodness cannot be measured with the accuracy in the training set, because the system is going to be used in new patterns. So, in order to properly measure the goodness, it has to be tested with new unseen patterns. The accuracy in the training set is not a valid measure of its goodness. Therefore, a different pattern set is needed to perform a test with unseen data. This pattern set is called the test set and is usually extracted from the initial data set so the training and test sets are disjoint.
A common problem in these systems is overfitting. This problem occurs when the training process returns an individual with a high accuracy, but when it is evaluated with the test set, the results are much worse. To avoid overfitting, a different pattern set is used here: validation set. This pattern set is used to control the training process.
By using this validation set, the evaluation of each individual is slightly modified: when an individual has to be evaluated, this is done with the training and validation sets independently, so a training and a validation fitness are stored with each individual. The training fitness value was used as the fitness value to guide the evolution process. However, when this process finishes, the returned individual is the one with the lowest validation fitness in the whole training process. Finally, the individual returned by the evolutionary process is used to calculate the test measures with the test set.
Therefore, the pattern set was randomly split into three different non-overlapping sets: training, validation and test. Each of these sets had 33% of the data set, i.e., 2500 patterns.
This schema was used 50 times in 50 different independent executions. For running these experiments, the same GP parameter configuration was used. As done before, the GP algorithm was run until no change was done in the best individual in 20 successive generations.
As result, Table 3 shows the same values as Table 2 (sensibility, specificity, accuracy, AUC and confidence interval), but, this time, the values shown are the average measures for the 50 runs of the test datasets. Below the accuracy value in the test set, the standard deviation of the 50 independent executions can also be seen. To the knowledge of the authors, no other works have been published that reports accuracy values with the same epilepsy database.
CONCLUSIONS
This paper describes a technique for signal classification in which a pair of signals is used by this system to perform the classification. As opposed to most of the signal classification systems, this technique can automatically extract features from both signals in order to perform the classification. This is the main advantage of the proposed system: it is not necessary to perform a previous feature extraction process. As shown in section 4, this system does not need an expert to specify the features to be used as inputs for the classification. Instead of it, the system extracts the features that it considers are the most representative to solve the problem. As a consequence, the automatically extracted features are expected to perform better than those manually extracted because they are not based on previous (and possibly) incomplete knowledge.
Regarding the practical application, this technique is promising. As section 5 shows, the system proposed here is able to analyze and classify EEG signals in a very complex problem. Higher accuracies can be obtained if a more complex analysis is performed. With this in mind, a system for automatic epileptic seizure detection with no participation of the human expert could be developed. This system would not need an expert to perform visual inspection of the signals, or to have previous knowledge in order to decide the features to be used. This system could also be used not only in epileptic seizure detection but also in any other EEG processing problem.
In this case, this system has been applied to an epileptic seizure detection problem, but it could be applied to any other signal classification problem.
FUTURE WORKS
In this work, GP has been used to analyze signals in the frequency domain. This is the most basic type of signal analysis, used in many studies. The results reported in this paper could be improved with other types of analysis, such as wavelets or entropies. The use of this technique mixing GP and other analysis can lead to having higher accuracies.
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