We present firstly a new whole technique of analysis, processing and forecasting environmental radioactivity dynamics, which has been earlier developed for the atmospheric pollution dynamics analysis and investigation of chaotic feature sin dynamics of the typical hydroecological systems. The general formalism include: a). A general qualitative analysis of dynamical problem of the environmental radioactivity dynamics (including a qualitative analysis from the viewpoint of ordinary differential equations, the "Arnold-analysis"); b) checking for the presence of a chaotic (stochastic) features and regimes (the Gottwald-Melbourne's test; the method of correlation dimension); c) Reducing the phase space (choice of the time delay, the definition of the embedding space by methods of correlation dimension algorithm and false nearest neighbor points); d). Determination of the dynamic invariants of a chaotic system (Computation of the global Lyapunov dimension   ; determination of the Kaplan-York dimension d L and average limits of predictability Pr max on the basis of the advanced algorithms; e) A non-linear prediction (forecasting) of an dynamical evolution of the system. The last block indeed includes new (in a theory of environmental radioactivity dynamics) methods and algorithms of nonlinear prediction such as methods of predicted trajectories, stochastic propagators and neural networks modelling, renorm-analysis with blocks of the polynomial approximations, wavelet-expansions etc.
INTRODUCTION
One of the most actual and important problem of the applied ecology and environment protection is connected with correct quantitative description of environmental radioactivity dynamics (look for example, [1, 2] ). Usually one should note the following actual problems such as long-term investigation of the behavior of radionuclides in the environment, elucidation of the mechanism of transfer of radionuclides in the environment to animals through the food chain, elucidation of the mechanism of transformation and transportation of radioactive substances due to meteorological phenomena and other factors, provision of a think-tank function towards the recovery of the environment, conservation of research materials and samples and archiving of research methodologies and research objects. The key problems of the atmospheric radionuclide dynamics includes the research radionuclide transport in the atmospheric environment respectively, the terrestrial radionuclide dynamics -research radionuclide transfer and migration in the terrestrial environment, marine radionuclide dynamics -research radionuclide transfer in the marine environment and radiological hydrology -research radionuclide transfer from land to fresh water environments due to hydrological phenomena. The key radioecological transfer and effects include research radionuclide cycles in the forest ecosystems, research radionuclide transfer to biota in inland waters, research radionuclide transfer in soil-plant system, research biological effects of radiation exposure to microbes, algae, and plants, research biological effects of radiation exposure to animals, with an emphasis on free-ranging wildlife. The main purposes of modeling, measurements and forecasting approach include to evaluate and predict environmental radionuclide transfer and radiation through using computer simulations and other methods, to develop improved technologies to monitor and measure radiation, to develop mechatronics systems and remote control technologies that will enable sampling and other operations in areas where humans cannot approach, to make analysis and archiving of research outputs and research samples produced by IER and other institutes around the world. Provision of these materials to researchers around the world upon their request, to analyze and archive research outputs and research samples produced by IER and other institutes around the world and provide these materials to researchers around the world upon request.
Let us remind [1-3] that most of the models currently used to assess a state (as well as, the forecast) of an environment pollution are presently by the deterministic models or simplified ones, based on a simple statistical regressions. The success of these models, however, is limited by their inability to describe the nonlinear characteristics of the pollutant concentration behaviour and lack of under-standing of the involved physical and chemical processes. Although the use of methods of a chaos theory establishes certain fundamental limitation on the long-term predictions, however, as has been shown in a series of our papers (see, for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] ), these methods can be successfully applied to a short-or medium-term forecasting. In Ref. [1] [2] [3] [4] we presented the successful examples of the quantitatively correct description of the temporary changes in the pollutants concentration in a few atmospheric and hydroecological systems.
The main purpose of this paper is formally to represent theoretical basis of a new general formalism for an analysis and forecasting the environmental radioactivity dynamics, based on the methods of a chaos theory and dynamical systems. As an illustrative example, we make analysis of the radon concentration time series for 5 years (2003) (2004) (2005) (2006) (2007) ) that can be considered a normal period and compared it with data from the precursory period of 2008 until March 2011, when the 2011 Tohoku-Oki Earthquake occurred. This analysis makes a purpose to reveal the chaotic features in the radon concentration series. This feature can be provided by atmospheric turbulence.
NEW GENERAL FORMALISM FOR ANALYSIS OF AND FORECASTING THE ENVIRONMENTAL RA-DIACTIVITY DYNAMICS
As usually, we start from the first key task on testing a chaos in the time series of environmental radioactivity dynamics. Following to [2] [3] [4] , one should consider scalar measurements of the system dynamical parameter, say
Here t 0 is a start time, t is the time step, and n is number of the measurements. In a general case, s(n) is any time series (environmental radioactive pollutants concentration). As processes resulting in a chaotic behaviour are fundamentally multivariate, one needs to reconstruct phase space using as well as possible information contained in s(n). Such reconstruction results in set of ddimensional vectors y(n) replacing scalar measurements. The main idea is that direct use of lagged variables s(n+), where  is some integer to be defined, results in a coordinate system where a structure of orbits in phase space can be captured. Using a collection of time lags to create a vector in d dimensions
the required coordinates are provided. In a nonlinear system, s(n + j) are some unknown nonlinear combination of the actual physical variables. The dimension d is the embedding dimension d E (see details, for example, in Refs [2] [3] [4] ). The choice of proper time lag is important for the subsequent reconstruction of phase space. If  is chosen too small, then the coordinates s(n + j), s(n +(j +1)) are so close to each other in numerical value that they cannot be distinguished from each other. If  is too large, then s(n+j), s(n+(j+1)) are completely independent of each other in a statistical sense. If  is too small or too large, then the correlation dimension of attractor can be under-or overestimated.
Further it is an important task to choose some intermediate position between above cases. First approach is to compute the linear autocorrelation function C L () and to look for that time lag where C L () first passes through 0. This gives a good hint of choice for  at that s(n+j) and s(n+(j +1)) are linearly independent. It's better to use approach with a nonlinear concept of independence, e.g. an average mutual information [1] [2] [3] . The mutual information I of two measurements a i and b k is symmetric and non-negative, and equals to 0 if only the systems are independent. The average mutual information between any value a i from system A and b k from B is the average over all possible measurements of I AB (a i , b k ). Usually it is necessary to choose that  where the first minimum of I() occurs [2] [3] [4] .
The goal of the embedding dimension determination is to reconstruct a Euclidean space R d large enough so that the set of points d A can be unfolded without ambiguity. The embedding dimension, d E , must be greater, or at least equal, than a dimension of attractor,
In other words, we can choose a fortiori large dimension d E , e.g. 10 or 15, since the previous analysis provides us prospects that the dynamics of our system is probably chaotic. The correlation integral analysis is one of the widely used techniques to investigate the signatures of chaos in a time series. The analysis uses the correlation integral, C(r), to distinguish between chaotic and stochastic systems.
According to [2] [3] [4] , one should calculate the correlation integral C(r). If the time series is characterized by an attractor, then the correlation integral C(r) is related to the radius r as
where d is correlation exponent. If the correlation exponent attains saturation with an increase in the embedding dimension, then the system is generally considered to exhibit chaotic dynamics. The saturation value of correlation exponent is defined as the correlation dimension (d 2 ) of the attractor (see details in refs. [3, 4] ).
Another method for determining d E comes from asking the basic question addressed in the embedding theorem: when has one eliminated false crossing of the orbit with itself which arose by virtue of having projected the attractor into a too low dimensional space? [2] [3] [4] . In other words, when points in dimension d are neighbours of one other? By examining this question in dimension one, then dimension two, etc. until there are no incorrect or false neighbours remaining, one should be able to establish, from geometrical consideration alone, a value for the necessary embedding dimension. Such an approach was described by Kennel et al. [16, 17] . In dimension d each vector y(k) has a nearest neighbour y 
is presumably small when one has a lot a data, and for a dataset with N measurements, this distance is of order 1/N 1/d
. In dimension d + 1 this nearest-neighbour distance is changed due to the (d + 1)st coordinates s(k + d) and s
We can define some threshold size R T to decide when neighbours are false. Then if [3] 
the nearest neighbours at time point k are declared false. Kennel et al. [17] showed that for values in the range 10  R T  50 the number of false neighbours identified by this criterion is constant. In practice, the percentage of false nearest neighbours is determined for each dimension d. A value at which the percentage is almost equal to zero can be considered as the embedding dimension. As usually, the predictability can be estimated by the Kolmogorov entropy, which is proportional to a sum of positive Lyapunov exponents. The spectrum of the Lyapunov exponents is one of dynamical invariants for non-linear system with chaotic behaviour. The limited predictability of the chaos is quantified by the local and global Lyapunov exponents, which can be determined from measurements. The Lyapunov exponents are related to the eigenvalues of the linearized dynamics across the attractor. Negative values show stable behaviour while positive values show local unstable behaviour.
For chaotic systems, being both stable and unstable, Lyapunov exponents indicate the complexity of the dynamics. The largest positive value determines some average prediction limit. Since the Lyapunov exponents are defined as asymptotic average rates, they are independent of the initial conditions, and hence the choice of trajectory, and they do comprise an invariant measure of the attractor. An estimate of this measure is a sum of the positive Lyapunov exponents. The estimate of the attractor dimension is provided by the conjecture d L and the Lyapunov exponents are taken in descending order. The dimension d L gives values close to the dimension estimates discussed earlier and is preferable when estimating high dimensions.
If one computes the whole spectrum of the Lyapunov exponents, other invariants of the system, i.e. the Kolmogorov entropy and the attractor's dimension can be found. The Kolmogorov entropy measures the average rate at which information about the state is lost with time. An estimate of this measure is the sum of the positive Lyapunov exponents. The estimate of the dimension of the attractor is provided by the Kaplan and Yorke conjecture (see details in Refs. [2] [3] [4] 16, 18] 
where j is such that and , and the Lyapunov exponents are taken in descending order. The dimension d L gives values close to the dimension estimates discussed earlier and is preferable when estimating high dimensions. To compute the Lyapunov exponents, one should use a method with linear fitted map, although maps with higher order polynomials can be used too [18] [19] [20] [21] [22] [23] . Another new approach has been recently developed by Glushkov-Prepelitsa et al and in using the neural networks technique [25] .
APPLICATION AND CONCLUSIONS
Summing up above said and results of refs. [1] [2] [3] , it is useful to summarize the key points of the investigating system for a chaos availability and wording the forecast model (evolution) for the environmental radioactivity dynamics. Naturally, a difference between the atmospheric and hydrological systems dynamics and the environmental radioactivity one is not essential and connected only with blocks of treating dynamics of these systems from the viewpoint of the evolutionary differential equations theory.
The above methods are just part of a large set of approaches (see our versions in [1-11]), which is used in the identification and analysis of chaotic regimes in the time series for the typical hydroecological systems. Shortly speaking, the whole technique of analysis, processing and forecasting any time series of the chemical pollutants in the typical hydroecological systems will be looked as follows (see figure below) : A). A general qualitative analysis of dynamical problem of the typical hydroecological systems (including a qualitative analysis from the viewpoint of ordinary differential equations, the "Arnold-analysis"); B) Checking for the presence of a chaotic (stochastic) features and regimes (the Gottwald-Melbourne's test; the method of correlation dimension); C) Reducing the phase space (choice of the time delay, the definition of the embedding space by methods of correlation dimension algorithm and false nearest neighbor points); D). Determination of the dynamic invariants of a chaotic system (computation of the global Lyapunov dimension   ; determination of the Kaplan-York dimension d L and average limits of predictability Pr max on the basis of the advanced algorithms; E) A non-linear prediction (forecasting) of a dynamical evolution of the system.
The last block indeed includes new methods and algo-rithms of nonlinear prediction such as methods of predicted trajectories, stochastic propagators and neural networks modelling, renorm-analysis with blocks of the polynominal approximations, wavelet-expansions [10, 11, 25] ). Indeed, one should use a few algorithms at any step of studying.
As an illustrative example, we make analysis of the radon concentration time series for 5 years (2003) (2004) (2005) (2006) (2007) that can be considered a normal period and compared it with data from the precursory period of 2008 until March 2011, when the 2011 Tohoku-Oki Earthquake occurred. This analysis makes a purpose to reveal the chaotic features in the radon concentration series. This feature can be provided by atmospheric turbulence. In figure 1 we list the time-series variations of the radon concentrations [26] [27] [28] . The downward arrow indicates the date of the 2011 Tohoku-Oki Earthquake in Japan. The light lines indicate the variations during the normal period, whereas the dark lines indicate the variations during the precursor period. In Table 1 we list the results of preliminary analysis of the radon concentration time series (2003-2008 years; 8198 values), in particular, it summarizes the results of the numerical reconstruction of the attractors, as well as average limit of predictability (Pr max ) and the GottwaldMelbourne chaos availability parameter K [8] for the radon concentrations.
, average limit of predictability (Pr max ) and parameter K for the radon concentrations.
At the same time, analysis and studying the radon concentrations time series during 2009-2011 does not definitely reveal the chaotic features that can be explained by insufficient series data. In any case this preliminary analysis has shown that the presented formalism can be used for adequate description of the environmental radioactivity dynamics. 
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