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Abstract: Second sound is known as the thermal transport regime where heat is carried by 
temperature waves. Its experimental observation was previously restricted to a small number of 
materials, usually in rather narrow temperature windows. We show that it is possible to overcome 
these limitations by driving the system with a rapidly varying temperature field. This effect is 
demonstrated in bulk Ge between 7 kelvin and room temperature, studying the phase lag of the 
thermal response under a harmonic high frequency external thermal excitation, addressing the 
relaxation time and the propagation velocity of the heat waves. These results provide a new route 
to investigate the potential of wave-like heat transport in almost any material, opening 
opportunities to control heat through its oscillatory nature. 
One Sentence Summary: Wave-like heat propagation is shown to emerge as a consequence of a 
rapidly varying temperature field in Ge, and thus possibly in other materials as well. 
 
Main Text: The study of heat transport beyond Fourier’s regime has attracted renewed interest in 
recent years. Great efforts have been performed to unravel the physical properties of thermal 
waves, as well as the experimental conditions that are necessary for their observation. Applications 
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based on such concepts have been envisioned and discussed extensively already in many recent 
publications (1–3). The spatio-temporal propagation of the temperature field in the form of waves 
is known as “second sound,” a term that was adopted in analogy to “first sound” (mechanical 
lattice vibrations), since the propagation velocity of the former is typically found to be smaller 
than the velocity of sound but larger than the propagation velocity of the temperature field in the 
purely diffusive regime. As pointed out in Ref. (4),  first and second sound are described by a 
similar equation where the variables have a different physical meaning, i.e. pressure and 
temperature, respectively. 
 
The simplest differential equation that best describes heat transport from a mesoscopic perspective 
is the hyperbolic heat equation (HHE) due to Maxwell, Cattaneo, and Vernotte: 
 
 𝜏𝑠𝑠
𝜕2𝑇
𝜕𝑡2
+
𝜕𝑇
𝜕𝑡
− 𝛼∇2𝑇 =
1
𝜌𝐶𝑝
𝑆(𝑟, 𝑡)                               (1) 
 
where 𝛼 is the thermal diffusivity, 𝜏𝑠𝑠 is the thermal relaxation time, 𝜌 is the mass density, 𝐶𝑝 is 
the specific heat, and 𝑆(𝑟, 𝑡) is an external power heat source. In our context, the system is in local-
equilibrium and it is well characterized by a local temperature T (see discussion in SM8). The 
previous equation describes the propagation of a temperature wave with a damping term given by 
𝜕𝑇/𝜕𝑡 and a propagation velocity 𝜐𝑠𝑠 = √𝛼/𝜏𝑠𝑠. The solutions of this equation lead to different 
heat transport regimes depending on the temporal and spatial length scales under investigation. 
The key to unlock the different regimes is the magnitude of the first term on  the left-hand side of 
Eq. (1), thermal inertial term, i.e. if 𝜏𝑠𝑠 or 𝜕
2𝑇/𝜕𝑡2 are sufficiently large, the spatio-temporal 
distribution of temperature field will exhibit wave-like behavior.  
 
Second sound in solids was first experimentally observed in solid He (5), later in NaF (6), Bi (7), 
SrTiO3 (8), and most recently in highly oriented pyrolytic graphite (9). Several theoretical works 
have also recently addressed its occurrence in low dimensional systems (10–12). In all 
experimental observations of second sound the dominance of momentum conserving phonon 
scattering (Normal processes) with respect to resistive phonon scattering (Umklapp processes) was 
found to be the key mechanism leading to its observation. In fact, second sound was observed 
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almost exclusively in the very low temperature regime (T < 5K), with the exception of a recent 
example (9) at high temperatures (125 K) for samples with low resistive phonon scattering. A 
condition for the experimental detection of second sound, based on these experimental 
observations (5–9), was found to be: 𝜏𝑁 < 𝜏𝑒𝑥𝑝 < 𝜏𝑅, i.e. the typical experimental observation times 
(𝜏𝑒𝑥𝑝) must be larger than normal phonon scattering decay times (𝜏𝑁) to allow momentum 
redistribution but smaller than resistive phonon scattering times (𝜏𝑅) to avoid decay of the phonon 
wave-packet into the phonon equilibrium distribution. So far, second sound was experimentally 
observed exclusively in the limit of weak resistive phonon scattering (5–9). Although early 
theoretical works (4,13,14) suggested that a rapidly varying temperature field would provide an 
alternative mechanism to arrive at the evolution described by the HHE, this effect had never been 
observed experimentally.  
 
We show that it is possible to observe second sound in bulk Ge by driving the system out of 
equilibrium with a rapidly varying temperature field. Our concept is based on taking advantage of 
the second order time derivative in the HHE, Eq. (1), in a frequency-domain experiment. As the 
driving frequency increases towards the hundreds of MHz range, the relative weight of this term 
with respect to the damping term (first order time derivative) increases proportionally to the 
frequency upon a harmonic excitation, hence making possible the observation of wave-like heat 
propagation. We show that this approach is robust enough to expose second sound independently, 
to a certain extent, of the phonon scattering rates of the studied material, as well as of temperature. 
In fact, although heat transport in Ge is dominated by resistive phonon scattering processes, which 
partly originate from its large isotopic diversity, we show that it is still possible to observe second 
sound in the high frequency limit. 
 
Our experiments are based on a frequency-domain pump-and-probe approach with two lasers with 
different wavelengths (λpump=405 nm, λprobe=532 nm) focused onto the surface of a Ge sample to 
a spot size with radius, Rspot≈5.5 µm. The details of the investigated samples are provided in the 
Supplementary Materials (SM1). The pump laser (thermal excitation) is modulated between 30 
kHz and 300 MHz with a sinusoidal power output waveform, leading to a thermal modulation of 
the optical reflectivity of the surface of the sample, which is also well described by a harmonic 
waveform. The heat generation process through optical absorption of the pump laser is described 
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in SM3. A frequency-dependent phase lag gradually develops, defined as a phase difference 
between the harmonic thermal excitation, 𝑆(𝑟, 𝑡),  and the response of the sample, 𝑇(𝑟, 𝑡) (SM2 
and SM7), which can be modelled using Eq. (1) in the present experimental conditions. The choice 
of Ge as candidate for the observation of second sound is not arbitrary, and it is mostly based on 
the large optical absorption coefficient of this material for the wavelengths used in this experiment. 
In fact, the optical penetration depth of the pump and probe lasers is 405nm=15 nm and 532nm =17 
nm, respectively (SM3). These particular conditions make Ge an ideal material for this study, the 
small penetration depth of both lasers ensure that the measured phase lag is local and, thus, 
accurately describes the oscillations of the thermal waves (15).  
 
Figure 1A displays the experimental phase lag as a function of frequency between 30 kHz and 300 
MHz at room temperature. The complex thermal response of the specimen was at first computed 
numerically within Fourier's model, solving the parabolic approximation to the 3-dimensional (3D) 
HHE (diffusive case), which is obtained when the first term of Eq. (1) can be neglected. In the 
range between 30 kHz and 1 MHz, the agreement between Fourier's solution and the experimental 
data is excellent, although deviations are already observed around 1 MHz. Above 30 MHz the 
difference between the experimental phase lag and Fourier's predictions is evident. In fact, for the 
higher frequency range, the experimental data show that the phase lag (absolute value) decreases 
with increasing frequency. This trend cannot even be qualitatively reproduced by Fourier's model, 
which predicts that as frequency increases,  the phase lag approaches −𝜋/4 and even lower values 
(see SM7 and Fig. SM7-3). The full 3D solution of the HHE based on the finite element method 
was used to fit the experimental data through the entire frequency range, and it is shown in Fig. 
1A. A detailed description of the fitting procedure is presented in SM7. We obtained 𝜏𝑠𝑠
𝑒𝑥𝑝
=500 ps  
and 𝛼𝑒𝑥𝑝 = 310−5 m2/s, thus leading to a propagation velocity 𝜐𝑠𝑠
𝑒𝑥𝑝 =  250 m/s, all at room 
temperature. These experimental observations were numerically confirmed through computational 
experiments (see schematic illustration in Fig. 1B) by non-equilibrium molecular dynamics 
(NEMD), and are shown in the inset of Fig. 1A (see also SM5 and Fig. SM5-1). Although a 
quantitative agreement cannot be expected due to differences between the experimental and the 
computational setups (reduced size of the sample and purely 1D heat flux in NEMD), the NEMD 
results show a striking similarity with the experimental results, with the phase lag initially 
decreasing, hitting a minimum, and then recovering. These results are of particular interest since, 
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within the NEMD approach, no assumption is made regarding the heat transport regime. Thus, the 
numerical experiments are an independent confirmation of the appearance of second sound in the 
high frequency limit. 
 
The frequency window where second sound is expected can be estimated comparing the thermal 
penetration depth of the diffusive and wave-like regimes. Figure 1C displays the penetration depth, 
𝐻𝐻𝐸, calculated using the exact solution of the HHE (see SM7), as well as the diffusive and wave-
like limits, 𝑑𝑖𝑓𝑓 = √𝛼/(𝜋𝑓)  and 𝑠𝑠 = 2√𝛼𝜏𝑠𝑠 , respectively. A critical frequency fc is obtained 
when 𝑑𝑖𝑓𝑓 = 𝑠𝑠, thus, providing an estimation of the frequency for which the diffusive and 
wave-like contributions to heat transport are similar.  The temperature dependence of 𝜏𝑠𝑠, 𝜐𝑠𝑠
  and 
fc was studied between room temperature and 7K, and it is shown in Fig.1D (full set in SM2). As 
temperature decreases, the ratio between the penetration depth of the wave-like and diffusive 
contributions is 𝑠𝑠/𝑑𝑖𝑓𝑓 = √4𝜋𝑓𝜏𝑠𝑠(𝑇), which implies that lower temperatures favor the 
spatial propagation of the thermal waves since larger 𝜏𝑠𝑠 are expected and indeed experimentally 
observed for lower temperatures. In fact, wave-like effects are already present below fc, as can be 
observed comparing the experimental data with the corresponding fits using the HHE, to the 
Fourier predictions as shown in Fig. 1D (16). The onset of wave-like effects is also evidenced by 
the deviations between 𝑑𝑖𝑓𝑓 and 𝐻𝐻𝐸 as shown in Fig. 1C. The minimum observed on the phase 
lag curves as well as the position of the critical frequency fc relative to the frequency of the 
minimum, originate from the relation between 𝛼, 𝜏𝑠𝑠, and Rspot (see discussion in SM7). The 
frequency dependent phase lag in Fig. 1D was fitted at each temperature (17) using the HHE, as 
described for the room temperature case, and the results for 𝜏𝑠𝑠
𝑒𝑥𝑝
 and 𝜐𝑠𝑠
𝑒𝑥𝑝
 are shown in Fig. 2A 
and in Table SM2.                         
 
To understand the origin of these observations we have developed a rather simple model (see 
derivation in SM6) based on the expansion of the perturbed phonon distribution function (18), i.e. 
the intermediate state assumed by the non-equilibrium distribution before it decays to the 
equilibrium one by means of dissipative resistive processes, as: 𝑓𝜆 = 𝑓𝜆
𝑒𝑞 + 𝛽𝜆 ∙ ?⃗? + ?⃗?𝜆 ∙ (𝜕?⃗?/𝜕𝑡), 
where 𝑓𝜆
𝑒𝑞
 is the equilibrium phonon distribution function, ?⃗? is the heat flux, 𝛽𝜆 and ?⃗?𝜆 are mode 
dependent functions to be determined, 𝑡 is the temporal coordinate, and 𝜆 denotes each phonon 
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mode. We note that the case with ?⃗?𝜆 = 0 leads to the same propagation velocity for second sound 
as in Ref. (4) (SM6). In our case, however, the presence of rapidly varying temperatures leads to 
rapidly varying ?⃗?, suggesting that the expansion of the perturbed phonon distribution function in 
terms of 𝜕?⃗?/𝜕𝑡 is a reasonable assumption. The previous ansatz for 𝑓 was then introduced into the 
linearized Boltzmann transport equation (BTE) to find the solution for 𝛽𝜆 and ?⃗?𝜆. It can be shown 
that, within this framework, an explicit expression for 𝜏𝑠𝑠, in terms of individual phonon relaxation 
times (𝜏𝜆), can be obtained as (SM6): 
 
𝜏𝑠𝑠 =
∑ ℏ𝜔𝜆𝜈𝜆
2
𝜆 𝜏𝜆
2 𝜕𝑓𝜆
𝑒𝑞
𝜕𝑇
∑ ℏ𝜔𝜆𝜈𝜆
2
𝜆 𝜏𝜆
 𝜕𝑓𝜆
𝑒𝑞
𝜕𝑇
                                (2) 
  
where ℏ is the Planck constant, 𝜔𝜆 is the phonon energy, and 𝜈𝜆
  is the phonon group velocity. We 
computed 𝜔𝜆, 𝜏𝜆, and 𝜈𝜆 from the solution of the BTE based on Density Functional Theory (DFT) 
interatomic force constants (SM4 and Table SM4). We restricted ourselves to the Relaxation Time 
Approximation (RTA) after verifying that the full iterative BTE picture does not alter the 
prediction of the theory. Using the RTA has the additional benefit of providing a comparison on 
equal footing with previous theoretical descriptions (4), and allowing unambiguous definition of 
the relaxation times (19). We observe, however, that the corrections to the RTA provided by a full 
iterative solution of the BTE are very small (within 4% in the thermal conductivity) for Ge at 
temperatures as low as 50 K (Fig. SM4-1). The resulting values were inserted into Eq. (2), which 
yielded 𝜏𝑠𝑠
𝑡ℎ𝑒𝑜 and 𝜐𝑠𝑠
𝑡ℎ𝑒𝑜 = √𝛼𝑡ℎ𝑒𝑜/𝜏𝑠𝑠
𝑡ℎ𝑒𝑜 as a function of temperature, as shown in Fig. 2A.  The 
agreement of the predicted values with those obtained from the experiments is remarkable for 
T>100 K, considering that the values of 𝜔𝜆, 𝜏𝜆, and 𝜈𝜆 are evaluated within a fully ab initio scheme. 
We note that the model leading to Eq. (2) is expected to be valid for |Δ𝑇| << T, where |Δ𝑇|  is the 
amplitude of the laser induced thermal oscillations and T is the absolute temperature as set by the 
cryostat. In our experiments, |Δ𝑇|𝑚𝑎𝑥≈10 K, thus the observed deviations between the theoretical 
predictions and the measured values at very low temperatures are expected (see SM8 for details). 
 
The spatial dependence of the temperature field in the parabolic (diffusive) and the hyperbolic 
(wave-like) cases was simulated using finite element methods in the direction perpendicular to the 
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surface of the sample at an arbitrary time. Figure 2B displays the normalized temperature profiles 
for 15 K, 100 K, and 300 K at the highest experimental excitation frequency of ≈300 MHz (see 
Fig. SM7-5 for simulations of the temperature field at fc). As expected, the wave-like behavior of 
the temperature field exhibits a strong temperature dependence. The observed propagation depth, 
particularly at lower temperatures, is especially interesting if considering the possibility of high 
frequency modulated thermal interference.  
 
Finally, we study the effect of introducing a thermal interface through the deposition of a gold 
metallic transducer. This approach has been widely used to measure the thermal conductivity and 
heat capacity of substrates and thin films (20,21). Figure 2C displays the frequency dependent 
phase lag for two different interfaces, (i) Ge/native-GeO2/Au and (ii) Ge/Au. The data for bare Ge 
is shown for relative comparison. The thermal interface in (ii) is expected to be a better thermal 
conductor than (i) due to the lack of the oxide layer. In both cases, the observed response differs 
substantially from the results obtained for bare Ge. The presence of the thermal interface between 
the Au transducer and the Ge substrate, as well as the Au transducer itself, dominate the system 
response in the frequency range where wave-like effects are expected. In particular, this becomes 
the dominant contribution over 100 MHz, which we have verified studying different thicknesses 
of the Au transducer, as well as measuring the system response on different substrates (see section 
SM9). These observations strengthen the importance of having chosen Ge that, thanks to its 
absorption characteristics discussed above, is suited for thermoreflectance experiments even 
without a metallic transducer, which, as shown in Figure 2C, would hinder the observation of 
second sound. 
 
We think that the present approach could open new possibilities for experimental observation of 
wave-like heat transport in other materials and lead to the development of novel strategies to 
control heat transport. 
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Figure 1. (A) The experimental phase lag at room temperature between the pump and probe lasers 
as a function of the pump excitation frequency is shown in black open symbols. The inset displays 
numerical experiments using NEMD in green full dots. In dashed red line we display the prediction 
based on Fourier's law. The solutions based on the 3D-HHE are shown in black line with a resulting 
fitted 𝜏𝑠𝑠 = 500 ps. (B) Schematic illustration of the geometry used for the NEMD numerical 
experiments. The red (blue) regions correspond to the regions connected to the hot (cold) 
thermostat, while the regions in white are kept frozen. Heat transport and the development of the 
phase lag is studied in the central, orange region. (C) Frequency dependent thermal penetration 
depth calculated using the solution of the HHE (HHE), the diffusive case (diff), and the 
penetration depth (ss) obtained in the high frequency limit from Eq. (1). The high frequency 
experimental phase lag is shown for comparison. The crossover between both curves defines the 
frequency, fc, where diff =ss . (D) Phase lag versus frequency for the higher frequency range as 
a function of temperature. We plot three points at 300 K, 100 K, and 15 K with the corresponding 
fits to the data point using the 3D-HHE. In dashed lines we display the prediction based on 
Fourier's law at each temperature. 
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Figure 2. (A) The experimental relaxation times (𝜏𝑠𝑠), as well as the propagation velocity (𝑣𝑠𝑠) 
are shown as a function of temperature. The dashed lines are guides to the eye. The full lines are 
the predictions based on the expansion of the perturbed phonon distribution function, 𝑓 = 𝑓𝜆
𝑒𝑞 +
𝛽𝜆 ∙ ?⃗? + ?⃗?𝜆 ∙ (𝜕?⃗?/𝜕𝑡), combined with DFT simulations as described in SM6 and SM4, 
respectively. (B) Finite element simulations of the spatial distribution of the temperature field at a 
function of temperature in the direction perpendicular to the surface of the sample at the highest 
excitation frequency of ≈300 MHz for an arbitrary time. The parabolic and hyperbolic solutions 
are shown in dashed and full lines, respectively. (C) Influence of the presence of a thermal interface 
on the frequency-dependent phase lag at room temperature.  
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Supplementary Materials:  
“Observation of second sound in a rapidly varying temperature field in Ge” 
Materials and Methods 
 
SM1 - Samples description & processing 
All samples were pieces cleaved from a 2-inch diameter nominally undoped Ge wafer with (100) 
crystallographic orientation, high resistivity (> 40 Ω cm), and etch pit density (EPD) < 3000 /cm². 
The wafer was purchased from International Wafer Service Inc. (USA). We have studied three 
different types of samples:  
(i) Bare Ge: the sample was rinsed in acetone and dried under N2 flux. A layer of native 
oxide with a thickness of ≈3 nm was observed at the surface of the sample, as 
determined from spectroscopic ellipsometry measurements. We have also studied a 
similar sample without the native oxide layer, which was removed using the procedure 
described in (iii). However, no influence of the native oxide in the phase lag response 
was observed in the absence of Au transducer.  
(ii) Ge + native oxide + 60 nm of Au: A 60 nm thick Au transducer was evaporated onto 
the surface of a Ge piece similar to (i). The evaporation chamber was purged using 
highly pure N2 gas, the base pressure was ≈1x10-7 mbar, and the Au deposition rate was 
set to 0.6 Å/s. The thickness of the Au transducer was measured using atomic force 
microscopy. 
(iii) Ge + 60 nm of Au: this sample is similar to (ii), however, the native oxide layer was 
stripped by dipping in diluted HF (10% in H2O) for 1 minute. Immediately after, the 
sample was inserted into the evaporation chamber to prevent GeOx formation. Au 
evaporation was simultaneously performed on both samples, (ii) and (iii), to ensure that 
the Au transducer is similar in both. 
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SM2 - Experimental Methods 
We developed a low noise custom-built frequency-domain thermoreflectance (FDTR) set-up to 
measure the thermal response of the samples. Figure SM2-1 displays a sketch of the experimental 
arrangement. FDTR is a contactless technique which is based on probing the time-dependent 
reflectivity of a specimen upon a modulated thermal excitation. The thermal excitation was 
provided by a pump laser diode with a wavelength of 405 nm purchased from Omicron-Laserage, 
model A350. This laser module was temperature-stabilized with high-speed analog modulation, 
maximum output power of 300 mW, and bandwidth of 300 MHz. The probe laser used was a 
continuous wave (CW) laser from Cobolt (08-01 Series) of 532 nm wavelength and with a 
maximum output power of 100 mW. The probe laser was optimized (factory settings) for 
interferometry purposes, thus, providing low noise output and a coherence length > 2 m. Both 
lasers were coupled into Faraday insulators to prevent back reflections into the cavities of the 
lasers. A quarter waveplate (one for each laser) was used to homogenize the polarization of the 
lasers, thus, avoiding any preferential direction. The output power was controlled with neutral 
density filters to ≈50 µW (CW) for the probe, and ≈20 mW (RMS) for the pump laser. Both lasers 
were coupled to the same optical path using beam splitters and dichroic mirrors as shown in Figure 
SM2-1. A 30 mm achromatic lens doublet purchased from Thorlabs was used to focus both 
Gaussian beams onto the same spot, whose size we have measured using the knife-edge method 
to a 1/e2 radius of ≈5.5 µm. As the pump laser (high power) is modulated with a harmonic function 
generator, the optical reflectivity of the specimen is modulated with a similar waveform, in our 
case a sinusoidal profile. In other words, the reflected CW probe laser intensity is proportional to 
the time-dependent optical reflectivity. The operational principle of this method can be easily 
understood through the following simple expressions:  
 
𝐼532 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,   𝐼405 = 𝐼0[1 +𝑐𝑜𝑠 (𝜔𝑡)] 
 
𝑅532 = 𝑅0 +  
𝜕𝑅
𝜕𝑇
∆𝑇  →   ∆𝑇 = ∆𝑇0[1 + 𝑐𝑜𝑠 (𝜔𝑡 + 𝜑)] 
 
𝑅532 = 𝑅0 +  
𝜕𝑅
𝜕𝑇
∆𝑇0[1 +𝑐𝑜𝑠 (𝜔𝑡 + 𝜑)] = (𝑅0 +  
𝜕𝑅
𝜕𝑇
∆𝑇0) +
𝜕𝑅
𝜕𝑇
𝑐𝑜𝑠 (𝜔𝑡 + 𝜑) 
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Figure SM2-1. 
Frequency-domain thermoreflectance setup used to conduct the experiments. The simulation of a 
typical arbitrary response is shown, as well as the main operational principle based on the 
modulation of the optical reflectivity arising from a local temperature increase. A detailed list of 
the specific used components is provided in the setup description section. 
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where I is the power of the pump (405 nm) and probe (532 nm) lasers, ω is the angular frequency 
(ω=2πf, where f is the frequency in Hz), t  is the time coordinate, R532 is the optical reflectivity at 
the probe wavelength, ∆𝑇 is the temperature rise caused by the pump laser, and 𝜑 is the phase lag  
between the pump and the probe harmonic signals. We note that 𝜑(𝜔) is the quantity which can 
be related to the thermal properties of the studied sample. Therefore, this is the quantity which is 
measured in the present experiments. 
 
The reflected laser light at the surface of the sample was split into two main components, marked 
with dashed lines in Figure SM2-1. A small fraction of reflected power was focused onto a charge- 
coupled device (CCD) camera to monitor the shape of the laser spots, as well as the overlap 
between the pump and probe beams. We note that the overlap was optimized using a piezoelectric-
driven mirror within the optical path of the pump laser, in order to maximize the modulated signal 
arising from the probe laser. A comparatively larger portion of the reflected light was sent to an 
avalanche photodiode detector purchased from Thorlabs (APD430A2). Two notch filters 
(Thorlabs) where inserted into the optical path with the purpose of individually blocking the laser 
components. First, the probe component was blocked and the phase of the pump laser was 
measured using a high frequency lock-in amplifier (Stanford Instruments SR844). After this phase 
calibration step was performed, the notch filters mount was mechanically displaced to block the 
pump laser component, thus, allowing us to measure the harmonic signal arising from the probe 
laser. Note that only light at 532 nm is measured by the detector due to the presence of an 
interference filter. In consequence, the latter measured phase lag is that of the induced thermal 
wave due to the pump laser excitation. This procedure results quite accurate in almost all the 
frequency range; however, as frequency increases (f > 50 Mhz), electronic noise such as, e.g. 
coherent pickup, increases substantially. In order to overcome this problem, we have used two 
different approaches: (i) a low noise amplifier (FEMTO) with a 200 MHz broadband was used to 
amplify the signal well over the coherent pickup limit (typically 1 mV at high frequencies), and 
(ii) electrical heterodyne mixing was used to reduce the measurement window to a range where 
coherent noise is almost not present. For this purpose, we used a frequency mixer purchased from 
Mini-Circuits (ZAD-3+). The measured signal was mixed with a variable high frequency reference 
to produce a resulting signal at 10 MHz, which is well below the limit for coherent noise pick up. 
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This approach differs from other methods based on optical heterodyning since we profit from the 
outstanding performance of electronic mixers to achieve the frequency down conversion.  
 
All measurements were performed with the samples in vacuum conditions at a base pressure of 
≈10-5 mbar. Variable temperature measurements were carried out using a He gas-flow cryostat 
from CryoVac between 7 and 300 K. Figure SM2-2 displays the full set of temperature 
measurements as well as the data modelling using the hyperbolic heat equation (see section SM7). 
The purely diffusive solution is also included for comparison, as well at the value of the critical 
frequency, fc, for each measured temperature. 
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Figure SM2-2 
(a-e) Phase lag as a function vs. frequency for different temperatures. The higher frequency region 
was measured in “direct” configuration, i.e. directly measuring the output voltage from the 
avalanche photodiode, as well as using electrical-heterodyne mixing.  Similar results are obtained 
from both experimental methods. The black lines correspond to fits to the data point using the 
hyperbolic heat equation, where the relaxation time and the thermal diffusivity have been fitted 
simultaneously, minimizing the error of the fitting procedure. The red curves correspond to the 
diffusive solution, as given by the prediction based on Fourier´s law, using the thermal diffusivity 
as obtained from the hyperbolic fits. (f) The thermal diffusivity as a function of temperature 
extracted from the fits to the data using the hyperbolic heat equation. 
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Temperature 
[K] 
τss (1D-HHE) 
[s] ×10-9 
τss (3D-HHE) 
[s] ×10-9 
α 
[m2/s] ×10-5 
vss (3D-HHE) 
[m/s] 
fc = 1/(4𝜋τss) 
[Hz] ×106 
7 6.5 4.15 333 896 19.2 
15 8.5 4.6 65.8 378 17.3 
50 4.9 3.7 37.5 318 21.5 
100 2.1 2.1 19.5 305 37.9 
300 0.5 0.5 3.17 252 159 
 
Table SM2. 
Relaxation times (τss), thermal diffusivity (α), and second sound velocity (vss) as a function of 
temperature, as obtained from fitting the experimental phase lag vs. frequency data (see Figure 1 
of the main text), using the 3D hyperbolic heat equation (finite element modelling). We have also 
fitted the data using the high frequency 1D limit of the hyperbolic heat equation (see analytical 
derivation in SM7). At high temperatures, the same results are obtained using both approaches. At 
temperatures below 100 K, the 1D-HHE is not appropriate to fit τss because the system response is 
3D even at the highest experimentally available frequencies.  Nevertheless, we note that the 1D 
limit is simpler mathematically and computationally, thus, providing a good compromise solution 
for cases where finite-elements 3D modelling is not easily available. 
 
 
The thermal conductivity of the Ge sample was measured independently using the 3 omega method 
and it is shown in Figure SM2-3. We have obtained a thermal conductivity of 51 Wm-1K-1 in good 
agreement with the values we obtained directly from fitting of the phase lag curves in the frequency 
domain experiments for f < 1 MHz. Note that for low frequencies and at room temperature, no 
wave-like effects are observed in the FDTR phase lag data. Furthermore, the value obtained from 
the 3 omega measurements is not expected to be sensitive to wave-like effects since the technique 
operates at low frequencies (f < 1 kHz). Excellent agreement was found between the thermal 
conductivity as obtained from the 3 omega measurements and from fitting the FDTR phase lag 
data at low frequencies.  
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Figure SM2-3 
Amplitude of the temperature oscillations in the metallic resistor as a function of the heater 
frequency in logarithmic scale. The inset displays the temperature dependent resistance of the 
transducer, which is used as thermal sensor. The thermal conductivity of the Ge sample was 
κ3ω=51Wm-1K-1. 
 
 
SM3 - Thermoreflectance coefficient, optical penetration depth, and hot electrons in Ge 
 
A. Thermoreflectance coefficient & optical penetration depth 
 
Thermoreflectance measurements were performed without the use of a metallic transducer. We 
note that in typical thermoreflectance experiments for characterization of thermal properties (both 
in frequency- and time-domain), a metallic transducer is used to ensure a small optical penetration 
depth, as well as to increase the temperature coefficient of reflectivity and thus the sensitivity of 
the method. This is typically accomplished by tuning the probe laser wavelength to a plasmonic 
resonance of the metallic transducer. For 532 nm, the usual choice is Au. Interestingly, Ge has a 
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strong absorption around this wavelength due to the E1 and E1+Δ1 interband transitions and as a 
consequence, measurements without transducer are suitable.  
 
The temperature dependence of the optical quantities was calculated from detailed spectroscopic 
ellipsometry measurements reported by Emminger et al. (22). Figure SM3-1 displays the optical 
reflectivity of Ge as a function of temperature at the wavelength of 532 nm, as well as the 
temperature coefficient of reflectivity, C=(1/R)dR/dT. Since 532 nm is between E1 and E1+Δ1, the 
reflectivity shows a maximum around 215 K due to the combined temperature dependence of the 
two interband transitions. Therefore, at this temperature, C vanishes and there is a change of sign 
from positive at lower T to negative values at higher T. In fact, we have observed no signal in the 
vicinity of 215 K. Except for this, the magnitude of C is adequate to give a properly measurable 
signal at most temperatures. It would be problematic again at very low temperatures approaching 
0 K where the C tends to zero. The optical penetration depths at selected temperatures are listed in 
Table SM3. The penetration depth is defined from the Beer-Lambert law stating the exponential 
attenuation of the light intensity as I = I0exp(-z/δ), where I0 is the incident laser power, 1/δ  is the 
absorption coefficient, δ the penetration depth, and z the spatial coordinate. We note that for both 
laser wavelengths, pump and probe, the penetration depth is rather small, which allows to consider 
the thermal excitation and detection virtually as local quantities. 
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Figure SM3-1  
Temperature dependence of, (a) the optical reflectivity, and (b) the thermoreflectance coefficient 
at 532 nm for a Ge (100) substrate, under normal incidence conditions.  
 
 
 
Temperature (K) δ405 nm (nm) δ532 nm (nm) 
7 15.3 19.3 
15 15.3 19.2 
50 15.3 19.1 
100 15.2 19.0 
300 14.7 17.2 
 
Table SM3. 
Optical penetration depth (δ) for the pump (405 nm) and probe (532 nm) laser wavelengths as a 
function of temperatures, as determined by spectroscopic ellispsometry measurements. 
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B. Relaxation of “hot electrons/holes” and heat generation process 
 
It is also worth addressing the heat generation process in Ge which, in the present experiments, 
takes place through optical excitation of the electronic system. Upon optical excitation with the 
pump laser at E=3.06 eV vertical transitions are induced from the valence to the conduction band. 
We recall that the momentum carried by photons is much smaller than the typical momentum of 
electrons in semiconductors and, thus, the optical excitation process must occur with |𝛥𝒌| = 0. In 
Ge, the principal “optical” bandgaps (|𝛥𝒌| = 0) in high symmetry points are as follows:  
 
Optical Transition Γ25´ → Γ2  Γ25´ → Γ15  𝐿3´ → L1  𝐿3´ → L3  𝑋4 → 𝑋1  
Energy Gap (eV) 0.8 3.4 2.0 5.4 4.4 
Absorption at 3.06 eV Low No High No No 
 
Thus, only electron-hole pairs with ΔE ≤ 3.06 eV can be excited, with local densities in k-space 
which depend on the joint density of states between the conduction and valence bands. In fact, for 
E=3.06 eV excitation, the joint density of states is maximum for states at the L point (see e.g. 
Figure 1 of Ref. 23). Although electron-hole pairs can also be excited at the Γ point, the joint 
density of excited states at this point is much lower as compared to the L point (see section S3 of 
Ref. 24), which is also evidenced by the onset of the absorption spectra in Ge at E≈2 eV (25).  
 
After the initial optical excitation process with E=3.06 eV, the “hot electrons” at the 𝐿 point are 
scattered to the conduction band minimum, which is located at the same 𝐿 point. The mechanism 
which leads to the relaxation of the initially excited electrons is electron-electron scattering, with 
typical time constants τ < 100 fs (26). On the other hand, the comparatively low amount of 
electrons excited at the Γ point relax towards the 𝐿 minimum through inter-valley scattering 
processes in a few hundreds of femtoseconds (27–30). The two previous processes, i.e. (i) initial 
scattering to local minima and (ii) inter-valley scattering towards the 𝐿 point, involve the emission 
of optical and acoustic phonons, hence leading to the production of heat. Note that substantial 
amount of energy, (3.06 eV – 0.66 eV) = 2.4 eV per absorbed photon, is transferred to the lattice 
before the electrons reach local equilibrium at the 𝐿 point. After they reach the minimum of the 
conduction band at the 𝐿 point, electrons are already “thermalized” in the sense that they do not 
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produce the emission of thermal phonons. Their relative energy is reduced to E=0.66 eV, compared 
to the initial E=3.04 eV. Eventually, after several tens of ps to hundreds of µs, depending on the 
temperature of the lattice, these electrons relax, e.g. through the emission of photons and the 
absorption (anti-Stokes) or emission (Stokes) of a phonon (required for momentum conservation), 
Auger processes, defects, etc. We remark that the later recombination processes do not produce 
heat, since the electrons involved are already “thermalized”. These electrons populate the lowest 
energy states in the conduction band minimum at the L point. Hence, the probability of electron-
phonon scattering events, which is the main heat generation mechanism, largely decreases since 
no lower energy electronic states are available. This implies that almost not heat is created in the 
electron-hole final recombination process, independently on its radiative or non-radiative nature. 
 
Using the previous values of the relaxation time of the excited electrons, we can estimate an upper 
limit for the propagation length of the “hot electrons”, e.g. using the maximum drift velocity in Ge 
which at 300 K is 𝑣=6.5x104 m/s (31). Hence, the maximum estimated diffusion length for the 
“hot electrons” 𝑖𝑠 Δ𝑥 = (6.5x104 m/s)(100x10−15s) = 6.5 nm. On the other hand, using the 
observations of Ref. (23) the minimum propagation velocity can be estimated as v=104 m/s, which 
results from the size of the studied Ge nanocrystals (11 nm) and the recombination time (1.1 ps) 
of the electrons at the 𝐿 point, which is dominated by surface recombination. We obtained a 
minimum diffusion length for the “hot electrons” of 2 nm. Analogous arguments leading to similar 
results are also valid for holes (32,33). The estimated propagation length of the “hot 
electrons/holes”, 2 nm to 6.5 nm, can slightly alter the thermal penetration depth as estimated from 
the optical penetration depth of δ≈15 nm defined as 1/e, (δ≈30 nm as 1/e2). Nevertheless, the results 
of Figure SM7-1 show that the effects on the phase lag are almost negligible, and can be of at most 
2 degrees. 
 
 
SM4 – Ab initio calculations of the thermal conductivity of Ge 
(Note: the equation numbers refer to each SM individual sub-section) 
   
We calculated the second and third order interatomic force constants (IFCs) within density-
functional theory (DFT), using the VASP code (34) with the local density approximation (LDA) 
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for the exchange-correlation energy functional and a plane wave cutoff of 174 eV with the 
projector augmented-wave method. (35,36) The harmonic IFCs were calculated from finite 
differences in a 5×5×5 supercell, while we used a 4×4×4 supercell for the anharmonic ones, 
limiting the interactions to fourth neighbors. The inequivalent displacements needed to obtain the 
IFCs were obtained with the phonopy (37) and thirdorder.py (19) codes. We iterated the electronic 
self-consistency loop until changes in the total energy and eigenvalues were lower than 10-9 eV. 
  
Once the IFCs are obtained, we solve iteratively the linearized Boltzmann Transport Equation 
(BTE) for phonons with the SHENGBTE code (38) on a 24×24×24, q-point grid, obtaining the 
lattice thermal conductivity as,  
𝜅𝑙
𝛼𝛽
=
1
𝑘𝐵𝑇2𝛺𝑁
∑ 𝑓0(𝑓0 + 1)(ℏ𝜔𝜆)
2𝜈𝛼,𝜆𝐹𝛽,𝜆
 
𝜆
                                           (1) 
 
where α and β are the three coordinate directions x, y, and z; and 𝑘𝐵, T, Ω and N are the Boltzmann 
constant, the temperature, the volume of the unit cell and the number of q-points, respectively. The 
sum runs over all the phonon modes λ, which have wave vector q and branch ν. 𝑓0 is the 
equilibrium Bose-Einstein distribution function, ħ is the reduced Planck constant, and 𝜔𝜆 and 𝜈𝛼,𝜆 
are the phonon frequency and phonon group velocity, respectively. 𝐹𝛽,𝜆 is initially taken to be 
equal to 𝜏𝜆𝜈𝛽,𝜆, where 𝜏𝜆 is the lifetime of the phonon mode λ within the relaxation time 
approximation (RTA). Starting from this initial guess, the solution is then obtained iteratively and 
𝐹𝛽,𝜆 takes the general form 𝜏𝜆(𝜈𝛽,𝜆 + 𝛥𝛽,𝜆) Scattering from isotopic disorder, besides anharmonic 
three-phonon scattering, is also included considering the natural isotopic distributions of Ge 
through the model due to Tamura (38). Within this computational framework we obtain a value 
for the room temperature thermal conductivity of 51 Wm−1K−1, in excellent agreement with the 
experimental values obtained in this work and previously reported. The room-temperature RTA 
value of the thermal conductivity is 50 Wm−1K−1, indicating that Normal processes do not play an 
important role. Similar (negligible) discrepancies are found throughout all the temperature range 
considered in the ab initio calculations 
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Figure SM4-1 displays ab initio thermal conductivity calculations as a function of temperature for 
Ge as obtained from the full iterative solution of the BTE (dashed line) and within RTA 
(continuous line).  
 
 
Figure SM4-1  
Ab initio thermal conductivity as a function of temperature of Ge as obtained from the full iterative 
solution of the BTE (dashed line) and within RTA (continuous line). Note that the temperature 
axis starts at 50 K. The inset displays the ratio between the two solutions, showing that the 
corrections to the RTA provided by the iterative solution are negligible throughout all the 
temperature range considered. 
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Temperature 
[K] 
τss 
[s] ×10-9 
α 
[m2/s] ×10-5 
vss 
[m/s] 
fc 
[Hz] ×106 
50 10.4 83.4 283 7.65 
100 2.05 15.9 279 38.8 
150 0.965 7.54 279 82.5 
200 0.622 4.94 282 128 
250 0.460 3.70 284 173 
300 0.366 3.04 288 217 
350 0.304 2.53 288 262 
400 0.261 2.20 291 305 
450 0.228 1.97 294 349 
500 0.203 1.78 296 392 
 
Table SM4. 
Relaxation times (τss), thermal diffusivity (α), and second sound velocity (vss) as a function of 
temperature, as obtained from DFT calculations using the corresponding expressions provided in 
SM4 and SM6. 
 
 
SM5 - Non-equilibrium molecular dynamics calculations 
(Note: the equation numbers refer to each SM individual sub-section) 
We carried out computational experiments within non-equilibrium molecular dynamics (NEMD), 
using a 5×5×145 supercell of the 8-atom cubic Ge conventional cell. The interatomic interactions 
were described by a bond-order potential of the Tersoff type (39). All the NEMD simulations were 
performed using the LAMMPS code (40). The equations of motion were integrated with a time 
step of 1 fs and temperature control was obtained by Nosé-Hoover thermostatting, while equations 
of motions have been integrated by the velocity-Verlet algorithm. Periodic boundary conditions 
were applied in all directions. In order to constrain heat to flow through the sample and not through 
the virtual interface created by the periodic boundary conditions along the z axis, the atoms 
belonging to the region 0 < z <12 Å were kept frozen. 
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Taking into account the Tersoff parametrization considered in the present work, the size of the 
frozen region large enough to prevent cross-talking between the hot and cold slabs through the 
interface. The Ge sample was initially kept for 2 ns under a thermal bias along the z direction of 
ΔT=-90K, keeping an average temperature of 300 K and thus producing a net heat flow. We 
neglected the explicit light-matter interaction underlying the heating mechanism in the 
experimental realization, and rather drive the oscillatory heat flux with a given frequency, 𝑓𝑝, by 
varying the temperature of the hot thermostat as 𝑇ℎ𝑜𝑡 = 𝑇0 + 𝛥𝑇 𝑆𝑖𝑛 (𝑓𝑝𝑡) . By setting the 
amplitude of the oscillation to ΔT we assure that the heat flux will flow from the hot thermostat to 
the cold one, since 𝑇ℎ𝑜𝑡(𝑡) > 𝑇𝑐𝑜𝑙𝑑(𝑡), ∀𝑡. 
 
The dynamical response of the system was simulated for different frequencies in the 10 MHz–10 
GHz range for at least 20 cycles. The actual value of the inward heat flux, q(t), can be obtained by 
calculating the time derivative of the work performed by the thermostat. We also mapped the 
temperature along the sample by averaging every 1 ps, obtaining well resolved T(z,t) profiles in 
the considered frequency range. Figure SM5-1 displays the 𝑊𝐴𝐶 and T(0,t) time series 
corresponding to a pumping frequency of 𝑓𝑝 = 1 GHz, showing the phase lag between the two 
oscillations; 𝑊𝐴𝐶 is the oscillating component of 𝑊, obtained subtracting from the latter its 
continuous component 𝑊𝐷𝐶. 
 
The phase lag between temperature and work was computed as 
 
𝜑𝑊𝑇 = cos
−1 (
(𝑇(0, 𝑡) ∙ 𝑊𝐴𝐶(𝑡))
|𝑇(0, 𝑡𝑖) ∙ 𝑊𝐴𝐶(𝑡𝑖)|
)                                                    (20)  
 
 
Regarding the relation between the heat flux-T phase lag and work-T phase lag, the functional 
form of the temperature and work time-series can be approximated by trigonometric functions as, 
for instance, 𝑇(0, 𝑡)  =  𝑇0 + ∆𝑇 · sin(𝜔𝑡) and 𝑊(𝑡)  =  𝑊0 · sin(𝜔𝑡 + 𝜑𝜔), where we have 
written explicitly the dephasing as 𝜑𝜔. Therefore, the heat flux (taken to be the time derivative of 
the work performed by the thermostat) can be approximated to 𝑄(𝑡) = 𝜕𝑊/𝜕𝑡 = 𝑄0 cos(𝜔𝑡 +
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𝜑𝜔 ), that can be also written by using of a sinusoidal function as  𝑄(𝑡) = 𝑄0 sin(𝜔𝑡 + 𝜑𝜔 +
𝜋/2). By comparing the functional forms of the heat flux and the temperature it is clear that the 
dephasing between them equals 𝜑 + 𝜋/2. Finally, after computing numerically the phase lag 
between the computed temperature and work, i.e. 𝜑𝜔, we can obtain the phase lag between 
temperature and heat flux as 𝜑𝑞 = 𝜑𝜔 + 𝜋/2. 
 
 
Figure SM5-1 
Time dependence of the temperature at z=0, T(0,t), and of the work of the hot thermostat, WAC(J).  
 
 
SM6 - Derivation of the Maxwell-Cattaneo heat flux equation from the BTE  
(Note: the equation numbers refer to each SM individual sub-section) 
*This section will be published in a future version of the manuscript* 
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SM7 - Hyperbolic heat equation solutions  
(Note: the equation numbers refer to each SM individual sub-section) 
The 3D hyperbolic heat equation is solved using Finite Element Methods with COMSOL 
Multiphysics to calculate the phase lag between the harmonic laser excitation and the temperature 
response of the system. The laser energy deposition is restricted to a region defined by the Gaussian 
function of the pump beam in the radial direction and an exponential decay in the cross-plane 
direction with the characteristic length of the optical penetration Λpump≡ h=14 nm. The temperature 
oscillations correspond to a weighted average across the surface of the sample computed using the 
Gaussian function of the probe beam as the weight. 
 
 
A. Relation between the phase lag and the thermal penetration depth 
The thermal penetration is defined as the depth at which the temperature increase due to the laser 
beam is attenuated by a factor 1/e with respect to the superficial temperature increase. In order to 
provide “a more intuitive description” of the frequency evolution of the phase lag, we provide the 
relation between the phase lag and the thermal penetration depth, which can be summarized as 
follows: (i) for the lower frequency regime, where heat conduction is dominated by diffusive heat 
transport, a larger phase lag (𝜑) implies smaller penetration depth, ↑ 𝜑 ⟹ ↓ Λ𝑑𝑖𝑓𝑓, and (ii) for the 
higher frequency regime the penetration depth approaches Λ𝑠𝑠 = 2√𝛼𝜏𝑠𝑠, independently of the 
value of the phase lag, 𝜑. The full interdependence between ΛHHE and 𝜑 is displayed in Figure 
SM7-1. The derivation of the expression for  ΛHEE as a function of the heating frequency is 
provided in section SM7C. 
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Figure SM7-1 
Thermal Penetration depth calculated using the hyperbolic heat equation (HHE) as a function of 
the phase lag between the thermal excitation and the system response (ΛHHE). The thermal 
penetration depth is also shown for the case of diffusive heat transport (Λdiff), as well for the wave-
like limit (Λss). The green arrow indicates the direction of increasing excitation frequency. 
 
 
B. Influence of the pump and probe penetration depth 
In this subsection we study the effect of increasing the penetration depth of the pump and probe 
lasers on the phase lag response. We show that if hypothetically considering a “larger effective 
pump penetration depth”, the phase lag curves would exhibit a correspondingly larger Fourier 
behavior in thermal transport, i.e. the phase lag approaches –𝜋/4 and even lower values (also shown 
through Eq. 15 of section SM7C). In other words, a larger effective pump penetration depth would 
mask, and not fictitiously amplify a second sound signature. Indeed, we show that the observation 
of second sound is not evident when the penetration depth of the heating region exceeds ≈100 nm.  
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We have performed finite element calculations using the HHE varying the penetration depth of the 
“heated region” (pump) and considering as superficial the detection region (probe), as well as 
varying the penetration depth of the detection region (probe) and considering a 14 nm heating 
region (pump). Note that the pump region cannot be set to be too superficial due to the energy 
conservation considerations. Figure SM7-2 displays the results from these calculations. As the 
penetration depth of the pump increases, the phase lag gradually decreases even beyond –𝜋/4.  
 
 
Figure SM7-2  
Phase lag response vs excitation frequency simulated using the hyperbolic heat equation (HHE). 
(a) Influence of different penetration depths of the heating region in the phase lag response studied 
for the case of surface detection. (b) Influence of increasing the probe region on the phase lag 
response for heat source with 14 nm penetration depth.  
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C. 1D limit of the HHE 
As shown in Figure 1C, the thermal penetration in the sample is reduced by increasing the 
excitation frequency. At room temperature and the highest experimentally available frequencies, 
the thermal penetration is significantly smaller than the pump laser spot radius. Therefore, thermal 
transport is restricted to the cross-plane direction and the system thermal response is 1D. 
Exploiting this, in this section we derive the analytical 1D hyperbolic equation solutions and hence 
we provide a simple expression for the phase lag at high frequencies and temperatures. 
In the present experiment, the energy released to the semiconductor is introduced as a heat source 
with characteristic length 𝛬𝑝𝑢𝑚𝑝 ≡ ℎ = 14 nm. Consider the energy conservation and the 
Maxwell-Cattaneo heat equations in 1D: 
𝐶𝑣
𝜕𝑇
𝜕𝑡
+
𝜕𝑞
𝜕𝑥
= 𝛴(𝑥, 𝑡),                (1)  
  
 
𝑞 + 𝜏𝑆𝑆
𝜕𝑞
𝜕𝑡
+ 𝜅𝛻𝑇 = 0               (2)  
 
 
where 𝐶𝑣is the specific heat, 𝜅 is the thermal conductivity, 𝜏𝑆𝑆 is the heat flux relaxation time and 
𝛴(𝑥, 𝑡) =
𝛴0
ℎ
𝑒−
𝑥
ℎ𝑖𝑤𝑡                 (3)  
  
 
is the energy heat source, with Σ0 =1 W and 𝑤 is the laser heating angular frequency. 
We look for stationary solutions of the form 
𝐶𝑣𝑇(𝑥, 𝑡) = 𝐹(𝑥)𝑒
𝑖𝑤𝑡,               (4)  
 
 
𝑞(𝑥, 𝑡) = 𝐺(𝑥)𝑒𝑖𝑤𝑡                 (5)  
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According to equations (1,2), the functions F(x) and G(x) satisfy 
 
𝑖𝑤𝐹 + 𝐺′ =
𝛴0
ℎ
𝑒−
𝑥
ℎ,               (6)  
  
 
(1 + 𝑖𝑤𝜏𝑆𝑆)𝐺 = −𝛼𝐹′               (7)  
  
 
where 𝛼 is the thermal diffusivity. By defining 
 
𝛾2(𝑤) =
𝑖𝑤 − 𝜏𝑆𝑆𝑤
2
𝛼
               (8)  
 
 
and combining equations (6,7) we obtain the following second order nonhomogeneous differential 
equation: 
 
𝛾2𝐺 − 𝐺′′ =
𝛴0
ℎ2
𝑒−
𝑥
ℎ.                 (9)  
  
 
The general solution of (9) is the combination of the homogenous solution with negative exponent 
(heat flux vanish far away from the semiconductor surface at x=0) and a particular solution 
 
𝐺(𝑥) = 𝐴𝑒−𝛾𝑥 + 𝐺0𝑒
−
𝑥
ℎ,               (10)  
  
 
where 𝐺0 =
𝛴0
(𝛾ℎ)2−1
 and A is a constant depending on the boundary conditions. We impose the 
insulation boundary condition 0 = 𝑞(𝑥 = 0, 𝑡) = 𝐺(𝑥 = 0) = 𝐴 + 𝐺0 and we obtain 
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𝐺(𝑥) = 𝐺0(𝑒
−
𝑥
ℎ − 𝑒−𝛾𝑥)               (11)  
  
Therefore, from (6), 
 
𝐹(𝑥) =
1
𝑖𝑤
(𝐺0(
𝑒−
𝑥
ℎ
ℎ
− 𝛾𝑒−𝛾𝑥) +
𝛴0
ℎ
𝑒−
𝑥
ℎ)               (12)  
  
 
and the solution for the temperature reads 
 
𝐶𝑣𝑇(𝑥, 𝑡) =
𝛴0
𝑖𝑤
((
𝐺0
𝛴0
+ 1)
𝑒−
𝑥
ℎ
ℎ
− 𝛾
𝐺0
𝛴0
𝑒−𝛾𝑥) 𝑒𝑖𝑤𝑡               (13)  
  
 
The thermal penetration depth of the perturbation is then 𝛬𝐻𝐻𝐸 = 1/ℜ(𝛾). At low frequencies 
𝑤𝜏𝑆𝑆 << 1, we recover the classical penetration depth 𝛬𝑑𝑖𝑓𝑓 = √2𝛼/𝑤. By increasing the 
frequency, the penetration depth deviates from the classical prediction and, in the limit 𝑤𝜏𝑆𝑆 >>
1, it becomes frequency-independent: 𝛬𝑆𝑆 = 2√𝛼𝜏𝑆𝑆.  Moreover, the wavelength of the thermal 
oscillations is 𝜆𝐻𝐻𝐸 = 2𝜋/𝐼𝑚(𝛾) (note that at high frequencies we obtain the limit 𝜆𝑆𝑆 = 𝑣𝑆𝑆/𝑓 
as expected). These characteristic lengths obtained from the 1D-HHE properly characterize the 
full 3D problem as confirmed by the Finite Elements calculations. 
 
At the surface 
 
𝐶𝑣𝑇𝑠 = 𝐶𝑣𝑇(𝑥 = 0, 𝑡) =
𝛴0
𝑖𝑤ℎ
(
𝐺0
𝛴0
(1 − 𝛾ℎ) + 1) 𝑒𝑖𝑤𝑡.                 (14)  
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The resulting phase lag between the laser and the temperature oscillation is 
 
𝑎𝑟𝑔 [𝑇𝑠] = −
𝜋
2
+𝑎𝑟𝑐𝑡𝑎𝑛 (
sin𝜃
cos𝜃 + ℎ|𝛾|
),               (15)  
  
 
where 𝜃 =arg [𝛾]. From (15), it can be seen that by increasing the heating frequency to values 
close to 𝜏𝑆𝑆
−1, the wave-like thermal behavior emerges leading to a non-monotonous behavior of 
the phase lag. In Figure SM7-3 we show the 1D HHE solution and the 1D Fourier solution (𝜏𝑆𝑆=0) 
at room temperature compared with the corresponding 3D solutions from both models using Finite 
Elements calculations. It can be seen that the 1D solutions match the 3D numerical solutions for f 
> 30 MHz. In fact, in this frequency range and at room temperature the thermal penetration ΛHHE 
is one order of magnitude smaller than the laser spot diameter and, thus, the system response is 
effectively restricted to 1D as expected. Conversely, at lower temperatures the thermal penetration 
depths are larger and the transition to the 1D behavior is not obtained within the studied frequency 
range. This allows to confirm the numerical fits of 𝜏𝑆𝑆 at high temperatures using the analytical 
1D-HHE solution as shown in Table SM2 
 
 39 
 
 
Figure SM7-3  
Phase lag curves calculated using different heat transport models: (i) 3-dimensional hyperbolic 
heat equation (3D-HHE), (ii) 3-dimensional parabolic heat equation (3D-PHE, diffusive), (iii) 1-
dimensional hyperbolic heat equation (1D-HHE), and (iv) 1-dimensional parabolic heat equation 
(1D-PHE, diffusive) 
 
 
D. Origin of the minimum of the phase lag curves and critical frequency (fc) 
In this subsection we address the origin of the minimum of the phase lag response curves and we 
show that, in general, the frequency of the minimum is not equivalent to fc. As temperature 
decreases, fc gradually approaches the minimum of the phase lag curve as observed in Figure SM2-
2 and Figure 1D. However, at room temperature fc is not well represented by the minimum. The 
origin of this effect is that at room temperature the system experiences a 3D→1D heat flow 
transition as frequency increases. Therefore, the reduction of the thermal dimensionality causes a 
shift of the phase lag minimum curve to frequencies smaller than fc. Note that this effect is only 
observed at high temperatures in the present experimental conditions since, for higher frequencies 
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(f > 10 MHz), the penetration depth (ΛHHE < 1 μm) is much smaller than the diameter of the spot 
(≈11 μm) and, thus, heat transport become 1D. In contrast, this effect is gradually suppressed as 
temperature decreases since the thermal penetration depth increases, thus, leading to 3D heat 
transport within all the considered frequency range. In such conditions, the minimum of the phase 
lag curve is uniquely related to the unlock of wave-like effects, hence fc and the frequency of the 
minimum coincide. In Figure SM7-4 we show calculations of the phase lag using the HHE in 3D 
and its 1D limit, and for different spot sizes of the heating region at room temperature. At high 
frequencies the 3D and 1D solutions of the HHE are equivalent, thus, showing that the system 
undergoes the mentioned 3D→1D transition. Consistently, at low frequencies the 1D limit of the 
HHE is not a good approximation to our experiments due to the finite size of the heating spot. 
However, as the spot size increases the solution at lower frequencies gradually approaches -π/4. 
 
The frequency position of the minimum is dependent on three parameters: the thermal diffusivity 
of the sample (𝛼), the relaxation time of second sound (𝜏𝑠𝑠), and the size of the heating spot (Rspot). 
Figure SM7-4 displays simulations for different diameters of the heat source (2Rspot), and using 
the room temperature values of 𝛼=3x10-5 m2/s and  𝜏𝑠𝑠= 500 ps. As discussed above, by reducing 
the spot size the 3D→1D transition is shifted to higher frequencies and, hence, the position of the 
minimum becomes closer to fc. On the other hand, the influence of 𝛼 and 𝜏𝑠𝑠 on the position of the 
minimum is rather easier to qualitatively address. Exploiting the 3D →1D transition, we explain 
in a simple fashion how the minimum depends on 𝛼 and 𝜏𝑠𝑠 using the 3D-PHE and the 1D-HHE 
for the lower and higher frequency range, respectively. Figure SM7-4 displays calculations of the 
3D diffusive response (3D-PHE) for different values of 𝛼. In addition, we also show the 1D limit 
of the HHE for different values of 𝜏𝑠𝑠. All calculations were done for a fixed spot size, 2Rspot=10 
μm. The influence of 𝛼 and 𝜏𝑠𝑠 on the position of the minimum of the phase lag curve can be 
approximated by the intersection between the 3D-PHE and the 1D-HHE. Larger values of 𝛼 imply 
larger values of the thermal penetration depth, which cause a shift to higher frequencies of the 
3D→1D transition and, accordingly, the minimum of the phase lag curve is obtained at higher 
frequencies. Conversely, by increasing the value of 𝜏𝑠𝑠 the wave-like effects (i.e. a reduction of 
the phase lag) are obtained at lower frequencies, which shift the minimum to lower frequencies. 
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Figure SM7-4  
(Left) Influence of different spot sizes diameter on the position of the minimum of the phase lag 
curves for 𝛼 = 3𝑥10−5 m2/s, and 𝜏𝑠𝑠 = 500 ps. The dashed line corresponds to the solution of the 
1D-HHE (Right) Influence of increasing the thermal diffusivity (𝛼) and relaxation time (𝜏𝑠𝑠) on 
the minimum of the phase lag curve for d=11 µm. The approximate position of the minimum is 
given by the intersection of the 3D-PHE with the 1D-HHE. 
 
 
E. Temperature field evolution at the critical frequency: fc 
It is also interesting to address the thermal response of the system at fc, since this is one of the key 
parameters describing the behavior of the system. As obtained in section SM7C, the thermal 
penetration depth at 𝑓𝑐  is Λ𝐻𝐻𝐸(𝑓𝑐) ≈ 2.6√𝛼𝜏𝑠𝑠. On the other hand, the wavelength of the second 
sound waves at the critical frequency is 𝜆𝐻𝐻𝐸(𝑓𝑐) ≈ 10√𝛼𝜏𝑠𝑠 (see SM7C). Hence, the relation 
between the thermal wavelength and the thermal penetration depth is as follows:  
 
𝜆𝐻𝐻𝐸(𝑓𝑐)
Λ𝐻𝐻𝐸(𝑓𝑐)
≈ 4 
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The previous expression shows that at the critical frequency, fc, the thermal wavelength is larger 
by a factor 4 compared to the thermal penetration depth. In consequence, the temperature 
oscillations of the temperature field are only insinuated at fc.  
 
 
Figure SM7-5  
Finite element simulations of the spatial distribution of the temperature field as a function of 
temperature in the direction perpendicular to the surface of the sample at the critical frequency fc 
at each temperature, and for an arbitrary time. The parabolic (diffusive) and hyperbolic solutions 
are shown in dashed and full lines, respectively. 
 
 
However, the absence of temperature oscillations at fc does not imply that the thermal response is 
purely diffusive, but it rather means that the temperature response of the system is of mixed 
character, i.e. diffusive + wave-like. The spatial distribution of the temperature field at fc is shown 
in Figure SM7-5. Interestingly, although no oscillations are observed, the response of the system 
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is different from the purely diffusive response, confirming the observation of partial wave-like 
behavior at fc. 
 
The relation between the wavelength of second sound and the dimensions of the system is also 
interesting to address. For example, considering the possibility of studying wave-like effects in 
polycrystalline samples. The observation of second sound in such conditions will largely depend 
on the size of the nano/micro crystals of the studied samples. We note that in order to observe 
second sound the size of the crystals must be larger than the thermal wavelength of the second 
sound wave. For example, in Ge at room temperature and at the highest frequency of  f = 300 MHz, 
the wavelength of second sound wave is 𝜆 = 𝑣𝑠𝑠/𝑓 ≈ 830 𝑛𝑚. Thus, it is expected that a 
nanocrystalline sample should not clearly exhibit wave-like effects since the size of the 
nanoscrystals will possibly limit the existence of second sound. In addition, it should be noted that 
in nanocrystalline sample the thermal conductivity is reduced by almost two orders of magnitude 
with the respect to the bulk case. The origin of this effect is, in part, a reduction of the phonon 
lifetimes. Hence, this lifetime reduction will also affect the relaxation of second sound, which is 
obtained through Eq. (2) in of the main text. 
 
SM8 – Local equilibrium conditions and definition of local temperature 
The concept of temperature is well defined in equilibrium thermodynamics. However, its 
definition far from equilibrium is a fundamental issue of non-equilibrium statistical physics still 
under debate. Different temperatures can be defined based on different frameworks, such as 
macroscopic considerations, Fluctuation-dissipation theorems or different degrees of freedom in 
kinetic theory, and can provide different values (42–44). Below we discuss that, at the length and 
time scales of our experiments, we are mostly close to local-equilibrium, where all the definitions 
of temperature yield the same result. In addition, we also study quantitatively the applicability of 
the model developed within section SM6, demonstrating that this approach is expected to work 
well for T > 50 K within our experimental conditions. 
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A. Local equilibrium 
Temperature and thermal energy are quantities related to the system disordered energy. Under a 
heat flux, q, thermal energy flows more in one direction than in the opposite, thus, introducing 
some order. When the heat flow is small, most of the energy keeps disordered so that temperature 
and all thermodynamic properties can be defined locally and behave as in equilibrium (or local 
equilibrium). One can quantify how small is the heat flux by comparison with the limit situation 
where all the thermal energy flows in one direction, i.e. for a maximum heat flux 𝑄 = 𝑐𝑣𝑇𝑣, where 
𝑐𝑣𝑇 is the thermal energy and 𝑣 is the carrier velocity (42). Since the latter situation is far from 
equilibrium conditions, all energy becomes ordered (all carriers flow coherently) so that 
temperature has no meaning. In the opposite limit, 𝑞 ≪  𝑄, one is in local equilibrium. By 
introducing 𝑞 =  −𝜅𝛻𝑇 this limit can be written as: 
 
𝜅𝛻𝑇 ≪  𝑐𝑣𝑣𝑇          (1) 
 
This allows to define a parameter characterizing the deviation from equilibrium (43), 
 
𝑎 =
𝑞
𝑄
=
𝜅𝛻𝑇
𝑐𝑣𝑣𝑇
=
𝑣𝜏𝑘
3𝐿
𝛥𝑇
𝑇
 
          (2) 
where 𝜏𝑘 =
3𝜅
𝐶𝑣𝑣2
 is the mean free time (𝜏𝑘 ≈ 30 ps in germanium at 300 K) and we have  
approximated 𝛻𝑇 ≈ 𝑇 𝐿⁄  with L the characteristic length scale for the temperature gradient. This 
parameter is analogous to 𝑙
𝛻𝑇
𝑇
 , namely, the temperature variation (𝛻𝑇) in a mean free path (𝑙 ≈
 𝑣𝜏𝑘) as compared to T, which must be small to assume local equilibrium (45). Local equilibrium 
thus requires: 
 
𝑎 ≪ 1          (3) 
 
B. Memory Effects 
For a complete description, memory effect should also be considered since they have direct 
implications on the validity of the definition of local temperature. In our case, memory is described 
through the hyperbolic equation: 
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𝜏𝑠𝑠
𝜕?⃗?
𝜕𝑡
+ ?⃗? = −𝜅𝛻𝑇⃗⃗⃗⃗⃗⃗  
 
                    (4) 
 
Using Fourier transform and plane waves of the form exp [𝑖(𝜔𝑡 + 𝜅𝑥)], it is possible to obtain an 
algebraic relation between the relevant magnitudes related to our experiment, 
 
(1 + 𝜔𝜏𝑠𝑠)?̃? = −𝜅𝛻?̃?                  (5)
 
 
Where ?̃? and 𝛻?̃? are the Fourier transform of the heat and the temperature gradient, respectively. 
In this relation, the right side describes the excitation, and the left side the response of the system. 
The response will be dominated by the memory effects at frequencies 𝑓 > (2𝜋𝜏𝑠𝑠)
−1. This 
frequency is (aside a factor 2) the characteristic frequency fc obtained by equating diffusive and 
wave- like penetration lengths. Let us recall that wave-like effects are noticeable for frequencies 
an order of magnitude lower, fc/10, as shown in Figs. 2D and SM2-2. Note that the relaxation time 
𝜏𝑠𝑠 appearing in equation (4) is different from 𝜏𝜅 appearing in the thermal conductivity in the 
previous section. For Germanium at 300K, we have 𝜏𝑠𝑠 = 500 ps vs 𝜏𝜅 = 32 ps.  
 
 
C. Combination of local equilibrium and memory conditions 
In the case that we excite the sample with a fast oscillation, when memory effects are important, 
the thermal excitation will propagate as a wave with a wavelength 𝐿 = 𝑣𝑠𝑠/𝑓. Using this 
expression in Eq. (2) we obtain the condition of local equilibrium: 
 
𝑎 =
𝑣
3𝑣𝑠𝑠
𝑓𝜏𝜅
Δ𝑇
𝑇
 ≪ 1                    (6) 
 
Assuming ΔT ≈ 5 K, for the maximum frequency studied in the paper, 3108 Hz, Eq. (6) yields 
a≅3.6510−4 at 300 K. At 15 K, it provides a≅8.7610-2. Hence, except below 15 K, the 
experimental range studied in the paper seems within the local equilibrium hypothesis. 
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D. Non-equilibrium distribution function 
The ab initio calculations of the relaxation time in the hyperbolic heat equation, Eq. (4), are based 
on a non-equilibrium distribution for the phonon population of the type: 
 
𝑓𝜆 = 𝑓𝜆
𝑒𝑞 + 𝛽𝜆 ∙ ?⃗? + ?⃗?𝜆 ∙
𝜕?⃗?
𝜕𝑡
          (7) 
 
which is a perturbation from the local equilibrium distribution, 𝑓𝜆
𝑒𝑞
. It is expected that Eq. (7) is 
valid if the perturbation is small as compared to 𝑓𝜆
𝑒𝑞
. In the RTA approximation, where we have 
explicit expressions for coefficients 𝛽𝜆 and ?⃗?𝜆 (Eqs. (31) and (32) in SM7): 
 
𝛽𝜆 =
1
𝜅
𝜕𝑓𝜆
𝑒𝑞
𝜕𝑇
?⃗?𝜆𝜏𝜆          (8) 
 
?⃗?𝜆 = 𝛽𝜆(𝜏𝜆 − 𝜏𝑆𝑆)          (9) 
 
it is possible to evaluate the relative size of the perturbations to 𝑓𝜆
𝑒𝑞
. For the first term in the right 
hand side of (7) we obtain: 
 
1
𝜅
𝜕 ln(𝑓𝜆
𝑒𝑞
)
𝜕𝑇
?⃗?𝜆𝜏𝜆 ∙ ?⃗? ≈
𝑞
𝑐𝑣𝑇𝑣
= 𝑎 ≪ 1,          (10) 
 
here we have approximated 𝑣𝜆 ≈ 𝑣, 𝜏𝜆 ≈  𝜏𝜅, and 
𝜕 ln(𝑓𝜆
𝑒𝑞
)
𝜕𝑇
≈
1
𝑇
 . Note that the inequality in Eq. 
(10) arises from the condition of local equilibrium discussed above. 
 
For the second term of Eq. (7) we obtain:  
 
1
𝜅
𝜕 ln(𝑓𝜆
𝑒𝑞)
𝜕𝑇
?⃗?𝜆𝜏𝜆 (𝜏𝜆 − 𝜏𝑆𝑆)𝜔𝑞  ≈ 𝑎𝜔𝜏𝑆𝑆 ≡ 𝑏          (11) 
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Therefore, the perturbative expansion requires both 𝑎 ≪ 1 and 𝑏 ≡ 𝑎𝜔𝜏𝑆𝑆 ≪  1. Assuming again 
ΔT ≈ 5K and the maximum frequency studied of 3108 Hz, one obtains b≅310−4 at 300 K, and 
10−1 at 50 K. At 15 K we obtain ≈1, though the RTA approximation is not a good approximation 
at such low temperatures. However, the trend observed as temperature decreases suggests that b 
could reach values higher than 1. As a result of the previous calculations, above 50 K we thus 
expect the ansatz Eq. (7) to be a reasonable approximation in the frequency range studied, but we 
may not expect it to be so good at lower temperatures. Indeed, Figs. SM2-2 (d) and (e) show some 
deviations from the HHE. 
 
Finally, we estimate the values for the a and b parameters as a function of temperature as follows: 
 
Temperature [K] a b 
7 3.610-1 2.82 
15 8.7610-2 7.5910-1 
50 1.8310-2 1.2710-1 
100 5.1910-3 2.0510-2 
300 3.6510-4 3.4410-4 
 
 
Table SM8-1: Parameters a and b defined through of Eq. (7) as a function of temperature. 
 
E. Local temperature estimation through Molecular Dynamics calculations. 
We also aim to show to which extent temperature is well defined in our experiments through 
Molecular Dynamics calculations. For this purpose, according to the local equilibrium principle of 
non-equilibrium thermodynamics, we have calculated the "local and instantaneous" temperature 
of three regions in the simulated Ge sample, namely: (i) the true hot thermostat with varying 
temperature, (ii) a thin slab 10 nm away from the thermostat within the Ge sample (i.e. nearby the 
thermostat), and (iii) a thin slab 40 nm away from the thermostat within the Ge sample (i.e. at a 
long distance from the thermostat). By "local" it must be understood that the slabs were chosen so 
as to have a thickness (2.7 nm) much smaller than the total system size. By "instantaneous" it must 
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be understood that the time-average was taken over a time lapse. much shorter than the period of 
time variation of the T(t) signal. The calculations have been done in the most unfavorable 
condition, i.e. with a very high frequency of temperature oscillation, actually 5 GHz. Temperature 
was calculated from the average kinetic energy of the atoms within the selected slab. 
 
 
 
Figure SM8-1: Local temperature obtained through molecular dynamics calculations in different 
positions of the sample at 5 GHz. The red full lines are fit to the data points using a Maxwell-
Boltzmann distribution.  
. 
The results are shown in Figure SM8-1, where it is very cleanly proved that the "local and 
instantaneous" temperature is distributed around its mean value (blue histograms) with a Maxwell-
like distribution (red curve). Please note that the Maxwell law of distribution for the atomic 
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velocities (or temperature, it is just a matter of normalizing factors) has been calculated at the mean 
temperature value: this is a robust choice, since the Maxwell law is only marginally affected by a 
temperature variation of +/-10-20 degree Kelvin, as in fact found out of the MD data. 
 
 
SM9 – Influence of the Au transducer on the high frequency response 
In this section we address the phase lag response at the higher frequencies. In particular, we focus 
on the behavior around 100 MHz in Figure 2C in the samples with a Au transducer. To investigate 
this effect, we have performed FDTR experiments in Si and diamond substrates, and using Au 
transducers with different thickness. Four samples with Au transducers of 40, 60, 80 and 120 nm 
in thickness were fabricated through thermal evaporation of the Au layer on Si substrates. We note 
that a native 2 nm thick SiO2 layer is present between the Si substrate and the Au transducer. We 
have also studied a diamond substrate with a 60 nm thick Au transducer, in order to address the 
possible influence of the native oxide layer on the high frequency response on the Si sample. 
 
In all the cases, the Au transducer dominates the frequency response in the range over 100 MHz. 
The measurements on the Au/n-SiO2/Si samples are particularly interesting since they demonstrate 
how the influence of the transducer gradually develops as its thickness increases from 40 nm to 
120 nm. In the case of the Au/diamond sample, the high frequency range exhibits a similar 
response as the case of the 120 nm Au/n-SiO2/Si sample. The phase lag response in the higher 
frequency range is similar to the observations in the Au/Ge shown in Figure 2C.  
 
The presence of the thermal interface between the Au transducer and the Ge substrate, as well as 
the Au transducer itself, dominate the system response in the frequency range where wave-like 
effects are expected. The combined effect of the transducer and of the thermal boundary resistance 
with the substrate in the high frequency range has been recently discussed in Ref. [21]. Although 
this effect is interesting by itself, the main purpose of these measurements is to show that using a 
Au transducer do not lead to the observation of second sound. 
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Figure SM8-1  
(Left) Thermoreflectance experiments using Au transducers with thicknesses of 40, 60, 80, and 
120 nm deposited on Si substrates with native oxide. (Right) Thermoreflectance phase lag in a 
diamond substrate with a 60 nm thick Au transducer. 
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