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a b s t r a c t
In this letter, a new sufficient delay-dependent exponential stability condition for a class
of neutral delayed differential equations:
d
dt
[x(t)+ px(t − τ(t))] + ax(t)− b tanh x(t − σ(t)) = 0,
is given in terms of the linear matrix inequality (LMI). Our delay-dependent condition
obtained here is shown to be less conservative than some existing results via three
illustrative examples.
© 2011 Published by Elsevier Ltd
1. Introduction
In this letter, we study the following neutral delayed differential equation:
d
dt
[x(t)+ px(t − τ(t))] + ax(t)− b tanh x(t − σ(t)) = 0, t ≥ 0, (1)
where a, b are two positive real constants and |p| < 1. The delays τ , σ : [0,+∞)→ [0, r] (r > 0) are bounded functions
and there exists a µ ∈ (0, 1) such that τ ′(t) ≤ µ, σ ′(t) ≤ µ. For each solution of Eq. (1), we assume the initial condition,
x0(θ) = φ(θ), θ ∈ [−τ , 0],
where φ ∈ C([−r, 0]; R).
When τ(t) ≡ τ and σ(t) ≡ σ , r = max{τ , σ }, and the system (1) is turned into the following form:
d
dt
[x(t)+ px(t − τ)] + ax(t)− b tanh x(t − σ) = 0, t ≥ 0. (2)
Recently, many authors have investigated the properties of Eq. (2) due to its applications into the dynamic characteristics
for neural networks with Hopfield type; see [1–10] and references therein. Although some qualitative stability analysis
for Eq. (2) have been reported in [2–5], their results are concerned with the asymptotic stability, without providing any
conditions for exponential stability and any information about the decay rates of Eq. (2). Besides, it should be pointed out
that the advantage of Eq. (2) with exponential stability in comparison with asymptotic stability lies in the former being able
to provide fast convergence and desirable accuracy. More recently, in [6], Li has obtained global exponential stability for Eq.
(2), but the sufficient condition is delay independent. It is well known that current efforts on the problem of stability for
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delay systems can be divided into two categories, namely delay-independent stability criteria and delay-dependent stability
criteria; and generally speaking, the former aremore conservative than the latterwhen the delay is small. Thus, the sufficient
condition for global exponential stability for Eq. (2) given in [6] is more conservative. On the other hand, to the best of our
knowledge, compared with constant-delay systems, time-varying delay systems come closer to reflecting the real world.
With these two aims, it is necessary to discuss the global exponential stability for Eq. (1). In this letter, a new delay-
dependent sufficient criterion ensuring global exponential stability for Eq. (1) is proposed in terms of the linear matrix
inequality (LMI). The criterion here is also discussed from the point of view of its comparison with the earlier results. To
show the applicability and effectiveness of the proposed method developed in this letter, three illustrative examples are
provided.
Notation. Throughout this letter, the notation X ≥ Y (respectively, X > Y ) means that the matrix X–Y is positive semi-
definite (respectively, positive definite), where X and Y are symmetric matrices of the same dimensions. The symbol ∗
denotes the elements below the main diagonal of a symmetric matrix.
2. Main results
In this section, by introducing an appropriate Lyapunov–Krasovskii functional, the exponential stability for the neutral
delayed differential equation (1) will be studied by using the linear matrix inequality (LMI).
Theorem 1. The zero solution of Eq. (1) is globally exponentially stable if there exist some positive scalars: α0, α1, α2, α3, α4 such
that the following linear matrix inequality holds:
Ω =
−aα0 + α1 + α2r −aα0p 0 α0b∗ −α1(1− µ) 0 α0pb∗ ∗ −aα0 + α3 + α4r 0
∗ ∗ ∗ −α3(1− µ)
 < 0. (3)
Proof. Consider the Lyapunov functional defined by
V (t, x(t)) = α0[x(t)+ px(t − τ(t))]2 + α1
∫ t
t−τ(t)
x2(s)ds+ α2
∫ t
t−τ(t)
∫ t
s
x2(θ)dθds
+α3
∫ t
t−σ(t)
tanh2 x(s)ds+ α4
∫ t
t−σ(t)
∫ t
s
tanh2 x(θ)dθds, (4)
where αi (i = 0, 1, 2, 3, 4) are positive scalars to be chosen later.
The derivative of V (t, x(t)) along the solution of Eq. (1) is determined by
dV (t, x(t))
dt
= 2α0[x(t)+ px(t − τ(t))][−ax(t)+ b tanh x(t − σ(t))] + α1x2(t)
−α1(1− τ ′(t))x2(t − τ(t))+ α2τ(t)x2(t)− α2(1− τ ′(t))
∫ t
t−τ(t)
x2(s)ds
+α3 tanh2 x(t)− α3(1− σ ′(t)) tanh2 x(t − σ(t))
+α4σ(t) tanh2 x(t)− α4(1− σ ′(t))
∫ t
t−σ(t)
tanh2 x2(s)ds
= [−2aα0 + α1 + α2r]x2(t)− 2α0apx(t)x(t − τ(t))+ 2α0bx(t) tanh x(t − σ(t))
−α1(1− µ)x2(t − τ(t))+ 2α0pbx(t − τ(t)) tanh x(t − σ(t))
+ (α3 + α4r) tanh2 x(t)− α3(1− µ) tanh2 x(t − σ(t))
−α2(1− µ)
∫ t
t−τ(t)
x2(s)ds− α4(1− µ)
∫ t
t−σ(t)
tanh2 x(s)ds. (5)
By using the fact that tanh2 x(t) ≤ x2(t), we have
− aα0x2(t) ≤ −aα0 tanh2 x(t). (6)
Substituting (6) into (5), it follows that
dV (t, x(t))
dt
≤ ξ T (t)Ωξ(t)− α2(1− µ)
∫ t
t−τ(t)
x2(s)ds− α4(1− µ)
∫ t
t−σ(t)
tanh2 x(s)ds, (7)
where ξ(t) = (x(t), x(t − τ(t)), tanh x(t), tanh x(t − σ(t)))T .
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From the definition of the Lyapunov functional V (t, x(t)), we obtain
V (t, x(t)) = α0[x(t)+ px(t − τ(t))]2 + α1
∫ t
t−τ(t)
x2(s)ds+ α2
∫ t
t−τ(t)
∫ t
s
x2(θ)dθds
+α3
∫ t
t−σ(t)
tanh2 x(s)ds+ α4
∫ t
t−σ(t)
∫ t
s
tanh2 x(θ)dθds
≤ ξ T (t)Ω ′ξ(t)+ (α1 + α2r)
∫ t
t−τ(t)
x2(s)ds+ (α3 + α4r)
∫ t
t−σ(t)
tanh2 x(s)ds, (8)
where
Ω ′ =
 α0 α0p 0 0α0p α0p2 0 00 0 0 0
0 0 0 0
 .
Now, in order to obtain our result, letting β > 0, for Eq. (1), we have
d[eβtV (t, x(t))]
dt
= eβt
[
βV (t, x(t))+ dV (t, x(t))
dt
]
≤ eβtξ T (t)(λmax(Ω)+ βλmax(Ω ′))ξ(t)+ [β(α1 + α2r)− α2(1− µ)]
∫ t
t−τ(t)
x2(s)ds
+ [β(α3 + α4r)− α4(1− µ)]
∫ t
t−σ(t)
tanh2 x(s)ds, (9)
where λmax(A) denotes the maximum eigenvalue of the matrix A.
Thus, we can choose β > 0 sufficiently small such that
λmax(Ω)+ βλmax(Ω ′) < 0,
β(α1 + α2r)− α2(1− µ) < 0,
β(α3 + α4r)− α4(1− µ) < 0.
(10)
Integrating (9) from 0 to t , from (10), it follows that
eβtV (t, x(t)) ≤ V (0, x(0)). (11)
Where,
V (0, x(0)) = α0[x(0)+ px(−τ(0))]2 + α1
∫ 0
−τ(0)
x2(s)ds+ α2
∫ 0
−τ(0)
∫ 0
s
x2(θ)dθds
+α3
∫ 0
−σ(0)
tanh2 x(s)ds+ α4
∫ 0
−σ(0)
∫ 0
s
tanh2 x(θ)dθds
≤ [2α0(1+ p2)+ α1r + α2r2 + α3r + α4r2] sup
θ∈[−r,0]
|φ(θ)|2
≡ M.
So, we obtain
|x(t)+ px(t − τ(t))|2 ≤ M1e−βt , (12)
whereM1 = Mα0 > 0.
For ∀ε ∈ 0,min β,− 2r log |p| and κ > 0, from the fundamental inequality ab ≤ κa2+ 1κ b2 for any a, b ∈ R, it implies
eεt |x(t)|2 ≤ (1+ κ)eεt |x(t)+ px(t − τ(t))|2 + 1+ κ
κ
eεt |px(t − τ(t))|2
≤ (1+ κ)M1 + 1+ κ
κ
|p|2eεreε(t−τ(t))|x(t − τ(t))|2.
And from ε ∈ 0,min β,− 2r log |p|, we have |p|2eεr < 1. Thus, as κ > 0 is chosen sufficiently large,
ν = |p|
2(1+ κ)eετ
κ
< 1.
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Therefore, it follows
eεt |x(t)|2 ≤ (1+ κ)M1 + νeε(t−τ(t))|x(t − τ(t))|2. (13)
As regards (13), for ∀T ≥ 0,
sup
0≤t≤T
{eεt |x(t)|2} ≤ (1+ κ)M1 + ν sup
θ∈[−r,0]
|φ(θ)|2 + ν sup
0≤t≤T
{eεt |x(t)|2}.
Consequently,
sup
0≤t≤T
{eεt |x(t)|2} ≤
(1+ κ)M1 + ν sup
θ∈[−r,0]
|φ(θ)|2
1− ν . (14)
As T →+∞, from (14), it implies that
sup
0≤t<+∞
[eεt |x(t)|2] ≤
(1+ κ)M1 + ν sup
θ∈[−r,0]
|φ(θ)|2
1− ν ,
that is,
|x(t)| ≤ M2e− ε2 t ,
whereM2 =

(1+κ)M1+ν supθ∈[−r,0] |φ(θ)|2
1−ν > 0. The proof of this theorem is completed. 
When τ(t) ≡ τ , σ (t) ≡ σ , we can easily derive the following corollary:
Corollary 2. The zero solution of Eq. (2) is globally exponentially stable if there exist some positive scalars: α0, α1, α2, α3, α4
such that the following linear matrix inequality (LMI) holds:
Ω =
−aα0 + α1 + α2τ −aα0p 0 α0b∗ −α1 0 α0pb∗ ∗ −aα0 + α3 + α4σ 0
∗ ∗ ∗ −α3
 < 0. (15)
Remark 1. Although the delay-independent sufficient condition for globally exponential stability of Eq. (2) has been
obtained, the technique used in [6] is suitable for constant delay, not for time-varying delays. So, our result can complement
the result given in [6]. Besides, in [6], the delay-independent sufficient condition for globally exponential stability of Eq. (2)
has been given in the form of
a(1− |p|) > b(1+ |p|). (16)
3. Three illustrative examples
In this section, three illustrative examples are given to show the effectiveness of our result.
Example 1. Consider the following equation with time-varying delays:
d
dt
[x(t)+ 0.2x(t − τ(t))] = −0.6x(t)+ 0.5 tanh x(t − σ(t)), t ≥ 0, (17)
when τ(t) = sin2(t)10 and σ(t) = cos
2(t)
10 . By the Matlab LMI Control Toolbox, a solution to the LMI (3) can be obtained as
α0 = 5.7469× e3, α1 = 294.3834, α2 = 353.8508, α3 = 3.3861× e3, α4 = 284.4445.
By Theorem 1, the zero solution of Eq. (17) is globally exponentially stable. Even if the delays τ(t) and σ(t) are constant
delays, the zero solution of Eq. (17) is not globally exponentially stable in [6] since the inequality (16) is not satisfied. Thus,
our result can complement the one given in [6].
Example 2. Consider the following equation from [4–6]:
d
dt
[x(t)+ 0.2x(t − 0.1)] = −0.6x(t)+ 0.3 tanh x(t − σ), t ≥ 0. (18)
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Table 1
Comparisons of the maximum allowed values of σ for
Example 2 when τ = 0.1.
Authors Park [4] Park and Kwon [5] Corollary 2
sup σ 0.445 1.902 1.0× 1021
Table 2
The upper bound of b for Example 3 when τ = σ = 0.5.
Authors Agarwal and Grace [3] EI-Morshedy and Gopalsamy [2] Park [4] Park and Kwon [5] Li [6] Corollary 2
sup b 0.318 0.423 0.423 0.669 0.722 1.346
By solving the LMI (15) with respect to α0, α1, α2, α3, α4, we obtain its solution:
α0 = 7.9063× e8, α1 = 1.5849× e8, α2 = 2.6885× e8, α3 = 2.6896× e8, α4 = 1.7935× e−13,
when themaximum value of σ is 1.0×1021. By Corollary 2, the zero solution of system (18) is globally exponentially stable.
The comparison of the results for the maximum allowable delay bounds σ from [4,5] and our results is given in Table 1 for
when τ = 0.1. It is shown that our result generally produces results that are less conservative than those in [4,5]. Besides,
although the sufficient delay-independent condition for globally exponential stability for system (18) has been obtained
in [6], it can also yield more conservativeness.
Example 3. Consider the following equation from [2–6]:
d
dt
[x(t)+ 0.35x(t − 0.5)] = −1.5x(t)+ b tanh x(t − 0.5), t ≥ 0. (19)
By Corollary 2, we obtain that the zero solution of Eq. (19) is globally exponentially stable for b ≤ 1.346. By solving the LMI
(15) with respect to α0, α1, α2, α3, α4, we obtain its solution:
α0 = 109.9980, α1 = 26.1616, α2 = 0.0248, α3 = 164.9267, α4 = 0.0644,
when the maximum value of b is 1.346. For the above-mentioned system, the maximum allowable bound on b for guaran-
teeing globally exponential stability is listed in Table 2. Obviously, when b = 1.346, the criterion of globally exponential
stability of Eq. (19) is not satisfied in [6]. It is readily seen that our result is less conservative than those in [2–6].
4. Conclusion
In this letter, the exponential stability for neutral delayed differential equations is considered by means of the linear
matrix inequality (LMI). And our delay-dependent sufficient conditions obtained are less conservative than some existing
results and can be easily checked by using the Matlab LMI toolbox. Three illustrative examples are given to demonstrate the
power of our results.
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