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Abstract
This thesis investigated eye movement behavior of subjects during image-quality
evaluation and chromatic adaptation tasks. Specifically, the objectives focused on
learning where people center their attention during color preference judgments,
examining the differences between paired comparison, rank order, and graphical rating
tasks, and determining what strategies are adopted when selecting or adjusting
achromatic regions on a soft-copy display.
In judging the most preferred image, measures of fixation duration showed that
observers spend about 4 seconds per image in the rank order task, 1.8 seconds per image
in the paired comparison task, and 3.5 seconds per image in the graphical rating task.
Spatial distributions of fixations across the three tasks were highly correlated in four of
the five images. Peak areas of attention gravitated toward faces and semantic features.
Introspective report was not always consistent with where people foveated, implying
broader regions of importance than eye movement plots. Psychophysical results across
these tasks generated similar, but not identical, scale values for three of the five images.
The differences in scales are likely related to statistical treatment and image
confusability, rather than eye movement behavior.
In adjusting patches to appear achromatic, about 95% of the total adjustment time
was spent fixating only on the patch. This result shows that even when participants are
free to move their eyes in this kind of task, central adjustment patches can discourage
normal image viewing behavior. When subjects did look around (less than 5% of the
time), they did so early during the trial. Foveations were consistently directed toward
semantic features, not shadows or achromatic surfaces. This result shows that viewers do
not seek out near-neutral objects to ensure that their patch adjustments appear achromatic
in the context of the scene. They also do not scan the image in order to adapt to a gray
world average. As demonstrated in other studies, the mean chromaticity of the image
influenced
observers'
patch adjustments. Adaptation to the D93 white point was about
65% complete from D65. This result agrees reasonably with the time course of adaptation
occurring over a 20 to 30 second exposure to the adapting illuminant.
In selecting the most achromatic regions in the image, viewers spent 60% of the
time scanning the scene. Unlike the achromatic patch adjustment task, foveations were
consistently directed toward achromatic regions and near-neutral objects as would be
expected. Eye movement records show behavior similar to what is expected from a visual
search task.
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Chapter 1 - Introduction
The first goal of this thesis is to connect what we know about eye movement
research to studies regarding image-quality evaluation and chromatic adaptation. In both
domains the importance of eye movements in visual perception has been recognized, but
not thoroughly investigated. For example, experiments focusing on color tolerance for
image reproductions (Stokes, 1991, Gibson, 2001; Fernandez, 2002), and the effect of
image content on color difference perceptibility allude to the importance of viewing
strategies on these results (Judd and Wyszecki, 1975; Farnand, 1995). However, no
formal eye movement studies have been conducted in these areas.
In attempting to better understand the mechanisms responsible for the stable
perception of object color despite changes in illumination and viewing conditions, much
research has focused on chromatic adaptation and the effects of simultaneous contrast.
Historically, many of these experiments have examined the appearance of uniform color
patches presented under conditions where illumination, size, and/or color of the
background have been manipulated. More recently, in the context of image reproduction,
participants have adjusted patches against variegated backgrounds (Breneman, 1987;
Zaidi et al., 1998; Fairchild, 1999; Lee and J. Morovic, 2001) or have manipulated
images on a monitor to produce visual matches in cross-media situations (Braun and
Fairchild, 1996; Fairchild and Braun, 1997; Fairchild and Johnson, 1999). As these
experiments move further away from uniform backgrounds to more spatially and
cognitively-complex stimuli such as images, it is important to know whether the history
of fixations has any influence on color appearance. It is likely that semantic features in an
image, such as faces and memory-color objects, demand more attention during
image-
quality judgments since observers have an internal expectation (daily experiences and
preference) ofwhat these objects should look like (Hunt et al, 1974; Fedorovskaya et al,
1997; Yendrikhovskij et al., 1999). A number of experiments indicate that semantic and
informative objects in the scene receive more fixations per observer than other objects in
the scene (for a review see Henderson & Hollingworth, 1998). What impact semantic
features have on artifact detection and image-quality preference are questions that can be
answered by recording where subjects look in an image. Further, it is possible to
investigate the history of individual fixations and their impact on the state of chromatic
adaptation.
The picture presented above has set the stage for the second goal of this thesis,
which is to use current eye-tracking systems to study visual behavior during image-
quality evaluation and chromatic adaptation tasks. Specifically, the objectives focus on
learning where people center their attention during color preference judgments;
understanding what strategies are adopted across paired comparison, rank order, and
graphical rating tasks; and determining whether the history of fixations contribute to the
state of adaptation while performing achromatic patch adjustments on softcopy displays.
Because eye-tracking studies require additional experimental procedures and
often generate a tremendous amount of data, the third goal of this thesis has been to
develop a software library in Matlab to aid in data collection, analysis, and visualization.
In summary, it is hoped that the framework developed here will facilitate the
integration of eye movement research with future image-quality and color appearance
experiments, and it is expected that this thesis will provide insight on strategies adopted
by observers as they perform various image evaluation tasks.
Chapter 2 - Background
2.1 Overview
Historically, eye movement literature has concentrated on the mechanics of the
eyes in motion. This has provided a rich understanding of the dynamics of the
oculomotor system. The top-down (cognitive) and bottom-up (visual processing
-
starting
at the retina and up) mechanisms responsible for saccadic selection in scenes have also
been studied, but with certain constraints (Fisher et al., 1981; Rayner, 1992).
Realistically, what we know about
"scene"
perception is based on studies involving how
people look at two-dimensional images and video sequences. One of the major
limitations in these experiments is that
subjects'
head movements have been confined by
a bite bar and/or chinrest. While stabilizing the head allows for highly accurate eye
movement records, in many cases the average fixation duration and saccade length
reported from these studies may not be consistent or even comparable with realistic
viewing conditions. Visual behavior of subjects on a
bite-bar and/or chin-rest is vastly
different than the visual behavior observed when subjects are free to make both head and
eye movements (Collewijn et al., 1992; Kowler et al., 1992). Only recently has the
technology been available to study eye movements under more realistic conditions. Land
et al. (1992, 1997, 1999), Pelz et. al. (2000, 2001), Canosa (2000), and Babcock et. al.
(2002), have used portable video-based eye trackers to monitor
subjects'
eye movements
as they perform experiments outside of the laboratory. Commercial systems are also
available that allow integrated eye and head tracking by means of infrared video
monitoring for the eye, and a wireless transmitting system for the head. While the latter
system is still confined to the laboratory, it has the added advantage of recording the
horizontal and vertical position of gaze with respect to various viewing planes in the
environment. This type of system was used for experiments in this thesis and further
detail will be given in Chapter 3.
The following sections provide some background on the role of eye movements in
visual perception as well as a literature review on eye movements and picture viewing.
To provide a context for the experiments discussed in Chapters 5 and 6, the last two
sections in this chapter give an overview on image-quality, psychometric scaling and
chromatic adaptation.
2.2 The Role ofEye Movements in Perception
2.2.1 The Stabilized Image - The mechanisms underlying visual perception are
remarkably complex and research in this area is extensive and ongoing (Wandell, 1995;
Palmer, 1999). In describing the role of eye movements in visual perception it is often
necessary to begin with an overview of what happens when a visual image is stabilized
with respect to the retina. Under such conditions, object perception completely fades
within 1 to 3 seconds, regardless of luminance, size, or color. The resulting empty field
remains this way until retinal image motion is restored (Yarbus, 1967; Pritchard, 1958,
1961). It has been demonstrated from various image stabilization techniques that optimal
visual sensation requires some degree of constant motion (or temporal variation) of the
retinal image. Such motion helps to enhance edge contrast and improve acuity. This
phenomenon was first noted by Adrian (1928), and the disappearance of images
stabilized with respect to the retina was later confirmed by Ditchburn and Ginsborg
(1952), Riggs et al. (1953), and Yarbus (1967). Under normal circumstances images do
not fade because the eyes are in constant motion. Even when attempting to keep the eyes
very still, retinal motion persists due to blinks, involuntary tremors, drift, and miniature
movements of the head and eye. Because shadows of blood vessels, capillaries, and cells
are constantly moving with the retina, their presence typically goes undetected.
2.2.2 The Foveal Compromise - Unlike a uniform CCD sensor in a digital
camera, the eye's retina is composed of two types of sensors called rods and cones. These
receptors have independent thresholds of detection and allow humans to see over a wide
range of conditions. In the periphery of the retina, the rods greatly outnumber the cone
photoreceptors. The large rod distribution allows observers to see under low illumination
conditions such as those experienced at twilight. Despite the high sampling density,
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Figure 1.1 Left - region in the retina called the fovea. Right
- number of receptors as a function of
visual angle from the fovea. The blue shaded region represents rods and the red shaded region
represents cones (figure from Falk, Brill, and Stork, 1986, pg. 153).
At the center of the retina the cone photoreceptors are distributed in the region of
the retina referred to as the fovea (red shading in Figure 1.1). Here, high-resolution cone
photoreceptors, responsible for color vision, are packed tightly together near the optical
axis. From the center outward, the distribution of cones substantially decreases past one
degree of visual angle. Unlike the rods, each cone photoreceptor in the fovea reports
information in a nearly direct path to the visual cortex. In this region of the brain, the
fovea occupies a much greater proportion of neural tissue than the rods (Palmer, 1999,
pg. 38). Given these characteristics, detailed spatial information from the scene is
acquired through the high-resolution fovea. Since the oculomotor system allows us to
orient our eyes to areas of interest very quickly with little effort, most of us are
completely unaware that spatial acuity is not uniform across the visual field.
At a macro-level the temporal nature of eye movements can be described as a
combination offixations and saccades . Fixations occur when the eye has paused on a
particular spatial location in the scene. To re-orient the high-resolution fovea to other
locations, the eyes make rapid angular rotations called saccades. On average, a person
will execute more than 150,000 eye movements a day (Abrams, 1992). This active
combination of head and eye positioning (referred to as gaze changes) provides us with a
satisfactory illusion of high resolution vision, continuous in time and space. When
performing everyday tasks, the point of gaze is often shifted toward task-relevant targets
even when high spatial resolution from the fovea is not required. Since these
'attentional'
eye movements are made without conscious intervention, monitoring them provides the
This excludes involuntary microsaccades and visual tremor. This includes various eye movements
definitions such as smooth pursuit, nystagmus, VOR, OKN, which are considered to be mechanisms that
allow humans to remain fixated on objects that are in motion. Details of these eye movement definitions
can be found in Steinman et. al. (1990), and Becker (1991).
experimenter with an objective window into cognition (Liversedge and Findlay, 2000).
While eye movements do not expose the full cognitive processes underlying perception,
they can provide an indication ofwhere attention is deployed.
2.3 EyeMovements in Picture Viewing
Yarbus stated that saccadic eye movements were responsible for much of the
"refinement"
of perception. During natural image viewing the angular deviation of the
eyes typically does not exceed 20, and 99% of eye movements are composed of
saccades that are less that
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in amplitude (Yarbus, 1967; Lancaster 1941). In the
context of picture viewing, one goal has been to relate the spatial information in an image
to the eye movement sequences made by the viewer. The following section presents an
overview of various studies that have examined the spatial and temporal nature of eye
movements in order to better understand their role in image perception.
Buswell (1935) provided the first thorough investigation of eye movements
during picture viewing. Over 200 participants were tracked while viewing 55
photographs of objects ranging from paintings and statuary pieces, to tapestries, patterns,
architecture, and interior design. Buswell showed that observers exhibited two forms of
eye-movement behavior. In some cases viewing sequences were characterized by a
general survey of the image, where a succession of brief pauses was distributed over the
main features of the photograph. In other cases, observers made long fixations over
smaller sub-regions of the image. In general, no two observers exhibited exactly the same
viewing behavior. However, people were inclined to make quick, global fixations early,
transitioning to longer fixations (and smaller saccades) as viewing time increased.
When
observers'
fixation patterns were plotted collectively for the same image,
areas with a higher density of fixations corresponded with semantically-rich features.
Individually, observers often fixated on the same spatial locations in an image, but not
necessarily in the same temporal order. These plots, revealing spatial similarities of
fixations across subjects, are some of the first objective records to demonstrate that the
eyes do not randomly explore images. Specifically, these eye-movement patterns
confirmed that viewers focus their attention on foreground elements like faces and people
rather than background elements such as clouds or foliage. In comparing initial and final
fixations across subjects, it was clear that the characteristics of the fixation patterns
changed over time. The nature of this change varied across subjects. Initial fixations
tended to focus more on the object of interest, while the last few fixations showed a
greater diversity of observer interests.
For statistical comparison, the images were sectioned (arbitrarily) into sixteen
different regions. When the percentage of fixations falling in each of the 1 6 sections was
compared across fifteen different pictures, no single eye-movement signature was shared
by all images. Typically, the four center squares received the most attention, ranging
from 13.3 to 10.1 percent of the total fixations. However, there was significant variation
of average fixation from picture to picture. A disadvantage (as noted by Buswell) of
dividing the image into arbitrary squares is that segments cut across some natural areas of
interest. Other limitations to the density and percentage-of-fixation (per region) analysis
involve individual patterns of perception that might be counterbalanced by another
person's eye-movement pattern.
Buswell emphasized that eye movements were unconscious responses to the
"demands"
of visual experience, and that the center of fixation generally represented the
center of attention (pg. 9-10). As applied to the analysis of art, short fixations potentially
indicate normal free viewing conditions where only object recognition and scene
characterization is the default task. Longer fixations at some particular location in the
image were hypothesized to result from mental activity related to the interest of the
observer. Some generalizations from Buswell's experiments are as follows:
First, the earliest fixations are shortest. Gradually over time fixation pauses
increase both in the early part of the picture and throughout successive groups of
fixations for the entire period of viewing. Secondly, fixation duration is much more
influenced by the individual characteristics of the observer than by the nature of the
picture being observed. Thirdly, exceedingly long fixations (near 1400 msec for the most
part), seem to correlate with the centers of interest as examined by density plots
Much of Buswell's research reported fixation patterns from free-viewing
situations, however a few of his experiments concluded that the "mental
set"
obtained
from experimental instructions (or reading a paragraph of text about the picture
beforehand) significantly influenced how people looked at pictures (pg. 136).
Brandt (1945) published a general analysis of eye movement patterns collected
from people looking at advertisements. His study also investigated the role of eye
movements in learning strategies, as well as in the perception of art and aesthetics. Like
Buswell, Brandt concluded that there were individual differences in eye movements, but
in general, these behaviors were similar enough that certain "psychological
laws"
could
be formulated (pg. 205).
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Yarbus (1967) also confirmed the hypothesis that eye movements were not simple
reflexes tied to physical features of an image. He showed that the eyes were directed to
areas in the image that were "useful or
essential"
to perception (pg. 175). In his well-
known example, Yarbus recorded the eye movements of subjects while they examined
I.E. Repin's, An Unexpected Visitor. During free-viewing, eye movement patterns across
seven subjects revealed similar areas of attention. However, different instructions, such as
estimating the material circumstances of the family, or remembering the clothes worn by
the people in the scene, substantially changed the eye movement patterns for the person
viewing the painting. In general, the most informative regions were likely to receive more
fixations.
Since Buswell, Brandt, and Yarbus (among others) demonstrated that observers
generally direct their attention to the same regions in an image, several authors set out to
explore how the semantic features in a scene influenced eye movement behavior
(Mackworth and Morandi, 1967; Antes, 1974; Loftus and Mackworth 1978; De Graef et
al., 1990; Henderson et al., 1999). Noton and Stark (1971) analyzed the chronological
order of fixations in an attempt to identify recurring sequences of saccades they termed
scan paths. In most of these experiments participants viewed black-and-white line-
drawings or monochrome-shaded drawings of realistic scenes (in Antes 1974, subjects
viewed two color photographs - a mask and a coastline). Again, the general conclusion
was that eye movements were not random, and that fixations across observers were tied
to the most informative regions in the picture. Further, while there was variability across
subjects, individuals often repeated scan paths to specific regions in the image.
Mackworth andMorandi (1967), Antes (1974) and Loftus andMackworth (1978) showed
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that observers were likely to fixate on the most informative regions in the image within
the first two seconds of viewing; implying that peripheral vision was used for early
saccadic selection. In contrast, experiments conducted by De Graef et al. (1990) and
Henderson et a/.(1999) revealed that semantically informative regions were just as likely
to receive early fixations as non-informative regions. Results from these experiments
provide conflicting evidence that initial exposure from the periphery provides enough
information to identify, and fixate, on semantic features in the scene. Part of the
disagreement may result from differences in the
experimenters'
definition ofwhat is most
informative. Henderson and Hollingworth (1998) argue that experimental parameters
such as image size, viewing time, and image content also make it difficult to compare eye
movement results across these various experiments and may account for some of the
inconsistencies.
In studying the effect of aesthetic judgments in picture viewing, Molnar (1981)
had fine-art students view eight classical pictures ranging from Rembrandt to Chirico.
Half of the students were instructed to view the pictures carefully, as they would later be
questioned about what they saw. These individuals were designated as the semantic
group. He told the other half that they would be asked about the aesthetic qualities of the
pictures (labeling them as the aesthetic group). Measures of fixation duration indicated
that the aesthetic group made longer fixations than the semantic
group. However, there
was little difference in the magnitude of saccades between the two groups. Longer
fixation duration for the aesthetic group provided an argument that more time was needed
to make aesthetic judgments about the pictures. However, aesthetic judgments did not
seem to influence the angular distance between fixations. In an experiment inspired by
12
Molnar's work, Nodine, Locher, and Krupinski (1991) found that the composition of the
image did influence how trained versus untrained artists looked at paintings. In their
experiment,
artists'
fixation durations were longer, and their eye movement patterns
tended to move back and forth between objects and backgrounds, suggesting that
attention was directed toward structural relationships. For untrained viewers, fixation
durations were shorter, and eye movement patterns focused mainly on foreground
elements that conveyed the most semantic information. These results and others on
viewing x-rays for tumors (Kundel et al, 1987; Wooding, 1999) demonstrate that the
strategies adopted by trained versus untrained viewers can be revealed through eye-
movement records.
Mannan, Ruddock, and Wooding (1996) compared spatial features such as
contrast, spatial frequency content, and edge density with observer's fixations. The
authors concluded that fixation distributions were consistent across observers, but that no
statistical relationship could be determined between the spatial features examined and the
fixation locations made by viewers. In a similar experiment, Krieger et al (2000) found
that areas of higher spatial variance had a higher probability of fixation, but no significant
differences beyond these variance effects could be found at the level of power spectra.
Further analysis using higher-order statistics, such as bispectral density analysis, revealed
clear structural differences between image regions selected by fixations in comparison to
regions that were randomly selected by the computer. The authors concluded that top-
down knowledge is necessary to fully predict where human observers look in an image.
Further, two-dimensional image features such as curved lines, edges, occlusions, isolated
spots and corners play an important role in saccadic selection.
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In the context of image quality, Endo, et al. (1994) showed that image artifacts
(noise blur and JPEG compression) applied to regions outside fixation areas resulted in
higher rankings for those images compared to images with artifacts applied uniformly. In
this experiment participants viewed eight images on a CRT (one minute per image) while
their eye movements were recorded. Each image was divided into 10x10 sub-regions.
The number of fixations for each sub-region was tallied and fixation maps were obtained
by normalizing to the maximum number fixations for each of the 10x10 regions.
Normalized values larger than 0.50 were defined as the fixation areas of the image.
Individual fixation distributions were similar among the six observers.
After obtaining eye movement maps, noise and blur artifacts were applied to the
following spatial locations in each of the original images: 1) to the fixation areas
specifically, 2) outside the fixation regions only, and 3) over the entire image. In a
follow-up experiment, the same observers ranked the degraded images against the
original image by method of categorical scaling. Five out of the eight images with
degraded regions outside the fixation areas received higher rankings. This result
prompted a second experiment using JPEG compression instead of blur and additive
noise. Again, five out of the eight images with compressed regions outside the fixation
areas received higher rankings. In this case, the two lowest ranked images consisted of
large uniform regions where block artifacts from local compression were especially
noticeable.
Miyata et al (1997) used fixation maps to improve the correlation between
psychometric scales and objective image quality measures. Two images were used as test
stimuli; a portrait and a busy outdoor cafe. Three types ofmanipulations were applied to
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each image including blur, additive noise and chroma offset. Participants viewed these
images on a CRT while their eye movements were recorded. The objective was to
determine whether fixation areas changed substantially for images with varying spatial
and colorimetric artifacts.
Similar to Endo, et. al. (1994), the images were sub-divided into 16x16 squares,
and the number of fixation points was tallied for each sub-region. Fixation maps were
similar across the six viewers, indicating that global image artifacts did not influence
where people looked in the image.
In the second part of the experiment, 15 new observers ranked 36 portrait and cafe
images with additive noise and sharpness manipulations. Interval scales were computed
using the method of successive categories combined with Torgerson's Law of
Categorical Judgment.
Objective quality metrics were computed for each 16x16 sub-region using the
power spectrum of the image weighted by a contrast sensitivity function (Tsumura et al,
1996). Linear regression was used to compare the interval scale with maximum values for
fixation areas only and whole image areas respectively.
The results from this experiment demonstrated that fixation maps could improve
the prediction of subjective quality ratings. However, it is apparent that future validation
across a larger number of images was needed.
Osberger and Maeder (1998) used a split and merge technique (based on the
spatial and color variance of the image) in conjunction with empirical weightings to
automatically determine the importance of objects in an image. These "importance
maps"
were similar to the peak areas of attention as revealed from eye movements. Among the
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many applications involving computer vision systems, importance maps are of great
interest in image quality investigations because they may be used to develop spatially
selective compression algorithms in video and still images.
The series of experiments started by Buswell in 1935 have focused on the role of
eye movements in image perception. In general, these experiments have demonstrated
that most observers deploy their attention to the same spatial regions in an image, but not
necessarily in the same temporal order. They have shown that where people look is not
random and that eye movements are not simply bottom-up responses to visual
information. Further, these experiments indicate that the level of training, the type of
instruction, and observer's background all have some influence on the observer's viewing
strategies.
2.4 Image Quality and Psychophysics
The formal study of image quality can be traced back to traditional photographic
reproductions where image attributes, such as tone reproduction, sharpness, colorfulness,
contrast, and graininess, have been investigated using various psychophysical techniques
(Hunt, 1974; Bartelson, 1982; Johnson & Fairchild, 2000; Engeldrum, 2000). In the last
decade, new classes of image quality attributes have emerged as a result of the transition
from film-based technology to digital imaging systems. As a result of this transition, the
science of subjective image evaluation has also matured (Shaw, 2002). It is clear that
psychophysics will play a significant role in the development of future imaging systems.
Furthermore, computational resources will continue to encourage novel approaches to
image quality modeling.
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While it is possible to measure many physical aspects of an image, it is clear that
image features alone cannot be used to predict image quality. Ultimately, the human
observer has to be included. In subjective image evaluation, various psychometric scaling
techniques have been used (Engeldrum, 2000). Common techniques include the method
of paired comparison, rank order, category scaling, and graphical rating. Generally,
certain assumptions are made regarding the applicability of visual data collected in
laboratory experiments. One question is whether the perceptions resulting from
psychophysical experiments correlate to visual perceptions in the real world of imaging
devices and displays. Further, electing the best psychophysical technique is often based
on the confusion of the sample set, the number of samples used, and observer effort.
Practical situations further dictate which method is most fitting. For example, softcopy
displays make best use of the paired comparison paradigm over rank order due to the
impracticality of displaying many images on the screen while maintaining high-
resolution.
Assuming all other factors are equal, how well does a scale obtained from one
technique compare to that of another? Further, how do we know whether different
experimental techniques themselves have any influence on the strategies adopted by
observers? Comparing results across different techniques requires some assumptions. For
example, paired comparison experiments provide an unbiased measurement since each
stimulus serves as a standard against every other stimulus. Theoretically, rank order
provides the same information since observers must compare each sample with every
other sample in order to form the rank. This would suggest converting rank order data to
interval data according to the comparative-judgment method. In one study, Bartleson
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(1984) had subjects scale the colorfulness of nine colored papers using a variety of
scaling methods. Interval scales obtained across rank order, paired comparison, and
graphical rating techniques produced very similar results. Because Bartelson's work
served as a general example of how to apply different psychometric scaling techniques,
the samples used in his experiment were uniform patches which are not likely to elicit
strategies that result when viewing more complex stimuli such as images. Hevner (1930)
also examined the relationship between various scaling techniques in determining the
quality of handwriting samples. In this study over 370 subjects scaled the handwriting
specimens based on their geometrical properties such as neatness and uniformity. Her
study concluded that values across scaling experiments produced very similar results.
In a recent study, Cui (2000) compared the interval scales from rank order and
paired comparison data in a color image quality experiment. His results show that the two
methods produce similar, but not identical interval scales. So far the common trend is that
scale values from different psychometric experiments produce similar, but not identical
results Does the difference in scale values result from observer performance (which
might be revealed by eye movements), or bias due to statistical approaches?
Task-dependent eye movements may be a source of variability when comparing
results from different psychometric tasks. One question to be answered in this thesis is
whether viewing strategies substantially change across paired comparison, rank order,
and graphical rating experiments. By tracking
participants'
eye movements, locus of
fixation can be compared across subjects and across images to indicate which regions
receive the most
"foveal"
attention during image quality judgments.
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2.5 ColorAppearance and Chromatic Adaptation
Various features in the visual field such as the light source, background, and/or
surround can influence the color appearance of objects. In most cases the visual system
"automatically"
adapts to illumination changes in the environment. This is often referred
to as chromatic adaptation.
Historically, chromatic adaptation has been studied for two reasons. The first
reason is to better explain the functioning of the visual system. The second reason is to
provide useful data on the color appearance of objects under a variety of viewing
conditions (Wright, 1981). Early experiments examined the color appearance of uniform
color patches presented under conditions that manipulate the viewing illumination, size,
color of the background, and/or the time of retinal exposure. In the context of image
reproduction, experiments have judged patches against spatially complex backgrounds or
have manipulated images on a monitor to produce visual matches in cross-media
situations (Breneman, 1987; Zaidi et al, 1998; Fairchild, 1999; Lee & J. Morovic, 2001).
Others have examined the effects of ambient illumination, mixed illumination, and white
point characteristics on chromatic adaptation (Katoh, 1994, 1995; Brainard and Ishigami,
1995; Katoh & Nakabayashi, 1997; Oskoui & Pirrotta, 1998; Henley, 2000). These
studies have revealed that chromatic adaptation is typically incomplete for white points
other than D65 on soft copy displays. Knowing how these factors influence color
appearance has been useful in developing color appearance models and
device-
independent color spaces. These tools aim to provide accurate reproduction of colors
across different media and viewing conditions.
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The underlying mechanisms responsible for our
"stable"
perception of object
colors across illumination changes are partly sensory and partly cognitive (Fairchild,
1992, 1997). In its simplest form, the sensory mechanisms can be modeled as gain
controls occurring at the level of cone receptors. Historically this approach dates back to
the work of von Kries in 1902, who proposed that adaptation occurred as a result of each
receptor type being independently fatigued. Our everyday experiences with objects under
various illuminations also gives rise to memory colors and context-dependent clues
which can affect the degree of adaptation through cognitive interpretation (i.e.
discounting the illuminant). Because color perception appears stable during reasonable
changes in illumination, it is clear that the visual system must compensate for the scene
illuminant. How this is accomplished is still unclear. One hypothesis is that local
receptive fields adjust to the average chromaticity of the scene over a series of eye
movements. Another hypothesis is that the receptive fields across the visual field
integrate to obtain the average chromaticities of the scene.
In support of the former hypothesis, Fairchild and Lennie (1992), and Fairchild
and Reniff (1995) showed that chromatic adaptation was spatially localized and occurred
over a much slower time period than was previously assumed. These experiments
suggested two stages of chromatic adaptation: The first stage is characterized by a fast
detectability mechanism (a few seconds) and the second stage is characterized by a
slower appearance mechanism (90% complete after 60 seconds). The slow-acting
mechanism is important because it suggests that the history of eye movements may play
an important role in the final color appearance of objects.
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Chapter 6 will examine how eye movement behavior affects the state of
adaptation. A particular question to answer is whether fixations on different spatial
locations in an image will influence adjustments of an achromatic patch. For example,
will people adjust an achromatic patch to the same chromaticity in a normal image, a
mosaic image, and a spatially uniform background all with the same mean luminance and
chromaticity? Another question to be addressed is where people look when performing
these kinds of adaptation experiments. Typically, experiments either constrain eye
movements by providing a central fixation point and/or have spatially-uniform fields that
do not elicit eye movements that might be evident in free viewing natural images.
Knowing where people look will be useful in determining whether people scan the scene





3. Eye Tracking Instrumentation
3.1 Overview
The introduction and background in the previous chapters provided context in
which eye tracking systems have been used to study how people look at images. This
chapter provides some detail about the eye tracking equipment used for this thesis and
presents an overview of the typical accuracy achieved with a head-free eye tracking
system. The final sections will describe the post-processing applied to the raw eye
movement data in order to remove blink and saccade intervals, and to correct for offsets
resulting from a shift or translation of the headgear.
3.2 Bright Pupil Configuration -Theory ofOperation
The most common eye tracking technique uses bright pupil illumination in
conjunction with an infrared video-based detector (Green, 1992; Williams and Hoekstra,
1994). This method is successful because the retina is highly reflective (but not sensitive)
in the near infrared wavelengths. Light reflected from the retina is often exhibited in
photographs where the camera's flash is aimed at the subject's line of sight. This
produces the ill-favored "red
eye."
Because the retina is a diffuse retro-reflector, long-
wavelength light from the flash tends to reflect off the retina (and pigment epithelium),
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and, upon exit, back-illuminates the pupil. This property gives the eye a reddish cast
(Palmer 1999).
Bright-pupil eye tracking purposely illuminates the eye with infrared and relies on
the retro-reflective properties of the retina. This technique also takes advantage of the
first-surface corneal reflection, which is commonly referred to as the first Purkinje
reflection, or PI, as shown in Figure 3.1 (Green, 1992). The separation between pupil and
corneal reflection varies with eye rotation, but does not vary significantly with eye
translation caused by movement of the headgear. Because the infrared source and eye
camera are attached to the headgear, PI serves as a reference point with respect to the
image of the pupil (see Figure 3.2). Line of gaze is calculated by measuring the
separation between the center of the pupil and the center of PI. As the eye moves, the
change in line of gaze is approximately proportional to the line of change in this
separation. The geometric relationship (in one-dimension) between line of gaze and the
pupil-corneal reflection separation (PCR) is given in Equation 1 :
PCR=ksin(0) (1)
0 is the line of gaze angle with respect to the illumination source and camera; k is the
distance between the iris and corneal center which is assumed to be spherical. In this








Figure 3. 1 -- Right various Purkinje reflections within the eye. Left, geometry used to calculate the line of
gaze using the separation from PI and the center of the pupil. The cornea is assumed to be spherical (Green,
1992; ASL manual 1997).
x and y positions
Figure 3.2 - A) An infrared source illuminates the eye. B) When aligned properly, the illumination beam enters
the eye, retro-reflects off the retina and back-illuminates the pupil. C) The center of the pupil and corneal
reflection are detected and the vector difference computed using Equation 1 .
3.3 Video-Based Eye Tracking
The Applied Science Laboratory Model 501 eye tracking system was used for all
experiments in this thesis. The main component includes the head mounted optics
(HMO), which houses the infrared LED illuminator, a miniature CMOS video camera
(sensitive to IR), and a beam splitter (used to align the camera so that it is coaxial with
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the illumination beam). An external infrared reflective mirror is positioned in front of the
subject's left eye as shown in Figure 3.3. This mirror simultaneously directs the IR source









Figure 3.3 - The video-based Applied Science LaboratoryModel 501 eye tracking system.
A second miniature CMOS camera is mounted just above the left eye to record
the scene from the subject's perspective. This provides a frame of reference to
superimpose a pair of crosshairs corresponding to the subject's point ofgaze (Figure 3.4).
Above the scene camera a small semiconductor laser and a two-dimensional diffraction
grating are used to project a grid of points in front of the observer. These points are used
to calibrate the subject's eye movements relative to the video image of the scene. Since
the laser is attached to the headgear, the calibration plane is fixed with respect to the
head. The laser points provide a reference for the subject when asked to keep the head
still relative to a stationary plane such as a monitor.
Eye and scene video-out from the ASL control unit is piped through a picture-in-
picture video-mixer so that the eye image can be superimposed onto the scene image
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(Figure 3.4). This reference provides important information regarding track losses, blinks,
and extreme eye movements. The real-time eye and scene video images are recorded onto
Hi8 videotapes using a Sony 9650 video editing deck.
eye image
Figure 3.4 - Shows an image of the scene from the perspective of the viewer. The eye image is
superimposed in the upper left and the crosshairs indicate the point of gaze.
Because the system is based on NTSC video signals, gaze position is calculated at
60 Hz (video field rate). The ASL software allows for variable field averaging to reduce
signal noise. Since the experiments in this thesis were not designed to investigate the
low-level dynamics of eye movements, gaze position values were averaged over eight
video fields. This yielded an effective temporal resolution of 133 msec.
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3.4 Integrated Eye and Head Tracking
Both horizontal and vertical eye position coordinates with respect to the display
plane are recorded using the video-based tracker in conjunction with a Polhemus 3-Space
Fastrak magnetic head tracker (MHT). Figure 3.5 shows an observer wearing the
headgear illustrated in Figure 3.3.
Figure 3.5 - Setup of the magnetic transmitter positioned behind the observer.
Gaze position (integrated eye-in-head and head-position & orientation) is
calculated by the ASL using the bright pupil image and a head position/orientation signal
from the MHT. This system uses a fixed transmitter (mounted above and behind the
subject in Figure 3.5) and a receiver attached to the eye tracker headband. The transmitter
contains three orthogonal coils that are energized in turn. The receiver unit contains three
orthogonal Hall-effect sensors that detect signals from the transmitter. Position and
orientation of the receiver are determined from the absolute and relative strengths of the
transmitter/receiver pairs measured on each cycle. The position of the sensor is reported
27
as the (x, y, z) position with respect to the transmitter, and orientation as azimuth,
elevation, and roll angles.
3.5 Defining the Display Plane Relative to the Magnetic Transmitter
Eye-head integration software reports gaze position as the X-Y intersection of the
line-of-sight with a defined plane. In order to calculate the gaze intersection point on the
display screen, the position and orientation of the display is measured with respect to the
transmitter. This is done by entering the three-dimensional coordinates of three points (in
this case, points A, B, and C on the 9 point calibration grid) on the plane into the ASL
control unit as illustrated in Figure 3.6. Using the Fastrak transmitter as the origin, the
distance to each of the three points is measured and entered manually. Observer's real
time gaze intersection on the display is computed by the ASL and the coordinates are
saved to a computer for off-line analysis.
Figure 3.6 -The viewing plane is defined by entering the three-dimensional coordinates of three
points (in this case, points A, B, and C of calibration target) on the plane into the ASL control unit.
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3.6 Eye-Head Calibration
The eye tracker was calibrated for each subject before each task. Calibrating the
system requires three steps; 1) measuring the three reference points on the calibration
plane as described in section 3.5, 2) defining the nine calibration points with respect to
the video image, and 3) recording the subject's fixation for each point in the calibration
target.
The accuracy of the track is assessed by viewing the video calibration sequence
and by plotting the fixation coordinates with respect to the actual calibration image.
Because the scene camera is not coaxial with the line of sight (leading to parallax errors),
calibration of the video signal is strictly correct for only a single distance. For
experiments in this thesis, gaze points fell on the plane of the display. Because viewers
did not change their distance from the display substantially, parallax errors were not
significant in the video record.
The gaze intersection point calculated by the ASL from the integrated eye-in-head
and head position/orientation signals is not affected by parallax. After initial eye
calibration, the gaze intersection is calculated by projecting the eye-in-head position onto
the display, whose position and orientation were previously defined.
Figure 3.7 plots the X-Y position of a subject looking at a nine-point calibration
target displayed on a
50"
Pioneer Plasma display (more detail about the display is given
in Chapter 4). The vector coordinates from the eye, which are reported in inches by the
MHT/eye tracker, are converted to pixel coordinates relative to the image and screen











Figure 3.7 -Blue points indicate the eye position as the subject looked at the nine-point calibration
target on a
50"
Pioneer Plasma Display. Note that the subject blinked while fixating on the upper
left point, which is indicated by the cascade ofpoints in the vertical direction.
Figure 3.8 shows the fixations plotted on a 17-point target whose points fall
between the initial 9-point calibration nodes. In viewing the
50"
display, points near the
edge of the screen require a large angle (greater than 20) from the central axis. Points
three and six demonstrate how accuracy is affected due to a track-loss of the first surface
reflection. The 17-point fixation data for all subjects was recorded at the end of the
experiment, which was typically one hour after initial calibration. In this example, the



















Figure 3.8 -Shows the fixation coordinates on a 17 point grid displayed on the Pioneer Plasma
Display. The record was taken ~ lhr after initial calibration. Note that for extreme eye movements
(greater than 20) accuracy is affected due to loss of the first surface reflection on the cornea. Also,
the headgear often moves slightly during the experiment. This can result in a small offset (to the
upper right in this example).
3.7 Fixation Accuracy
One disadvantage of using a head-free system is that the accuracy of the eye
movement record can vary substantially from subject to subject. The differences are not
systematic and vary from point to point since each observer's cornea and retina are
unique. To estimate the accuracy of the track across subjects, the average angular
distance from the known calibration points and fixation record was calculated for both 9
and 1 7-point targets. Accuracy was examined on data acquired from two displays; a
50"
Pioneer Plasma Display (PPD), and a
22"
Apple Cinema Display (ACD). The PPD
totaled 1280 x 768 pixels with a screen resolution of 30 pixels per inch. Viewers sat
approximately 46 inches away from the display, yielding a visual angle of 50 x 30. This
distance results in approximately 26 pixels per degree. The ACD totaled 1600 x 1024
pixels with a screen resolution of 86 pixels per inch. Viewers sat approximately 30 inches
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from the display, yielding a visual angle of 34 x 22. This resulted in approximately 46
pixels per degree.
Figure 3.9 plots average angular deviation (in degrees) for 26 observers viewing
the 9-point calibration grid on the PPD and 7 observers viewing the same target on the
ACD. Center point 5 resulted in smaller error compared to corner points 1, 3, 7 and 9.
The average angular deviation across all subjects and both displays for the 9-point target
was 0.73. Point 3 (upper-right) resulted in the lowest accuracy for targets displayed on
the PPD. This error is likely due to a large, asymmetrical specular reflection that results







Figure 3.9 - Shows the average angular deviation from the known coordinates on a 9-point
calibration grid displayed on a Pioneer Plasma Display and an Apple Cinema Display. Error bars for
the PPD indicate one standard error across 26 observations. Error bars for the ACD indicate one
standard error across 7 observations. The average error across both displays is 0.73 degrees.
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Figure 3.10 plots average angular deviation (in degrees) for 36 observers viewing
the 17-point calibration grid on the PPD and 17 observers viewing a 17-point grid on the
ACD. Because points 1-9 in the 17-point grid are farther from the center than points 1-9
in the 9-point grid (compare Figures 3.7 & 3.8), larger errors often result. The average
angular deviation across all subjects and both displays for the 17-point target was 1.17.
D Pioneer Plasma 17pt
AppleCinema 17pt
Figure 3.10- Shows the average angular deviation from the known coordinates on a 1 7-point grid
displayed on a Pioneer Plasma Display and an Apple Cinema Display. Error bars for the PPD
indicate one standard error across 36 observations. Error bars for the ACD indicate one standard
error across 17 observations. The average error across both displays is 1.17 degrees.
It is typical for points near the edge of the display to result in poor accuracy. However,
Figure 3.9 and 3.10 report the worst-case error since angular deviations were calculated
on raw data eye movement data that include blink artifacts and offset due to movement or
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translation of the headgear. Figure 3.11 plots a histogram of angular deviation across all




Figure 3.1 1 - Plots the frequency of angular deviation (in degrees) from the known calibration point
across all the calibration trials. Mean angular deviation was about 0.95 degrees with a standard
deviation of0.8 degrees.
Figure 3.11 shows that, on-average, the accuracy of the eye tracker is roughly within 1
degree of the expected target, and that eye movements toward the extreme edges of the
screen can produce deviations as large as 5.3. An average error of
1
agrees with the
accuracy reported in the ASL user manual (ASL manual, 1997, pg. 51). The reader
should keep in mind that experiments in this thesis did not require subjects to spend much
time looking near the edges of the screen. Most of the tasks required attention within the
boundary of the smaller 9-point grid. The following sections describe some of the post
processing applied to the raw eye movement data in order to
remove blink and saccade
intervals, and to correct for offsets resulting from a shift or translation of the headgear.
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3.8 Blink Removal
Along with horizontal and vertical eye position, the ASL also reports the size of
the pupil for each field. This is useful because the pupil diameter can be used to detect
and remove blink artifacts such as those shown in Figure 3.7. An algorithm was written
in Matlab to parse out regions of the data where the pupil diameter was zero. Figure 3.12
plots a subject's fixations over -18 seconds before and after blink removal. Green lines
indicate vertical eye position as a function of time. Blue lines indicate pupil diameter as
reported from the ASL. Segments of the pupil record equal to zero were used as pointers
to extract blink regions. Because of field averaging, a certain delay resulted before
detecting the onset and end of a blink. The Matlab algorithm used the average width of
all blinks within each trial to define the window of data to remove for each blink. Red


















































Figure 3.12 -The spikes in the left graph (green line) indicate regions in the vertical eye position record where
blinks occurred. The blue lines indicate the pupil diameter. Red dots indicate the start of the blink as indicated
by the algorithm. The graph to the right plots the data with blinks removed.
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Figure 3.13 plots X and Y fixation coordinates before and after blink removal from the
data shown in Figure 3.12. The cluster of blue dots indicates where the subject was
looking. In this example the task was to adjust a small patch in the center of the image to
appear achromatic, hence the large cluster of fixations in the center. More detail about
this task is given in Chapter 6.
Before Blink Removal




100 200 300 400
horizontal position (pixels)
500 600
Figure 3.13 - Fixations plotted before (upper plot) and after (lower plot) blink removal.
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3.9 Saccade Detection and Removal
As stated earlier, the ASL software allows for variable field averaging to reduce
signal noise. While averaging over eight video fields is optimal for the video record, it
does result in artifacts that can obscure the data when plotting fixation density or
compiling a spatial histogram of fixation position across multiple subjects. Typically, the
sampled data between fixations (during saccades) is unwanted because it obscures the
actual eye position. A simple saccade removal algorithm was written to extract these
unwanted data points. Figure 3.14 shows examples of fixation data plotted before and
after saccade removal. The data removal is based on a moving window which compares
the maximum Euclidian distance of three successive points to the maximum tolerance
distance defined by the program. In this example, the maximum distance was 13 pixels.
Again, this is an example taken from the patch adjustment task described in Chapter 6.
>:
*>
Figure 3.14 - The top image shows an example of the raw eye movement data. The bottom image
shows the result with blinks and samples in-between fixations removed.
37
3.10 Offset Correction
Despite efforts to get an optimal calibration, the MHT accuracy can still drift over
time due to the headgear settling or shifting. This often results in an additive offset as
illustrated in Figure 3.8 and Figure 3. 15. Ideally, a single offset correction would be
applied to the entire data file. However, this does not always provide the best results
since the headgear may shift more than once during the experiment. To get the most
accurate correction, an offset should be applied relative to some known target in the
viewing plane; such as a central fixation point. For the achromatic patch adjustment task
(discussed in Chapter 6), an offset correction was applied with respect to the center of the
adjustment patch for each of the 72 images across 17 observers. The following
description illustrates how this was done.
Figure 3.15- Shows an example of the eye movement data where an offset occurred.
For this example it is clear that the large cluster of fixations should fall over the
central adjustment patch. However, because the headgear shifted during the experiment,
the offset to the upper-left is evident in the MHT record. This error typically does not
affect the video record since the separation between the eye and specular reflection do not
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vary significantly when the headgear slips (discussed in section 3.2). However, when
headgear is bumped, or moved, it shifts the MHT receiver and offsets the calculated eye
position. Rather than stop the experiment to recalibrate, it was possible to continue on
with the expectation of correcting for the offset later.
Since most a large number of fixations occurred on the central patch, a program
was written to apply a correction on a per-image basis if an offset was necessary. First,
the image was displayed with raw fixation data (in this example blink segments and
saccade intervals were removed). Next a crosshair appeared in which the user selects the
region of the fixation data intended to be located at the center of the image. The offset is
then applied and re-plotted for verification, as shown in Figure 3.17.
Figure 3.16 - Shows an example of crosshairs used to identify the central fixation cluster, which
should be located over the gray square in the center of the
image.
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Figure 3.17 - Shows an example of the offset-corrected eye movement data, with saccade
interval and blink data removed.
Along with blink and saccade data removal, a similar method of offset correction
was applied to the other experiments using fixation landmarks such as buttons and sliders
as offset origins, or the offset was manually applied by referencing the video footage. In
the achromatic patch selection task, all mouse movements were recorded, and the last
mouse position (which the observer was sure to be fixating) was used as an offset marker.
3.1 1 Data Smoothing and Visualization
The Applied Vision Research Unit at the University of Derby has recently
collected eye movement data from 5,638 observers looking at paintings on exhibit at the
National Gallery in London. This exhibition is the world's largest eye tracking
experiment and has generated so much data that researchers were faced with the problem
of trying to visualize
subjects'
fixation data beyond conventional statistics such as
fixation duration and number of fixations. Wooding (2002) has presented this data in the
form of 3-D fixation maps which represent the observer's regions of interest as a spatial
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map of peaks and valleys. This thesis has expanded on
Wooding'
s visualization
techniques to include a suite ofMatlab tools aimed at plotting 3-D fixation surfaces over
the 2-D image that was viewed. The following sections describe the visualization
approach.
The ASL control unit reports the horizontal and vertical eye position projected
onto the display in inches for each sampled point. These values are converted to pixel
coordinates relative to the image. Fixation distribution across multiple observers (with
blinks and saccade intervals removed) is converted into a 2D histogram (1 pixel bin size)
where the height of the histogram represents the frequency of fixation samples for a
particular spatial location. Because the number of pixels covered by the fovea varies as a
function of viewing distance, the data is smoothed with a Gaussian convolution filter
whose shape and size is determined by the pixels per degree for a display at a given
viewing distance. Table 3.1 provides sample calculations used to compute pixels per
degree for the two displays.
Table 3.1 Calculations for pixels per degree and Gaussian filter
































Gaussian width at half height (pixels) 16 34
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The width of the Gaussian function at half-height is given in Table 3.1. The top
images in Figure 3.18 show sample data from an image viewed on a Pioneer Plasma
Display. These maps plot normalized frequency of fixation across 13 subjects before and
after smoothing the 2D histogram. The bottom image shows a color contour plot of the
smoothed data.






Figure 3.18 - Shows normalized frequency of fixation across 13 observers
convolved with Gaussian
filter whose width at half-height is 16 pixels. The filter corresponds to
a 2 degree visual angle at 46
inches for a
50"




This chapter provided description of the eye tracking equipment used for this
thesis. The accuracy of the track across two displays was roughly within l degree of the
expected target, and eye movements near the edges of the screen produced deviations as
large as 5.3. This result agrees with the tracking accuracy reported by the manufactures.
A library of Matlab functions was developed to remove blinks and extract saccade
intervals resulting from video field-averaging. While no rotational correction was
applied, a simple offset was used to improve the accuracy of the eye movement data in
cases where the headgear shifted during the experiment.
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Chapter 4
4. LCD and Plasma Display Characterization
4.1 Overview
LCD and Plasma display technologies are promising solutions for large-format
color displays. As these devices become more popular, display size and colorimetric
performance emerge as important considerations in psychophysical experiments. Display
size is particularly significant in eye movement studies because the accuracy of the track
is defined as a function of visual angle. At a constant distance larger displays will result
in a smaller fraction of fixation uncertainty within an image. For these reasons a 50 inch
Plasma display and a 22 inch LCD were used to present stimuli for the experiments
discussed in the next two chapters. Both displays were characterized using
one-
dimensional lookup tables followed by a 3x3 matrix as outlined in technical reports by
Fairchild and Wyble (1998), and Gibson and Fairchild (200 1). Optimal flare terms were
estimated using the techniques outlined by Berns, Fernandez and Taplin (in press) and a
regression-based channel interdependence matrix was included to further improve the
accuracy of the Plasma display's forward model. This chapter presents an overview of
that analysis.
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4.2 Specifications, Configuration, & Setup
The Pioneer Plasma Display PDP-503CMX totals 1280 x 768 pixels with a screen
resolution of 30 pixels per inch. Viewers sat approximately 46 inches away from the
display yielding a visual angle of 50 x 30. This distance results in approximately 25
pixels per degree. The Apple Cinema Display totals 1600 x 1024 pixels with a screen
resolution of 86 pixels per inch. Viewers sat approximately 30 inches from the display
yielding a visual angle of 34 x 22. This resulted in approximately 46 pixels per degree.
The Plasma display was equipped with a PDA-5002 expansion video card
supporting DVI (digital RGB signal). Both displays were driven by a Pixel Perfect
GC-
K2A 64 Mb graphics card from a Dell 1 .2 MHz Pentium processor. The Apple Cinema
Display was externally powered using an ATI DVIator power supply whose adaptor
converts Apple's proprietary ADC connection to a standard DVI connection. Display
white point was set to 6500 K and gamma adjusted to 1.8 for both displays using the
Adobe Gamma utility.
The two displays were measured independently on consecutive days after
approximately two hours of warm-up. Colorimetric measurements were made using an
LMT C1210 colorimeter with the room lights off. Data was collected using
Matlab-
driven IEEE interface supplied by Lawrence Taplin. Spectral radiance measurements
were collected using a PhotoResearch PR-704 spectroradiometer.
Color data are reported
as CIE tristimulus and chromaticity coordinates computed using the CIE 1931
2
Standard Observer. The area surrounding the measured patch was filled with RGB digital
counts of (128, 128, 128) unless otherwise stated.
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4.3 Pioneer's Power Control Function
The Power Control Function in the Plasma Display allows screen brightness to be
suppressed in order to lower power consumption and reduce display deterioration. The
display has three modes as described in the Pioneer instruction manual (pg 26-27):
Standard mode sets maximum screen brightness so that it is reduced in
accordance with the input signal.
Model reduces maximum brightness in the same manner as the standard
mode, but at an even lower level ofpower consumption.
Model fixes the maximum screen brightness at a lower level regardless of the
input signal. This is effective at reducing panel deterioration due to screen
burning.
For all experiments the PPD's power control function was set to Mode2 so that
brightness levels would be fixed at a constant luminance. Although the maximum
luminance of the display can exceed 200 cd/m2, in Model the highest luminance was
fixed at approximately 50 cd/m2. This put some limitation on the display's
effective
dynamic range. The Apple Cinema Display's brightness control was adjusted to have
a maximum luminance of 1 60 cd/m .
4.4 Spectral Characteristics
Spectral radiance measurements were taken with the PhotoResearch PR-704
spectroradiometer at 0, 45, 90, 135, 180, and 225, RGB digital counts. The measurement
46
for the Plasma Display's black point (0, 0, 0) was not included because the luminance of
the display fell below the sensitivity of the instrument. Figure 4.1 plots the spectral
characteristics of the gray ramps for both displays.
Gray ramps IPLASMA DISPLAY)
500 550 600
wavelength (nm)





Figure 4.1 - Spectral radiance measurements taken at 0, 45, 90, 135, 180, and 255, RGB
digital counts. Note that spectral measurements at (0, 0, 0) for the Plasma Display were
excluded because the luminance fell below the sensitivity of the instrument.
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Spectral radiance measurements for the individual R, G and B primaries were
taken at 35, 81, 145, and 255, digital counts. The plots in figure 4.2 and 4.3 are
normalized by the maximum radiance value in order to visually evaluate the scalability of
the primaries. The spectral radiance the plasma display at low digital counts exhibits
emission leakage from the other primaries. This forecasts channel interdependence errors
which will be discussed in a later section.


































Figure 4.2 - Normalized spectral radiance measurements taken at various emission levels for the
Pioneer Plasma Display. The primaries indicate poor scalability due to emission leakage at lower
luminance levels.
48












































B ramps (APPLECINEMA DISPLAY)
500 600
wavelength (nm)
700 400 500 600
wavelength (nm)
700
Figure 4.3 - Normalized spectral radiance measurements taken at various emission levels for the
Apple Cinema Display.
4.5 Spatial Independence
It is often desirable to determine how a color displayed in one region of the
monitor affects other colors. Monitors with poor spatial independence are not reliable
since stimuli displayed in one region might affect the color of stimuli in another region.
Spatial independence was examined by measuring color patches presented such that the
background and center alternated between nine test colors (Wyble and Fairchild, 1998).
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The colors were defined as: black (0,0,0), gray (128,128,128), white (255,255,255), two
reds {(0,0,128),(0,0,255)}, two greens {(0,128,0), (0,255,0)}, and two blues {(0,0,128),
(0,0,255)}. Each color was presented such that the patch remained a certain color and the
background cycled through each of the nine stimuli. The measured tristimulus values
were converted to CIELAB coordinates using white on a gray background as the
CIELAB reference. Table 4.1 shows the mean color difference (AE94) from the mean
(MCDM) calculated across all changes in background color.
Table 4.1 MCDMs (AE94 color differences) for spatial independence measurements











The overall MCDMs for the Pioneer Plasma Display and Apple Cinema Display were
1 .40 and 0.09. Clearly the PPD does not exhibit good spatial independence in comparison
to the ACD. Higher digital counts appear to result in a higher MCDM. Examination of
the CIELAB values indicate that most of the error is attributed to changes in L*. This is
most likely related to Pioneer's Power Control Function, which
appears to reduce the
mean signal as the input increases. The Apple Cinema Display exhibits excellent spatial
independence.
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4.6 Luminance and Contrast
RGB primaries, monitor white, and monitor black were measured with the LMT
C1210. The additivity of the display can be evaluated by comparing the sum of the
individual RGB channels at maximum luminance with the measurements of full white.
Table 4.2 shows that the sum of the RGB measurements came within 6.3% of the white
point luminance for the plasma display and 0.20% for the LCD. Contrast was computed
by taking the ratio of the measured white over the measured black. The contrast ratio of
the PPD inModel is similar to a CRT, and about half the ratio achieved by the ACD.
Table 4.2 Measured luminance (cd/m2) of RGB primaries, White, and Black
Color Plasma Display (cd/m2) Apple Cinema (cd/m2)
R (255,0,0) 15.53 30.57
G (0,255,0) 31.28 77.29




sum % W 6.30 0.20
Contrast (W/K) 118:1 233:1
4.7 Chromaticity Constancy ofPrimaries
Chromaticity ramps can be plotted on a CIE chromaticity diagram to visually
examine the additivity of the display's primaries. Theoretically, the primaries should be
in perfect alignment. In this case, the device is said to have stable primaries. To examine
the chromaticity constancy of each primary (and a
neutral gray ramp) a 52 step ramp
from 0 to 255 was measured using the LMT. The data was converted to chromaticity
coordinates and is plotted for both monitors in Figure 4.4.
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RGB ramp data (PioneerPlasma) RGB ramp data (AppleCinema)
0 1 0 2 0 3 0 4 0 5 0 6 0 7 01 02 03 0 4 05 06 07
Figure 4.4 - Chromaticity measurements taken at 52 emission levels for the Pioneer Plasma (left) and
the Apple Cinema Display (right).
Both display primaries show that the chromaticities move towards the display's white
point with a reduction in maximum emission. This convergence of chromaticities results
from light leaking through the faceplate of the display and is commonly called flare.
Flare can be removed by subtracting the minimum tristimulus values from the neutral and
primary ramps. However, when colors near the black point are measured, large errors can
result due to lack of sensitivity, accuracy and/or precision of the instrument. In this
situation optimum flare values can be estimated by minimizing the sum of variances of
the R, G, and B chromaticities ramps (Berns, Fernandez, Taplin, in press). This technique
was performed on the chromaticity ramps with the first four of the 52 measurements
removed. The chromaticities with the subtracted flare are plotted in Figure 4.4.
52
RGB ramp data with flare remod (PioneerPlasma) RGB ramp data with flare remowd (AppleCinema)
0 2 0 3 0.4 0.5 0 6 0 7 01 0.2 03 04 05 06 07
Figure 4.5 - Chromaticity measurements (first five removed) with flare subtracted for the Pioneer Plasma
(left) and the Apple Cinema Display (right).
Both displays exhibit typical chromaticity constancy for the primaries and appear to have
a stable gray scale. The variance of chromaticity coordinates after flare subtraction is
presented in Table 4.3 and the estimated black level emission is shown in Table 4.4.

























Table 4.4 Flare estimated by minimizing chromaticity variances
display X Y Z x y
Pioneer 0.38286 0.41843 0.49379




Table 4.2 examined the additivity in luminance. This next section evaluates
additivity in terms of XYZ tristimulus values after flare correction. Table 4.4 compares
monitor white with the sum of the full-on red, green, and blue primaries after flare
subtraction.
Table 4.5 Measured tristimulus values of white compared to the sum of each RGB primary
Value White
Plasma Display
























4.9 Primary Transform Matrix and Inverse
The spectral radiance of a given pixel can be defined as a linear combination of









Because the spectral radiances are additive, Equation (4. 1 ) can be defined in terms















ZJ r.max gmax b,max B
(4.2)
Equations 4.3 & 4.4 provide the primary transform matrix and its inverse for the Plasma
display after flare correction. Equations 4.5 & 4.6 are similarly defined for the Apple
Cinema.
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4. 10 Electro-Optical Transfer Function
The inherent properties of a monitor combined with a given computer system
results in a nonlinear relationship between digital counts and radiometric exitance. This
relationship has been well defined by Berns et al (1993a, 1993b), which is based on
historical literature and hardware typical of digitally controlled CRT displays. The
transformation from digital counts to RGB scalars is modeled well (for displays with
proper set-up) by optimizing gain, offset, and gamma parameters (known as a GOG
model). For LCD displays, experiments have shown that the nonlinear stage is roughly
estimated by the GOG model but that look-up tables are necessary to achieve high
colorimetric accuracy (Fairchild, and Wyble, 1998; Gibson, and Fairchild, 2000). This
section investigates how well the nonlinear stage in the PPD characterization can be
estimated using the GOG model approach. As an independent validation, the analysis was
also performed on the Apple Cinema Display but is not reported in detail here since
characterization results from the GOG model were very similar to that reported by
Fairchild andWyble (1998).














In this case, dr represents red digital counts ranging from 0 to 255, kg,r, k0,r,
represent the system gain and offset, and y,r represents the gamma term for the red
channel. Equations for the green and blue channels are similarly defined. For a CRT, this
relationship is specific to the external conditions around the monitor as well as the
brightness and contrast setting of the display. Under optimum conditions, such that the
amplified video black level and video amplifier offset cancels one another, the
normalized system gain equals 1 and the offset equals 0. However, these optimal
conditions are rarely met because it is difficult to achieve this amplification and black
level setup (Berns et. al, 1993, pg 304).
The gain, offset and gamma parameters in Equation 4.7 were computed using
Matlab 'sfninsearch with starting values of 1.02 for kg, 0.02 for ko, and 1.8 for y. The
error function minimized the mean squared error between predicted and measured RGB
scalars. Table 4.6 shows the results.
















Figure 4.6 shows the error (actual minus estimated scalars) as a function of
normalized digital count for the R, G and B ramp data for the PPD. Fairchild and Wyble
(1998) showed that a GOG model produces systematic errors at low digital counts.
*
Fminsearch finds the minimum of a scalar function of several variables starting at an initial estimate.
The algorithm uses a simplex search method that does not use numerical or analytic gradients.
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Similar results were obtained for the Plasma data. As shown in Figure 4.7, percent error
for the GOG model fits can reach nearly 100% at digital counts near zero. Both graphs
also reveal that the behavior of the red channel is quite different than the behavior of the
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Figure 4.6 -Measured minus predicted error as a function of normalized digital count for the optimized
gain, offset and gamma parameters in Equation 4.7.
0.1 02 03 0 4 0 5 0.6
normalized digital count
Figure 4.7 -Percent error as a function ofnormalized digital count for the optimized gain, offset and
gamma parameters in Equation 4.7.
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Often three one-dimensional lookup tables (LUTs) should be used in place of
Equation (4.7). This technique can greatly improve the colorimetric accuracy of the
characterization when the display does not exhibit a well-behaved electro-optical transfer
curve. For this section both displays were characterized using 1-D LUTS followed by the
3x3 matrices defined in 4.3 and 4.5. Linear interpolation was used to define digital counts
between measured values in the 52 step ramps. Both forward models were tested using
100 random colors and the performance is summarized in Table 4.7:
Table 4.7 AE94 color differences between predicted and measured
Pioneer Plasma Apple C nema











In section 4.4 spectral radiance measurements for the individual R, G and B
primaries showed emission leakage from the other primaries. This can lead to channel
interdependence errors. Using the three transfer functions obtained from the red, green
and blue ramp data, the R, G, and G scalars for the verification data were calculated from
the digital counts. Next, the inverse of the peak tristimulus values (matrices given in
Equations 4.4 and 4.6) were multiplied by the measured tristimulus values (minus flare)
resulting in a second set of R, G, and B scalars. A regression-based channel
interdependence matrix was determined using the pseudoinverse of the two R, G, and B
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scalars, where the first set of scalars was used as the independent variable. The full
forward model is shown in equations 4.8 and 4.9
Forward model for the Plasma Display:
~x' "0.382"






where R, G, B = dr, dg, db -> LUTr g b -^RGB
















where R, G, B = dr, dg, db -^ LUTr g b -^RGB
Table 4.8 shows the colorimetric results with the channel interdependence matrix
included. Characterization of the PPD was greatly improved. Because the
interdependence matrix was nearly an identity matrix, results from the ACD changed
only slightly.
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Table 4.8 \E94 color differences between predicted and measured
including a channel interdependence matrix
Pioneer Plasma Apple Cinema
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Figure 4.8 -AE94 color differences from the




(bottom). Pioneer data is plotted in the left graphs and Apple Cinema
data is plotted in the right graphs.
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Figures 4.8 - 4.9 (left Plasma, right Apple Cinema) plot AE94 color differences as
a function of lightness, chroma and hue in CIELAB coordinates. Predicted values from
the forward models reveal weak trends where color differences tend to increase slightly
with a decrease in chroma and lightness. Overall, both forward models produced color
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Figure 4.9 -AE94 color differences from the verification data plotted as a function of hue. Pioneer data is
plotted in the left graphs and Apple Cinema data is plotted in the right graphs.
4.1 1 Conclusions
Optimal flare offset was estimated for a Pioneer Plasma and Apple Cinema
Display that minimized the chromaticity variance of R, G, and B ramps. The
electro-
optical transfer functions were modeled using a nonlinear optimization technique
suggested for CRTs (Berns, 1996; Berns, et. al, 1993a). This approach did not produce
the most accurate characterization. Instead, one-dimensional lookup tables combined
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with a channel interdependence matrix produced the best characterization. This result is
not surprising since both displays are digital and the physics of the GOG model does not
apply. Model predictions for 100 randomly sampled verification measurements showed
no systematic dependencies and forward models for both displays produced average AE94
color differences below 1.0. The Apple Cinema Display resulted in a more accurate
characterization in comparison to the Pioneer Plasma Display. The source of higher
colorimetric errors is likely imposed by the PPD's Power Control Function, which




5. Experiment 1 - Psychometric Scaling Tasks
5.1 Overview
The previous chapters provided background for the first experiment, which is to
use eye tracking to study visual performance during image quality evaluation.
Specifically, this experiment focuses on learning where people center their attention
during color preference judgments and determining whether the temporal and spatial
characteristics of eye movements differ across paired comparison, rank order, and
graphical rating tasks.
5.2 Stimulus Display
Display size is important in eye movement studies because the accuracy of the
track relates to visual angle. At a constant distance larger monitors will result in a smaller
fraction of fixation uncertainty within the image being displayed. For this experiment a
50"
Pioneer Plasma Display (PPD) and 22"Apple Cinema Display (ACD) were used for
stimulus presentation. Observers performed the rank order, paired comparison, and
graphical scaling experiments on both displays evaluating the
same images. For the PPD,
images were 421 x 321 pixels, subtending 13 x
9
at a viewing distance of 46 inches. For
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the ACD, images were 450 x 338 pixels with a visual angle of 9.5 x
7
at a distance of 30
inches.
5.3 Image Set
Figure 5.1 shows examples of the five images used in this experiment. The
firefighters, kids, and bug images were obtained from the Agricultural Research Service
Information image gallery, which provides a source of digital photographs for public use.
Both the bug image and kids image were downloaded from:
http://www.ars.usda.gov/is/graphics/photos/. The USDA also maintains a website:
http://www.usda.gov/oc/photo/opchomea.htm, where thefirefighters image was obtained.
The wakeboarder and vegetables images were obtained from a larger set of stimuli used
in Anthony Calabria's MS Thesis.
wakeboarder vegetables firefighters
Figure 5.1 - Five images (6 manipulations for each image) were used in the psychometric scaling tasks. The
wakeboarder and vegetables image were linearly manipulated in L*, Hue rotations were applied to the
firefighters and kids images, and the bug image was manipulated by increasing or decreasing the chroma of
the original.
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There was a collaborative interest in determining where people focused their attention
while judging images with varying levels of perceived contrast. These images were
included for that purpose. The remaining images were selected based on spatial
complexity and common memory colors.
For each of the original images shown in Figure 5.1, five additional images were
created by manipulating attributes such as lightness, saturation, or hue. The intention was
to simulate the variability from a set of digital cameras or scanners. Adobe Photoshop
was used to perform hue rotations for the kids and firefighters images and chroma
manipulations for the bug images. The wakeboarder and vegetables images were
manipulated by linearly increasing or decreasing the slope of L*ab in the original image.
Table 5.1 shows the median pixel-wise color differences from the original image in CIE
lightness (L*ab), chroma (C*at>), and hue (hab) coordinates for the respective image
manipulations using the forward models of the two displays. A graphical illustration of
the color differences in Table 5.1 is presented in Appendix C.
Table 5.1 Colorimetric manipulations applied to the five images shown in Figure 5.1
Pioneer Plasma
wakeboarder vegetables fire kids bug
manipulations median AL*ab median AL*ab median Ahab median Ahab median C*ab
Imagel 6.60 2.94 original -9.58 -8.49
Image2 original original -5.63 -4.91 -4.17
image3 9.82 4.50 4.91 Original original
image4 15.97 6.05 9.53 4.63 4.45






wakeboarder vegetables fire kids bug
manipulations median AL*ab median
AL*
median Ahab median Ahab median C*ab
imagel 6.05 2.46 original -8.87 -10.06
image2 original original -5.20 -4.56 -4.95
image3 9.18 3.74 4.46 original original
image4 15.35 5.01 9.02 4.28 5.39
image5 -2.81 -1.06 13.01 8.45 12.97
image6 -8.06 -2.06 16.90 12.44 23.58
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5.4 Subjects and Data Collection
Nineteen subjects, (5 females, 14 males,) ranging from 19-51 years of age
participated in this experiment. Eye tracking records from six of the subjects were
discarded due to poor calibration, excessive number of track losses, and problems related
to equipment failure. Psychophysical data was collected and analyzed for all 19
observers.
Stimulus presentation for the rank order, paired comparison and graphical rating
tasks was implemented as a graphical user interface (GUI) in Matlab. A Parallax Basic
Stamp II microcontroller was interfaced with the host computer and ASL control unit
through an RS-232 port. A script was written to send values to the ASL control unit upon
specified mouse or keyboard events. This greatly facilitated data analysis since each eye
movement sample was tagged with a marker indicating which image was being displayed
on screen. The following sections provide more detail on the presentation interface and
instructions given for each of the three tasks.
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Figure 5.2 Screen shot of the rank-order user interface.
5.5 Rank Order
Figure 5.2 shows the spatial arrangement of the images displayed for the rank
order task. Each of the six color manipulations was randomly assigned to one of the six
windows shown in Figure 5.2. Image order (i.e. wakeboarder, vegetables, firefighters,
etc.) was randomized for each subject. The surrounding area was set to (128,128,128)
digital counts with a 100 pixel separation between images. Participants used the popup
menus to rank the images from 1 to 6, and were not allowed to continue until all images
were uniquely ranked. The following instructions were read to subjects when the
demonstration image appeared:
In this experiment you will be presented with six images. Your task is to rank the images from 1 to
6, where 1 is the most preferred image and six is the least preferred image. To help you remember,
think of 1 as being
1st
place and 6 as being last place.
To rank the images you will use the rank window and popup menus below. Assign a rank number
by clicking on the popup menu to select numbers 1 through 6. You will be unable to continue until
you have ranked all six images. Hit the done button to continue. You will judge 5 sets of images.
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Figure 5.3 Screen shot of the paired comparison experiment.
5.6 Paired Comparison
Figure 5.3 shows the layout of the paired comparison experiment. As in the rank
order GUI, images were surrounded by a uniform gray and were separated by a 100 pixel
partition. The interface was designed to take input from two mice, one held in each hand.
Subjects clicked on the left or right mouse to select the most preferred image. The
following instructions were read to subjects when the demonstration image appeared on
screen:
In this experiment, you will select the most preferred image using either the left or right mouse.
Click the left mouse if you prefer the image on the left, and click the right mouse if you prefer the
image on the right. There will be 75 image pairs. Hit the spacebar to begin the experiment.
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Figure 5.4 Screen shot of the graphical-rating user interface.
5.7 Graphical Rating
Figure 5.4 shows the layout of the image and slider interface for the graphical
rating task. The following instructions were read to subjects when the demonstration
image appeared:
In this experiment a single image will be presented on the screen. Below this image is a slider.
Think of this slider as a scale of color image quality preference.
The left extreme of this slider is the least preferred color reproduction you can imagine. The right
extreme is the best possible color image you can imagine. Based on your preference of the image on
the screen, your task is to move the slider to the position where you think it belongs between these
two extremes. Hit the done button to continue. You will judge 30 images.
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5.8 Eye Movement Data Analysis -Fixation Duration
First-order analysis was performed using the raw fixation data to examine the
length of time subjects spent fixating on images across the three different tasks. In this
case, eye movement data was not corrected for blink artifacts or MHT offset because
spatial accuracy was not critical at this stage of the analysis.
5.8.1 Rank Order Fixation Duration - Figure 5.5 shows an example of the
fixation data from one viewer while performing the rank order task. Fixation markers for
eight different regions (six image windows, the popup menu, and an area of uncertainty)
are indicated by their color. Since part of the popup window overlapped with the lower-
middle image, black fixation marks indicate an area of fixation uncertainty (i.e. subjects
could either be fixating on the image or on the pop-up menus). The markers in white
indicate fixations that occurred over the pop-up rank menus.
Figure 5.5 Screen shot of the rank order interface with a subject's raw fixation data superimposed.
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The top graph in Figure 5.6 plots the average fixation duration for each region
(i.e. upper left, lower left image, region of uncertainty etc.) for both displays. Error bars
represent one standard error of the mean for 13 subjects. This figure suggests that
subjects gave slightly more attention to the images in the middle of the screen and several
seconds of attention to the pop-up menus. The bottom graph plots fixation duration as a
function of rank order, where 1 was ranked best and 6 worst. The plot shows a slight
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1 (best) 6 (worst)
Figure 5.6 - Top, average fixation duration for the eight fixation regions. The
"uncertain"
region indicates
areas in which the fixation landed on either the lower middle image, or one of the popup menus. Bottom -
average fixation duration as a function of rank.
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Figure 5.7 plots fixation duration for each of the six manipulations across 13
observers. The plots are grouped into 5 colors corresponding to each image. Bars within
groups are ordered from highest to lowest mean rank. For example, in the top graph,
wakel image was ranked best and the wake5 image was ranked worst. Mean fixation time
across all images was about four seconds.
10.00
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Figure 5.7 - Average fixation duration for each image as a function of rank for the plasma display
(upper) and Apple Cinema display (lower). Error bars indicate one standard error of the mean for
13 subjects.
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Figure 5.7 shows that the average rank order was only consistent for the bug
image across both displays. These graphs show no striking differences in fixation
behavior across images or displays.
5.8.2 Paired Comparison Fixation Duration - Fixation duration from the paired
comparison data indicates that observers spent an equal amount of time looking at left
and right images (Figure 5.8), but that slightly more time was spent looking at images on
the Pioneer Plasma Display. The difference between displays is probably related to the
physical size of the images since viewers had to make larger eye movements on the
plasma display as compared to the LCD.
In comparing the mean fixation duration between preferred versus not preferred
selections, it appears that subjects spent an additional 0.28 seconds fixating on preferred
images. This difference was statistically significant for both displays at a 95% confidence




mean left mean right
mean preferred mean not preferred
Figure 5.8 - The left graph shows average fixation duration for left vs. right images in the paired
comparison task. The right graph shows average fixation duration for preferred vs. not preferred
images for 13 subjects
74
Figure 5.9 plots fixation duration for each of the six manipulations across 13
observers for the paired comparison task. Bars within color sections are ordered from
highest to lowest mean rank (like plots in Figure 5.7).
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Figure 5.9 - Average fixation duration for each image as a function of rank calculated from the paired
comparison data (assuming case V) for the Pioneer Plasma Display (upper) and Apple Cinema Display
(lower). Error bars indicate one standard error of the mean for 13 subjects.
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In the paired comparison task subjects viewed n(n-l)/2 image pairs, where n is the
number of manipulations (equaling 6 for this experiment). Across the five images (i.e.
wakeboarder, vegetables, firefighters, kids, and bug) observers viewed a total of 75
image pairs. Fixation duration was obtained by extracting the eye movement data for the
left and right images across all 75 pairs and then sorting these fixations according to the
specific image manipulation (i.e. wakeboarderX, wakeboarder!, wakeboarder?), etc.).
Examining fixation duration between colorimetric manipulations indicates a slight
decrease in viewing time for images having lower image quality (as indicated by their
rank order). Subjects did spend more time on some images than others. For example,
more time was allocated to the firefighters image compared to the bug image (paired
t-
test, P-value < 0.001).
The time spent looking at images in the paired comparison task averaged 1.86
seconds -about half the time spent looking at images in the rank order experiment (Figure
5.7). This difference is probably due to the fact that subjects performing the rank order
task revisited some images several times before finalizing their rank decision. In the
paired comparison task, viewers performed the judgments quickly, usually making from
2 to 4 saccades between images before advancing to the next pair.
5.8.3 Graphical Rating Fixation Duration
- The left graph in Figure 5.10 shows
average fixation duration on the image and the right graph shows average fixation
duration for the slider-bar. These graphs indicate that observers spent about one-third of
the time (1.25 seconds) looking at the slider-bar in comparison to the time spent looking
at the image being rated on screen. Fixation duration was not consistent across the five




bug wake veggies fire
Figure 5.10 - The left graph shows average fixation duration on the image area for the graphical
rating task, and the right graph shows average fixation duration on the slider bar. Error bars
represents one standard error across 13 observers.
Figure 5.11 plots fixation duration for each of the six manipulations across 13
observers for the graphical rating task. Bars within each color are ordered from highest to
lowest mean rank (like plots in Figures 5.7 & 5.9). Mean fixation duration across all
images was about 3.5 seconds. For the wakeboarder and vegetables image, subjects were
inclined to spend more time looking at images with a higher rating than images with a
lower rating. For the firefighters image, people spent about the same amount of time
looking at the image regardless of the manipulation. For the
kids and bug images, more
time was allocated to manipulations falling between best and worst rank.
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Figure 5.11 - Average fixation duration for each image as a function of rank calculated from the
graphical rating data for the Pioneer Plasma Display (upper) and Apple Cinema Display (lower). Error
bars indicate one standard error of the mean for 13 subjects.
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5.9 Eye Movement Data Analysis - Spatial Distribution
Figures 5.12 and 5.13 plot the peak areas of attention for the wakeboarder image
displayed on a Pioneer Plasma Display and an Apple Cinema Display. Both figures plot
results from the rank order, paired comparison, and graphical rating tasks. The height of
each surface map represents the normalized frequency of fixations for a particular spatial
location across 13 observers. The 2-D histograms have been smoothed with a Gaussian
filter whose kernel size was determined by the angular subtense of that display (see
Chapter 3 for details). The contour plots show the same information in two-dimensions.
Dark regions indicate areas where few fixations occurred. Orange and red regions
indicate areas in the image which received the highest number of fixations.
This approach was used to visualize the locus of fixation across the five image
types. Before plotting the surface map, each subject's eye movement data was collapsed
across the six manipulations. Blink and saccade intervals were removed, and ifnecessary,




Figure 5.12 - Fixation density plotted across 13 subjects for the wakeboarder image on the
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Figure 5.13 - Fixation density plotted across 13 subjects for the wakeboarder image on the Apple
Cinema Display for paired comparison, rank order and graphical rating tasks.
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Plots from the Apple Cinema Display (Figure 5.13) appear smoother because
subjects'
visual angle (and the area subtended by the fovea) covered a larger portion of
the image as compared to images displayed on the Pioneer Plasma Display. As a result,
eye movement data for the Apple Cinema Display was convolved with a larger Gaussian
filter (see Chapter 3 for details).
The distribution of fixations for the wakeboarder image is highest around the
figure and face, with a smaller peak of attention at the horizon-line. Differences in
viewing behavior across the three tasks are small and do not appear to be unique to either
display. However, it is not clear from these plots whether viewers spent the same
percentage of time looking at the person in comparison to the mountains or sky. Since it
is likely that
viewers'
fixations on the sky and mountains are distributed over a much
larger area, the image was divided into three regions (labeledperson, sky, and mountains)
so that percent fixation duration within each region could be calculated. The results for
the rank order, paired comparison, and graphical rating tasks are plotted in Figure 5.14.
The left side of the plot shows results for the Pioneer Plasma Display and the right side
shows results for the Apple Cinema Display. Blue bars indicate rank order data, green























Figure 5.14 - Percent fixation duration across 13 subjects for the mountains, sky, and person regions.
Blue bars indicate rank order results, green bars indicate paired comparisons results, and yellow bars
indicate graphical rating results. The left graph plots fixation duration for images viewed on a Pioneer
Plasma Display and the right graph plots fixation duration for images viewed on an Apple Cinema
Display.
In the rank order and graphical rating tasks roughly half of the total viewing time
was spent looking at the person, with about one-third of the time allocated to the sky. The
agreement is within ten percent across both displays. However, subjects did spend more
time looking at the mountains and sky regions in the paired comparison task when





















Figure 5.15 - Fixation density plotted across 13 subjects for the vegetables image on the








rank order paired comparison
graphical rating
Figure 5.16 - Fixation density plotted across 13 subjects for the vegetables image on the
Apple Cinema Display for paired comparison, rank order and graphical rating tasks.
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In the vegetables scene there are at least 20 objects with well-known memory
colors, such as carrots, beets, corn and squash. It is likely that image quality judgments
across observers were influenced by specific objects in the scene. The carrots,
mushrooms, and cauliflower appear to be dominant regions of attention as indicated in
the fixation duration plots shown in Figures 5.15 and 5.16. Subjects were probably
concerned with the highlight areas on the mushrooms and cauliflower since these regions
were clipped (blown-out) for increased
L*
manipulations. It is less clear why subjects
focused on the carrots, but this may be related to memory colors. To determine which
regions received the highest percentage of fixation duration, the vegetables scene was
sectioned into four regions labeled carrots, mushrooms, cauliflower, and other. Figure
































carrots mushrooms cauliflower other
Apple Cinema
Figure 5.17 - Percentage of fixations across 13 subjects for the carrots, mushrooms, cauliflower,
and other regions. Blue bars indicate rank order results, green bars indicate paired comparisons
results, and yellow bars indicate graphical rating results. The left graph plots fixation duration for
images viewed on a Pioneer Plasma Display and the right graph plots fixation duration for images
viewed on an Apple Cinema Display.
Figure 5.17 indicates that the carrots regions in the rank order task received
roughly a third of the fixation duration, while the mushrooms and cauliflower received
about 20% (combined) of the fixation duration. It appears that viewers distributed their
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attention equally for the cauliflower and mushrooms regions. The remaining half of the
time was spent exploring other objects in the scene. Comparing the rank order results
with paired comparison and graphical rating tasks shows that percent fixation duration
was roughly 20% higher for the carrots region, and roughly 15% lower for the
mushrooms region. Time spent looking at other regions in the image showed about a 3%
increase from rank order to paired comparison, and a 10% increase from rank order to
graphical rating. This result indicates that
subjects'
attention was more focused toward










Figure 5.18 - Fixation density plotted across 13
subjects for the firefighters image on the
Pioneer PlasmaDisplay for paired comparison, rank order









Figure 5.19 - Fixation density plotted across 13 subjects for the firefighters image on the
Apple Cinema Display for paired comparison, rank order and graphical rating tasks.
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Fixation distribution plots for the firefighters image (Figures 5.18 and 5.19) show
that faces are dominant attractors of attention. There are three peak areas of attention. The
highest peak is centered over right firefighter, followed by two smaller peaks over the left
firefighter and door of the fire truck. In the rank order and paired comparison plots there



















right face left face truck jacket arm surround
Roneer Rasma
right face left face truck jacket arm surround
Apple Cinema
Figure 5.20 - Percentage of fixations across 13 subjects for the right face, left face, jacket arm, truck
and other regions. Blue bars indicate rank order results, green bars indicate paired comparisons results,
and yellow bars indicate graphical rating results. The left
graph plots fixation duration for images
viewed on a Pioneer Plasma Display and the right graph plots fixation
duration for images viewed on
an Apple Cinema Display.
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Closer inspection shows that the firefighter in the foreground {rightface) received
roughly 40% of the total fixation duration, which was nearly equal to the amount of time
allocated to the surround. Viewers spent from 1 to 12% of their time looking at the jacket
arm, and slightly more time looking at the truck in comparison to the left firefighter {left
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Figure 5.21 - Fixation density plotted across 13 subjects for the kids image on the Pioneer










Figure 5.22 - Fixation density plotted across 13
subjects for the kids image on the
Apple
Cinema Display for paired comparison, rank























Figure 5.23 - Percentage of fixations across 13 subjects for the girl, boy, and surround regions. Blue
bars indicate rank order results, green bars indicate paired comparisons results, and yellow bars indicate
graphical rating results. The left graph plots fixation duration for images viewed on a Pioneer Plasma
Display and the right graph plots fixation duration for images viewed on an Apple Cinema Display.
Percent fixation durations for the boy, girl, and surround regions are plotted in
Figure 5.23. The amount of time fixating on the boy was roughly 12% higher than the
time allocated to the girl or surround regions. This behavior is quite similar across the
three tasks for both displays.
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graphical rating







Figure 5.24 - Graphical rating fixation density plotted across 13 subjects for the bug image






- Graphical rating fixation density
plotted across 13 subjects for the bug image






Figure 5.26 - Percentage of fixations across 13 subjects for the bug and leafregions. Blue bars indicate
rank order results, green bars indicate paired comparisons results, and yellow bars indicate graphical
rating results. The left graph plots fixation duration for images viewed on a Pioneer Plasma Display and
the right graph plots fixation duration for images viewed on an Apple Cinema Display.
For all three tasks, more time was spent foveating the bug than the leaf. Slightly
more time was spent looking at the leaf in the rank order experiment than the other two
tasks. This is likely due to the higher number of image revisits in the rank order task.
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5. 10 Correlating Fixation Maps
The fixation density maps across the rank order, paired comparison, and graphical
rating tasks appear very similar. One way to quantify this similarity is to treat the fixation









The 2-D correlation metric is sensitive to position and rotational shifts and provides a
first-order measure of similarity between two grayscale images (Russ, 1994; Gonzalez &
Woods, 2001). Table 5.2 presents the correlations calculated between fixation maps for
all pairs of the three scaling tasks.
Table 5.2 Correlation between rank order
,
paired comparison, and graphical rating tasks
Pioneer Plasma wakeboarder vegetables firefighters kids bug
2-D correlation between:
Rank order & Paired comp 0.90 0.74 0.90 0.94 0.93
Rank order & Graphical rating 0.86 0.62 0.92 0.93 0.92
Paired comp & Graphical rating 0.93 0.82 0.87 0.92 0.90
Apple Cinema wakeboarder vegetables firefighters kids bug
2-D correlation between:
Rank order & Paired comp 0.91 0.60 0.96 0.96 0.95
Rank order & Graphical rating 0.89 0.56 0.90 0.94 0.93
Paired comp & Graphical rating 0.94 0.86 0.89 0.94 0.95
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Table 5.2 shows that the vegetables image produced the lowest overall correlation
between the three tasks, and that rank order fixation maps compared to graphical rating
fixation maps were most different. This result is likely attributed to the spatial complexity
of the image and the variety of objects with distinct memory colors. Highlight regions on
the mushrooms and cauliflower objects were clipped for boosts in lightness. These
objects seemed to attract a high degree of attention, but not with the same weight.
Because the vegetables scene had over 20 distinctly named objects, it is also likely that
observers moved their eyes toward different regions out of curiosity, causing unique
fixation maps to result across tasks.
The bug and kids images resulted in the highest overall correlations across tasks.
This result is likely related to the fact that semantic features were located mostly in the
center of the image and that surrounding regions were nearly uniform with low spatial
frequency and moderate color changes. Since flesh tones are important to image quality
judgments (Hunt et. al, 1974), fixation duration was expected to be high for faces in the
wakeboarder, firefighters, and kids images.
5.11 Circling Regions Used to Make Preference Decisions
There is some debate as to whether regions of interest could just as easily be
obtained by having viewers physically mark or circle important regions in the image. One
question is whether regions with a higher number of fixations correspond to regions
identified by introspection. To make this comparison, subjects were given a print-out (at
the end of the experiment) showing the five images in Figure 5.1. Directions on the sheet




Each participant's response was reconstructed as a grayscale image in Adobe
Photoshop. Circled regions were assigned a value of 1 digital count and non-circled areas
were assigned a value of 0 digital counts. An example is illustrated in Figure 5.27.
Grayscale images across the 13 observers were summed and then normalized to the




Figure 5.27 - Illustrates how observer's circled responses were converted to a gray scale image.
Circle images across 13 observers were summed and normalized to the maximum value.
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Figure 5.28 a)
- Subjects circled the regions in the image they used to make their preference


















Figure 5.28 b) - Subjects circled the regions in the image they used to make their preference
decisions. Plots are normalized to the region with the highest sum across grayscale images.
There are important differences and similarities between
observers'
responses in
Figure 5.28 and the fixation density maps presented in section 5.9. In some cases, such as
the kids, bug, and vegetables images, the peak fixation regions match closely with the
peak areas circled by observers. However, the perceptual weighting implied by the circle
maps is much broader (spatially) than the perceptual weighting implied by the fixation
maps. In the firefighter and wakeboarder images, the circle maps show areas of
importance which are not apparent from the fixation density maps.
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For example, the firefighter's jacket arm has a higher weighting in the
introspective report than is apparent from the fixation maps. Percent fixation duration
plotted in Figure 5.21 indicates that the jacket arm received an average of 5% of the total






Figure 5.29 - Top and bottom-left, normalized fixation duration for one subject across rank
order, paired comparison, and graphical rating tasks for the Pioneer Plasma Display.
Bottom-
right, regions the which were important to his preference decisions.
Figure 5.29 plots normalized fixation duration for one subject across the rank order,
paired comparison, and graphical rating tasks displayed on the Pioneer Plasma Display.
The bottom-right figure shows the regions circled by the viewer after the experiment.
Clearly this subject fixated on the jacket/face regions and accurately reported that he
looked there. This subject also looked at the other face in the scene, but his circled
response indicates that this region was not important in his judgment of color preference.
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Collapsing the data across all observers shows that the truck door received more fixation
attention as compared to the jacket arm. This situation reflects a disadvantage in the
visualization of the eye movement data. Because fixation maps are normalized to the
peak fixation across all observers, areas with a tighter cluster of fixations (such as the
face) take precedence over areas receiving a broader spread of fixations.
In some cases, subjects circled areas that received very few fixations. The right
image in Figure 5.30a shows a subject's eye movement record collapsed across all
observations of the bug for both displays. The areas he circled are superimposed over the
image indicating that the bottom portion of the leaf was important to his preference
decisions. However, very few fixations occurred in that region. Inconsistencies were also
evident in eye movement records for three other subjects looking at the kids and
firefighters image (shown in Figure 5.30b). It is evident that
subjects'
peak areas of
attention do not necessarily agree with introspective report.
Figure 5.30a - Red markers indicate fixations compiled across the six manipulations for both displays






Figure 5.30b - Red markers indicate fixations compiled across the six manipulations for both displays
from one individual. Circles indicate regions in the image that were important to the observer's
preference decision.
5. 12 Psychophysical Evaluation - Scaling Results
Up to this point the analysis has focused on the temporal and spatial aspects of the
eye movement data. This section compares the scaled values between the rank order,
paired comparison, and graphical rating tasks across 19 observers. The statistical
procedure used to compute the scaled values is given in Appendix A, but a brief
description is given here.
When subjects performed the graphical rating experiment no anchors were given.
Thus, graphical rating data across all subjects was put on a common scale by subtracting
the mean value from each observer's rating and dividing that result by the observer's
rating scale standard deviation (Engledrum, 2000, pg 91). Rank order and paired
comparison data were converted to frequency matrices and then to proportion matrices.
Because there was unanimous agreement for some pairs, zero-one proportion matrices
resulted. All values that were not one-zero were converted to standard normal deviates
and the scale values were solved using Morrisey's incomplete
matrix solution. To ensure
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that the Case V model was adequate for these results, two goodness-of-fit measures were
computed. First the average absolute deviation (AAD) was computed from the
experimentally derived proportions (p) and the predicted proportions (p'), and then
Mosteller's % test was performed on the arcsine transform of the two proportion
matrices. A description of the calculation procedures can be found in Appendix A, and
further documentation in Engeldrum (2000) and Bartleson (1987). Confidence intervals
for the scale values were computed using the method suggested by Braun and Fairchild as
1.39/sqrt(N), where N is the number of observers (Braun et. al, 1996; Braun & Fairchild,
1997).
Figures 5.31-5.35 plot the scaled values as a function of image manipulation for
the Plasma (top) and Apple Cinema (bottom) displays. Table 5.3 provides the average




























wakel wake2 wake3 wake4 wake5 wake6
image manipulation
Figure 5.31 - Scale values as a function the six wakeboarder images for the Plasma display
(top) and the Apple Cinema display (bottom).
The top graph in Figure 5.31 shows that scale values were not identical across
rank order, paired comparison, and graphical rating tasks. The plasma display data (top)
resulted in higher scale values for paired comparison and graphical rating tasks as
compared to the rank order scales. For the LCD data, the scale values for graphical rating



























veggiesl veggies2 veggies3 veggies4 veggies5 veggies6
image manipulation
Figure 5.32 - Scale values as a function the six vegetables images for the Plasma display (top)
and the Apple Cinema display (bottom).
The top graph in Figure 5.32 shows that scale values
for the paired comparison
task were higher than the other two tasks. Subjects did spend more time looking at the
mountains and sky regions in the paired comparison task
when viewing the images on the
Pioneer Plasma Display. However, that fixation behavior had some influence on how
















firel fire2 fire3 fire4
image manipulation
fire5 fire6
Figure 5.33 - Scale values as a function the sixfirefighters images for the Plasma display (top)
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image manipulation
Figure 5.34 - Scale values as a function the six kids images for the Plasma display (top) and the

















bugl bug2 bug3 bug4
image manipulation
bug5 bug6
Figure 5.35 - Scale values as a function the six bug images for the Plasma display (top) and the
Apple Cinema display (bottom).
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Overall, scale values obtained from the kids, firefighters, and bug images were more
consistent across the three scaling tasks than were the wakeboarder and vegetables
images. This result may be related to the complexity of the image and how observers
examine images with specific semantic features.
Scaling results should be taken with some caution given that only 19 observers
participated in the data collection. Average absolute deviations (AAD) presented in Table
5.3 show that the difference between the predicted and observed probabilities ranged
between 4 and 14%. Small AAD values indicate better goodness-of-fit and the typical
AAD for 30 observers is around 3 percent. Check marks (V) in the x column indicate that
the computed chi-square value was less than or equal to the critical value (actual values
are shown in Appendix A). Chi-square goodness-of-fit metrics for paired comparison
data produced only two values below the critical value. The poor good-ness of fit is likely
related to the small number of observations and errors associated with incomplete matrix
solution from unanimous agreement.
Table 5.3 Goodness-of-fit measured for Paired Comparison Case V solution
wakeboarder vegetables firefighters Kids bug
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Chapter 5 has examined fixation duration, locus of attention, and interval scale
values across rank order, paired comparison, and graphical rating tasks. Although the
amount of time subjects spent looking at images for each of the three tasks was different,
peak areas of attention, as indicated by fixation density maps, show a high degree of
similarity in eye movement behavior. Clearly certain objects in the scene received more
fixation attention than other objects. These results appear to be consistent across two
different displays. There is indication that observers spend slightly more time looking at
images ranked higher in preference than images ranked lower in preference, but the
difference in time was not the same across the three tasks. In comparing peak areas of
attention with introspective report, it is clear that importance maps indicated by circling
regions in the image were not always consistent with where people foveated in the image.
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Chapter 6
6. Experiment 2 - Achromatic Patch Adjustment and Selection
6.1 Task I - Achromatic Patch Adjustment
Evidence suggests that chromatic adaptation is a slow-acting mechanism
requiring about 60 seconds for color perception to stabilize (Fairchild and Reniff, 1995).
Fairchild and Lennie (1992) speculated that normal eye movements over a scene or
image might leave the observer adapted to the average chromaticity. Recording the
history of fixations might provide further insight into which spatial regions in a scene
give rise to the final state of adaptation. The first task in Experiment 2 examines how the
white point, spatial complexity, and semantic features in an image influence
observers'
viewing behavior when asked to make a patch in the center of the scene appear
achromatic. One hypothesis is that subjects look to areas in the image that are near
neutral to ensure that their patch adjustment appears achromatic in the context of the
scene. This hypothesis suggests that features such as shadows and other gray objects will
serve as a frame of reference in determining what is neutral. If this is true, observers
should actively seek out gray features in the image. Another question to be answered is
whether local adaptation from previous fixations causes
subjects'
color patch adjustments
to be skewed toward the mean chromaticity of recently fixated objects.
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6.1.1 Image Set - Seventy-two images (640 x 410 pixels), randomized for each
observation, were viewed on a
50"
Pioneer Plasma Display. Images subtended 27 x
17
(slightly larger than an llx
17"
page from a distance of 46 inches), and the remaining
area on the screen was set to zero digital counts. Thirty-six images had the default white
point of the monitor whose correlated color temperature approximated CIE illuminant
D65 (6674 K). The other 36 images were manipulated to have a white point that
approximated D93. Both the D65 and D93 image groups were split into three categories
as described below (see Figure 6.1):
The original photograph (labeled as N for normal)
A mosaic version of the original (labeled as M for mosaic)
A spatially uniform gray (G for gray) whose digital counts were the mean
tristimulus values of the N andM images.
a) Normal (N) b) Mosaic (M) c) Gray average (G)
Figure 6.1 - Example images used in Experiment II, task 1. Subjects manipulated the gray square (subtending
2
visual angle) using the four arrow keys.
6.1.2 Subjects - Twenty-two subjects (7 females, 15 males) ranging from 17-46
years of age participated in the experiment. Four subjects repeated the experiment twice
giving a total of 26 observations. Only eighteen out of the 22 subjects were eye tracked
due to complications with calibration, excessive track losses, and equipment failure.
Subjects who repeated the experiment were only eye tracked during their first run.
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Figure 6.2 - Illustration of the Experiment layout for task 1. Subjects manipulated the gray square
(subtending
2
visual angle) using the four arrow keys. Note that the arrow key image was not displayed
during the real experiment.
6.1.3 Patch Adjustment - Figure 6.2 shows the layout of the achromatic patch
adjustment interface. The color appearance of the
2
patch was controlled in CIELAB
color space using the monitor's white point as the reference white. At the start of each
presentation, the center patch was set to a predefined color ranging from (5 to 10)
a* b*
units. Pressing one of the four arrow keys changed the patch 0.75 units in the selected
opponent direction. The lightness of the patch remained constant throughout the
experiment
(L*
equaled 60). The following instructions were read aloud at the beginning
of the experiment when the demonstration image (Figure 6.2) appeared.
In this experiment your task is to adjust the small patch in the center of the screen to appear
achromatic. Achromatic means that the color perceived has zero hue, such as a neutral gray. You
will control the color appearance of the patch using the four arrow keys. The UP arrow key
increases YELLOW, the DOWN key increases BLUE, the LEFT arrow key increases GREEN, and
the RIGHT arrow key increases RED. This follows an opponent color space. Hit the return key
when you are satisfied that the patch appears achromatic. Between each patch adjustment there will
be a 15 second pause displaying a gray screen. Please fixate on each count-down number as it
appears. There are 72 trials. You will have one practice image.
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Participants marked completion of their final adjustment by hitting the return key.
This event signaled the program to advance to the next trial and to store the history of
colorimetric adjustments as RGB, XYZ, and CIELAB coordinates. Between each trial a
neutral background (with L* = 50) appeared for 15 seconds. Subjects were instructed to
fixate on a series of count-down numbers as they appeared randomly in one of ten
locations on the screen. The 15 second pause was used to re-adapt the subject to the
monitor's D65 white point and also used to cancel out any afterimages resulting from the





store color adjustment* in RGB, XYZ, & CIELAB
Figure 6.3 - Time illustration for Task 1. Subjects adapted to a gray (D65) screen for 15 seconds and
were instructed to fixate on a sequence of count-down numbers as they appeared randomly in one of
ten locations on the screen. The return key signaled the final adjustment.
6.1.4 Colorimetric Data Collection -
Observers'
sequence of key strokes
(which translate to colorimetric manipulations) were recorded for each trial along with
the duration for each adjustment. The left graph in Figure 6.4 shows an example of an
observer's patch adjustments for the lunch N D93 image in CIELAB. The right graph
shows the same data plotted as
u' v'
chromaticity coordinates. Green markers indicate the
default starting position and red markers indicate the observer's final adjustment.
Intermediate manipulations are indicated by the light blue markers. The monitor white
point (blackmarkers), and the D93 white point (cyan markers) are plotted as a reference.
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Figure 6.4 - The right graph plots the CIE a* b* adjustments. The left graph plots the same data in
u' v'
chromaticity space. The green marker specifies the starting position and the red marker indicates the
final adjustment. The black and cyan markers indicate D65 and D93 white points.
6.2 Patch Adjustment Results
6.2.1 Time Trials -
Subjects'
trial duration was examined to find differences
between D65-D93 adjustment times, and between the N, M and G adjustment times.
Paired t-tests across the mean times for all subjects indicate no statistical differences
(95% confidence level) between the three N, M, and G categories, or between D65 and
D93. Observers spent about 25 seconds for each patch. Results are shown in Table 6.1.
Table 6.1 Paired T test ofmean time for D65 vs. D93, and between N, M, and G images
Group Mean time (sec) Variance Paired t-test
D65 24.12 5.11 D65-D93
D93 24.64 7.94 P-value : 0.422








6.2.2 Percentage of Surround Fixations - This section examines the
amount of time that was spent fixating on the patch region compared to the time spent
fixating on the surrounding image. One hypothesis is that subjects make more
exploratory eye movements in the normal (N) photograph than in the mosaic (M) or gray
averaged (G) images because semantic features in the scene tend to elicit
viewers'
interest. To examine this hypothesis, 2-D fixation histograms were generated for each
subject across all images. Fixations falling inside a 50 pixel radius from the center were
defined as patch fixations and fixations falling outside this region were defined as
surround fixations (see Figure 6.5). The percent of fixations on the surround for each
subject was computed using Equation 6.1.
Figure 6.5 - The image on the left plots all fixations across observers looking at the mosaic (M) images.
The gray region in the right image is defined as
the surround; the white is defined as the patch.
SF = 100 (6.1)
SF =% Surround fixations
s = number of fixations occuring outside the 50
pixel radius
N = total number of fixations on the whole image (patch + surround)
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Table 6.2 shows that the percentage of surround fixations between D65 and D93 images
is not statistically different at a 95% confidence level.
Table 6.2 Paired T test of mean % surround between D65 vs. D93, and between N, M, and G
Group Mean % surround Variance Paired t-test
D65 3.74 4.54 D65-D93
D93 3.26 3.43 P-value: 0.125








Paired t-tests between means for the N, M, and G categories indicate that viewing
behavior is statistically different when comparing the fixations
from the normal (N) and
mosaic (M) images to the gray averaged (G) images. The percentage of
fixations on the
surround was about twice as much for the N and M images in comparison to the
gray-
average images. Altogether, less than 5% of the viewing time was allocated to
the
surround, regardless ofN, M, or G types. This low
percentage was not expected for the
normal (N) image, and illustrates how task
dependencies influence eye movement
behavior. A closer examination of the fixation history will be discussed in Section 6.3.5.
6.2.3 Colorimetric Results - This section examines differences in observer's
colorimetric adjustments across image types and white points. Data is presented in CIE
a* b* coordinates here, but plots in
u' v'
chromaticity space can
be found in Appendix B.
Figure 6.6 shows the patch adjustment data plotted across all observers for D65 (red
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markers) and D93 (cyan markers) white point images. Black markers indicate the overall
mean
a* b*
adjustments for D65 images and green markers indicate the mean for D93
images. Note that CIELAB calculations of for all data used the white point of the plasma
display (near D65) as the reference XnYnZn.
D65 vs. D93
.
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Figure 6.6 - Plots subject's final patch adjustments for D65 and D93 white point images. The black
marker represents the mean D65 a* b* coordinates and the green marker represents the mean D93 a* b*.
As might be expected from chromatic adaptation, there was a -3.60
b*
shift toward the
blue in the mean D93 color adjustments. To test whether D65 and D93 means were




as the response variables and an index (1 for D65, and 2 for D93) as the model. The mean
adjustment results are shown in Tables 6.3 and 6.4.
Table 6.3 Paired T test of mean
a* b*























P-value : < 0.0001
Table 6.4 Paired T test of mean
u" v'





















P-value : < 0.0001
Fairchild and Lennie (1992), and Fairchild and Reniff (1995) expressed percentage of







patch adjustment for images with a D93 white
point indicate about 65% adaptation. Given that the average patch adjustment time was
25 seconds, 65% adaptation agrees well with the time course of adaptation suggested in
the Fairchild and Reniff study.
Figure 6.6 expands the colorimetric analysis by separating the data to N, M, and
G groups to see whether patch adjustment were different across these categories. Row
plots denote N, M, G; columns indicate D65 on the left and D93 on the right. Table 6.5
shows that the variance in
a* b*
coordinates is smallest for the gray averaged images
when compared to the normal and mosaic variances. MANOVA t-tests between N-G,
and M-G, show that color adjustments between normal and mosaic images are
statistically different from the gray averaged images. However, comparing normal images
with mosaic images produced no statistical difference.
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Normal Image D65 White Point Normal Image D93 White Point
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Figure 6.7 - Plots subject's final patch adjustments for N, M, and G images groups. The black marker
represents the D65 a* b* white point and the cyan marker represents D93 white point. The green marker
represents the mean
a* b*
for the data in each plot.
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Table 6.5 Paired T test of mean
a* b*










Normal 0.62 -5.70 17.68 23.10 4.67 Normal - Mosaic
P-value : 0.560
Mosaic 0.86 -5.88 17.25 26.51 4.70
Normal - Gray
Gray 0.56 -4.33 14.72 21.20 4.41 P-value :< 0.0001
Mosaic - Gray
P-value :< 0.0001
Table 6.6 Paired T test of mean
u' v'










Normal 0.1904 0.4555 5.44E-05 1 .03E-04 Normal - Mosaic
P-value : 0.554
Mosaic 0.1907 0.4550 5.85E-05 1.17E-04
Normal - Gray
Gray 0.1915 0.4583 4.72E-05 9.29E-05 P-value :< 0.0001
Mosaic - Gray
P-value :< 0.0001
6.2.4 Colorimetric Results Per Image - This section examines the
colorimetric results across the 12 image scenes. As an example, Figure 6.8 plots data for
the scooter and watermelon images. These examples represent two extreme image types;
the scooter image being near-neutral, and the watermelon being highly chromatic. Many
of the near-neutral images have average pixel values falling close to the line between D65
and D93 white points (represented by the black line). More chromatic images have
average pixel values shifted away from the D65-D93 white
point line. Chromatic images
resulted in greater variability for the achromatic patch
adjustments. In general, plots in
Figures 6.8 and 6.9 indicate that subjects adapted to the mean color coordinates of the













































Plots patch adjustments for N, M, and G (for D65 & D93 white points) for the scooter and
images. Red markers indicate mean a* b* for the D65 image, and green markers indicate the
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Figure 6.9 - Patch adjustments plotted across individual images. Red markers represent mean a* b* of the
image with a D65 white point, and green markers represents the mean
a* b*
of the image with the D65
white point. The black and blue markers indicate the D65 and D93 illuminant white points as a reference.
6.2.5 Viewing History -Section 6.2.2 revealed that subjects spent less than 5%
of the patch adjustment time looking around at areas other than the patch itself. This
section examines whether fixations occurred early or late on objects such as faces and
skin tones, and whether these fixations had any effect on the achromatic adjustments. To
plot the fixation data as a function of time and 2-D position, marker size and color were
127
manipulated as shown Figure 6.10. Begin time was designated as full-on green (0, 255, 0)
and end time was designated as full-on red (255, 0, 0). Fixations across time are
represented as the color transition from green to red. Large green markers indicate early






Figure 6.10 - Time is represented as the transition from green to red. Large green markers indicate early
fixations, while small red markers indicate fixations that happened late.
Figure 6.11 plots examples for the botanists, business, and smoke scenes, where
observers'
fixations were the most consistent. As demonstrated in Chapter 5, faces are
high attractors of attention. The green markers indicate that, in general,
subjects'
fixations on the image (as apposed to the patch) occurred early during the task. Some
subjects also made eye movements to features in the scene at the very end of the trial;
perhaps after finalizing their patch adjustment. Early fixations to faces and the text on the
wall appear to be top-down responses to the scene. There is no evidence that subjects are
explicitly seeking out gray objects in order to compare against their patch adjustments.
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subject RLC: botanists N D93.tif
subject CLS: botanists N.tif
subject BMD: business N.tif subject DRP: business N D93.tif
subject BMD: smoke N D93.tif
i "--ir
subject ECP: smoke N D93.tif
Figure 6.11 - Examples of subject's fixations represented in time as the transition from green to red.
Central markers are fixation on the patch. These plots indicate that viewers looked early at faces and
objects in the scene during the adjustment trial.
One goal of this thesis was to examine whether viewing history influences chromatic
adaptation. It is likely that local adaptation effects due to eye movements will be masked
in this experiment considering that 95% of the fixation time was spent exclusively on the
patch, and that the other 5% of exploratory fixations occurred early in viewing. However,
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if previous fixations did influence observer's patch adjustments, the colorimetric results
should be skewed toward the mean chromaticity of the fixated area. For example, if
subjects looked at faces in the botanists image as is shown in Figure 6.11, then patch
adjustments should be skewed toward the mean a* b* of the skin tones. To examine this
hypothesis, colorimetric data was extracted from areas which received the most fixations
in the botanists, business, and smoke images as shown below.
subjed MXB bolartas N.tif
Figure 6.12 - Observer's fixations were consistent for the botanists, business, and smoke images.
White pixels in the mask (left) indicate regions where mean
a* b* data was extracted to see whether
patch adjustments were skewed toward these means.
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By plotting the mean
a* b*
values from the masks in Figure 6.12, it is clear that patch
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Figure 6.13 - Mean
a* b*
data extracted from areas that received the most is indicated by the cyan,
magenta, and yellow (for the business image) makers. Red makers indicate the mean
a* b*
of the
image, and black and blue markers plot the white points of the image as references.
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6.3 Task II -Selecting the MostAchromatic Region
Task 1 showed that spatial complexity and semantic features in an image
influence observers viewing behavior. The mean chromaticity of the images also had an
effect on
observers'
perception of gray. Subjects did not seek out near-neutral objects in
the scene to compare against their achromatic patch adjustments. Task 2 examined eye
movement behavior when the subject's goal was to select the most achromatic region in
an image.
6.3.1 Achromatic Selection - The layout for achromatic selection interface
was similar to Task 1 with the exception that the gray patch in the center of the screen
was removed. Forty-eight of the images used in Task 1 were used for this task. The image
set was randomized for each subject and consisted of D65-D93 normal (N) and mosaic
(M) categories. This excluded all gray averaged (G) images. Observers were instructed to
use the mouse to select the region in each image that appeared the most achromatic. The
following instructions were read aloud when the practice image appeared:
In this experiment your task is to use the mouse to select the most achromatic region in the image.
However, this selection should not include areas that are white or black. Remember, achromatic
means that the color perceived has zero hue. There will be 49 trials, including a practice image.
For each trial,
observers'
mouse position was continuously recorded until the selection
was made. Clicking the mouse advanced the program to the next trial and colorimetric
information (averaged over an 8 pixel radius) from the selected region was recorded.
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6.4 Achromatic Selection Results
6.4.1 Time Trials -
Subjects'
time trials were examined to see if there were any
differences between N and M images, and between D65-D93 adjustment times. Paired t-
tests across the mean adjustment times for all subjects indicate no statistical differences at
a 95% confidence level. Subjects spent about 1 1 seconds for each trial in this task, which
is about half the time spent for each trial in Task 1 . The mean times are shown in Table
6.7.
Table 6.7 Paired T test of mean time for D65 vs. D93, and between N, and M images

















6.4.2 Percentage of Surround Fixations - This section examines the
amount of time spent fixating on the selected gray region as compared to the time spent
fixating on the rest of the image. As in section 6.2.2, fixation histograms were generated
for each subject across all images. Fixations falling inside a 50 pixel radius from the
observer's mouse click were defined as target fixations and fixations falling outside this
region were defined as surround fixations (see Figure 6.14). The percent of fixations on
the surround for each subject was computed using Equation 6. 1 .
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subject AJS: botanists N D93 til
Figure 6.14 - The image on the left plots AJS's fixations during one of the achromatic selection trials.
The black crosshairs indicate AJS's achromatic selection. The gray region in the right image is
defined as the surround; the white is defined as the target.
Table 6.8 shows that the percent of surround fixations between D65 and D93 images is
not statistically different at a 95% confidence level. Paired t-tests between means for the
N, and M categories indicate that viewing behavior is not statistically different when
comparing the fixations from the normal (N) and mosaic (M) images. Roughly 60% of
the viewing time was allocated to the surround and 40% to the target area.
Table 6.8 Paired T test of mean % surround for D65 vs. D93, and between N, and M images

















Figure 6.15 plots the frequency of fixations on the surround across N and M images for
both the patch adjustment task (Task 1) and achromatic selection task. This provides a










Percentage of surround fixations for Patch Adjust
0
0 20 30 40
percent time (sec) fixating on surround
Percentage of surround fixations for Pick Region
20 40 60 80
percent time (sec) fixating on surround
100
Figure 6.15 - The top graph plots mean % fixation on the surround for N and M images from the
patch adjustment task. The bottom graph plots mean % fixation for N and M images from the
achromatic patch selection task.
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6.4.2 Colorimetric Results - This section examines differences in
observers'
colorimetric selection across N-M image types and white points. Data is presented in
CIELAB coordinates here. Plots in luminance and
u' v'
chromaticity space can be found
in Appendix B. Tables 6.9 and 6.10 present the mean achromatic selection data across all
observers separated as D65 and D93 white point images.
Observers'
adjustments are also
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Table 6.10 Mean Y
u' v'
coordinates between D65 and D93 images






















In comparing Figure 6.16 to Figure 6.6, data from Task 2 are not as uniformly spread
around the D65 and D93 means. Task 2 results also have a higher standard deviation.
Adjustments are heavily skewed in the lower right quadrant, falling along the line
between the D65 and D93 white points.
In Task 1 lightness remained constant, but in Task 2 subjects made their
achromatic selections based on lightness and hue. Figure 6.17 plots a histogram of the
lightness values selected during the experiment. As expected, the peak
L*
value fell
between 50 and 60, but subjects did chose a range of values that spanned
L*
values as
low a 20 and as high as 95.
90 100
Figure 6.17 - Histogram of
L*
values from the achromatic selection task across all images.
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Data presented in Tables 6.1 1 and 6.12 indicate no statistical differences between N and
M achromatic selection data.
Table 6.11 Mean
L* a* b*





























Table 6.12 Mean Y
u' v'
coordinates between N and M images

























6.4.3 Colorimetric Results Per Image - Figures 6.18 plots colorimetric
























































Figure 6.18 - Achromatic selection data separated across individual images. Red markers represent
mean
a* b*
of the image with a D65 white point, and green markers represent the mean
a* b*
of the
images with the D65 white point. The black and blue markers indicate the D65 and D93 true white
points as a reference.
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Like the results shown in Figures 6.8 and 6.9, patch selection data for several near-neutral
images fall close to the line between D65 and D93 white points (represented by the black
line). More chromatic scenes, such as the watermelon image, resulted in less variability
than results from the patch adjustment task. It is interesting that the spread of data falls
between the two white points in both Task 1 and Task 2, since
observers'
colorimetric
results were obtained by completely different methods.
6.4.4 Viewing History - This section examines where subjects looked in the
image when their task was to select the most achromatic region in the image. Marker size
and color were manipulated in the manner shown in Figure 6.10 to indicate spatial
position as a function of time. Black crosshairs represent the region that subjects selected
as being the most achromatic. Figure 6.19 plots examples for the botanists, business, and
smoke scenes to compare against those plotted in Figures 6.1 1 and 6.12.
subject RLC: botanists N B93.tif subject CLS botanists N.tif
subject BMD: business N.tif subject DRP: business N D93.tif
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subject BMD: smoke N D93.tif
I
subject ECP: smoke N D93.tif
Figure 6.19 - Examples of subject's fixations represented in time as the transition from green to red.
Black crosshairs indicate observer's achromatic selection.
Clearly a different viewing strategy was adopted in this task as compared to the
achromatic patch adjustment task. Subjects actively fixated on near-neutral regions in the
scene such as shadows, gray-appearing clothes, and metallic surfaces. These plots show
that viewers still made fixations to faces even though those regions contained no
achromatic features. This behavior was consistent across most observers. Task 2 resulted
in a larger spread of fixations over the image, and viewing behavior was not as consistent
as those results shown in Chapter 5 and section 6.3.5. The eye movement results are what
might be expected from a visual search task.
6.5 Conclusions
Chapter 6 provided insight into
observers'
visual strategies when asked to
perform achromatic patch adjustments in scenes that varied in spatial complexity and
semantic content. These results were compared with a second task that had observers
select the most achromatic region from the same set of images. During the patch
adjustment task, viewers did not deliberately seek out near-neutral objects to ensure that
their patch adjustment appeared achromatic in the context of the image. This suggests
that people have a strong impression of gray and do not rely on features
in the scene to
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validate their judgment of gray. Furthermore, less than 5% of the total patch adjustment
time was spent looking around the image. These fixations occurred early during the trial
and were consistently directed toward people and faces, not shadows or achromatic
regions. In comparison to the achromatic selection task, subjects spent about 60% of the
time scanning the scene before finalizing their achromatic target. The percentage of
fixations on the surround was shown to be statistically different between normal images
(N), mosaic image (M), and uniform gray averaged images (G). As expected, these
differences were highest between N-G and M-G pairs, indicating that observers did not
scan the surround as much when making patch adjustment on a uniform back ground.
Note that the variance in color adjustment data was also tighter for the G images in
comparison to the N and M images.
As demonstrated in other studies, the mean chromaticity of the image influenced
observers'
patch adjustments. Adaptation to the D93 white point was about 65%
complete from D65. This result agrees with the time course of adaptation occurring over
a 20 to 30 second exposure to the adapting illuminant, which was about the mean time
spent performing each adjustment trial (Fairchild and Reniff, 1995). Images whose mean
a* b*
coordinates were near-neutral also resulted in adjustments falling along the D65-
D93 white point line. The history of fixations to faces and semantic features in the scene
did not appear to alter
observers'
achromatic adjustments, although the design of the
experiment may have masked local adaptation effects given
that only a few exploratory
fixations occurred so early in the task.
The percentage of surround fixations between N and M categories for the
achromatic patch selection task were not statistically different. Eye movement records
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show that subjects scanned the scene in a behavior similar to what is expected in visual
search. Despite the objective to find the most achromatic regions, subjects still looked at
faces and semantic features in the scene.
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Chapter 7
7. Conclusions and Recommendations
Overall, the objectives of this research project were met. The first goal was to
connect what we know about eye movement research with studies regarding image
quality evaluation and chromatic adaptation. The second goal focused on learning where
people center their attention during color preference judgments, examining the
differences between paired comparison, rank order, and graphical rating tasks, and
determining what strategies are adopted when selecting or adjusting achromatic regions
on a soft-copy display. The third goal was to develop a software library in Matlab to aid
in data collection, analysis, and visualization. This library now includes routines for blink
removal, saccade interval extraction, offset correction, visualization of fixation density,
and GUIs for rank order, graphical rating, and paired comparison scaling experiments.
These tools have provided a framework for integrating eye tracking research with image
quality studies.
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7. 1 EyeMovements and Psychometric Scaling
Chapter 5 investigated visual behavior in the context of image quality evaluation.
For 13 subjects, five image groups, and two displays, fixation duration showed that
viewers spent about 4 seconds per image in the rank order task, 1.8 seconds per image in
the paired comparison task, and 3.5 seconds per image in the graphical rating task.
7. 1. 1 Rank Order - Fixation duration plots from the rank order task showed that
people spend roughly the same amount of time looking at each of the six manipulations,
but different amounts of time per image type. Video records indicate that observers
typically rank the highest and lowest images first, making several fixations to these
"reference"
images while finalizing ranks among the remaining images.
7. 1.2 Paired Comparison - In the paired comparison task there was no tendency
to fixate longer on the left or right image, however, subjects did spend more time looking
at images that were preferred versus images that were not preferred (0.28 seconds more
time for preferred images). Video records indicate that judgments were performed
quickly, usually making from 2 to 4 saccades between images before advancing to the
next pair.
7. 1.3 Graphical Rating - Unlike the other scaling tasks, the graphical rating
task resulted in very different fixation behaviors across the five image types. For images
with lightness manipulations {wakebaorder and vegetables images), observers spent more
time looking at images rated higher on the preference scale than images rated lower on
the preference scale. However, for the chroma manipulation {bug image) and one of the
hue manipulations {kids image), more time was spent looking at images falling in the
middle of the preference scale. This behavior was consistent across both displays, and
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indicates that observers thought carefully about where particular images belonged on the
preference continuum.
7.1.4 PeakAreas ofAttention - The spatial distribution of fixations across rank
order, paired comparison, and graphical rating tasks showed a high degree of consistency.
Observers'
peak areas of attention gravitated toward faces and semantic regions as
reported in many eye tracking studies (Buswell, 1935; Brandt, 1945; Yarbus, 1967;
Henderson & Hollingworth, 1998). However, the vegetables scene, which contained over
20 identifiable objects, generated the lowest correlation between the three tasks. It is
hypothesized that the spatial complexity, high number of objects with memory colors,
and/or observer curiosity may have caused different viewing behaviors across the three
tasks.
7.1.5 Introspection and Scaling - Chapter 5 also showed that introspective
report, as indicated by circling regions in the image at the end of the experiment, was not
always consistent with where people foveated. Furthermore, the spatial weighting implied
by introspection maps is broader than is implied by eye movement maps.
Psychophysical results across rank order, paired comparison, and graphical rating
tasks generated similar, but not identical, scales values for the firefighters, kids, and bug
images. Given the similarity between fixation densities across the three tasks, the
differences in scales are probably related to statistical treatment and image confusability,
rather than eye movement behavior. However, the small number of subjects (19 in this
case) and unanimous agreement across paired comparison and rank order judgments will
require a larger number of observers to validate scale similarity across the three tasks.
The implications of scale similarity are important because it means that scale values
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obtained from one type of experiment can be directly compared to scale values from
another type of experiment.
7.1.6 Recommendations - The most obvious direction for future work is to
expand this research to include more observers, more images, additional psychometric
scaling techniques, and a larger range of spatial and colorimetric manipulations. While
visual behavior was quite similar across the three tasks, extended research will clarify
what differences in visual behavior arise for scenes containing a large number of objects
(i.e. like the vegetables scene).
In developing automatic saliency detectors, it is clear that face/person detection is
one of the first steps toward mimicking where people look in scenes. Eye movement
maps have may prove valuable to researchers developing image difference and image
quality models. With this in mind, a future goal is to develop an on-line eye movement
database for people who do not have time or access to eye tracking equipment, but are
interested in knowing where people look for a specific set of images.
Experiments in chapter 5 examined eye movement behavior for soft-copy displays
in a controlled laboratory setting. In actuality, people are really faced with image quality
decisions when reading magazines, watching television, shopping in stores, or looking at
posters. One of the next steps might be to examine whether peak areas of attention
change when subjects perform hard-copy image quality experiments. Further, it might be
interesting to set-up a less formal study, implemented under more realistic situations,
such as ranking the image quality of posters in a busy hallway, or rating the capture
quality of digital cameras. Babcock et. al. (2002) have already conducted portable eye
tracking studies aimed at understanding how people look at digital images before, during,
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and after scene capture. It seems reasonable to expand this type of experiment to include
graphical rating or rank order tasks as well.
7.2Achromatic Patch Adjustment and Selection
Chapter 6 examined
observers'
visual strategies when asked to perform
achromatic patch adjustments in scenes that varied the spatial complexity and semantic
content. These results were compared with a second task that had observers select the
most achromatic region from the same set of images.
7.2.1 Achromatic Patch Adjustment - More than 95% of the total patch
adjustment time was spent looking strictly at the patch. This result shows that even when
participants are allowed to freely move their eyes, putting an adjustment patch in the
center of the screen discourages people from viewing the image in a natural way.
When subjects did look around (less than 5% of the time), they did so early during
the trial. These foveations were consistently directed toward people and faces, not
shadows or achromatic regions. This result shows that viewers do not deliberately seek
out near-neutral objects to ensure that their patch adjustments appear achromatic in the
context of the scene. They also do not scan the image in order to adapt to a gray world
average. Apparently people have a strong internal representation of gray, and do not rely
on features in the scene to validate their patch adjustment (i.e. their
"definition"
of gray).
The percentage of exploratory fixations in the image (the 5% surround fixations)
was statistically different between normal images (N), mosaic images (M), and uniform
gray-averaged images (G). Differences were highest between normal vs. gray-averaged
(N-G) and mosaic vs. gray-averaged (M-G) pairs. This result indicates that observers do
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not look around as much in surrounds with a gray-average. This behavior may be
responsible for tighter variances in color adjustment data for the G images as compared to
the N andM images.
As demonstrated in other studies, the mean chromaticity of the image influenced
observers'
patch adjustments. Adaptation to the D93 white point was about 65%
complete from D65. This result agrees reasonably with the time course of adaptation
occurring over a 20 to 30 second exposure to the adapting illuminant, which was about
the mean time spent performing each adjustment trial (Fairchild and Reniff, 1995).
Images whose mean a* b* coordinates were near-neutral also resulted in adjustments
falling along the D65-D93 white point line. Fixations to faces and semantic features in
the scene did not appear to alter
observers'
achromatic adjustments. It was difficult
address the history of fixations on adaptation further since only 5% of
observers'
fixations were allocated to areas other than the patch.
7.2.2Achromatic Patch Selection - Viewers spent 60% of the time scanning the
scene in order to select the most achromatic region in the image. Unlike the achromatic
patch adjustment task,
subjects'
foveations were consistently directed toward achromatic
regions and near-neutral objects as would be expected. Eye movement records show
behavior similar to what is expected in a visual search task. The percentage of surround
fixations between N andM categories were not statistically different.
7.2.3 Recommendations - Because it was difficult address the history of
fixations on adaptation (since subjects spent so little time looking around in the image), a
future revision of this experiment might have the observer free-view an image, and then
display several near neutral patches. The observer's task would be to select the most
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achromatic patch as quickly as possible. This task would elicit more realistic viewing
behavior and would allow for a more interesting history of fixations. This experiment




Abrams, R.A. (1992). Planning and producing saccadic eye movements. In K. Rayner
(Ed.), Eye Movements and Visual Cognition: Scene Perception and Reading (p.66).
New York: Springer-Verlag.
Adrian, E.D. (1928). The Basis ofSensations. London.
Antes, J.R. (1974). The time course of picture viewing. Journal of Experimental
Psychology, 103, 62-70.
Applied Sciences Laboratories. (1997). Eye tracking systems handbook. Waltham,
MA: Applied Science Laboratories.
B
Babcock, J.S., Lipps, M., Pelz, J.B. (2002). How people look at pictures before,
during and after scene capture: Buswell revisited. In B.E.Rogowitz and T. N. Pappas
(Eds.), Human Vision and Electronic Imaging V, SPIE Proceedings, 4662, 34-47.
Bartelson, C.J. (1982). The combined influence of sharpness and graininess on the
quality of color prints. J. Photogr. Sci. 30, 30-33.
Bartleson, C.J. (1984). Measuring Differences. In C.J. Bartleson and F. Grum (Eds.),
Optical Radiation Measurements (Vol. 5, pp. 441-489). Orlando, FL: Academic
press.
Becker, W., (1991) Saccades, in Eye Movements, In R.H.S. Carpenter (Ed.), Vision and
visual dysfunction (Vol. 8). Boca Raton: CRC Press.
Berns, R.S., Motta, R.J., Gorzynski, M. E. (1993a). CRT Colorimetry. Part I: Theory
and Practice, Color Res. Appl, 18, 299-314.
Bems, R.S., Motta, R.J., Gorzynski, M. E. (1993b). CRT Colorimetry. Part E:
Metrology, Color Res. Appl, 18, 315-325.
Berns, R.S. (1996). Methods for characterizing CRT displays, Displays, 16, 173-182.
Berns, R. S. (2002). Billmeyer and Saltzman's Principals of Color Technology (3rd
ed.). New York: JohnWiley & Sons.
Berns, R.S., Fernandez, S., Taplin, L. (In press). Estimating black level emissions of
computer-controlled displays, ColorRes. Appl.
152
Brainard, D., & Ishigami, K. (1995). Factors influencing the appearance of CRT
colors, IS&T/SID 5th Color Imaging Conference, 62-66.
Braun, K.M. & Fairchild, M.D. (1996). Psychophysical generation of matching
images for cross-media color reproduction. IS&T/SID Color Imaging Conference, 4,
212-220.
Braun, K.M., Fairchild, M.D., Alessi, P. J. (1996). Viewing Techniques for Cross-
Media Image Comparisons, Color Res. Appl. 20, 6-17.
Braun, K.M. and Fairchild, M.D. (1997). Testing Five Color-Appearance Models for
Changes in Viewing Conditions, Color Res. Appl. 22, 165-173.
Breneman, E. (1987). Corresponding chromaticities for different states of adaptation
to complex visual fields. J. Opt. Soc. Am. A, 4(6), 1 1 15-1 129.
Brandt, H.F. (1945). The Psychology ofSeeing. New York: Philosophical Library.
Buswell, G.T. (1935). How People Look at Pictures, Chicago: Univ. Chicago Press.
C-E
Canosa, R.L. (2000). Eye movements and natural tasks in an extended environment,
Master's Thesis. New York: Rochester Institute of Technology.
CLE, (1978). Recommendations on uniform color spaces, color difference equations,
psychometric color terms. Supplement No.2 to CIE publication No. 15 (E.-1.3.1)
1971/(TC-1.3.).
Collewijn, H., Steinman, R.M., Erkelens, C.J., Pizlo, Z., van der Steen, J. (1992).
Effect of freeing the head on eye movement characteristics during three dimensional
shifts of gaze and tracking. In Berthoz, A., Graf, W., Vidal., P.P. (Eds.), The Head-
Neck SensoryMotor System (Chapter 64). Oxford University Press.
Cui, C, (2000). Comparison of Two Psychophysical Methods for Image Color
Quality Measurement: Paired Comparison and Rank Order, IS&T/SID 8th Color
Imaging Conference, 222-227.
De Graef, P., Christiaens, D., d'Ydewalle, G. (1990). Perceptual effects of scene
context on object identification, PsychologicalResearch, 52, 317-329.
Ditchburn, R.W. & Ginsborg, B.L. (1952). Vision with a stabilized retinal image,
Nature, 170 (4314):36.
153
Endo, C, Asada, T., Haneishi, H, Miyake, Y. (1994). Analysis of the Eye
Movements and its Applications to Image Evaluation, IS&T/SID 2nd Color Imaging
Conference: Color Science, Systems andApplications, 153-155.
Engeldrum, P. (2000). Psychometric Scaling: A Toolkit for Imaging Systems
Development, Imcotek: Winchester, MA.
Fairchild, M. D. (1992). Chromatic Adaptation to Imaging Displays, TAGA Proc.,2,
802-824.
Fairchild, M. D. & Lennie, P. (1992). Chromatic Adaptation to Natural and
Incandescent Illuminants, Vision Res. 32, No. 11, 2077-2085.
Fairchild, M.D. (1995). Considering the Surround in Device-Independent Color
Imaging, Color Res. Appl. 20, 352-363.
Fairchild, M. D. & Reniff, L. (1995). Time course of chromatic adaptation for color-
appearance judgments, J. Opt. Soc. Am. A, 12, 824-833.
Fairchild, M.D. & Braun, K.M. (1997). Investigation of color appearance using the
psychophysical method of adjustment and complex pictorial stimuli. AIC Color, 179-
186.
Fairchild, M. D. (1997). ColorAppearanceModels, Reading, MA: Addison-Wesley.
Fairchild, M.D., & Wyble, D.R. (1998). Colorimetric Characterization of the Apple
Studio Display (Flat Panel LCD). Munsell Color Science Laboratory Technical
Report, July.
Fairchild, M.D. (1999). A Victory for Equivalent Background
- On Average.
IS&T/SID Color Imaging Conference. 7, 87-92.
Fairchild, M.D. & Johnson, G.M. (1999). Color-appearance reproduction: visual data
and predictive modeling. ColorRes. Appl, 24, 121-131.
Falk, D., Brill, D., & Stork, D. (1986). Seeing the light. New York: John Wiley &
Sons.
Farnand, S.P. (1995). The Effect ofImage Content on Color Difference Perceptibility.
Master's Thesis. New York: Rochester Institute of Technology.
Fedorovskaya, E. A., de Ridder, H., Blommaert, F.J.J. (1997). Chroma Variations and
Perceived Quality of Color Images ofNatural Scenes. Color Res. Appl, 22, 96-1 10.
154
Fernandez, S. R. (2002). Preferences and Tolerances in Color Image Reproduction.
Master's Thesis. New York: Rochester Institute of Technology.
Fisher, D.F., Monty, R.A., Senders, J.W. (Eds.). (1981). Eye Movements: Cognition
and Visual Perception. New Jersey: Lawrence Erlbaum Associates.
G-J
Gibson, J. E. & Fairchild, M.D. (2000). Colorimetric Characterization of Three
Computer Displays (LCD and CRT), Munsell Color Science Laboratory Technical
Report, January.
Green, P. (1992). Review of Eye Fixation Recording Methods and Equipment,
Technical Report UTMTRI-92-28. Ann Arbor, Michigan: The University ofMichigan
Transportation Research Institute.
Henderson, J.M. & Hollingworth, A. (1998). Eye movements during scene viewing:
an overview. In G. Underwood (Ed.), Eye Guidance in Reading and Scene Perception
(pp. 269-293). New York: Elsevier.
Henderson, J.M., Weeks, P.A., Hollingworth, A. (1999). The effects of semantic
consistency on eye movements during complex scene viewing. Journal of
Experimental Psychology: Human Perception and Performance, 25, 210-228.
Henley, S.A. (2000). Quantifying Mixed Adaptation in Cross-Media Color
reproduction. Master's Thesis. New York: Rochester Institute of Technology.
Hevner, K. (1930). An empirical study of three psychophysical methods, J. Gen.
Psychol, 4, 191-212.
Hunt, R.W., Pitt, I.T., Winter, L.M. (1974). The
Reproduction of Blue Sky, Green Grass and
Caucasian Skin in Color Photography. /. Photogr. Sci., 22, 144-150.
Johnson, G.M., & Fairchild, M.D. (2000).
Sharpness Rules, IS&T/SID 8th Color
Imaging Conference, Scottsdale, 24-30.
Judd, D.B. & Wyszecki G. (1975). Color In
Business Science, and Industry. New
York: Wiley.
K-L
Katoh, N. (1994). Practical method for appearance match between soft copy and hard
copy, SPIE, 2170, 170-181.
155
Katoh, N. (1995). Appearance match between soft copy and hard copy under mixed
adaptation, IS&T/SID 5th Color Imaging Conference, 22-25.
Katoh, N, & Nakabayashi, K. (1997). Effect of ambient light on color appearance of
soft copy images, Proc. AIC Color 97 Kyoto, 2, 582-585.
Kowler, E., Pizlo, E., Zhu, G., Erkelens, C.J., Steinmann, R.M., Collewijn, H. (1992).
Coordination of head and eye during the performance of natural (and unnatural)
visual tasks. In Berthoz, A., Graf, W., Vidal., P.P. (Eds.), The Head-Neck Sensory
Motor System (Chapter 65). Oxford University Press.
Krieger, G., Rentschler, I., Hauske, G., Schill, K, Zetzsche, C. (2000). Object and
scene analysis by saccadic eye-movement: and investigation with higher-order
statistics, Spatial Vision, 13, No. 2,3, 201-214.
Kundel, H., Nodine, C, Krupinski, E. (1987). Searching for Lung Nodules: Visual
Dwell Indicates Locations of False-Positive and False-Negative Decisions,
Investigation Radiology 7, 1241-1250.
Land, M.F. (1992). Predictable head-eye coordination during driving. Nature, 359,
318-320.
Land, M.F. & Furneaux, S. (1997). The knowledge base of the oculomotor system.
Phil Trans R Soc Lond, B 352, 1231-1239.
Land, M.F., Mennie, N., Rusted, J. (1999). The roles of vision and eye movements in
the control of activities of daily living. Perception, 28, 1311-1328.
Lee, S.M.M. & Morovic, J. (2001). What Do Complex Backgrounds Integrate To?
IS&T/SID PICS Conference Proceedings. 15-18.
Liversedge, S.P. & Findlay, J.M. (2000). Saccadic eye movements and cognition.
Trends in Cognitive Sciences, 4(1), 6-14.
Loftus, G.R., & Mackworth, N.H. (1978). Cognitive determinants of fixation location
during picture viewing. Journal ofExperimental Psychology: Human Perception and
Performance, 4, 565-572.
M-P
Mackworth N.H., & Morandi, A.J. (1967). The gaze selects informative details within
pictures. Perception and Psychophysics, 2, 547-551.
156
Mannan, S., Ruddock, K, Wooding, D. (1996). The relationship between the location
of spatial features and those of fixations made during visual examination of briefly
presented images, Spatial Vision, 10, No. 3, 165-188.
Miyata, K, Saito, M., Tsumura, N., Haneishi, H, Miyake, Y. (1997). Eye Movement
Analysis and its Application to Evaluation of Image Quality, IS&T/SID 5th Color
Imaging Conference, 116-119.
Molnar, F. (1981). About the role of visual exploration in aesthetics, In Advances in
Intrinsic Motivation andAesthetics, (pp. 385-413), New York: Plenum Press.
Nodine, C, Locher, P., Krupinski, E. (1991). The role of formal art training on
perception and aesthetic judgment of art composition, Leonardo, 26, 219-227.
Noton, D., & Stark, L. (1971a). Scanpaths in saccadic eye movements while viewing
and recognizing patterns. Vision Research, 11, 929-942.
Noton, D., & Stark, L. (1971b). Eye movements and visual perception. Scientific
American, 224, 34-43.
Osberger, W. & Maeder, A.J. (1998). Automatic Identification of Perceptually
Important Regions in an Image. Proc. 14th Int. Conf. on Pat. Rec, Brisbane,
Australia, 701-704.
Oskoui, P., & Pirrotta, E. (1998). Influence of Background Characteristics on
Adapted White Points ofCRTs, IS&T/SID 6th Color Imaging Conference, 22-26.
Palmer, S.E. (1999). Vision Science Photons to Phenomenology. Cambridge, MA:
MIT Press.
Pattanaik, S.N., Fairchild, M.D., Ferwerda, J.A., Greenberg, D.P. (1998). Multiscale
model of adaptation, spatial vision, and color appearance, IS&T/SID 6th Color
Imaging Conference, 2-7.
Pelz J.B., Canosa, R.L., Kucharczyk, D., Babcock, J., Silver, A., Konno, D. (2000).
Portable eyetracking: a study of natural eye movements. In B.E.Rogowitz and T. N.
Pappas (Eds.), Human Vision and Electronic Imaging V, SPIE Proceedings, 3659.
Pelz, J.B., Canosa, R.L., Babcock, J.S. (2000). Extended Tasks Elicit Complex Eye
Movement Patterns, ETRA 2000: eye tracking research and applications symposium,
31-A3.




Pelz, J.B. & Canosa, R.L. (2001). Oculomotor behavior and perceptual strategies in complex
tasks. Vision Research, 41, 3587-3596.
157
Pioneer (2002). Plasma Display PDP-503CMX Operating Instructions, 26-27.
Poirson, A.B. & Wandell, B.A. (1993). The appearance of colored patterns: pattern-
color separability. J. Opt. Soc. Am. A, 10, No. 12, 2458-2470.
Prichard, R.M. (1958). Visual illusions viewed as stabilized retinal images. Quarterly
Journal ofExperimental Psychology, 10, 77-81.
Prichard, R.M. (1961). Stabilized images on the retina. Scientific American, 204, No.
6, 72-78.
Q-Z
Rayner, K. (Ed.). (1992). Eye Movements and Visual Cognition: Scene Perception
and Reading. New York: Springer-Verlag.
Riggs, L.A., Ratliff, F., Cornsweet, J.C., and Cornsweet, T.N. (1953). The
disappearance of steadily fixated visual test objects, J. Opt. Soc. Amer. 43(6):495.
Russ, J.C. (1994). The Image Processing Handbook:Second Edition (pp. 332-346).
New York: CRC Press.
Steinman, R.M., Kowler, E., and Collewijn, H. (1990). New directions for
oculomotor research. Vision Research, 30, 1845-1964.
Stokes, M. (1991). Colorimetric Tolerances ofDigital Images. Master's Thesis. New
York: Rochester Institute ofTechnology.
Shaw, R. (2002). Image Quality, Spatial Bandwidth, and Design Criteria for
Optimum Digital Enhancement Techniques, IS&TProc. PICS Conf., 221-225.
Tsumura, N., Sanpei, K, Haneishi, H, Miyake, Y. (1996). An evaluation of image
quality by spatial frequency analysis in digital halftoning, Proceeding os IS&T's
49th
annual Conference, 312-316.
Tsumura, N., Endo, C, Haneishi, H, Miyake, Y. (1996). Image compression and
decompression based on gazing area. Human Vision and Electronic Imaging V,
B.E.Rogowitz and T. N. Pappas Eds., SPIEProc. 2657, 361-367.
von Kries, J. (1970). Chromatic adaptation, Festschrift der
Albrecht-Ludwig-
Universitat (Fribourg) (D.L. MacAdam, Trans., Sources of Color Science,
Cambridge, MA: MIT Press) (Original work published in 1902)
Wandell, B.A. (1995). Foundations ofVision. Sunderland, MA: Sinauer.
158
Williams, M. & Hoekstra, E. (1994). Comparison of Five On-Head, Eye-Movement
Recording Systems, Technical Report UTMTRI-94-11. Ann Arbor, Michigan: The
University ofMichigan Transportation Research Institute.
Wooding, D., Roberts, G., Phillips-Huges, J. (1999). The development of the eye-
movement response in the trainee radiologist, Image Perception and Performance,
SPIEProc, 3663, 136-145.
Wooding, D.S (2002). Fixation Maps: Quantifying Eye-movement Traces, ETRA
2002: eye tracking research and applications symposium, 31-36.
Wright, W.D. (1981). Why and how chromatic adaptation has been studied, Color
Res. Appl. 6,147-152.
Yarbus, A.L. (1967). Eye Movements and Vision (B. Haigh, Trans.). New York:
Plenum Press. (Original work published in 1956).
Yendrikhovskij, S.N., Blommaert, F.J.J., de Ridder, H. (1999). Color Reproduction
and the Naturalness Constraint. ColorRes. Appl, 24, 52-67.
Zaidi, Q., Spehar, B., DeBonet, J. (1998). Adaptation to textured chromatic fields. J.
Opt. Soc. Am. A, 15(1), 23-32.
Zhang, X. & Wandell, B.A. (1996). A spatial extension of CIELAB for digital color




A.1 Morrisey's Incomplete Matrix Solution for Case V
Because there was unanimous agreement for some pairs, a zero-one proportion
matrix resulted. All values that were not one-zero were converted to standard normal
deviates and the scale values were solved using Morrisey's incomplete matrix solution.
The text below is based on the description given by Engeldrum in, Psychometric Scaling:
A Toolkitfor Imaging Systems Development (2000, pg 1 17).
The column vector, z, contains all the z-score values excluding the incomplete
proportions. Matrix X is formed such that the columns correspond to the samples and the
rows represent the judged pair. Note that for an incomplete matrix there are {k+l)n rows,
where k is less than n(n-l)/2. The entries of X consisted of +1 and -1 in the columns of
the pair that were compared (pairs that did not produce zero-one proportions). An n by 1
column forms the S vector, which represents the unknown scale values. The rank of the X
matrix is increased by adding the constraint that the sum of the scale values equals zero.
Thus, an extra row of l'sis added as the final row in the X matrix, and a 0 added as the
last element of vector Z. The final matrix formulation is illustrated in equation (A.l). The







1 -1 0 0 0
1 0 -1 0 0
0 1 0 -1 0
1111
(A.2) S = (X'X)-'X'z
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A.2 AverageAbsolute Deviation (AAD) and)? Goodness-of-fit
The goodness-of-fit of the paired comparison and rank order data was tested
using both the average absolute deviation (AAD) andMosteller's X Test.
First, the difference of the scale value pairs, Si-Sj, was computed and the result
transformed to predicted probabilities (p') using the standard normal cumulative
distribution function. Note, these proportions are what is expected if the Case V model is
correct. The proportions obtained experimentally (p) can be compared to the predicted
proportions (p') by computing the average absolute deviation as shown in equation (A.3).





= predicted proportion from results,
p
= observed proportions from the data, and
n = numberof stimuli.
The chi-square test is computed on the arcsine transformation of the matrix of predicted
proportions (p') and observed proportions (p) as suggested byMosteller (1951) and given
in equations (A.4) and (A.5).
(A.4) 0'ij=sin"1(2p'ij-l) inrad 9;j =sin"1(2pij-l) in rad
x2=J2>ir0ij)2'where
j
(A.5) J = number of observers
with(n - l)(n - 2)/2 degrees of freedom
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A.3 Supplement to Table 5.3
Table A.1 Goodness-of-fit measured for Paired Comparison Case V solution








































Critical value x2(a = 0.95; df = 10) = 18.31 where P{ x2(v) < 18.31). Poor fits are





Chromaticity Plots (Chapter 6)
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Figure B6.6 - Plots subject's final patch adjustments for D65 and D93 white point images. The black
marker represents the mean D65
u'v'
coordinates and the green marker represents the mean D93 u'v'.
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Figure B6.7 - Plots subject's final patch adjustments for N, M, and G images groups. The black marker
represents the D65
u'v'
white point and the cyan marker represents D93 white point. The green marker
represents the mean
u'v'
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Figure B6.8 & B6.9 - Patch adjustments separated across individual images. Red markers represent mean
a* b*
of the image with a D65 white point, and green markers represents the mean
a* b*
of the image with
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Figure B6.13 - Mean
u' v'
data extracted from areas that received the most is indicated by the cyan,
magenta, and yellow (for the business image) makers. Red makers indicate the mean
u' v'
of the
image, and black and blue markers plot the white points of the image as references.
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Figure B6.16 - Plots
subjects'
achromatic selections for D65 and D93 white point images. The black
marker represents the mean D65
u' v'
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Figure B6.18 - Achromatic selection data separated across individual images. Red markers represent
mean
a* b*
of the image with a D65 white point, and green markers represent the mean
a* b*
of the
images with the D65 white point. The black and blue markers indicate the D65 and D93 true white
points as a reference.
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Figure C - Graphs show the median pixel differences from the original image in CIE lightness (L*ab),
chroma (C*ab), and hue (hab) coordinates using the forward models of the two displays. The median
color differences (DE94) are also shown as a reference.
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