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POLYNOˆME DE BERNSTEIN-SATO GE´NE´RIQUE
LOCAL
ROUCHDI BAHLOUL
Re´sume´. E´tant donne´e une famille de fonctions analytiques en
0 ∈ Cn parame´tre´e par un espace lisse, nous e´tudions le polynoˆme
de Bernstein de la fibre sur une varie´te´ irre´ductible V de l’espace
des parame`tres et nous montrons qu’il est ge´ne´riquement con-
stant. Nous montrons que ce polynoˆme b satisfait une e´quation
fonctionnelle ge´ne´rique sur V et l’on de´rive une stratification con-
structible de l’espace des parame`tres par le polynoˆme de Bernstein
de la fibre. Lorsque l’hypersurface admet ge´ne´riquement une sin-
gularite´ unique en 0 ∈ Cn nous montrons que b est le polynoˆme de
Bernstein ge´ne´rique au sens de Brianc¸on-Geandier-Maisonobe. Les
outils utilise´s sont une ge´ne´ralisation formelle d’un algorithme de
Oaku calculant le polynoˆme de Bernstein local et les bases standard
ge´ne´riques re´cemment e´tudie´es par l’auteur.
Introduction et motivations
Le polynoˆme de Bernstein (ou b-fonction) a e´te´ introduit de manie`re
inde´pendante par I. N. Bernstein [Ber72] et M. Sato [SS72]. Son ex-
istence a e´te´ de´montre´e par Bernstein dans le cas polynomial et par
J. E. Bjo¨rk [Bjo¨73] dans le cas analytique et formel (voir aussi [Bjo¨79])
ainsi que par M. Kashiwara [Kas76] qui de´montra en plus la ratio-
nalite´ des racines du polynoˆme de Bernstein analytique. Dans le cas de
plusieurs fonctions analytiques, l’existence de polynoˆmes de Bernstein
revient a` C. Sabbah ([Sab87a, Sab87b], voir aussi [Gyo93] et [Bah05]).
Ici, nous nous inte´ressons au polynoˆme de Bernstein d’une fonction
analytique de´pendant de parame`tres.
On sait depuis les travaux de D. T. Leˆ et C. P. Ramanujam [Leˆ73,
LR76] qu’une de´formation a` nombre de Milnor µ constant d’une sin-
gularite´ isole´e d’hypersurface conserve son type topologique ainsi que
la classe de conjugaison de sa monodromie locale. Ceci combine´ aux
travaux de B. Malgrange [Mal74] liant la monodromie et les racines
du polynoˆme de Bernstein local nous dit que les racines de ce dernier
restent inchange´es modulo Z. Cependant ses racines ne sont pas con-
stantes (voir par exemple T. Yano [Yan78])
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F. Geandier [Gea89, Gea91] a e´tudie´ de manie`re e´tendue le polynoˆme
de Bernstein associe´ a` une de´formation a` un parame`tre d’une hyper-
surface a` singularite´ isole´e avec une e´tude du polynoˆme de Bernstein
ge´ne´rique et relatif (ou “en famille”). J. Brianc¸on, F. Geandier et
Ph. Maisonobe [BGM92] ont ge´ne´ralise´ et comple´te´ l’e´tude pre´ce´dente
au cas de plusieurs parame`tres, toujours dans le cas d’une de´formation
d’une singularite´ isole´e.
Dans [BGMM89], J. Brianc¸on, M. Granger, Ph. Maisonobe et M.
Miniconi ont donne´ un algorithme de calcul du polynoˆme de Bern-
stein pour une fonction semi-quasi-homoge`ne ou non de´ge´ne´re´e au
sens de Kouchnirenko. C’est aussi la` que la notion de polynoˆme de
Bernstein ge´ne´rique fut introduite avec le calcul exact dans le cas
d’une de´formation semi-universelle a` deux variables. Dans le meˆme es-
prit, citons e´galement les travaux de P. Cassou-Nogue`s [Cas86, Cas87,
Cas88].
T. Oaku [Oak97b] a donne´ un algorithme (sans conditions) de cal-
cul du polynoˆme de Bernstein local et global associe´ a` un polynoˆme.
Ces algorithmes sont base´s sur les bases de Gro¨bner dans des anneaux
d’ope´rateurs diffe´rentiels polynomiaux. Dans [Oak97a], il a initie´ une
e´tude parame´trique de ses algorithmes. Ceci a permis a` A. Leykin
[Ley01] d’obtenir un re´sultat de constructibilite´ concernant le polynoˆme
de Bernstein global pour un polynoˆme de´pendant de parame`tres (voir
aussi [BM02] et [Bah03a]).
Ce rappel historique (non exhaustif) e´tant fait, introduisons le pre´sent
travail.
On fixe deux entiers n,m > 0. Pour commencer, conside´rons une
fonction polynomiale f = f(x, y) ∈ k[x, y] ou` x = (x1, . . . , xn) est
le syste`me de variables principales et y = (y1, . . . , ym) est vu comme
parame`tre (et k est un corps de caracte´ristique ze´ro). Il est bien connu
que le polynoˆme de Bernstein ge´ne´rique global est non nul (voir Biosca
[Bio96a, Bio96b] pour k = C, [Bah03b] en ge´ne´ral). De plus nous savons
qu’il est e´gal au polynoˆme de Bernstein usuel de f vu dans Frac(k[y])[x]
et nous savons enfin qu’il est e´gal au polynoˆme de Bernstein de la fibre
ge´ne´rique (voir [Ley01], voir aussi [BM02] et [Bah03a]).
Plus ge´ne´ralement on peut conside´rer le polynoˆme de Bernstein de
la classe (f)Q de f modulo un ide´al premier Q ⊂ k[y], vue dans
Frac(k[y]/Q)[x] (ce que, dans [Bah03b], nous avons appele´ polynoˆme
de Bernstein ge´ne´rique de f sur V (Q) ⊂ Spec(k[y])) et l’on montre
alors que d’une part il satisfait une e´quation fonctionnelle “ge´ne´rique”
([Bah03b]) et d’autre part c’est le polynoˆme de Bernstein de la fibre
ge´ne´rique sur V (Q) (voir les trois re´fe´rences ci-dessus).
Maintenant si f est un germe de fonction analytique dans C{x, y},
nous pouvons faire une construction similaire : voir f dans C[[x]] avec
C = C{y} et conside´rer le polynoˆme de Bernstein formel de f vu dans
Frac(C)[[x]] (dont l’existence est assure´e par [Bjo¨73]). Plus ge´ne´ralement,
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e´tant donne´ Q ∈ Spec(C), on voit f dans C[[x]], on conside`re sa classe
modulo Q que l’on voit dans Frac(C/Q)[[x]] et enfin on prend son
polynoˆme de Bernstein formel b. Avec ce polynoˆme b, a-t-on des re´sultats
similaires a` ceux du cas global rappele´s ci-dessus ? Nous savons que
les choses sont plus complexes dans le cas local puisque par exem-
ple, le polynoˆme de Bernstein ge´ne´rique n’existe pas toujours (Biosca
[Bio96a, Bio96b]). Le but du pre´sent travail est de mieux comprendre
le roˆle joue´ par b. Bien qu’il soit de´fini de manie`re alge´brique, nous
montrons qu’il a un roˆle ge´ome´trique naturel et nous faisons le lien
avec le travail de Brianc¸on et al. [BGM92].
Note. Dans la suite, pour plus de ge´ne´ralite´ et aussi pour adhe´rer aux
notations ge´ne´ralement utilise´es, nous travaillerons sur un polydisque
compact Z = X × Y ⊂ Cn × Cm (X pouvant eˆtre nul). Si O de´signe
le faisceau des fonctions holomorphes sur Cn+m alors on notera OZ
les sections globales du faisceau O|Z restreint a` Z. L’anneau OZ est
noethe´rien (Frisch, [Fri67]). Cette noethe´rianite´ nous sera ne´cessaire
pour terminer la preuve du the´ore`me principal. Dans la suite, nous
n’aurons pas besoin de re´duire le diame`tre des polydisques sauf celui
de Y dans la de´monstration du corollaire 2 et de la remarque 1(c) (nous
n’en ferons pas mention explicite).
Remerciements. Je remercie Michel Granger qui, en fevrier 2004, m’a
aide´ a` trouver une erreur dans une version pre´liminaire ainsi que pour
des discussions e´clairantes. Ce travail est effectue´ dans le cadre d’une
bourse post-doctorale FY2003 de la JSPS.
1. E´nonce´ des re´sultats principaux
Soient X ⊂ Cn et Y ⊂ Cm des polydisques compactes centre´s en 0,
Z = X × Y et f une fonction analytique sur Z telle que l’hypersurface
W = f−1(0) ⊂ Z contienne 0. Pour y ∈ Y , Wy est l’hypersurface de X
de´finie par fy : x 7→ f(x, y).
DZ/Y de´signe l’anneau des ope´rateurs diffe´rentiels relatifs. C’est le
sous anneau de DZ constitue´ d’ope´rateurs sans de´rivation par rapport
aux yi. Suivant [BM02], introduisons C〈s, ∂t〉 l’alge`bre C[s, ∂t] modulo
la relation ∂ts = s∂t − s et DZ〈s, ∂t〉 = DZ ⊗ C〈s, ∂t〉. Si t de´signe une
nouvelle variable alors l’identification s = −∂tt fournit les inclusions
d’anneaux : DZ [s] ⊂ DZ〈s, ∂t〉 ⊂ DZ×C. Cette identification provient
du fait que le module libre OZ [1/f, s] · f s est un DZ×C-module et que
l’action de s co¨ıncide avec celle de −∂tt (voir Malgrange [Mal74]).
Soit C = OY (l’anneau des parame`tres) et Q ∈ Spec(C). On voit f
dans C[[x]] et on note [f ]Q ∈ (C/Q)[[x]] la se´rie obtenue en prenant
la classe modulo Q des coefficients de f . Enfin, on note (f)Q la se´rie
pre´ce´dente vue dans Frac(C/Q)[[x]].
The´ore`me 1. Soit b(s) ∈ Frac(C/Q)[s] le polynoˆme de Bernstein
(formel) de (f)Q alors :
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(i): b(s) est a` racines rationnelles.
(ii): b(s) est le polynoˆme unitaire de plus bas degre´ dans C[s] tel
qu’il existe h(x, y) ∈ OZ tel que
(1)
{
h(x, y) · b(s)f s ∈ DZ/Y [s] · f s+1 +Q · DZ/Y 〈s, ∂t〉 · f s
avec h(0, y) ∈ OY rQ.
(iii): Il existe h′ ∈ OY rQ tel que pour tout y ∈ V (Q) r V (h′),
b(s) est le polynoˆme de Bernstein local (en x = 0) de fy.
Remarque 1. (a) Le polynoˆme de Bernstein bg d’un g ∈ k[[x]] (k
e´tant un corps de caracte´ristique nulle) est non nul (Bjo¨rk [Bjo¨73])
ainsi notre polynoˆme b(s) est non nul. Par contre le fait que bg
soit a` racines rationnelles est a` notre connaissance une question
ouverte donc le point (i) du the´ore`me ne´cessite une de´monstration.
(b) Dans (ii), la spe´cialisation en y0 ∈ V (Q) r V (h(0, y)) fait de
b(s) un polynoˆme de Bernstein de fy0. D’apre`s (iii), c’est en fait
le polynoˆme de Bernstein de fy0 si de plus h
′(y0) 6= 0.
(c) La relation (1) est en ge´ne´ral fausse si l’on remplace DZ/Y 〈s, ∂t〉
par DZ/Y [s] (voir la de´monstration en section 2).
(d) Supposons Q = (0). Le point (ii) e´tablit le fait que le polynoˆme
b(s) (polynoˆme de Bernstein formel de f vue dans Frac(OY )[[x]])
est solution de l’e´quation (1) (et c’est en fait dans C[s] le ge´ne´rateur
de l’ide´al des solutions). Dans [Bio96b, Sect. 2.7], H. Biosca se
pose le proble`me inverse. Elle se donne l’e´quation (1) et en cherche
une solution (en fait elle travaille avec plusieurs fonctions fj) et
elle montre qu’un ite´re´ d’un polynoˆme de Bernstein absolu local en
(x, y) = 0 est une solution. En conse´quence de (ii), nous obtenons :
il existe N ∈ N tel que le polynoˆme b(s) divise bf (s) · · · bf (s +N)
ce qui au passage implique le point (i) de notre the´ore`me (graˆce a`
[Kas76]). Ici bf est le polynoˆme de Bernstein (absolu) de f .
(e) D’un point de vue ge´ome´trique, b(s) n’est inte´ressant que si f
n’est pas ge´ne´riquement lisse sur V (Q) sinon d’apre`s (iii) : b(s) =
s+ 1 si fy(0) = 0 pour y ge´ne´rique dans V (Q) et b(s) = 1 sinon.
Si f est polynomiale, nous pouvons pre´ciser le point (ii) du the´ore`me
pre´ce´dent. De fac¸on plus ge´ne´rale, soit C un anneau commutatif, inte`gre,
unitaire et contenant les nombres rationnels et soit f ∈ C[x] (c’est le
cadre de [Bah03b]). Notons An(C) l’alge`bre de Weyl au dessus de C
et posons An(C)〈s, ∂t〉 = An(C) ⊗Q Q〈s, ∂t〉. Pour Q ∈ Spec(C), con-
side´rons (f)Q qui est donc dans Frac(C/Q)[x]. Puisque Frac(C/Q) est
de caracte´ristique nulle (car Q est inclus dans C), b(s) le polynoˆme de
Bernstein formel de (f)Q est a` racines rationnelles (voir [Bri], voir aussi
[Bah03b]).
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Proposition 1. Le polynoˆme b(s) est le polynoˆme unitaire de plus bas
degre´ dans C[s] tel que
(2)
{
h(x) · b(s)f s ∈ An(C)[s] · f s+1 +Q ·An(C)〈s, ∂t〉 · f s
avec h(x) ∈ C[x] et h(0) ∈ C rQ.
Remarque 2. Notons bglob(s) le polynoˆme de Bernstein global de (f)Q
alors c’est le polynoˆme unitaire de plus bas degre´ dans C[s] re´alisant
(3)
{
h · bglob(s)f s ∈ An(C)[s] · f s+1 +Q ·An(C)〈s, ∂t〉 · f s
avec h ∈ C rQ.
Autrement dit, c’est le polynoˆme de Bernstein ge´ne´rique global de f
sur V (Q) ce qui comple`te [Bah03b].
Revenons a` la situation de de´part : f ∈ OX×Y . Comme conse´quence
du the´ore`me 1, nous obtenons le re´sultat de constructibilite´ suivant :
Corollaire 1. La partition de Y de´finie par le polynoˆme de Bernstein
de fy est constructible.
Voici le dernier des principaux re´sultats que nous de´montrerons.
Corollaire 2. Supposons que ge´ne´riquement sur V (Q), le lieu singulier
relatif de f se projette sur 0 par la projection canonique Z → X. Alors
le polynoˆme b(s) du the´ore`me 1 est le polynoˆme unitaire de plus bas
degre´ dans C[s] pour lequel il existe H ∈ OY rQ tel que :
(4) H(y) · b(s)f s ∈ DZ/Y [s] · f s+1 +Q · DZ/Y 〈s, ∂t〉 · f s.
Si Q = (0), cela nous dit que b(s) est le polynoˆme de Bernstein
ge´ne´rique de f au sens de Brianc¸on et al. [BGM92]. Remarquons cepen-
dant que dans ce corollaire, on ne suppose rien sur f0. On est donc en
dehors du cadre e´tudie´ dans loc. cit.
Pour finir, de´crivons la structure de l’article. Dans un premier temps
(section 2), nous de´montrons la proposition 1 et la remarque 2. Nous
de´montrons aussi les corollaires 1 et 2 et l’assertion (c) de la remarque
1 supposant aquis le the´ore`me 1. Le reste du papier est consacre´ a`
le de´montrer. Nous rappelons (section 3) ce qui nous sera ne´cessaire
concernant les bases standard ge´ne´riques [Bah04], puis nous donnons
(section 4) un algorithme (infini) de calcul du polynoˆme de Bernstein
formel pour f ∈ k[[x]] (il s’agit d’une ge´ne´ralisation d’un algorithme de
T. Oaku [Oak97b]). En section 5, nous de´butons la preuve du Th. 1 qui
consiste a` suivre l’algorithme pas a` pas. Une premie`re e´tape consiste
en l’e´limination de variables globales que sont ∂t et les ∂xi , la seconde,
plus technique, est une “e´limination” des variables locales xi. A` la fin
de la premie`re e´tape nous serons en mesure de de´montrer (i) puis (iii).
La dernie`re section est consacre´e a` la preuve de (ii) ; cela passe par
l’e´tablissement d’une relation fonctionnelle ge´ne´rique formelle puis un
“passage du formel a` l’analytique” inspire´ de [BM90].
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2. Premie`res de´monstrations
Ici nous de´montrons des re´sultats dont la preuve est inde´pendante du
reste du papier : la proposition 1, la remarque 2 ; et supposant acquis
le the´ore`me 1, les deux corollaires ainsi que le (c) de la remarque 1.
De´monstration de la proposition 1. Si c(s) ∈ C[s] satisfait (2) alors il
est un polynoˆme de Bernstein local de (f)Q et est donc multiple de
b(s) donc il suffit de montrer que b(s) satisfait (2). Il est bien connu
que le polynoˆme de Bernstein formel d’un polynoˆme g ∈ k[x] est le
plus petit polynoˆme unitaire tel que q(x)b(s)gs ∈ An(k)[s]gs+1 avec
q(x) ∈ k[x] et q(0) 6= 0 (voir par exemple [BM90]). Appliquons ceci a`
(f)Q ∈ F(Q)[x]. En conse´quence, il existe c ∈ C r Q, q′ ∈ C[x] avec
q(0) /∈ Q et P ∈ An(C)[s] tels que :
(
c · q′(x) · b(s)−Pf)
Q
· ((f)Q)s = 0.
Posons U = c · q′(x) · b(s) − Pf ∈ An(C)[s] et notons I ′ l’ide´al de
An(C)〈s, ∂t〉 engendre´ par s + f(x)∂t et ∂xi + ∂f∂xi∂t pour i = 1, . . . , n.
Son spe´cialise´ (I ′)Q ⊂ An(F(Q))〈s, ∂t〉 est l’annulateur de (f)sQ (voir
[BM02]). Ainsi (U)Q ∈ (I ′)Q. E´crivons (U)Q =
∑
j uj ·(mj)Q avec mj ∈
I ′. Dans cette e´criture, on rele`ve les uj, on chasse les de´nominateurs et
on obtient l’existence de c′ ∈ C rQ tel que
cc′ · q′(x) · b(s) ∈ An(C)[s]f + I ′ +An(Q)〈s, ∂t〉.
En appliquant cet ope´rateur a` f s, nous obtenons la relation voulue ce
qui de´montre la proposition. 
Pour la remarque 2, les arguments sont tout a` fait similaires. Nous
laissons les de´tails au lecteur. Maintenant supposons acquis le the´ore`me
1 et commenc¸ons par une
Esquisse de preuve du Cor. 1. Onmontre que pour tout ferme´ de Zariski
V de Y , on a une stratification V = ∪W en espaces localement ferme´s
telle que sur chaque strate le polynoˆme de Bernstein de fy est constant.
Cela se fait par re´currence sur la dimension de V (le re´sultat e´tant triv-
ial si dimV = 0). On e´crit V = V (Q1)∪· · ·∪V (Qp) comme re´union de
ses composantes irre´ductibles et on applique le (iii) du Th. 1 a` chacun
des ide´aux premiers Qi, on note hi le h′ obtenu. On a alors V = V1∪V2
ou` V1 = ∪(V (Qi) r V (hi)) et sur chaque strate de V1 le polynoˆme
de Bernstein est constant. On applique l’hypothe`se de re´currence a`
V2 = ∪(V (Qi) ∩ V (hi)) qui est de dimension strictement infe´rieure a`
dimV . 
Maintenant, de´montrons le corollaire 2.
De´monstration. Cette preuve s’inspire de celle de [BGM92, Prop. 1.4].
Pour de´montrer le corollaire, il suffit de montrer que b(s) satisfait (4).
Notons J l’ide´al deOZ engendre´ par f et les ∂f∂xi . Par hypothe`se, il existe
h0 ∈ OY rQ tel que pour tout y0 ∈ V (Q)rV (h0), V (J|y0) = {0} ⊂ X .
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Par conse´quent, V (J +OZ ·Q)rV (OZ ·h0) ⊂ {0}×V (Q). Autrement
dit
V (
√
J +OZ · Q : h0) ⊂ {0} × V (Q).
Ainsi le lieu des ze´ros de (
√
J +OZ · Q : h0) et de h (celui de (ii) dans
le Th. 1) est inclus dans le lieu des ze´ros de h(0, y). Ainsi, pour l ∈ N
assez grand, h1 := h(0, y)
l est dans l’ide´al (
√
J +OZ · Q : h0) +OZ ·h.
On constate alors que pour un certain k ∈ N, H := (h0h1)k appartient
a` l’ide´al J + OZ · Q + OZ · h. Notons que H ∈ OZ r Q. Maintenant,
puisque fy(0) = 0 pour y ge´ne´rique dans V (Q) alors b(s) est multiple
de (s+ 1). Ainsi, si l’on note b(s) = (s+ 1)b˜(s), on a pour tout i,
b(s)
∂f
∂xi
f s = b˜(s)
∂
∂xi
· f s+1.
De cette e´quation et de la relation (1), on obtient la relation de´sire´e
(4). 
Pour finir, de´montrons l’assertion (c) de la remarque 1.
De´monstration. Soit f une fonction analytique de n+1 variables com-
plexes x1, . . . , xn, y. Supposons que l’hypothe`se du corollaire 2 soit
ve´rifie´e pour Q = (0). De plus supposons que le nombre de Milnor
de f0 soit diffe´rent de celui de fy0 pour y0 6= 0 proche de 0. Par ex-
emple, on peut prendre f = x21 + yx
2
2 + x
3
2. Sur cet exemple, on a
V (f, ∂f
∂x1
, ∂f
∂x2
) = {(0, 0)} × C. Appliquons le corollaire 2 a` Q = (0) :
(⋆) H(y) · b(s)f s ∈ DZ/Y [s] · f s+1.
Quitte a` multiplier cette relation par une unite´ de OY,0 on peut sup-
poser que H(y) = yN pour un certain entier N . Maintenant appliquons
l’assertion (ii) du the´ore`me 1 a` Q = (y). Notons b0(s) le polynoˆme de
Bernstein en question et (par l’absurde) supposons fausse l’assertion
(c) de la remarque 1, on obtient donc :
(⋆⋆) h(x, y) · b0(s)f s ∈ DZ/Y [s] · f s+1 + y · DZ/Y [s] · f s
avec h(0, y) ne s’annulant pas en 0. Cette dernie`re condition nous dit
que h est inversible, on peut donc le supposer e´gal a` 1. En ite´rant
(⋆⋆) on obtient b0(s)
Nf s ∈ DZ/Y [s] · f s+1 + yN · DZ/Y [s] · f s. En mul-
tipliant cette dernie`re relation par b(s) et en utilisant (⋆), on obtient
b(s)b0(s)
Nf s ∈ DZ/Y [s] · f s+1 i.e. il existe un polynoˆme de Bernstein
relatif non nul. Or f est une de´formation a` un parame`tre de f(x, 0) a`
nombre de Milnor non constant ce qui contredit [BLM91, Th. 4]. 
3. Bases standard parame´triques
3.1. Bases standard ge´ne´riques. Pour que le papier soit le plus au-
tonome possible, nous avons de´cide´ de donner les rappels ne´cessaires
concernant les bases standard. Cependant, afin de garder une taille
raisonable a` ce papier, nous n’entrerons pas dans tous les de´tails. Le
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lecteur sera renvoye´ a` (Castro-Jime´nez, Granger [CG04]). Nous don-
nons ensuite les re´sultats ne´cessaires sur les bases standard ge´ne´riques
(voir [Bah04] pour un traitement plus complet). Enfin dans le para-
graphe suivant, nous appliquons ces dernie`res a` l’e´limination ge´ne´rique
de variables globales.
Dans la suite, nous aurons besoin de travailler dans plusieurs types de
k[[x]]-alge`bres non commutatives (k e´tant un corps de caracte´ristique
0). Dans cette section, nous donnons une construction qui couvre tous
les cas rencontre´s plus loin. Ce qui suit peut eˆtre vu comme une version
locale proche de [BM02].
Soit x = (x1, . . . , xn) et z = (z1, . . . , zq) deux syste`mes de variables.
Soit R = R(k) := k[[x]]〈z〉 la k[[x]]-alge`bre engendre´e par les zi avec
les relations de commutation suivantes :
(i) [zi, a(x)] ∈ k[[x]] pour a(x) ∈ k[[x]],
(ii) [zi, zj] ∈ k[[x]] +
q∑
k=1
k[[x]]zk.
La notation k[[x]]〈z〉 rappelle que les variables zi ne sont pas commu-
tatives en ge´ne´ral. Les cas que nous rencontrerons dans la suite sont :
Dˆn(k)〈s, ∂t〉 = Dˆn(k)⊗k k〈s, ∂t〉 ou` Dˆn(k) est l’anneau des ope´rateurs
diffe´rentiels a` coefficients dans k[[x]], Dˆn(k)[s], k[[x]][s], k[s]. Tous ces
cas sont couverts par la construction ci-dessus.
Remarque 3.1. Avec cette de´finition de R, on n’a pas ne´cessairement
unicite´ de l’e´criture a` gauche. Par exemple, si R = k〈z1, z2, z3〉 (n = 0,
q = 3), [z1, z2] = z1, [z1, z3] = z2 et [z2, z3] = z1 alors z3z1z2 aura (au
moins) deux e´critures possibles : z1z2z3−z21−z22 et z1z2z3−z21−z22−z2.
On obtient la premie`re en faisant commuter (dans le terme de degre´
3) deux zi suivant les transpositions d’indices : (3, 1) et (3, 2). Pour la
seconde, on utilise (1, 2) suivie de (3, 2), (3, 1) et (2, 1).
Dans la suite, nous imposons donc l’hypothe`se supple´mentaire d’u-
nicite´ de l’e´criture a` gauche (cette unicite´, bien entendu, a lieu dans
tous les anneaux e´nume´re´s ci-dessus).
Pour commencer, nous devons e´noncer un the´ore`me de division dans
R.
Pour P ∈ R s’e´crivant (de manie`re unique) P =∑ cαβxαzβ, (α, β) ∈
Nn+q, cαβ ∈ k, on de´finit son diagramme de Newton N (P ) ⊂ Nn+q
comme l’ensemble des (α, β) tels que cαβ est non nul.
Soit ≺ un ordre (total et compatible avec l’addition) sur les (α, β) ∈
Nn+q de´fini comme suit : on se donne une forme line´aire L(β) =
∑
i liβi,
tels que les li soient positifs ou nuls et on de´finit ≺=≺L :
(α, β) ≺ (α′, β ′) ⇐⇒


L(β) < L(β ′)
ou e´galite´ et |β| < |β ′|
ou e´galite´s et |α| > |α′|
ou e´galite´s et (α, β) >0 (α
′, β ′).
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Ici <0 est un ordre total, bon et compatible avec l’addition dans N
n+q.
Pour P ∈ R non nul, on note exp≺(P ) le maximum de N (P ) pour
≺. C’est son exposant privile´gie´. On note aussi son terme et coefficient
privile´gie´ : tp≺(P ) = (x, z)
exp≺(P ), cp≺(P ) = cexp≺(P ).
Soient P1, . . . , Pr ∈ R. On de´finit une partition Nn+q = ∆1 ∪ · · · ∪
∆r ∪ ∆¯ associe´e aux exp≺(Pj) comme suit : ∆1 = exp≺(P1) + Nn+q,
puis pour j ≥ 2, ∆j = (exp≺(Pj) + Nn+q)r ∪j−1k=1∆k.
The´ore`me 3.2 (The´ore`me de division). Pour P ∈ R, il existe un
unique (Q1, . . . , Qr, R) ∈ Rr+1 tel que
– P =
∑
j QjPj +R
– pour tout j, Qj = 0 ou bien N (Qj) + exp≺(Pj) ⊂ ∆j,
– R = 0 ou bien N (R) ⊂ ∆¯.
Ide´e de la preuve. L’unicite´ est facile, occupons nous de l’existence.
Pour cela, nous allons nous ramener aux re´sultats de [CG04].
Lemme 3.3. Il existe une forme line´aire L′ a` coefficients strictement
positifs agissant sur les β tel que pour j = 1, . . . , r, exp≺L(Pj) =
exp≺
L′
(Pj)
La preuve de ce lemme se fait exactement comme celle de [ACG01,
Prop. 8]. Remarquons que la division ne de´pend que des exp≺(Pj),
ainsi graˆce a` ce lemme nous pouvons supposer que L est a` coefficients
strictement positifs. La forme L donne lieu a` une filtration sur R dont
le gradue´ est isomorphe a` k[[x]][ξ1, . . . , ξq]. Ici les ξi sont des variables
commutatives correspondant aux zi. En conside´rant les symboles prin-
cipaux de P et des Pj par rapport a` L, on se rame`ne a` une division
dans cet anneau. Ainsi, la preuve se fait exactement comme celle de
[CG04, Th. 2.4.1]. 
Voici quelques de´finitions et re´sultats utiles pour la suite (voir [CG04]
pour les de´monstrations).
1. Dans le the´ore`me pre´ce´dent, on a :
exp≺L(P ) = max{exp≺L(QjPj), j = 1, . . . , r; exp≺L(R)}.
On de´finit ordL(P ) comme e´tant le maximum des L(β) pour (α, β) ∈
N (P ). En conse´quence,
ordL(P ) = max{ordL(QjPj), j = 1, . . . , r; ordL(R)}.
2. Pour un ide´al J ⊂ R, on de´finit Exp≺(J) comme l’ensemble des
exp≺(P ) pour P ∈ J non nul. Cet ensemble est stable par addition
dans Nn+q, ainsi il existe P1, . . . , Pr dans J tels que Exp≺(J) =⋃
j(exp≺(Pj)+N
n+q). Un tel ensemble est appele´ base standard de
J (pour ≺).
3. Soient P1, . . . , Pr ∈ J . Les assertions suivantes sont e´quivalentes.
– P1, . . . , Pr forment une ≺-base standard de J .
– Pour P ∈ R : P ∈ J ⇐⇒ le reste R de la division de P par
les Pj est nul.
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4. S-ope´rateurs et crite`re de Buchberger ([Buc70] dans le cas poly-
nomial).
– Soient P, P ′ ∈ R. Notons e = exp≺(P ) et e′ = exp≺(P ′). Soit
µ = max(e, e′) que l’on de´finit en posant µi = max(ei, e
′
i) pour
chaque i = 1, . . . , n + q. On de´finit alors le S-ope´rateur de P
et P ′ : S(P, P ′) = cp≺(P
′)mP −cp≺(P )m′P ′ ou`m = (x, z)µ−e
et m′ = (x, z)µ−e
′
.
– Soit G un syste`me de ge´ne´rateurs de J ⊂ R, alors G est une
base standard de J si pour tout P, P ′ ∈ G, le reste de la
division de S(P, P ′) par G est nul [CG04, Prop. 2.5.1].
Maintenant introduisons les bases standard ge´ne´riques. Soit C un
anneau inte`gre commutatif unitaire et contenant comme sous-anneau
le corps des nombres rationnels. En ce qui nous concerne, il faut penser
a` C = OY , cependant C peut eˆtre e´gal a` d’autres anneaux, tel que
k[y]. Soit F = Frac(C) son corps des fractions. On note Spec(C) et
Specm(C) son spectre et son spectre maximal, respectivement. Dans la
suite, lorsque C = OY , nous identifierons Specm(C) et Y . Pour tout
P ∈ Spec(C), F(P) de´signe le corps des fractions de C/P ; c’est un
corps de caracte´ristique 0 (ceci graˆce a` l’hypothe`se Q ⊂ C). Pour tout
ide´al I, V (I) = {P ∈ Spec(C)|I ⊂ P} de´signe le ferme´ de Zariski
de´fini par I. On notera Vm(I) sa restriction a` Specm(C).
Soit P ∈ Spec(C) et c ∈ C. On note [c]P sa classe dans C/P et
(c)P =
[c]P
1
cette classe vue dans le corps F(P). On appelle (·)P la
spe´cialisation en P.
Dans ce qui suit, afin de rendre l’exposition plus rigoureuse, nous
invoquons le language des cate´gories mais vue la simplicite´ de notre
situation, nous aurions pu l’e´viter. Conside´rons la cate´gorie dont un
objet est A[[x]] ou` A est un anneau et les fle`ches sont des applications
(ensemblistes).
On se donne une fle`che φ de l’objet C[[x]] vers lui-meˆme et pour tout
P ∈ Spec(C), φP une fle`che de F(P)[[x]] vers lui meˆme. Nous dirons
que φ est adapte´e aux φP si pour tout a(x) ∈ C[[x]],
(
φ(a(x))
)
P
=
φP
(
(a(x))P
)
.
Maintenant, pour tout P, on se donne R(F(P)) = F(P)[[x]]〈z〉.
Pour chaque i = 1, . . . , q, on de´finit la fle`che φi,P de F(P)[[x]] vers lui-
meˆme en posant φi,P(c(x)) := [zi, c(x)]. On de´finit alors R(C) comme
la C-alge`bre engendre´e par C[[x]] et z1, . . . , zq avec les relations de com-
mutation suivantes :
(i) [zi, a(x)] = φi(a(x)) pour a(x) ∈ C[[x]],
(ii) [zi, zj] = uij +
q∑
k=1
vijkzk.
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Ici on a fixe´ les uij et vijk comme e´tant des entiers dans Z (pour simpli-
fier) et φi est une fle`che adapte´e aux φi,P . De plus on suppose que les
commutateurs [zi, zj] soient les meˆmes dans R(C) et dans les R(F(P)).
Dans la suite, les choses seront simples et l’on aura φi =
∂
∂xi
lorsque zi
sera une de´rivation partielle et φi = 0 dans les autres situations.
Une fois cette de´finition faite, on e´tend de fac¸on naturelle les ope´rations
de spe´cialisation aux e´le´ments de R(C), ainsi qu’a` ceux de R(F), dont
le de´nominateur des coefficients n’est pas dans P.
Maintenant si J est un ide´al deR(C), on note (J)P l’ide´al deR(F(P))
engendre´ par les (P )P avec P ∈ J .
Fixons un ordre ≺=≺L comme plus haut et fixons Q ∈ Spec(C). On
note R(Q) l’ide´al de R(C) dont les e´le´ments ont leurs coefficients dans
Q.
Soit P ∈ R(C) r R(Q), qu’on e´crit comme plus haut sauf qu’ici
les cαβ sont dans C. On de´finit NmodQ(P ) son diagramme de Newton
modulo Q comme l’ensemble des (α, β) tels que cαβ ∈ C r Q. En fait
NmodQ(P ) = N ((P )Q). On de´finit expmodQ≺ (P ) son exposant privile´gie´
modulo Q comme le maximum (pour ≺) de NmodQ(P ). On de´finit
aussi son terme et son coefficient privile´gie´ modulo Q : tpmodQ≺ (P ) =
(x, z)exp
modQ
≺ (P ), cpmodQ≺ (P ) = cexpmodQ≺ (P ).
Soit J un ide´al de R(C). Soit ExpmodQ≺ (J) l’ensemble des expmodQ≺ (P )
pour P ∈ JrR(Q). Il est facile de voir que cet ensemble est stable par
addition. Ainsi, par le lemme de Dickson, la de´finition suivante n’est
pas vide.
De´finition 3.4. On de´finit une base standard ge´ne´rique de J sur V (Q)
(pour ≺) comme un sous ensemble fini G = {P1, . . . , Pr} de J tel que
ExpmodQ≺ (J) =
⋃
j(exp
modQ
≺ (Pj) + N
n+q).
Dans [Bah04], nous avons donne´ une de´finition plus ge´ne´rale. Cepen-
dant pour l’usage qu’on en fera ici, la de´finition ci-dessus est suffisante.
Notons 〈Q〉 l’ide´al de R(F) constitue´ d’e´le´ments dont le nume´rateur
des coefficients est dans Q.
Proposition 3.5 (Division modulo Q, [Bah04, Prop. 2.1.2]). Soient
P1, . . . , Pr ∈ R(C) et soit ∆1∪· · ·∪∆r∪∆¯ la partition de Nn+q associe´e
aux expmodQ≺ (Pj). Pour P ∈ R(C), il existe Q1, . . . , Qr, R ∈ R(F) et
T ∈ 〈Q〉 tels que P =∑j QjPj +R + T et
– N (Qj) + expmodQ≺ (Pj) ⊂ ∆j si Qj 6= 0,
– N (R) ⊂ ∆¯ si R 6= 0,
– le de´nominateur des coefficients de R, T et des Qj sont des puis-
sances de h =
∏
j cp
modQ
≺ (Pj). Autrement dit, la division a lieu
dans R(C[h−1]) (i.e. les coefficients sont dans le localise´ de C par
rapport a` h).
De plus (Q1, . . . , Qr, R) est unique modulo 〈Q〉. On appelle R le reste
modulo Q.
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De´monstration. La preuve consiste a` poser Pj = P
1
j −P 2j avec P 2j ∈ 〈Q〉
et exp≺(P
1
j ) = exp
modQ
≺ (Pj) et a` effectuer la division de P par les P
1
j
dans R(F). Voir les de´tails dans [Bah04, Prop. 2.1.2]. 
Corollaire 3.6. Soit P ∈ R(C) tel que (P )Q ∈ (J)Q et soit G une
≺-base standard ge´ne´rique de J sur V (Q) alors le reste modulo Q de
la division modulo Q de P par G est nul.
De´monstration. E´crivons P =
∑
j QjPj+R+T comme dans la propo-
sition. Remarquons que expmodQ≺ (Pj) = exp≺((Pj)Q) donc la partition
de Nn+q dans la proposition est e´gale a` celle associe´e aux exp≺((Pj)Q).
Spe´cialisons l’e´galite´ pre´ce´dente en Q (c’est possible puisque h /∈ Q).
On obtient (P )Q =
∑
j(Qj)Q(Pj)Q+(R)Q avecN ((Qj)Q)+exp≺((Pj)Q) ⊂
∆j et N ((R)Q) ⊂ ∆¯. Ainsi l’e´galite´ pre´ce´dente est le re´sultat de la di-
vision de (P )Q par (G)Q, or (P )Q ∈ (J)Q donc par le rappel (3.) page
9, (R)Q = 0 i.e. R ∈ 〈Q〉. 
The´ore`me 3.7 ([Bah04] Th. 2.1.6). Soit G = {P1, . . . , Pr} une base
standard ge´ne´rique de J sur V (Q) et soit h = ∏j cpmodQ≺ (Pj). Pour
tout P ∈ V (Q)r V (h), (G)P est une base standard de (J)P .
Remarquons que exp≺((Pj)P) = exp
modQ
≺ (Pj) par de´finition de h, par
conse´quent Exp≺((J)P) est ge´ne´riquement constant et e´gal a` Exp
modQ
≺ (J).
Remarquons aussi que V (Q)r V (h) n’est pas vide puisque h /∈ Q.
De´monstration. Nous allons utiliser le crite`re de Buchberger (rappel
(4.) page 10). Pour P ∈ J , effectuons sa division modulo Q par G :
P =
∑
j QjPj +R+ T ; le reste modulo Q est nul par le corollaire 3.6.
Comme dans la preuve de ce corollaire, nous spe´cialisons cette division
en P ∈ V (Q) r V (h) (ce qui est possible car h /∈ P). Ce que nous
obtenons est la division de (P )P par (G)P , division dont le reste est nul
puisque Q ⊂ P. En conse´quence (G)P engendre (J)P .
Maintenant soient P, P ′ dans G et S = cpmodQ≺ (P ′)mP−cpmodQ≺ (P )m′P ′
ou` l’on a pose´ m = (x, z)µ−exp
modQ
≺ (P ), m′ = (x, z)µ−exp
modQ
≺ (P
′) et µ =
max(expmodQ≺ (P ), exp
modQ
≺ (P
′)). On constate que pour tout P ∈ V (Q)r
V (h), (S)P = S((P )P , (P
′)P). Par les meˆmes arguments que ci-dessus,
on montre que la division de (S)P par (G)P a un reste nul. On conclut
a` l’aide du crite`re de Buchberger. 
3.2. E´limination ge´ne´rique de variables globales. Ce que nous
appelons variables globales sont les zi. Par opposition les xi sont dites
variables locales. Dans ce paragraphe, nous montrons comment e´liminer
ge´ne´riquement les variables zp+1, . . . , zq avec p < q.
E´nonc¸ons d’abord le re´sultat dans le cas non parame´trique. Soit
J un ide´al dans R(k). Soit L la forme de´finie par L(β) = ∑qp+1 βi.
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Grossie`rement on met un poids strictement positif (ici 1) sur les vari-
ables a` e´liminer et un poids nul sur les autres. Notons ≺=≺L l’or-
dre de´fini par L et soit ≺′ sa restriction aux (α, β ′) ∈ Nn+p. No-
tons que cet ordre est un ordre sur Nn+p associe´ a` la forme line´aire
L′(β1, . . . , βp) =
∑p
1 βi donc le the´ore`me de division dans k[[x]]〈z′〉,
z′ = (z1, . . . , zp), s’applique.
Proposition 3.8. Soit G une ≺-base standard de J alors G ′ = G ∩
k[[x]]〈z′〉 est une ≺′-base standard de J ∩ k[[x]]〈z′〉.
On dit d’un tel ordre ≺ que c’est un ordre qui e´limine les variables
zp+1, . . . , zq.
De´monstration. Les arguments sont standard et similaires a` ceux de
[CG04, 1.7]. Soit P ∈ J ∩ k[[x]]〈z′〉. Divisons P par G par rapport a`
l’ordre ≺ : P =∑j QjPj. Par hypothe`se sur P , ordL(P ) = 0 donc (voir
rappel (1.) page 9) pour tout j tel que Qj 6= 0, ordL(Qj) = 0 et pour
un tel j, ordL(Pj) = 0 i.e. Qj et Pj sont dans k[[x]]〈z′〉. On constate
alors que la division pre´ce´dente est la division de P par G ′ par rapport
a` ≺′, division pour laquelle le reste est nul. On ache`ve la preuve en
utilisant le rappel (3.) page 9. 
Maintenant soit J dans R(C) et G une ≺-base standard ge´ne´rique
de J sur V (Q).
Proposition 3.9. Soit G ′ ⊂ G l’ensemble des Pj tels que tpmodQ≺ (Pj)
est dans C[[x]]〈z′〉. Alors G ′ est une ≺′-base standard ge´ne´rique de J ′ =(
J +R(Q))⋂ C[[x]]〈z′〉 sur V (Q).
De´monstration. Par de´finition d’une base standard ge´ne´rique, il suffit
de montrer que pour tout P ∈ J ′, exp≺′((P )Q) appartient a` exp≺′((Pj)Q)+
Nn+p pour un certain Pj ∈ G ′. Pour un tel P , on a (P )Q ∈ (J)Q ∩
F(Q)[[x]]〈z′〉. Maintenant il est facile de voir que (G ′)Q est e´gal a` (G)Q∩
F(Q)[[x]]〈z′〉. Or par de´finition de G est par la proposition pre´ce´dente,
ce dernier ensemble est une ≺′-base standard de (J)Q ∩ F(Q)[[x]]〈z′〉
ce qui ache`ve notre de´monstration. 
Corollaire 3.10. Soit h le produit des cpmodQ≺ (Pj) avec Pj ∈ G alors
pour tout P ∈ V (Q)r V (h),
(J)P ∩ F(P)[[x]]〈z′〉 =
((
J +R(Q))⋂ C[[x]]〈z′〉)
P
et ces ide´aux sont engendre´s par (G ′)P = (G)P ∩ F(P)[[x]]〈z′〉.
De´monstration. C’est une application directe du the´ore`me 3.7 et des
deux propositions pre´ce´dentes. 
4. Construction algorithmique du polynoˆme de Bernstein
formel
E´tant donne´e une se´rie formelle f = f(x) ∈ k[[x]] a` n variables et a`
coefficients dans un corps k de caracte´ristique 0, J. E. Bjo¨rk ([Bjo¨73],
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voir aussi [Bjo¨79]) a de´montre´ que le polynoˆme de Bernstein bf associe´
est non nul. De plus si au de´part f ∈ C{x} alors d’apre`s J. Brianc¸on et
Ph. Maisonobe [BM90], son polynoˆme de Bernstein analytique est e´gal
a` son polynoˆme de Bernstein formel. Enfin toujours dans ce meˆme cas,
M. Kashiwara [Kas76] a de´montre´ que les racines de bf sont rationnelles
ne´gatives. La rationalite´ de bf pour f ∈ k[[x]] est, a` notre connaissance,
une question ouverte.
T. Oaku [Oak97b] a donne´ un algorithme de calcul du polynoˆme
de Bernstein formel pour f ∈ k[x]. Cet algorithme se compose d’une
premie`re partie ou` l’on e´limine des variables globales et d’une seconde
ou` l’on “e´limine” les variables locales xi. Ici nous proposons une vari-
ante de la premie`re partie (variante inspire´e de [BM02]) et montrons
que la seconde partie fonctionne pour f ∈ k[[x]].
Soit f ∈ k[[x]]. Le module libre L = k[[x]][1/f, s] · f s a une struc-
ture naturelle de Dˆn(k)[s]-module. Suivant B. Malgrange [Mal74], on
en fait un Dˆn+1(k)-module (ou` l’on batise t la nouvelle variable) : si
g(s) ∈ k[[x]][1/f, s], on pose t · g(s)f s = g(s + 1)ff s et ∂t · g(s)f s =
−sg(s−1)f−1f s. On constate alors que s agit sur L comme −∂tt. Cette
identification permet de faire de L un Dˆn(k)〈s, ∂t〉-module (cette ap-
proche est duˆe a` Brianc¸on et Maisonobe [BM02] dans le cas alge´brique).
Conside´rons les ide´aux suivants.
0: I(f) = Dˆn(k)〈s, ∂t〉·(s+f(x)∂t)+
n∑
i=1
Dˆn(k)〈s, ∂t〉·(∂xi+
∂f
∂xi
∂t).
Affirmation. Cet ide´al est l’annulateur de f s dans Dˆn(k)〈s, ∂t〉.
1: I1(f) = I(f) ∩ Dˆn(k)[s].
Ainsi, I1(f) s’obtient a` partir de I(f) en e´liminant la variable
(globale) ∂t.
Affirmation. L’ide´al I1(f) est l’annulateur de f
s dans Dˆn(k)[s].
2: I2(f) = I1(f) + Dˆn(k)[s] · f .
3: J(f) = I2(f) ∩ k[[x]][s].
Ainsi, J(f) s’obtient en e´liminant les variables (globales) ∂xi .
4:
B(f) = J(f) ∩ k[s]
= I2(f) ∩ k[s].
Ce dernier ide´al s’obtient en “e´liminant” les variables (locales)
xi dans l’ide´al J(f).
Affirmation. L’ide´al B(f) est l’ide´al de Bernstein de f . Son
ge´ne´rateur unitaire qu’on note bf est le polynoˆme de Bernstein
de f .
De´monstration des affirmations. De´montrons la premie`re. Il est facile
de voir que I(f) est inclus dans l’annulateur de f s. Montrons l’inclusion
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inverse. Soit P ∈ Dˆn(k)〈s, ∂t〉 s’annulant sur f s. Modulo I(f), on peut
supposer que P appartient a` k[[x]][∂t]. E´crivons P =
∑
ν uν(x)∂
ν
t . On
a alors P · f s =∑ν uν(x)(−1)νs(s− 1) · · · (s− ν + 1)f−νf s = 0. Cette
e´galite´ ayant lieu dans L, on en de´duit que les uν(x) sont nuls ce qui
de´montre la premie`re affirmation. La seconde e´tant triviale, voyons la
troisie`me. Soit c(s) ∈ k[s]. C’est un polynoˆme de Bernstein de f si et
seulement si il existe P ∈ Dˆn(k)[s] tel que c(s)f s = P · f s+1, ou encore
c(s)−Pf annule f s, ce qui d’apre`s la seconde affirmation est e´quivalent
a` c(s)− Pf ∈ I1(f) ou encore c(s) ∈ I1(f) + Dˆn(k)[s]f . 
D’apre`s les re´sultats de la section pre´ce´dente, nous savons calculer
des ge´ne´rateurs des ide´aux I1(f), I2(f) et J(f), ceci en faisant un
calcul de bases standard pour un ordre bien choisi. Le proble`me est
maintenant le suivant : e´tant donne´ J ⊂ k[[x]][s], comment calculer le
ge´ne´rateur unitaire b de J ∩ k[s] ? Nous supposerons ce b non nul (ce
qui est le cas dans notre situation).
Dans ([Oak97b], Algorithme 4.5), T. Oaku a traite´ la question suiv-
ante : soit J ⊂ k[x][s], comment calculer (k[[x]][s] · J) ∩ k[s] ?
Nous allons utiliser le meˆme algorithme en apportant une le´ge`re mod-
ification a` la de´monstration. Pour les besoins du proble`me, nous aurons
besoin de travailler avec la cloˆture alge´brique k¯ de k. Cependant, nous
verrons que si l’on sait a` l’avance que b(s) est a` racines dans k alors k¯
est inutile.
4.1. E´limination des variables xi : version formelle d’un algorithme de
Oaku.
(α): Soit b0(s) le ge´ne´rateur unitaire de J(0, s) = {g(0, s)|g(x, s) ∈
J} (qui forme un ide´al de k[s]).
Remarquons que J(0, s) est engendre´ par {g(0, s)|g ∈ G} si G
engendre J . Ainsi b0(s) s’obtient via un calcul de pgcd ou bien
un calcul de bases de Gro¨bner (ce que nous utiliserons).
Remarque : b(s) est un multiple de b0(s) qui est donc non nul.
(β): Soit b0(s) = (s− s1)µ1 · · · (s− sm)µm la factorisation de b0(s)
dans k¯[s].
Par la remarque pre´ce´dente, b(s) s’e´crit b(s) = p(s)(s−s1)ν1 · · · (s−
sm)
νm avec p(si) 6= 0 et νi ≥ µi pour i = 1, . . . , m.
(γ): Soit J¯ = k¯[[x]][s] · J .
(δ): Pour i = 1, . . . , m, soit li ∈ N le plus petit entier l tel qu’il
existe h(x, s) ∈ k¯[[x]][s] avec h(x, s)(s− si)l ∈ J¯ et h(0, si) 6= 0.
En conside´rant b(s), on constate que de tels l et h(x, s) existent
et que li ≤ νi. De plus, en faisant (x, s) = (0, si), on voit que
li ≥ µi.
Enfin remarquons que pour un l donne´, un tel h(x, s) se trouve
dans le quotient J¯ : (s− si)l. Ainsi, on voit aise´ment que l ≥ li
si et seulement si n’importe quel syste`me de ge´ne´rateurs de
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J¯ : (s−si)l contient un e´le´ment qui ne s’annule pas en (x, s) =
(0, si).
(ε): On pose c(s) = (s− s1)l1 · · · (s− sm)lm .
Proposition 4.2. b(s) est e´gal a` c(s).
De´monstration. Posons E = J¯ : c(s) ; cet ide´al contient J¯ . Conside´rons
le lieu des ze´ros de E(0, s) ⊂ k¯[s] dans k¯. On a alors :
V (E(0, s)) ⊂ V (J(0, s)) = V (b0(s)) = {s1, . . . , sm}.
D’autre part, pour chaque i = 1, . . . , m, il existe hi(x, s) ∈ k¯[[x]][s] tel
que hi(x, s)(s− si)li ∈ J¯ et hi(0, si) 6= 0. Ainsi, hi(x, s) appartient a` E
et ne s’annule pas en (x, s) = (0, si). En conse´quence, V (E(0, s)) = ∅.
Par le the´ore`me des ze´ros de Hilbert, 1 ∈ E(0, s). Cela signifie qu’il
existe e = e(x, s) ∈ E tel que e(0, s) = 1. Quitte a` multiplier e(x, s) par
une unite´ de k¯[[x]], on peut supposer que e ∈ 1 +∑ni=1 k¯[[x]][s] · (xis).
Maintenant, notons d le degre´ de b(s) ∈ J ⊂ J¯ ⊂ E. Conside´rons le
k¯[[x]]-module M = k¯[[x]]⊕ · · · ⊕ k¯[[x]]sd et posons N = M ∩ E.
Montrons que pour tout entier q, 1 appartient a` mqM +N , m e´tant
l’ide´al maximal de k¯[[x]].
D’apre`s ce qui pre´ce`de, il existe v ∈ mk¯[[x]][s]s et e ∈ E tel que
1 = v + e. En e´levant a` la puissance q, on obtient :
1 ∈ mqk¯[[x]][s]s + E.
Ecrivons : 1 = v1s+ v2s
2+ · · ·+ vNsN + e′ avec vi ∈ mq et e′ ∈ E. Pour
chaque k = N,N − 1, . . . , d+ 1 (si N ≥ d+ 1), on divise vksk par b(s)
et on obtient vks
k ∈ mqs+ · · ·+mqsk−1 +E. A` la fin de ces divisions,
on a 1 ∈ mqs + · · ·+mqsd + E. Ainsi 1 ∈ mqM +N . Par le the´ore`me
d’intersection de Krull, 1 ∈ N ⊂ E, i.e. c(s) ∈ J¯ ∩ k¯[s].
Remarque : le polynoˆme b(s) joue ici le roˆle du polynoˆme g(x, s) de
[Oak97b, Algo. 4.5]. Afin d’arriver a` 1 ∈ E, T. Oaku loc. cit. a utilise´
le the´ore`me dit d’extension [CLO92, Chap. 3, §6].
Montrons que c(s) engendre J¯ ∩ k¯[s]. Soit t(s) ∈ J¯ ∩ k¯[s]. Ecrivons
t(s) = q(s)(s− s1)u1 · · · (s− sm)um avec q(si) 6= 0. Par de´finition de li,
on a ui ≥ li ainsi t(s) est multiple de c(s).
Pour finir, montrons que c(s) est dans J ∩ k[s]. Notons π : k¯→ k la
projection k ⊕ S → k ou` S est un supple´mentaire de k. On l’e´tend a`
k¯[[x]][s]. Comme c(s) appartient a` J¯ et que ce dernier est engendre´ par
J , on peut e´crire : c(s) =
∑
i qi(x, s)gi(x, s) ou` les qi sont dans k¯[[x]][s]
et les gi dans J (donc dans k[[x]][s]). Appliquons π et remarquons que
puisque gi ∈ k[[x]][s], on a π(qigi) = π(qi)gi. Nous obtenons que π(c(s))
appartient a` J ∩ k[s] donc a` J¯ ∩ k¯[s] et par conse´quent est multiple de
c(s). Or, puisque c(s) est unitaire, il a meˆme degre´ que π(c(s)). Ainsi
c(s) e´gale π(c(s)) et appartient bien a` J ∩ k[s].
Nous savions que c(s) divise b(s). Maintenant, nous savons que c(s)
est multiple de b(s) ce qui ache`ve la preuve de la proposition. 
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Dans la suite, lorsque nous utiliserons l’algorithme pre´ce´dent, nous
serons dans une situation ou` l’on sait a` l’avance que le polynoˆme de
Bernstein est a` racines rationnelles. Cela nous permet de simplifier
l’algorithme de la fac¸on suivante.
Remarque 4.3. Supposons que dans l’algorithme pre´ce´dent, les racines
de b(s) soient dans k alors k¯ est inutile, plus pre´cise´ment :
– Dans l’e´tape (β), la factorisation se fait dans k[s].
– L’e´tape (γ) peut eˆtre saute´e.
– Enfin, dans l’e´tape (δ), il suffit de conside´rer J : (s−si)l, i.e. li est
le plus petit l tel que J : (s − si)l contienne un h(x, s) ∈ k[[x]][s]
ne s’annulant pas en (x, s) = (0, si).
5. De´monstration de (i) et (iii) du the´ore`me 1
A` partir d’ici, C = OY . Conside´rons les ide´aux suivants :
0: I = Dˆn(C)〈s, ∂t〉 · (s+ f(x)∂t)+
n∑
i=1
Dˆn(C)〈s, ∂t〉 · (∂xi +
∂f
∂xi
∂t).
1: I1 =
(
I + Dˆn(Q)〈s, ∂t〉
) ∩ Dˆn(C)[s].
2: I2 = I1 + Dˆn(C)[s] · f .
3: J =
(
I2 + Dˆn(Q)[s]
) ∩ C[[x]][s].
Soit G0 une base standard ge´ne´rique de I sur V (Q) pour un ordre
≺0 qui e´limine la variable ∂t. Soit h0 ∈ CrQ le produit des cpmodQ≺0 (P )
pour P ∈ G0 et soit G ′0 le sous-ensemble de G0 constitue´ d’e´le´ments
dont le terme privile´gie´ modulo Q est inde´pendant de ∂t. De meˆme, G2
est une base standard ge´ne´rique de I2 sur V (Q) pour un ordre ≺2 qui
e´limine les variables ∂xi. On note h2 ∈ CrQ le produit des coefficients
privile´gie´s modulo Q et on de´finit G ′2 ⊂ G2 comme le sous-ensemble
dont les e´le´ments ont leur tpmodQ≺2 inde´pendant des ∂xi .
Lemme 5.1. (0) Pour tout P ∈ Spec(C), (I)P = I((f)P).
(1) Pour tout P ∈ V (Q)r V (h0), (I1)P = I1((f)P).
(2) Pour tout P ∈ V (Q)r V (h0), (I2)P = I2((f)P).
(3) Pour tout P ∈ V (Q)r V (h0h2), (J)P = J((f)P).
Rappelons que les notations I((f)P), I1((f)P), etc, sont celles intro-
duites dans la construction algorithmique formelle donne´e page 14 (ici
on applique la construction a` (f)P ∈ F(P)[[x]]).
De´monstration. L’assertion (0) est triviale. L’assertion (1) de´coule di-
rectement du corollaire 3.10 et de (0). L’assertion (2) est une conse´quence
directe de (1). La (3) de´coule du corollaire 3.10 et de (2). 
Nous en sommes a` la fin de l’e´tape 3. Pour poursuivre, nous avons
besoin de quelques re´sultats supple´mentaires.
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5.1. Re´sultats pre´paratoires et de´but de la fin. Dans la suite,
nous aurons besoins de calculer “ge´ne´riquement” les quotients du type
J : u ou` J ⊂ k[[x]][s] et u ∈ k[s]. Rappelons comment les calculer dans
le cas absolu (i.e. non parame´trique).
Lemme 5.2 ([CLO92], chap. 4, §3 et §4). Soit ζ une nouvelle variable,
alors
J ∩ (k[[x]][s] ·u) =
(
k[[x]][s][ζ ] · ζ ·J +k[[x]][s][ζ ] · (1− ζ) ·u
)
∩k[[x]][s]
et si G = {g1, . . . , gr} est un syste`me de ge´ne´rateurs de J ∩ k[[x]][s] · u
alors G/u = {g1/u, . . . , gr/u} engendre J : u.
Ainsi, le calcul se re´sume en la simple e´limination d’une variable
globale.
Pour finir cette sous-section, voici un re´sultat indispensable pour con-
tinuer. C’est lui qui nous permettra, via la remarque 4.3, de de´montrer
le point (i) du the´ore`me 1.
Lemme 5.3 (de rationalite´). Soit p ∈ OY [s] dont on note cp(p) ∈ OY
le coefficient du monoˆme de plus haut de degre´. Supposons qu’il existe
un ouvert W de Zariski de Vm(Q) ⊂ Y tel que pour tout y ∈ W ,
(p/cp(p))|y0 (soit bien de´fini) et appartienne a` Q[s] alors il existe q ∈
Q[s] unitaire tel que p− cp(p)q ∈ Q[s].
De´monstration. E´crivons p =
∑N
i=1 ci(y)s
i et cN = cp(p). Pour chaque
i, conside´rons l’application Di : y ∈ W 7→ ci(y)cN (y) ∈ C. Son image Di(W )
est un constructible de C (voir [Har92, Th. 3.16]), or par hypothe`se
Di(W ) ⊂ Q donc Di(W ) est une re´union finie de points rationnels. Par
l’irre´ductibilite´ de Vm(Q), Di(W ) est un singleton. Par conse´quent, il
existe qi ∈ Q tel que ci(y)− qicN(y) ∈ Q. Le polynoˆme q =
∑
i qis
i est
le polynoˆme que l’on cherchait. 
5.2. Les e´tapes (α) et (β). Reprenons la de´monstration du the´ore`me
1. Nous en e´tions a` la fin de l’e´tape 3 ou` nous avions construit l’ide´al
J ⊂ C[[x]][s].
Lemme 5.4. Pour tout P ∈ V (Q)r V (h0h2),(
J(0, s)
)
P
= (J)P(0, s) = J((f)P)(0, s).
La premie`re e´galite´ est triviale en utilisant les de´finitions et la deuxe`me
de´coule directement de l’e´tape 3.
Soit maintenant G3 une base standard ge´ne´rique de J(0, s) sur V (Q)
relativement a` l’ordre usuel de N. Soit h3 le produit des coefficients
privile´gie´ modulo Q et soit b˜0 l’e´le´ment de G3 dont l’exposant privile´gie´
modulo Q est le plus petit (ou dit plus simplement, dont le degre´ en s
modulo Q est le plus petit).
Lemme 5.5. Pour tout P ∈ V (Q)rV (h0h2h3), (b˜0)P engendre
(
J(0, s)
)
P
.
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Ce lemme de´coule du corollaire 3.10. Afin de poursuivre dans de
bonnes conditions, nous avons besoin du
Lemme 5.6. Il existe b0(s) unitaire et a` racines rationnelles tel que
b˜0(s)− cp(b˜0(s)) · b0(s) ∈ Q[s].
De´monstration. Par l’algorithme 4.1, nous savons que pour tout y0 ∈
Y , le polynoˆme de Bernstein de f(x, y0) (qui est a` racines dans Q) a les
meˆmes racines que le ge´ne´rateur de J(f(x, y0))(0, s). Ainsi d’apre`s ce
qui pre´ce`de, pour tout y0 dans un ouvert de Zariski de Vm(Q), (b˜0)|y0
est a` racines dans Q. On peut donc appliquer le lemme de rationalite´
5.3 ce qui nous fournit b0 ∈ Q[s] unitaire ve´rifiant la relation b˜0(s) −
cp(b˜0(s))·b0(s) ∈ Q[s]. En spe´cialisant encore dans un ouvert de Vm(Q)
on montre que ce b0 est a` son tour a` racines rationnelles. 
Notons qu’a` ce stade de la de´monstration, nous savons que pour un
P ge´ne´rique dans V (Q), les racines du polynoˆme de Bernstein de (f)P
(qui sont celles de b0(s)) sont rationnelles et constantes. En particulier,
le point (i) du the´ore`me 1 est acquis.
5.3. Fin du parcours : l’e´tape (δ). Pour le moment, nous savons que
pour tout P ∈ V (Q)r V (h0h2h3), les polynoˆmes suivant sont e´gaux :
– le polynoˆme b0 (a` racines rationnelles) obtenu dans le lemme pre´ce´dent,
– le polynoˆme qu’on note b0((f)P) et qui est celui qu’on obtient a`
l’e´tape (α) de l’algorithme 4.1 applique´ a` (f)P .
Au passage, introduisons quelques autres notations. Soient s1, . . . , sm ∈
Q les racines de b0. Pour chaque i, et chaque P comme au dessus, on
note µi(P) et li(P) les entiers obtenus dans l’algorithme 4.1 applique´
a` (f)P .
On sait de´ja` que les µi(P) sont ge´ne´riquement constants et tout ce
qui nous reste a` faire, c’est de montrer qu’en excluant une nouvelle
hypersurface de V (Q), les li(P) sont aussi constants.
Fixons i ∈ {1, . . . , m} et posons µi = µi(Q) et li = li(Q). Main-
tenant, pour tout entier l avec µi ≤ l ≤ li, conside´rons l’ide´al J(i, l)
dans C[[x]][s][ζ ] :
J(i, l) = C[[x]][s][ζ ] · ζ · J + C[[x]][s][ζ ] · (1− ζ) · (s− si)l.
Pour tout µi ≤ l ≤ li, soit G(i, l) une base standard ge´ne´rique de
J(i, l) sur V (Q) relativement a` un ordre qui e´limine la variable ζ . No-
tons h′i le produit des coefficients privile´gie´s modulo Q des e´le´ments
des G(i, l) pour l = µi, . . . , li. Finalement soit G ′(i, l) les e´le´ments dont
le terme privile´gie´ modulo Q est inde´pendant de ζ .
En utilisant le lemme 5.2, on a : pour tout P ∈ V (Q)rV (h0h2h3h′i),
(G ′(i, l))P engendre
(J(i, l))P ∩ F(P)[[x]][s] =
(
ζ · (J)P + (1− ζ)(s− si)l
)
∩ F(P)[[x]][s]
= (J)P ∩
(F(P)[[x]][s] · (s− si)l).
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Ainsi, pour les meˆmes P, (G
′(i, l))P
(s− si)l engendre (J)P : (s− si)
l.
Remarque 5.7. Soit P ∈ G ′(i, l) alors le diagramme de Newton de
(P )Q est e´gal a` NmodQ(P ). Or 1(s−si)l (P )Q est dans F(Q)[[x]][s] (i.e.
n’a pas de poˆle en s = si) donc il existe un unique couple (P
1, P 2) avec
P 1 ∈ (C rQ)[[x]][s] · (s− si)l et P 2 ∈ Q[[x]][s][ζ ] tel que P = P 1 +P 2.
Ici, (C r Q)[[x]][s] est le sous-ensemble de C[[x]][s] dont les e´le´ments
ont leur coefficients dans C rQ.
• Montrons que, pour P ∈ V (Q)r V (h0h2h3h′i), li(P) ≥ li = li(Q).
Par l’absurde, soit l < li pour lequel il existe un e´le´ment dans (J)P :
(s−si)l qui ne s’annule pas en (x, s) = (0, si). Cela signifie qu’il existe P
dans G ′(i, l) tel que
( P
(s− si)l
)
P
(0, si) 6= 0 (voir les remarques a` l’e´tape
(δ) de l’algorithme 4.1). Or Q ⊂ P donc
( P
(s− si)l
)
Q
(0, si) 6= 0. Cela
contredit la proprie´te´ de minimalite´ de li(Q).
• Il nous reste a` montrer l’ine´galite´ re´ciproque. Pour cela, nous allons
exclure une dernie`re hypersurface.
Par de´finition de li = li(Q), il existe P dans G ′(i, li) tel que( P
(s− si)l
)
Q
(0, si) 6= 0. Pour un tel P , notons
h′′i =
P 1
(s− si)li (0, si) ∈ C rQ.
Voir la remarque ci-dessus pour la de´finition de P 1. Pour tout P ∈
V (Q)rV (h0h2h3h′ih′′i ),
( P
(s− si)l
)
P
(0, si) 6= 0, ce qui implique li(P) ≤
li.
Bilan :
Si on note h′ le produit de h0h2h3, des h
′
i et des h
′′
i , alors pour tout
P ∈ V (Q) r V (h′), le polynoˆme de Bernstein (formel) de (f)P est
constant. Le point (iii) du the´ore`me 1 en de´coule puisque le polynoˆme
de Bernstein analytique de fy est e´gal a` son homologue formel [BM90].
6. L’assertion (ii) du the´ore`me 1
Si c(s) ∈ C[s] satisfait (1) alors une spe´cialisation en un y ge´ne´rique
de Vm(Q) nous dit que c(s) est un multiple de b(s) (ceci graˆce a` (iii)).
Ainsi pour de´montrer (ii), il suffit de montrer que b(s) satisfait (1).
Soit G une base standard ge´ne´rique de I2 (cf. page 17) sur V (Q) pour
un ordre ≺ quelconque (on demande juste que le the´ore`me de division
dans Dˆn(k)[s] par rapport a` cet ordre existe). Notons c le produit des
coefficients privile´gie´s modulo Q de G. Par construction, on sait que
b = (b)Q appartient a` (I2)Q. On peut donc effectuer la division modulo
Q de b par G dans Dˆn(OY )[s], division dont le reste est nul modulo Q
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par le corollaire 3.6. Ainsi : b(s) ∈ I2 + Dˆn(Q)[s]. En appliquant b(s) a`
f s, on obtient une e´quation fonctionnelle
b(s)f s = P0(s)f
s+1 + P1(s, ∂t)f
s
ou` P0(s) appartient a` Dˆn(OY [c−1])[s] et P1(s, ∂t) a` Dˆn(Q[c−1])〈s, ∂t〉.
A` partir de cette e´quation, nous allons faire un passage du formel a`
l’analytique en nous inspirant de [BM90].
On conside`re Dˆn(OY [c−1])[s]f s+1 et Dˆn(Q[c−1])〈s, ∂t〉f s dans la somme
directe suivante⊕
l≥0
OY [c−1][[x]]ξl ⊂ OY [c−1][[x]][1/f, s]f s
ou` ξ0 = f
s et ξl = (s− l + 1) · · · sf s−l pour l ≥ 1.
L’action de Dˆn(OY [c−1])〈s, ∂t〉 se re´sume a` : pour u ∈ OY [c−1][[x]],
– ∂xi · uξl = ∂u∂xi ξl + u
∂f
∂xi
ξl+1,
– ∂t · uξl = −uξl+1,
– s · uξl = luξl + ufξl+1.
Maintenant, soit d le maximum des entiers degs(b(s)), deg∂x,s(P0(s))
et deg∂x,s,∂t(P1(s, ∂t)). Au vu des trois identite´s ci-dessus, l’e´quation du
de´but a lieu dans
⊕
0≤l≤d
OY [c−1][[x]]ξl. Remarquons de`s a` pre´sent que :
b(s)f s ∈
⊕
0≤l≤d
OZξl.
Ecrivons P0(s) =
∑
V0(β, k)∂
β
xs
k avec V0(β, k) ∈ OY [c−1][[x]]. Pour
chaque (β, k), e´crivons ∂βxs
kf s+1 =
∑
0≤l≤d
φ0(β, k, l)ξl. Remarquons que
les φ0(β, k, l) sont dans OZ .
De meˆme, on e´crit P1(s, ∂t) =
∑
V1(β, k, ν)∂
β
xs
k∂νt avec V1(β, k, ν)
dansQ[c−1][[x]] et pour chaque (β, k, ν), ∂βxsk∂νt f s =
∑
0≤l≤d
φ1(β, k, ν, l)ξl.
Les φ1(β, k, ν, l) sont aussi dans OZ .
Maintenant, si on note K0 le nombre de Vβ,k, V0 ∈
(OY [c−1][[x]])K0
le vecteur forme´ de ces derniers et Φ0 la matrice K0 × d forme´e des
φ0(β, k, l) alors on peut repre´senter P0(s)f
s+1 sous la forme Φ0(V0).
On de´finit de la meˆme manie`re K1, V1 ∈
(Q[c−1][[x]])K1 et Φ1 (ma-
trice de taille K1 × d) et on a : P1(s, ∂t)f s s’identifie a` Φ1(V1).
Notons que les matrices Φ0 et Φ1 sont a` coefficients dans OZ ⊂
OZ [c−1] ce qui nous permet de de´finir les applicationsOZ [c−1]-line´aires :
– Φ′0 :
(OZ [c−1])K0 → (OZ [c−1])d
– Φ′1 :
(OZ [c−1] · Q)K0 → (OZ [c−1])d
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donne´es respectivement par les matrices en question.
Enfin, notonsW ∈ (OZ)d le vecteur repre´sentant b(s)f s dans la base
ξ0, . . . , ξl. Remarquons qu’on peut voir W dans
(OZ [c−1])d.
Maintenant, soit q ≥ 0 un entier quelconque. Conside´rons la tronca-
ture de V0 a` l’ordre q, i.e. e´crivons V0 = V
′
0+V
′′
0 ou` V
′
0 ∈
(OY [c−1][x])K0
est de degre´ (en x) plus petit que q, et V ′′0 est dans m
q ·(OY [c−1][[x]])K0
ou` m de´signe l’ide´al de OY [c−1][[x]] engendre´ par les xi. Le point cle´
est que V ′0 est dans OZ [c−1].
Faisons de meˆme pour V1 = V
′
1 + V
′′
1 avec V
′
1 ∈
(Q[c−1][x])K0 et
V ′′1 ∈ mq ·
(OY [c−1][[x]])K0. On a que V ′1 appartient a` OZ [c−1] · Q.
L’e´quation fonctionnelle de de´part se traduit alors par les e´galite´s
W = Φ0 · V0 + Φ1 · V1
= Φ′0 · V ′0 + Φ′1 · V ′1 + Φ0 · V ′′0 + Φ1 · V ′′1 .
Or W et Φ′0 · V ′0 +Φ′1 · V ′1 sont dans
(OZ [c−1])d donc Φ0 · V ′′0 +Φ1 · V ′′1
appartient a`
(OZ [c−1])d et sa valuation en x est au moins q.
Si on note m′ l’ide´al de OZ [c−1] engendre´ par les xi, on obtient
W ∈ Im(Φ′0) + Im(Φ′1) + (m′)q ·
(OZ [c−1])d.
Rappelons que Z est un polydisque compact et donc que OZ [c−1] est
noethe´rien. Appliquons le the´ore`me d’intersection de Krull (voir [Eis95,
page 150]). Il existe p ∈ m′ tel que
(1 + p)W ∈ Im(Φ′0) + Im(Φ′1).
En remontant la construction, cette e´galite´ se traduit par :
(1 + p)b(s)f s ∈ OZ [c−1]〈∂x〉[s] · f s+1 +
(OZ [c−1] · Q)〈∂x〉〈s, ∂t〉 · f s.
On multiplie alors par une puissance k assez grande de c pour chasser
les de´nominateurs et l’on pose h = ck(1 + p), ce qui fournit la relation
cherche´e.
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