In Ba et al.(2017), a general normal asymptotic theory for divergence measures estimators has been provided. These estimators are constructed from the wavelets empirical process and concerned the general φ-divergence measures. In this paper, we first extend the aforementioned results to symmetrized forms of divergence measures. Second, the Tsallis and Renyi divergence measures as well as the Kullback-Leibler measures are investigated in details. The question of the applicability of the results, based on the boundedness assumption is also dealt, leading to future packages.
Introduction

General Introduction
In this paper, we deal with divergence measures estimation using essentially wavelets density function estimation. A great number of them are based on probability density functions (pdf ). So let us suppose that we study the discrepancy between two probability measures Q and L admitting pdf 's f Q and f L with respect to a σ-finite measure ν on (R d , B(R d )), which is usually the Lebesgue measure λ d (with λ 1 = λ) or a counting measure on R d . Among the most important divergence measures, are the following (1) The L 2 2 -divergence measure :
(2) The family of Renyi's divergence measures indexed by α > 0, α = 1, known under the name of Renyi-α :
(3) The family of Tsallis divergence measures indexed by α > 0, α = 1, also known under the name of Tsallis-α :
(4) The Kullback-Leibler divergence measure
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The latter, the Kullback-Leibler measure, may be interpreted as a limit case of both the Renyi's family and the Tsallis' one by letting α → 1. As well, for α near 1, the Tsallis family may be seen as derived from D R,α (Q, L) based on the first order expansion of the logarithm function in the neighborhood of the unity.
The results presented here are consequences of general results proved in . They directly concern symmetrized forms of divergence measures and specific asymptotic forms for the Tsallis and Renyi families and the Kullback-Leibler measure with respect to different statistical procedures. A a consequence, the general introduction of , its motivations and its literature review should be reconducted here, what we will avoid and refer the reader to this first part of the paper.
As a matter of rule, from this point, the reader is supposed to have in hand the first ten (10) pages of . At this point we are going to present our results of the specific divergence measures. We suppose that we have on our probability space, two independent sequences :
(-) a sequence of independent and identically distributed random variables with common pdf f P X :
(-) a sequence of independent and identically distributed random variables with common pdf
To make the notations more simple, we write
We focus on using pdf 's estimates provided by the wavelets approach. We will deal on the Parzen approach in a forthcoming study. So, we need to explain the frame in which we are going to express our results.
We recall that we are using the wavelets estimators. In the frame of this wavelets theory, for each n ≥ 1, we fix the resolution level depending on n and denoted by j = j n , and we use the following estimator of the pdf f associated to X, based on the sample of size n from X, as defined in (5),
As well, in a two samples problem, we will estimate the pdf g associated to Y , based of a sample of size n from Y , as defined in (6), by 
1670
The aforementioned estimator is known under the name linear wavelets estimators. They are fully detailed in the first part. We also denote
c n = a n ∨ b n , c n,m = a n ∨ b m , n ≥ 1, m ≥ 1.
The results hold under the conditions in Theorem 2 in and those conditions concern the wavelets constituents, the sequence of resolution level (j n ) n≥1 and the functional J in the aforementioned Theorem. We are confident that the reader will smoothly follow the rest of this paper whenever he has already read the first pages of the first part.
RESULTS
We begin to give a direct extension of Theorem 2 of the first part concerning symmetrization the functional J. We recall the full asymptotic theory of divergence measures of the form
I -Direct extensions.
Quite a few number of divergence measures are not symmetrical. Among these non-symmetrical measures are some of the most interesting ones. For such measures, estimators of the form J(f n , g), J(f, g n ) and J(f n , g n ) are not equal to J(g, f n ), J(g n , f ) and J(g n , f n ) respectively.
In one-sided tests, we have to decide whether the hypothesis f = g, for g known and fixed, is true based on data from f . In such a case, we may use the statistics one of the statistics J(f n , g) and J(g, f n ) to perform the tests. We may have information that allows us to prefer one of them over the other. If not, it is better to use both of them, upon the finiteness of both J(f, g) and J(g, f ), in a symmetrized form as
The same situation applies when we face double-side tests, i.e., testing f = g from data generated from f and from g. 
Asymptotic Normality.
We have , we obtain, as n → +∞,
Theorem 2. Under the assumptions of Theorem 2 in
n
and as (n, m) → (+∞, +∞),
We are going to give special forms of these mains results in a number of corollaries.
To handle the Renyi and the Tsallis families, we get general results on the functional
which is used by these families. In turn the treatment of both of them are derived from the I functional using the delta method. For all these particular cases, we do not give their proofs since they derive from the general cases by straightforward computations. These two families are expressed through the functional
which of the form of the φ-divergence measure with
So we begin by :
A -(a) -The asymptotic behavior of the functional I(α).
With a compact domain D and under the boundedness assumption, and under the condition that neither f nor g vanishes on D, all the conditions of Theorem 2 in hold. Then for any α > 0, α = 1, we have
We have hold. Then for any α > 0, α = 1, we have as n → +∞,
As to the symmetrized form
we need the supplementary notations:
We have hold. Then for any 
Corollary 3. Let the assumptions of Theorem 2 in
α > 0, α = 1, lim sup n→+∞ |I (s) (α, f n , g) − I (s) (α, f, g)| a n ≤ (A 1 (α) + A 4 (α))/2 =: A (s) 1 (α), a.s. lim sup n→+∞ |I (s) (α, f, g n ) − I (s) (α, f, g)| b n ≤ (A 2 (α) + A 3 (α))/2 =: A|I (s) (α, f n , g m ) − I (s) (α, f, g)| c n,m ≤ A (s) 1 (α) + A(s)
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We also have hold. Then for any α > 0, α = 1, we have as n → +∞,
Corollary 4. Let us assume that the conditions of Theorem 2 in
A -(b) -Tsallis' Family.
The treatment of the asymptotic behaviour of the Tsallis-α, α > 0, α = 1, is obtained from Part (A) by expansions. We first remark that hold. Then for any α > 0, α = 1, we have
We have the following results
Corollary 5. Let the assumptions of Theorem 2 in
We have hold. Then for any α > 0, α = 1 we have as n → +∞,
we simply adapt the parameters obtained for the A − (a). We have
Corollary 7. Let the assumptions of Theorem 2 in
α > 0, α = 1, lim sup n→+∞ |D (s) T,α (f n , g) − D (s) T,α (f, g)| a n ≤ (A T,α,1 + A T,α,4 )/2 =: A (s) T,α,1 (α), a.s. lim sup n→+∞ |D (s) T,α (f, g n ) − D (s) T,α (f, g)| b n ≤ (A T,α,2 + A T,α,3 )/2 =: A (s) T,α,2 (α), a.s. and lim sup (n,m)→(+∞,+∞) |D (s) T,α (f n , g m ) − D (s) T,α (f, g)| c n,m ≤ A (s) T,α,1 + A (s) T,α,
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Denote
We have hold. Then for any
Corollary 8. Let the assumptions of Theorem 2 in
and as (n, m) → (+∞, +∞)
A -(c) -Renyi's Family.
The treatment of the asymptotic behaviour of the Renyi-α, α > 0, α = 1, is obtained from Part (A) by expansions and by the application of the delta method. We first remark that
We have the following results hold. Then for any α > 0, α = 1, we have 
Corollary 9. Let the assumptions of Theorem 2 in
lim sup n→+∞ |D R,α (f n , g) − D R,α (f, g)| a n ≤ A 1 (α) |α − 1|I(α, f, g) =: A R,α,1 , a.s. lim sup n→+∞ |D R,α (f, g n ) − D R,α (f, g) b n ≤ A 2 (α) |α − 1|I(α, f, g) =: A R,α,2 , a.s. and lim sup (n,m)→(+∞,+∞) |D R,α (f n , g m ) − D R,α (f, g) c n,m ≤ A R,α,1 + A R,
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We have Corollary 10. Let the assumptions of Theorem 2 in hold. Then for any α > 0, α = 1, we have as n → +∞,
we need the suplementary notations
We have
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We have Corollary 14. Let the assumptions of Theorem 2 in hold. Then we have as n → +∞ ,
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We have hold. Then, 
Corollary 15. Let the assumptions of Theorem 2 in
lim sup n→+∞ |D s KL (f n , g) − D s KL (f, g)| a n ≤ (A KL,1 (f, g) + A KL,4 )/2 =: A (s) KL,1 (f, g), a.s. lim sup n→+∞ |D s KL (f, g n ) − D s KL (f, g)| b n ≤ (A KL,2 (f, g) + A KL,3 )/2 =: A (s) KL,2 (f, g),
Comments and announcements
In papers I and II of this series, the main results on the asymptotic behaviors of empirical divergence measures based on wavelets theory have been established and particularized for important families of divergence measures like Renyi and Tsallis families and for the Kullback-Leibler measures. While the proofs of results in the second paper may be skipped, the proofs of those in paper I are to be thoroughly proved since they serve as a foundation to the whole structure of results. They are stated in , to appear, but are already detailed in Ba et al. (2017) in Arxiv.
