Abstract. We consider the Neumann problem in a cylinder for a linear elliptic equation and we are interested in the asymptotic behaviour of this problem as the length of the cylinder goes to infinity. We prove that under very weak assumptions on the data, the solution of this problem converges to the solution of a Neumann problem in the infinite cylinder, the rate of this convergence being exponential.
Introduction
Asymptotic problems in long cylinders for different type of equations have been studied by many authors (see, e.g., [1] - [8] , [11] , [13] , [15] , [16] ). As expected, the nonlinear problems are more difficult to treat. However, even for linear problems we can have some serious complications with respect to the academic case of the Dirichlet problem for linear elliptic equations. For instance, if instead of an equation we have an elliptic system like the Stokes system, the asymptotic analysis of the associated problem is clearly more complicated, see [1] , [4] or [13] .
Recently we have discovered that even for linear elliptic equations, if we consider Neumann boundary conditions instead of Dirichlet ones, the methods used in the latter case are not so easy to adapt to the Neumann case as one may think in a first place. In fact, we find some surprising similarities between the difficulties encountered in the study of the Stokes problem and the ones corresponding to the Neumann problem for elliptic equations.
In the remaining part of this section, we present the Neumann problem that we are interested in.
Let ω ⊂ R n−1 be a bounded Lipschitz domain. For ∈ (0, +∞), define Ω := (− , ) × ω .
We also consider the infinite cylinder
Let A = (a ij ) 1≤i,j≤n ∈ L ∞ (Ω ∞ , M n (R)) (where M n (R) is the space of n × n matrices with real coefficients) be a uniformly elliptic matrix field on Ω ∞ , i.e., there exists λ > 0 such that (1.1)
A(x)ξ · ξ ≥ λ|ξ| 2 for all ξ ∈ R n , for a. e. x ∈ Ω ∞ .
Since A ∈ L ∞ (Ω ∞ , M n (R)), there exists a constant Λ > 0 such that (1.2) |A(x)ξ| ≤ Λ|ξ| for all ξ ∈ R n , for a. e. x ∈ Ω ∞ .
The data of the problem is given by a function f ∈ L For each > 0, we consider the following Neumann problem on Ω :
where ν : ∂Ω → R n is the outward unit normal to Ω . Thanks to the Lax-Milgram theorem, we know that up to an additive constant the problem (1.4) has a unique weak solution in H 1 (Ω ). In this paper we study the convergence properties of this solution as goes to infinity. We prove that, under a weak growth condition on f , u converges to the solution u ∞ of a Neumann problem in the infinite cylinder Ω ∞ . Moreover, the rate of this convergence is exponential, hence we retrieve the same type of result as for the Dirichlet problem.
Preliminaries
We use this section to introduce the notation and definitions we are using and also to give some preliminary results which will be needed in the proof of our main result. We begin by giving some general notation.
A generic point in R n , n ≥ 2 is denoted x = (x 1 , x 2 , . . . , x n ) = (x 1 , x ), where x = (x 2 , . . . , x n ) ∈ R n−1 .
For the partial derivatives we use the notation ∂ i := ∂ ∂x i , i = 1, 2, . . . , n.
We also introduce the operators ∇ , ∆ , div defined by ∇ = (∂ 2 , . . . , ∂ n ) , ∆ = ∂ 22 + · · · + ∂ nn and div v = ∂ 2 v 2 + · · · + ∂ n v n .
For a set E ⊂ R n , we define the subsets E + and E − by E + := {x = (x 1 , x ) ∈ E | x 1 > 0} , E − := {x = (x 1 , x ) ∈ E | x 1 < 0} .
The outward unit normal to a Lipschitz domain in R n defined on the boundary of the domain is denoted by ν. The normal derivative defined on a boundary of a Lipschitz domain in R k (k ∈ N * ) is designated by the notation 
If U ⊂ R n is an unbounded open set, then we define
On Ω (0 < < +∞), we define the space
For any v ∈ V 0 (Ω ), considering the extension by 0 outside Ω , we obtain a function in H 1 (Ω ∞ ), also denoted by v. Throughout this paper, we will use the following convention: each time a function v ∈ V 0 (Ω ) is considered over the infinite cylinder Ω ∞ , we refer in fact to its extension by 0 outside Ω .
If A = (a ij ) 1≤i,j≤n ∈ M n (R) is a n × n matrix, we denote by A 1 the vector of R n given by the first line of the matrix A, hence
For β ∈ R, we define the following space of functions on Ω ∞ :
Note that for all β > 0, W β (Ω ∞ ) contains all the functions with polynomial growth at infinity for the L 2 -norm. More precisely, if f ∈ L 2 loc (Ω ∞ ) and there exists constants C ≥ 0, γ ∈ R such that
In our main convergence result, the assumption on the data f is that it belongs to some space W β (Ω ∞ ) for a small enough positive β. The necessity of the growth condition in the definition of W β (Ω ∞ ) appear clearly in the proof of our result, but as noticed above, this is a very mild restriction for a function in L 2 loc (Ω ∞ ). However, the assumption
is stronger than the necessary condition (1.3) (in order to have existence for the problem (1.4)). There are at least two reasons to consider the stronger condition (2.1) instead of the necessary one (1.3).
One is that we would like to be able to extend our convergence result to a more general case where the cylinders approaching Ω ∞ have not necessarily the same hyperplane of symetry. We only choosed the cylinders Ω to be defined by (− , )×ω for the simplicity of the presentation, but we could consider the more general case of cylinders of the type (a , b )×ω where (−c 1
), where 0 < s 1 ≤ s 2 and c 1 , c 2 are positive constants.
The other reason is even more important. We can see from a simple counterexample that the convergence result we establish in the next section under the stronger assumption (2.1) may not be true under the hypothesis (1.3). Indeed, consider the case n = 2, A = I 2 (the identity matrix of M 2 (R)), ω = (−1, 1) and f : Ω ∞ → R defined by
It is clear that the condition (1.3) is satisfied by the function f above. The solution to (1.4) (note that in this case the equation on Ω is −∆u = f ) is then given by
Hence the gradient of u is given by
Making the computations, we can see that |∇u | 2,Ω1 → +∞, so the restrictions of u to Ω 1 cannot converge with respect to the norm of the quotient space H 1 (Ω 1 )/R. Therefore, it is more natural to consider the hypothesis (a,b)×ω f dx = 0 for all a, b ∈ R (a < b) which is in fact equivalent to (2.1).
In the remaining part of this section, we give two results that will be useful in the proof of our convergence result.
First, note that the variational formulation of the Neumann problem (1.4) for a linear elliptic partial differential equation is the following:
The fact that u is a weak solution to problem (1.4) means exactly that u is a solution to the variational problem (2.2). The next lemma gives a very useful property of the solution to such a problem.
Proof. In the equation (2.2) satisfied by u , taking as test function v = ϕ(x 1 ), where ϕ ∈ H 1 ((− , )), we get
Using Fubini's theorem, this implies (2.3)
for all ϕ ∈ H 1 ((− , )), thanks to the property (2.1) satisfied by f . Letting ϕ be all the functions in D((− , )), we derive from equation (2.3) that
where K is a constant. Finally, taking ϕ = x 1 in (2.3), we obtain that K = 0.
Remark 2.1. 1.Note that the property of u described in Lemma 2.1 is a consequence of the assumption (2.1) that we made on f .
2. A consequence of Lemma 2.1 is that a solution u to problem (2.2) also satisfies
The second preliminary result is in fact the Poincaré-Wirtinger inequality on Ω , but we are interested here in the dependence with respect to of the constant appearing in the inequality.
Lemma 2.2. There exists a constant C independent of such that for all > 0,
Proof. We use a scaling argument.
belongs to H 1 (Ω 1 ) and
by the change of variable formula for (y 1 , y ) = ( x 1 , x ). We also have 
with a constant C independent of .
The main result
In this section, we present our convergence result for the "sequence" (u ) >0 . Note that the domain of definition of u depends on , the same being the case for the space H 1 (Ω ) where u lies. Hence we have to specify in what sense this convergence take place. In fact, we prove that the restriction of u to a fixed cylinder Ω 0 converges with respect to the norm of the space H 1 (Ω 0 )/R, the rate of the convergence being exponential.
for a small enough β > 0 and u ∈ H 1 (Ω ) be the solution (unique up to an additive constant) of the problem (2.2). Then for any
is the weak solution (unique up to an additive constant) to the following Neumann problem in the infinite cylinder Ω ∞ :
for all > 0 , the last inequality being satisfied for some constant C ∞ ≥ 0 independent of . Moreover, the following estimate holds:
where C ≥ 0, α > 0 are constants depending only on ω, λ and Λ.
Remark 3.1. 1. The variational formulation corresponding to the first two equations of (3.1) is the following:
2. The existence and uniqueness (up to an additive constant) of the solution to problem (3.1) is part of the result stated in Theorem 3.1. The existence will be obtained by passing to the limit in the variational equations satisfied by u and the uniqueness will be established in the end of the proof of Theorem 3.1 by repeating the arguments employed to prove the convergence uf u . Note that without any one of the last two conditions in (3.1), the uniqueness -even up to an additive constant -of the solution to the remaining part of the problem is lost.
Let us assume that the last condition of the problem (3.1) is not required and consider the case f = 0 and A = I n , the identity matrix of M n (R). Let µ > 0 be any eigenvalue and u µ ∈ H 1 (ω) be an associated eigenfunction for the problem
is a solution to the problem corresponding to the first three equations of (3.1).
If the third condition in problem (3.1) is missing, then for any constants a, b ∈ R, the function u = u(x 1 ) = ax 1 + b is a solution to the problem
Proof. We cast the proof into six steps. In the first three steps we will prove that (u ) is a Cauchy "sequence" with respect to the norm of H 1 (Ω 0 )/R for all 0 > 0, then we will prove that the limit of u is a solution to the problem (3.1) and in the final step of the proof we establish the uniqueness of the solution to problem (3.1).
(i) There exists a constant a ∈ (0, 1) depending only on ω, λ and Λ such that
for all 1 ≤ − 1 and all r ≥ 0.
In this part of the proof, we consider > 1 and r ≥ 0 be fixed.
Let v ∈ V 0 (Ω ). Then v ∈ H 1 (Ω ∞ ) (using the convention introduced in section 2), hence in particular in H 1 (Ω +r ). Therefore, we can use v as test function for the equations satisfied by u and u +r . Substracting the two equations, we obtain
since v and ∇v vanish on Ω +r \ Ω .
Choosing an appropriate v in V 0 (Ω ) will allow us to prove the estimate (3.4).
Let now 1 be an arbitrary real number such that 0 < 1 ≤ − 1. Denote then by ρ the function defined on the real line whose graph is depicted
Hence we can take v = ρ(u − u +r ) ∈ V 0 (Ω ) as test function in the equation (3.5) . Note that v and ∇v vanish on Ω \ Ω 1+1 and that
and consequently,
From (3.5), we obtain:
. Therefore, the previous equality becomes
From the ellipticity of A (see (1.1)), the positivity of ρ and the fact that ρ = 1 on Ω 1 , we derive the inequality
Combining this inequality with the last equality above, we get
Using the property (2.4) for u and u +r , we have that
so for any constants c + , c − ∈ R, the last inequality is equivalent to
From (1.2), we derive
Thus, using the Cauchy-Schwarz inequality, we get (3.6)
Let us now choose (u − u +r − c + ) dx = 0, and by the Poincaré-Wirtinger inequality, we have
where C P W is a constant depending only on ω, since it is the Poincaré-Wirtinger constant for the space
is just a translated set of (0, 1) × ω). We obtain a similar inequality for u − u +r − c − on D Combining the last inequality with (3.6), we get
, which proves the estimate (3.4) with a = C P W Λ λ + C P W Λ ∈ (0, 1).
(ii) There exist positive constants C, α depending only on ω, λ, Λ and β such that
. We obtain
Noting that
we have Ω /2+[ /2] ⊂ Ω and consequently,
Thus,
with c = a −1/2 andα = 
for a constant C depending only on λ, the constant from Lemma 2.2 and the constant appearing in the definition of the space W β (Ω ∞ ).
In the same manner,
Here the constant C is exactly the same as the one in (3.9). Consequently,
where the last constant (not necessary the same as the one in (3.9)) depends on the same parameters as the one appearing in inequality (3.9), hence independent on > 0 and r ∈ [0, 1].
Combining (3.10) with (3.8), we get
Finally, if β from the definition of the space W β (Ω ∞ ) is such that β <α (recall thatα depends only on ω, λ and Λ), then we have
for all > 0 and all r ∈ [0, 1], where α can be any real number satisfying 0 < α <α − β.
(iii) There exist constants C, α > 0 depending only on ω, λ, Λ and β such that
for all > 0 and t ≥ 0.
Indeed,
so we obtain (3.11) with the same constant α as in inequality (3.7) and a modified C, but depending on the same parameters as the constant C of (3.7).
(iv) There exists
A trivial consequence of (3.11) and the Poincaré-Wirtinger inequality -see Remark 2.2 -is that for a fixed (but otherwise arbitrary) 0 > 0,
for all ≥ 2 0 and all t ≥ 0. This implies that (u ) >0 is a Cauchy "sequence" with respect to the norm of the quotient space 
Consequently, we can construct a function
It is easy to see that this function satisfies
In order to obtain the estimate (3.2) for u − u ∞ , we consider > 0 fixed (but otherwise arbitrary) and let t → +∞ in inequality (3.11).
(v) The limit u ∞ is a solution to problem (3.1).
(Ω ) for all > 0. Consequently, v is a good test function for the variational problems satisfied by all u for > 0. Since v = 0 outside Ω 0 , we have for all ≥ 0 ,
Since ∇u → ∇u ∞ strongly in (L 2 (Ω 0 )) n , by letting go to +∞, we get
that is (3.3), taking into account the fact that 0 was arbitrarily chosen. Therefore u ∞ satisfies the first two equations of problem (3.1).
Once again, let 0 > 0 be fixed. Then, for any ≥ 0 , we have that
thanks to Lamma 2.1. Since ∇u → ∇u ∞ strongly in (L 2 (Ω 0 )) n , we have that, up to a subsequence, ∇u (x 1 , ·) → ∇u ∞ (x 1 , ·) strongly in (L 2 (ω)) n , for a.e. x 1 ∈ (− 0 , 0 ). Letting → +∞ in (3.12) and taking into account that 0 is arbitrary, we prove that u ∞ satisfies the third equation of problem (3.1).
Using the estimate (3.2) proved in the previous step and the inequality (3.9), we get
i.e., exactly the inequality appearing in problem (3.1).
(vi) There exists a unique solution (up to an additive constant) to problem (3.1).
The existence was established in the previous step. For the uniqueness, consider u ∞ ,ũ ∞ solutions to problem (3.1). Then, for any 1 > 0, the arguments used in step (i) are valid with u , u +r replaced by u ∞ , respectivelyũ ∞ . Therefore, we obtain the inequality
for all 1 > 0 with exactly the same constant a as the one obtained at step (i). Thus,
Iterating k-times the inequality above, we get
. Using the inequality in (3.1) satisfied by u ∞ andũ ∞ , we derive
Keeping 1 fixed and letting k go to +∞, we obtain |∇(u ∞ −ũ ∞ )| 2,Ω 1 = 0, since β <α. Therefore, ∇u ∞ = ∇ũ ∞ a.e. in Ω 1 and consequently, ∇u ∞ = ∇ũ ∞ a.e. in Ω ∞ , the result above being valid for any 1 > 0. This proves that u ∞ =ũ ∞ up to an additive constant, since Ω ∞ is connected.
Let us point out two surprising similarities with the Dirichlet problem for the Stokes system.
The key ingredient in the proof of Theorem 3.1 is the introduction of the constants c + and c − , which allow to apply the Poincaré-Wirtinger inequality on D are translated sets of the same set (0, 1) × ω. This is specific to the case of the usual cylinders studied here and is no longer true for generalized cylinders of the form ( , ) k × ω, if k ≥ 2 (here ω is a bounded Lipschitz domain in R n−k ). We encounter the same situation in the study of the asymptotic behaviour of the Stokes problem in cylinders becoming unbounded in the direction of their axis (see [4] ). For the Stokes system, the problem was not the constant in a Poincaré-type inequality -since Dirichlet boundary conditions were consideredbut the one controlling the H 1 0 -norm of a vector field u satisfying div u = f , where f is a function with vanishing mean value on the considered domain.
The other resemblance is the condition of zero mean value of A 1 · ∇u ∞ on the sections of the infinite cylinder Ω ∞ , which reminds the zero-flux condition in the problem satisfied by the limit of the solutions to the Stokes problem with Dirichlet boundary conditions in cylinders.
However, these similarities are less surprising if we consider the fact that the pressure in the Darcy system -which can be obtained as an homogenized problem of the Stokes problem in porous media (see, e.g., [9] , [12] , [14] ) -satisfies a Neumann boundary problem for an elliptic equation. In fact, the equation satisfied by the pressure in the Darcy system is slightly different than equation (1.4) , the data f having a different form than the one considered in this paper. More precisely, it satisfies the following equation:
where this time
n . The variational formulation of problem (3.13) is the following: (3.14)
Note that no compatibility condition for f in needed in this case, i.e., the problem (3.14) admits a unique solution -up to an additive constant -for any f ∈ (L 2 (Ω )) n .
Let us notice that the results of Theorem 3.1 can be extended to the problem (3.13) under the assumption that f ∈ (W β (Ω ∞ )) n for some small enough β > 0. The problem satisfied by the limit u ∞ is the following:
for all > 0 .
Indeed, using the same arguments as in the proof of Lemma 2.1, we prove that a solution u of (3.14) satisfy
In particular, for all a, b ∈ (− , ) with a < b, we have that
Therefore, for any ≥ 1 and r ≥ 0 and for any 1 ≤ − 1, we get
and the corresponding equality on D + 1 . Keeping these equalities in mind, we can follow the proof of Theorem 3.1 and see that all the arguments used there remain valid if we replace problem (2.2) by the problem (3.14) in the cylinder Ω . Note that in this case, we do not need to use Poincaré-Wirtinger in order to estimate ∇u 2,Ω . Hence, instead of (3.9), we obtain ∇u 2,Ω ≤ Ce β for all > 0, since
This estimate explains the disappearance of the multiplying factor ( + 1) in the inequality giving the estimate of |∇u ∞ | 2,Ω in problem (3.15) . Thanks to the same estimate, we can even take α =α − β instead of 0 < α <α − β, whereα is the constant appearing in the proof of Theorem 3.1.
In fact, we can consider the problem (1.4) as a particular case of the problem (3.13). Indeed, for a function f ∈ W β (Ω ∞ ), we need to findf ∈ (W β (Ω ∞ )) n satisfying the following variational equation for any > 0:
Or we can construct such a vector fieldf by taking (3.16)f (x 1 , x ) = 0, ∇ u 1 (x ) for a.e. x ∈ ω and for a.e. x 1 ∈ R , where u 1 ∈ H 1 (ω) is the unique solution (up to an additive constant) to the problem
Note that for any valid x 1 , we have that
with a constant C depending only on ω. In fact C is the Poincaré-Wirtinger constant corresponding to the space H 1 (ω), i.e., C satisfies v 2,ω ≤ C |∇ v| 2,ω for all
Thus, once we have proved thatf defined by formula (3.16) is a measurable vector field in (L 2 loc (Ω ∞ )) n -which is the difficult part of the proof -it follows from the inequality (3.18) thatf ∈ (W β (Ω ∞ )) n . Finally, for any > 0 and any
where in the penultimate equality we have used the equation (3.17) for all the valid
We end this section with an obvious corollary of Theorem 3.1 and of the Poincaré-Wirtinger inequality, see also Remark 2.2.
be the solution (unique up to an additive constant) to problem (2.2) and u ∞ ∈ H 1 loc (Ω ∞ ) be the weak solution (unique up to an additive constant) to problem (3.1) . Then for any 0 > 0,
as → ∞ and the following estimate holds:
where C ≥ 0 is a constant depending only on ω, λ, Λ, 0 and α > 0 is a constant depending only on ω, λ, Λ.
The case of data constant in the direction of cylinder's axis
When studying asymptotic problems in long cylinders, we are often interested in the case of the data independent of the coordinate along the axis of the cylinder (see [2] , [4] , [5] , [7] ) and we would like to know if the limit is also independent of this coordinate and if it can be expressed as the solution to a problem defined on the section of the cylinder.
For our problem, the data is given by the matrix field A and by the function f . Hence we consider the case where A = A(x ) and f = f (x ) and we want to know if the limit u ∞ is also independent of x 1 . In fact, we will find another similarity with the behaviour of the limit pressure in the Stokes system in cylinders becoming unbounded in the direction of their axis. More precisely, the limit u ∞ is not independent of x 1 , but it can be written as the sum (up to an additive constant) of a function independent of x 1 and a linear function of x 1 .
In order to fix the ideas, we give here below the precise assumptions that the data A and f satisfy in this section. For the measurable matrix field A, we have that
for some positive constants λ, Λ > 0. For the function f , we have
Let us introduce the following notation: A 1 and A ·,1 designates the vector fields with values in R n−1 defined by the last n − 1 components of the first line and respectively first column of A, i.e.,
Define also A to be the matrix field with values in M n−1 (R) given by
Finaly, we use the notation ν to designate the outward unit normal to ω. Hence ν is defined on ∂ω and takes its values in R n−1 .
The main result of this section is very similar to the one in Theorem 3.1, but we can be more specific with respect to the structure of the limit u ∞ , as announced in the beginning of the section. 
where (ũ ∞ , k) ∈ H 1 (ω) × R is the weak solution (unique up to an additive constant for the first component) to the following problem in ω:
Moreover, the following estimate holds:
Remark 4.1. The variational formulation corresponding to the first two equations of (4.3) is the following:
Proof. Firstly, we remark that f 2,Ω = f 2,ω √ 2 for all > 0, hence f ∈ W β (Ω ∞ ) for all β > 0. Therefore, all the hypotheses of Theorem 3.1 are satisfied and consequently u converges (in the sense of Theorem 3.1) to the limit u ∞ , which is the weak solution to the problem (3.1) in the infinite culinder Ω ∞ .
So all we have to do is to prove that this solution can be expressed in the manner described in the statement of Theorem 4.1. Let us assume for a moment that we have proved the existence of a solution (ũ ∞ , k) ∈ H 1 (ω) × R to problem (4.3). Then, thanks to the uniqueness of the solution to problem (3.1), it is enough to prove that the function u ∞ defined by
is a solution to problem (3.1).
We begin by verifying the first two equations, i.e., the variational equation (3.3). Let v ∈ V 0 (Ω ) for some > 0. Then we have (note that ∇u ∞ = (k, ∇ ũ ∞ (x )) is independent of x 1 ):
Since v ∈ H 1 (Ω ), we have that v(x 1 , ·) ∈ H 1 (ω) and ∇ v(x 1 , ·) = (∇ v)(x 1 , ·) for a.e. x 1 ∈ (− , ). Therefore, using (4.5), we derive
Moreover, since v = 0 on {− , } × ω, we deduce that
for a.e. x ∈ ω. Using the last two equalities in (4.6), we get
which proves that u ∞ satisfies the variational equation (3.3) . The third equation in (3.1) is a trivial consequence of the last equation in (4.3), taking into account the fact that A 1 = (a 11 , A 1 ) and ∇u ∞ = (k, ∇ ũ ∞ ).
Finally, since ∇u ∞ = ∇u ∞ (x ), we have that
Thus, u ∞ also satisfies the inequality in (3.1) for any β > 0. We have therefore proved that u ∞ =ũ ∞ + kx 1 is the solution to the problem (3.1), provided that (ũ ∞ ) is a solution to problem (4.3).
To complete the proof, we only have to justify the existence of a solution to the problem (4.3). In fact, we will also prove the uniqueness up to an additive constant for the first component.
Let u f , u A ∈ H 1 (ω) be the solutions (unique up to additive constants) to the following problems:
and respectively
These solutions exist thanks to the Lax-Milgram theorem (the matrix A being uniformly elliptic on ω, so is A ). For a fixed k, the solutionũ ∞ to the problem (4.5) is unique, up to an additive constant. Therefore, thanks to the linearity of the problem, we must have
Replacingũ ∞ in the last equation of (4.3), we obtain Consequently, the quantity ω (a 11 − A 1 · ∇ u A ) dx does not vanish, so k is uniquely determined by the formula
Replacing this k in the formula (4.9) will give us the couple (ũ ∞ , k) ∈ H 1 (ω) × R as the solution to the problem (4.3). In fact, in this case, the result remains valid even if we allow the first column of A to be dependent of x 1 . More precisely, if we only have (4.12) a ij = a ij (x ) for all i ∈ {1, . . . , n} and for all j ∈ {2, . . . , n} -the other assumptions of Theorem 4.1 remaining unchanged -then the limit u ∞ is independent of x 1 and is the solution to the problem (4.11).
Note that the equality (4.10) is automatically satisfied if A 1 = 0. This is a very special case, since we have in fact (4.13) u ∞ = u a.e. in Ω , for all > 0 , where u ∞ is the solution to (4.11). Indeed, it is easy to verify that in this case u ∞ also satisfies the variational problem (2.2) for all > 0.
One can ask if this is really a special case, or if that can happen in a more general situation. Intuitively, there is no reason to have u ∞ = u in the general case, because of the boundary condition on that u must satisfy on {− , } × ω. However, an explicit example would be more satisfactory. In fact, we can provide a whole class of examples where we can be sure that the statement (4.13) is false.
Let us consider the situation where A 1 = 0, A satisfy (4.12) and f ∈ W β (Ω ∞ ) for some β > 0 small enough. Then the limit u ∞ satisfies the property (4.13) if and only if f = f (x ).
The direct implication was establised above. So we only have to prove the converse implication.
If u ∞ = u for all > 0, then a 11 ∂ 1 u ∞ = A 1 · ∇u ∞ = A 1 · ∇u = 0 a.e. on {− , } × ω, for a.e. ∈ R. Hence ∂ 1 u ∞ = 0 a.e. in Ω ∞ , since a 11 ≥ λ > 0 a.e. in Ω ∞ . Consequently, u ∞ = u ∞ (x ) and thus ∇u ∞ = (0, ∇ u ∞ (x )), which implies A∇u ∞ = (0, A ∇ u ∞ (x )) .
Therefore A∇u ∞ depends only on x , which means that −div (A∇u ∞ ) depends only on x , i.e. f = f (x ), taking into account the equation satisfied by u ∞ in the infinite cylinder Ω ∞ .
In conclusion, in order to construct an example of Neumann problem in Ω such that (4.13) is not satisfied, we can choose data that fulfill the following conditions: the measurable matrix field A satisfies (1.1), (1.2), (4.12) and A 1 = 0 (for instance A = I n , the identity matrix of M n (R)); and the function f belongs to some space W β (Ω ∞ ) for a small enough β > 0 and depends on the variable x 1 , for instance f (x 1 , x ) = x 1 g(x ), where g ∈ L 2 (ω) is a non-trivial function with zero mean value on ω.
