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Abstract 
The main productivity constraints of milling operations are self-induced vibrations, 
especially regenerative chatter vibrations. Two key parameters are linked to these 
vibrations: the depth of cut achievable without vibrations and the chatter frequency. Both 
parameters are linked to the dynamics of machine component excitation and the milling 
operation parameters. Their identification in any cutting direction in milling machine 
operations requires complex analytical models and mechatronic simulations, usually only 
applied to identify the worst cutting conditions in operating machines. This work proposes 
the use of machine-learning techniques with no need to calculate the two above-
mentioned parameters by means of a 3-step strategy. The strategy combines: 1) 
experimental frequency responses collected at the tool center point; 2) analytical 
calculations of both parameters; and, 3) different machine-learning techniques. The 
results of these calculations can then be used to predict chatter under different 
combinations of milling directions and machine positions. This strategy is validated with 
real experiments on a bridge milling machine performing concordance roughing 
operations on F-114 steel with a 125 mm diameter mill fitted with nine cutters at 45°, the 
results of which have confirmed the high variability of both parameters along the working 
volume. The following regression techniques are tested: artificial neural networks, 
regression trees and random forest. The results show that random forest ensembles 
provided the highest accuracy with a statistical advantage over the other machine learning 
models; they achieved a final accuracy of 0.95 mm for the critical depth and 7.3 Hz for the 
chatter frequency (RMSE) in the whole working volume and in all feed directions, applying 
a 10x10 cross validation scheme. These RMSE values are acceptable from the industrial 
point of view, taking into account that the critical depth of this range varies between 0.68 
mm and 19.20 mm and the chatter frequency between 1.14 Hz and 65.25 Hz. Besides, 
random forest ensembles are more easily optimized than artificial neural networks (1 
parameter configuration versus 210 MLPs). Additionally, tools that incorporate regression 
trees are interesting and highly accurate, providing immediately accessible and useful 
information in visual formats on critical machine performance for the design engineer. 
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Nomenclature 
X,Y,ZMT   X,Y,Z-axis of the Machine-tool 
X,Y,Zt   X,Y,Z-axis of the tool tip 
Z   Number of flutes of the tool 
   Tool cutting-edge lead angle 
īm   Unit vector that defines the direction of a m
th machine mode 
{Øi}   i-Modal vector per unit of mass 
īm
xy   Projection of the unit vector over the XMTYMT plane 
βxy   Angle between īm
xy and +Xt 
x   Angle between īm
xy and +XMT 
f   Angle between +Xt and +XMT 
βz   Angle between {Øi} and the XMTYMT plane 
{}   Modal displacements  
hd   Chip thickness 
{g}  Dynamic forces in modal coordinates 
Kt   Tangential cutting force coefficient for the tool and workpiece material 
ap   Axial depth of cut  
apcrit   Critical depth of cut 
{}   Dynamic displacements of the tool in modal coordinates.  
c   Chatter frequency 
   Tooth passing period  
ξi   Damping coefficient for the chatter frequency i 
kefi   Effective stiffness of the i-mode at the tool center point 
θ   Machining feed direction 
 
1. Introduction 
The productivity and the surface quality of milling operations are limited by many process 
parameters, from cutting conditions and surface topography [1] to tool orientation [2] and cutting 
forces [3]. But, in the great majority of cases they are constrained by self-induced vibrations [4,5], 
especially regenerative chatter vibrations, caused by the regeneration of the chip thickness in 
systems where the cutting edge cuts a previously-machined surface and generates forces that 
excite machine component modes of lower dynamic stiffness. Those modes can be due either to 
structural components of the machine [6,7] (usually of low frequency, below 200 Hz) or to the 
spindle-toolholder-tool system [8] (at higher frequencies, above 200 Hz), or to the workpiece 
when it has flexible thin walls or floors (above 500 Hz) [9]. The excitation frequencies linked to the 
  
milling operations are within a range that is below 100 Hz in the specific case of machining hard 
materials such as tempered and hardened steels, so, the stability of the milling processes in the 
case of heavy-duty milling machines is highly dependent on the modal parameters of the machine 
structure. For these cases, the critical modes of the process-machine interaction are therefore 
linked to the structural modes of the milling machine. 
Concerning regenerative chatter vibrations, the key parameters in the case of regenerative chatter 
vibrations are the vibration frequency and the cutting depth at which the regenerative process 
occurs; the first parameter can be changed by the process engineer before the machining program 
started while the second is interesting for the machine-tool designer to improve the machine 
design for future machines. Determining these two key parameters of chatter frequency and of 
available depth of cut requires an analysis of the following parameters: the workpiece material 
(cutting force coefficients), the tool type (geometry of the tool, number of teeth, cutting edge lead 
angle), the machining parameters (radial and axial immersion of the tool, rotating speed, feed rate 
etc.) and the modal parameters of the machine-workpiece system [10]. These parameters are all 
related to the machining operation except for the modal parameters of specific machining 
positions that are part of the design of the machine and cannot be altered. Therefore, if hard 
materials are to be machined, besides conceiving stiff and robust machines at the design stage, 
complex stability models that incorporate experimental data should also to be considered at that 
stage. Thus, the dynamics of the machine structure at the Tool Center Point (TCP), the dynamics of 
milling forces and the dynamics of chip thickness will be taken into consideration as regards the 
operational stage of the machine. 
Machine-learning techniques can be used to predict chatter-frequency and depth-of-cut, because 
these models are able to extract information from noisy environments [11]. A major problem 
arises here: the small size of the experimental datasets recorded under factory conditions. This 
problem arises from real restrictions in an industrial setting: first, process engineers in a factory 
are unwilling to test many different milling conditions, due to the extra-cost that these 
experiments imply; and, secondly, the only way to describe the physical process properly is to 
position new sensors, mainly accelerometers [12], on the machine-tools to supply more 
information on the process performance. This requirement clashes with the strict objective of 
cost-reduction in modern industry. The immediate conclusion of these limitations is that real 
datasets for chatter prediction will be poor. Besides, the dynamic behavior, and therefore the 
chatter frequency and the depth of cut of milling machines and the positioning of the milling head 
[13] change in each new machine design, complicating the collection of up-to-date datasets. This 
situation means that, up until the present, there has been no attempt to model chatter frequency 
in heavy duty machines using machine-learning techniques, although two different approaches are 
presented in the bibliography for tool-chatter analysis that consider machine-learning techniques. 
The first approach uses machine-learning techniques to classify the current machining status; 
mainly “stable” and “unstable” cutting conditions [12, 14-18]. The second approach, very close to 
the aim of this research, and presented only two years ago in the literature [19,20] combines 
mathematical models with machine-learning techniques to predict the maximum stable cutting 
depth in real time. 
Related to the first approach, different machine-learning algorithms have been tested to classify 
real-time machining status: Lamraoui et al [14] used Support Vector Machines (SVMs) at first only 
using motor current signals and then radial basis functions and Multi-Layer Perceptrons (MLPs) 
based on vibrational signals [12], to classify both stable and unstable cutting conditions. Kuljanic et 
al [15] used wavelet decomposition to extract statistical parameters from vibration signals 
collected by accelerometers on the machine head, feeding them into an Artificial Neural Network 
  
(ANN). In this case, the wavelet decomposition method was preferred to Fourier transform. Yao et 
al [16] used the same strategy based on wavelet decomposition for vibrational signals but using 
SVMs for the state classification considering in this case three states: chatter, no-chatter and a 
transitional state; and fuzzy logic was used as the diagnosis algorithm by Bediaga et al [17] to 
classify stable and unstable high-speed milling. Finally, Sofuoglu et Orak [18] predicted a stable 
cutting depth in turning operations without chatter vibrations comparing different machine-
learning algorithms: regression analysis, ANNs, and decision trees. They concluded that ANNs 
produced the best results when the algorithms were fed with information on different workpieces 
and insert materials: geometries, cutting and modal parameters obtained from real experiments 
on different materials (aluminum, inconel and steels). 
Related to the second approach, involving a combination of mathematical models with machine-
learning techniques to predict the maximum stable cutting depth in real time, Friedrich et al [19] 
compared the performance of SVMs and ANNs (radial basis functions) to predict chatter in a 
milling process feeding both models with the scenarios obtained from a simulation model that 
included: chip load, cutting force and machine-tool models with the final mathematical calculation 
of the stability lobe diagrams. Hu et al [20] presented a second attempt along these lines by using 
ANNs to predict the limiting axial cutting depth; a mathematical model of the stability lobes 
generated by the training data, while the ANN received 9 inputs to calculate the lobes: the 
tangential and normal cutting force coefficients, the modal damping and stiffness coefficients, the 
modal mass, damping and stiffness coefficients in orthogonal directions, and the radial immersion 
ratio.  
Although there are few references related to machine-learning modeling of structural chatter, 
wear and surface prediction in machining processes are similar processes where these techniques 
have been tested with good results, as reported in two recent reviews [21-23]. These reviews also 
concluded that ANNs are often used as a baseline technique [21-23] and the new approaches try 
to improve the accuracy of these sorts of models [24-26]. Among these new approaches, the use 
of ensemble methods [27] in the manufacturing process have promising applications; ensembles 
use several classifiers at the same time, each classifier provides its prediction and all the 
predictions are joined. They have demonstrated their high prediction accuracy in different 
manufacturing processes: Yü [28] used ensembles to identify out-of-control signals in multivariate 
processes, Cho [29] and Bisaeid [30] used ensembles for end-milling condition monitoring and 
simultaneous detection of transient and gradual abnormalities in end milling,  Bustillo et al. 
proposed the use of ensembles to predict surface roughness in face milling [24] operations and 
Liao et al. [31] and Bustillo and Rodriguez [25] used ensembles for grinding wheel and multitooth 
tool condition monitoring, respectively.  
In this research, a strategy is proposed to side-step dataset limitations from the point of view of 
artificial intelligence. First, the FRFs are measured and both chatter frequency and critical depth 
are analytically calculated. Then the two critical parameters for structural chatter -depth of cut 
and chatter frequency- are calculated for each milling direction, so as to test different machine-
learning techniques and to identify the most accurate and the cheapest in terms of their tuning 
requirements. Machine-learning experts are not regularly available in factories, so models that 
provide high accuracy without complex parametric tuning processes are preferable. Figure 1 
shows the scheme of this strategy. Although similar schemes have been applied to other 
manufacturing processes such as surface roughness prediction [24], tool breakage detection [25], 
and surface wear prediction [26], it is validated here for the first time in this industrial task. 
  
  
Figure 1. Scheme of the proposed methodology. 
The remainder of this work is organized as follows: in the following section, the analytical 
determination of chatter frequency and critical depth will be presented; then, the different 
machine-learning techniques used to build the prediction models will be briefly described. Section 
4 will discuss the experimental validation of the proposed methodology in a real heavy-duty 
machine. Finally, the conclusions and the future lines of research will be outlined in Section 5.  
 
2. Analytical determination of chatter frequency and critical depth of cut 
Mechanistic modeling of the milling forces and a model of the dynamic chip thickness as a function 
of vibrations in modal directions was used for the analytical calculation of chatter frequency and 
critical depth of cut [32]. A single-frequency approach was considered for the solution of the 
stability problem, which leads to the calculation of the chatter frequency c [32]. Figure 2 shows 
the coordinate axes that were used and the directions of the machine modal vectors. 






















The machine axes, XMT and YMT, define the working plane while the local axis +Xt on the tool tip 
defines the feed direction of a tool of Z teeth and the cutting edge lead angle . īm is the unit 
vector that defines the direction of a mth machine mode; {Øi} is the modal vector per unit of mass; 
īm
xy is the projection of the unit vector over the working plane, βxy is the angle between that 
projection and the feed direction +Xt, and, x is the angle between that projection and the 
machine axis +XMT; f is the angle between the feed direction +Xt and the +XMT axis. Finally, βz is 
the angle between the modal vector {Øi} and the XMTYMT working plane. 
Using a mechanistic linear model, the dynamic forces are projected over the mth mode direction īm, 
with these process forces expressed as modal coordinates. Modal displacements – referred to as 
{} - modulate the dynamic chip thickness hd, in reaction to modal forces, in the terms expressed 
in Eq. (1). 
 
{g} = Kt·ap·[A()] {}·(1/2). 
(1) 
 
In Eq. (1), {g} represents the dynamic forces in modal coordinates; Kt the tangential cutting force 
coefficient for the tool and workpiece material under consideration; ap is the axial depth of cut; 
[A()] is a matrix of dimensionless directional factors; and, {} represents the dynamic 
displacements of the tool in modal coordinates.  
A mono-frequency solution is then applied, in order to solve the stability problem, so that if 
chatter appears at a frequency of c, the dynamic displacements of an i
th mode in modal 
coordinates and in a tooth passing period, , depend on the dynamic cutting forces and on the 
modal parameters of that ith mode: modal frequency i, modal vector {Øi} and damping 
coefficient ξi. Also, the effective stiffness kefi=i
2/{Øi}
2 of the mode at the Tool Centre Point (TCP) is 
obtained. Hence, Eq. (2) is obtained by taking the average Fourier term of the matrix of directional 













Equation (2) is an eigenvalue problem of the nth order, where n is the number of modes under 
consideration; [H()] is a diagonal matrix of the transfer functions, hi(), at the tool tip in modal 
coordinates; Z is the number of flutes of the tool, and, τ is the tooth passing period. 
The solution of the eigenvalue problem shown in Eq. (2) provides the relationship between the 
chatter frequency, c, the depth of cut, ap, and the spindle speed, shown in Eqs. (3) and (4). Charts 
known as stability lobes and chatter frequency diagrams may be constructed from the coefficients 
between those factors, as well as the maximum achievable depth of cut in the absence of chatter 






























In Eq. (3),  is the average directional factor, while in Eq. (5),  is the directional factor, both of 
which are dimensionless factors that depend on the orientation between the mode and the feed 
direction. With regard to the critical depth of cut, for common tools and operations, the value is 
usually ||<1. On the other hand, in Eq. (4),  represents the diphase between the vibrations of 
two consecutive periods.  
The representation of these equations considering the tool rotation speed, N,as an independent 
variable leads to the aforementioned stability lobes and chatter frequency diagrams. Figure 3 
shows an example of these diagrams for the case of a face-milling operation on AISI 1045 steel 
with a tool diameter of 125 mm and nine teeth with a lead angle of 45º, machining on an XMT 
direction with a Nicolas Correa Fox milling machine. The calculation of these two diagrams for any 
angular cutting direction are called polar diagrams for the critical depth and the chatter frequency. 


















































Figure 3. Examples of stability lobes (left) and chatter frequency diagrams (right) in a Nicolas 
Correa milling machine. 
 
3. Machine-learning modeling 
Three regression techniques of very different nature were tested using the WEKA data-mining tool 
[33]. First, the most common artificial neural networks, the Multilayer Perceptron (MLP) was 
tested. Multilayer Perceptron [34] is a kind of ANN, where the connections between neurons are 
weighted by a back–propagation algorithm. In this work, we used between 2 to 6 neurons in the 
hidden layer. The parameters momentum and learning rate were also tuned, as described in 
Section 4.2. MLPs were included in this research, because they are a standard in the modelling of 
many manufacturing processes by means of machine-learning techniques, such as surface 
roughness prediction [21,22] and tool wear prediction in cutting processes [23]. 
Regression trees were also included in this study, because they provide visual models of special 
interest for both machine-tool designers and process engineers. The M5P model tree [35] is a 
decision tree for regression. Decision trees consist of decision nodes connected by arcs. Each node 
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research), representing whether or not an attribute value of a given instance is greater than a 
given threshold. Final nodes have no output arcs and are called leaves. Each leaf includes a linear 
regression used to predict the output for all the instances that reach this leaf. The attributes and 
numeric thresholds in each node are picked when trying to subdivide the training instances into 
pure subsets (i.e.; subsets where almost all training instances are likely to fit the final linear model 
in the leaf). The M5P criterion for obtaining pure subsets is to maximize the expected error 
reduction [35]. The M5P tree is built recursively from the root node to the leaves, subdividing the 
space each time into smaller subsets. When pure subsets are reached the tree construction stops. 
Figure 12 in Section 4 includes an example of the regression trees built in this research. 
Third, ensembles for regression [36] were also tested. Ensembles train a set of base regressors and 
combine their predictions in their final result. Bagging [37] is a kind of ensemble in which all the 
regressors belong to the same type (e.g. all are random trees) and they make different predictions 
because they are trained with different datasets (different samples of the original dataset) and the 
final prediction is computed as the average prediction of the base regressors. In this study, 
Random Forest [38] was used, a special case of Bagging, that uses random trees as base classifiers. 
Random trees are a variant of decision trees, with the difference that only a random subset of the 
attributes is considered when selecting the decision for a node.  
Finally, another two regressors were considered as baseline methods for comparison with 
previous similar works [26,39]: the naïve approach and the regression model. The naïve approach, 
called ZeroR in Weka, is based on using the mean value of a parameter as a prediction of the 
parameter value (4.84 mm for the critical depth and 31.90 Hz for the chatter frequency in this 
case study). In other words: the naïve-approach prediction is always the same irrespective of the 
values of the process inputs. As a consequence, the error of any of the machine learning models 
should be significantly lower than the error of the baseline method, to assure that the machine 
learning model can predict new situations, in terms of machine position and feed direction. The 
second baseline that can be considered is a linear regression model, because this kind of simple 
model is usually able to capture the main relationship between inputs and outputs, at least in 
some input ranges. Linear Regression bases its prediction on a linear combination of the process 
inputs that minimizes the squared error of the training dataset. 
 
 
4. Experimental validation of the proposed methodology 
Firstly, this section presents the experimental validation of the proposed strategy, to which end 
the machine tool frequency response function (FRF) and the transfer function were both 
measured at the Tool Center Point (TCP). Then the analytical calculation of chatter frequency and 
the critical depth obtained from the FRFs with equations (4) and (5) are presented. Finally, the 
results of the machine-learning modeling of both variables introduced in section 3 are presented 
and the performance of each technique is discussed. 
4.1 Machine description and FRFs measurement 
The proposed strategy was applied to a Nicolas Correa Fox milling machine. The dynamic flexibility 
of the machine was measured at the Tool Center Point (TCP) in different positions that represent 
the transfer function in equation 2. This bridge milling machine has a frame that moves in the Y 
direction and a ram that slides vertically. The X movement is given by the work table that moves in 
the X direction. The machine can move 3000 mm in the Y direction and 1500 mm in the Z 
direction. The range of movement in the X direction is 5000 mm. 
  
The instrumentation used to measure the Frequency Response Functions (FRFs) were: a 
dynamometric Dytran 5802A hammer with a nominal sensitivity of 0.25 mV/N, which incorporates 
a load cell for measuring the applied force; a PCB 356A32 triaxial piezoelectric accelerometer, with 
a nominal sensitivity of 100 mV/g, to measure the three Cartesian components of acceleration; 
and an OR35 model Analyzer with NVGATE software (from OROS). The FRFs were calculated by 
means of the H1 estimator method, with a bandwidth of 200 Hz. For each FRF measurement, 
three impacts were applied to the TCP and the average of these measurements was recorded as 
the result. The coherence of these three measurements was monitored to ensure a good 
coherence especially in natural frequencies. The FRF were measured with 3,200 lines, offering a 
resolution of 65 mHz. 
The dynamic response at the TCP will change with the machine positions, because the natural 
machine frequencies and modal vectors are dependent on the machine position. In all, 27 
positions were studied which represent all the working positions of the machine cube.  
The milling machine bridge adds the Y and Z linear movement to the machine, and the working 
table adds the X linear movement, so only 18 measurements are needed to obtain the 27 dynamic 
responses: 9 measurements on the XZ plane and another 9 measurements on the XY plane (see 
figures 4 and 5). After these measurements are done, the sum of the different responses must be 
added up to obtain the 27 position responses. Figure 4 shows the 27 positions of the milling 
machine bridge: 
 





































Figure 5. “E” position of the milling machine and position 5 of the working table 
 
To obtain the 27 responses in the working positions the responses must be summed up:  
 Bridge A, D and G position with working table positions 1, 4 and 7  9 positions: A1, A4, 
A7, D1, D4, D7, G1, G4 and G7 
 Bridge positions B, E and H with working table positions 2, 5 and 8  9 positions: B2, B5, 
B8, E2, E5, E8, H2, H5 and H8 
 Bridge positions C, F and I with working table positions 3, 6 and 9  9 positions: C3, C6, 
C9, F3, F6, F9, I3, I6 and I9. 
An artificial excitation of the structure is needed at the TCP, in order to measure the dynamic 
response at the TCP experimentally, the frequency response at the TCP, and the input forces.  
 
4.2 Analytical calculation of chatter frequency and critical depth  
The modes that limit the productivity of the machine for a selected milling operation were 
identified. The representative milling operation was selected: the face milling of AISI 1045 steel in 
down-milling, with a radial immersion of 80%. Likewise, a MITSUBISHI SE445-125-B09 R tool was 
selected, with a diameter of 125 mm, fitted with nine carbide coated flutes (Z=9), reference SEER 
1203 AFEN-JS F620, with a lead angle of 45º. The recommended rotational speed range for the 
tool is between 400 and 600 rpm, in accordance with similar works about face milling operations 
[42,43]. A tangential cutting coefficient of Kt=1685 N/mm2 was experimentally characterized for 
the cutting operation. The left sides of Figures 6, 7 and 8 in the polar charts show the critical 
cutting depths that separate chatter appearance from stability cutting conditions, which were 
obtained from equation (5). These critical depths were calculated for the whole range of 
machining directions within the XMHYMH working plane, thereby achieving the aforementioned 
polar charts. On the right sides of Figures 6, 7 and 8, the chatter frequencies obtained from 
equation (4) are shown, again in polar charts, taking once again the machine XY plane as the 
  
diagram plane for any possible feed direction on that XY plane. The polar diagrams reflect each 
dynamic response of the bridge milling machine in a concordance roughing operation on F-114 
steel with a 125 mm diameter mill fitted with nine cutters at 45°. Figures 7-9 show nine examples 
of the polar diagrams for the cutting depth and the chatter frequency in 9 representative machine 
working positions (A1, A2, A7, E2, E5, E8, I3, I6 and I9) included in Figure 4. The first 3 diagrams in 
Figure 6 show strong and sharp changes, both in depth of cut and chatter frequency depending on 
the feed direction. The following 6 diagrams in Figure 7 show a more stable behavior of the 
chatter frequency with few sharp changes and, in Figure 8, without any significant change, but 
with a clear but slight influence of the feed direction on the depth of cut. 
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Figure 7. Polar diagrams for positions E2, E5, E8  
 
 
Figure 8. Polar diagrams for positions I3, I6, I9  
 
In Figures 6-8, a significant difference can be seen between the polar diagrams of critical depth of 
cut and the polar diagrams of chatter frequency. The curves have progressive values in the critical 
depth-of-cut diagrams, while diagrams of the curves of the chatter frequencies can suddenly 
change value. These differences are because chatter frequencies are associated with the natural 
frequencies of the machine that are excited, which can vary abruptly between two adjacent 
machine positions, in contrast with the critical depths of cut values, where the curves are 
continuous values, which means that the milling machine will have progressive productivity limits 
while machining. 
4.3 Machine-learning modelling 
The dataset was generated from the polar diagrams calculated in Section 4.2 for the two outputs: 
the critical depth of cut (apcrit) and the chatter frequency (ωc). Each dataset includes four inputs: 
three of them identify the machining position (X, Y and Z) and the forth is the feed direction (θ). All 
the inputs and outputs are continuous variables. The machine work space was divided into 27 
different equi-spaced positions, previously presented in Section 4.1 and the feed direction was 
considered every 10⁰ from 0⁰ to 350⁰ to cover any possible milling direction. Therefore, the 
datasets included 27 different milling directions with 36 feed directions for each machining 
position, forming a dataset of 972 instances. Table 1 summarizes the input and outputs, their units 
and the range of values presented in the dataset; the output variables are shown in bold. 
 
Variable Abbreviation Range Units 
X position X 0 - 5.000 mm 
Y position Y 0 - 2.370 mm 
Z position Z 0 - 1.230 mm 
Feed direction θ 0 – 350 ⁰ 
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Critical depth of cut apcrit 0.68 - 19.20 mm 
Table 1. Dataset variables and their variation range. 
As presented in Section 3, the prediction of the chatter frequency and the critical depth are two 
regression problems from the artificial intelligence point of view and the machine-learning 
techniques are known as regressors. In both cases the dataset is split in two groups: the training 
set -that includes the instances that will be used to train the model- and the validation set -that 
includes the rest of the instances of the dataset that are used to measure the accuracy of the 
model-. The instances used at the validation stage were not used during the training-stage as is 
explained later. In this way, the prediction model will not be over-optimistic, as it should tend to 
be if the model is tested using the same instances as in the training stage. In this way the 
generalization capabilities of the prediction model in relation with new instances is considered.  
The quality of the predictions is measured usually in manufacturing problems [21-23] with the 
Root Mean Square Error (RMSE). RMSE, as equation 6 shows, is calculated as the square root of 
the sum of squares of the prediction errors for each instance in the validation group divided by the 
number of instances in this group. Although RMSE is not a measure with a physical meaning from 
the point of view of the variable that it measures, it penalizes the models that provide a prediction 
that is very far off the real value in some validation instances, as it considers the squares of the 
errors and not the errors itself. Therefore, in the case of this research, RMSE is the most suitable 
measure, because a prediction far away from the real value will mean, for sure, an incorrect 
prediction in terms of machine performance (i.e. it will wrongly predict the chatter frequency that 








)ˆ(     (6) 
The following regressors, presented in Section 3, were tested using the WEKA data-mining tool 
[33]: regression trees, Random Forest and Multilayer Perceptrons. Besides, two baselines 
methods, ZeroR and Linear regression, were tested as baseline methods. 
A 10-fold cross-validation repeated 10 times [44] was used to train and to validate the regressors, 
because it is the most popular validation schema. In 10-fold cross-validation, the original dataset 
is randomly divided into 10 datasets of equal-size called folds; nine of these datasets are used to 
train the prediction model and the last one is used to validate the model. In this way the model's 
accuracy is measured on a dataset different to the one that has been used to train the model. This 
process was repeated 9 times, to avoid the influence of the randomly selected instances for the 
validation dataset, using in each of the iterations, a different dataset for validation from the 10 
folds in the first step of the process. Finally, this process was repeated ten times with different 
randomly split datasets, so the model accuracy is the average obtained from a hundred models. In 
this way, the variance of the model accuracy is reduced and the results of the machine learning 
model may be generalized, because the model is tested on new data that have not been used 
during the learning stage, thereby assuring its predictive capability in the face of unforeseen 
situations [44]. 
Some of the regressors in the tests had different parameters that should be fine-tuned to find 
their optimal values. A grid search was performed on the main parameters of each prediction 
model to find the right combination; the grid steps were fixed to 0.1 and only reduced to 0.05, if 
the accuracy of the model changes more than 10% in any of the programmed steps. In a grid test, 
all the considered values are tested against each other, as in a full-factorial experiment, as 
  
opposed to a Taguchi experiment, for example, where only some combinations are tested [39]. 
Due to the small size of the dataset, the grid test can be performed on the 10-fold cross-
validation, because the execution time is not significant. Table 2 collects the ranges and number 
of steps in which the parameters were varied. The default values in Weka [33] were taken for the 
parameters not listed in Table 2 and, therefore with negligible influence on the accuracy of the 
regressor. In the case of the MLPs, 210 different configurations were tested, while in the 
regression trees only the minimum number of instances per leaf were tuned, and in the Random 
Forest no-parameter was tuned. It is important to underline that MLPs have 3 parameters to tune 
while the regression tree has only one and Random Forest has none. This factor is very important 
in terms of tuning times and the need for an expert to perform the tuning process (definition of 
tuning limits, steps of the grid search, etc). 
 
Prediction Model Parameter Range Steps 
MLPs Momentum 0.1 to 0.5 7 
MLPs Learning rate 0.05 to 0.5 10 
MLPs Hidden layers 2,4,6 3 
M5P Tree Minimum number of instances 2,4,8,16 4 
Table 2. Parameters of each regressor that are tuned and variation range and steps. 
Table 3 shows the results for the best configuration of the tested machine learning techniques and 
baselines methods. MLPs are separated by the number of hidden layers from two to six. The 
number in brackets in Table 3 indicates the number of hidden layers in the MLPs and the minimum 
number of instances per leaf that provide the higher accuracy in the regression trees. The best 
results for MLPs are obtained for 6 hidden layers for critical depth apcrit (Momentum = 0.1 and 
Learning Rate = 0.05) and 4 hidden layers for the chatter frequency ωc (Momentum = 0.5 and 
Learning Rate = 0.05). This table also compiles the computational time needed for a computer 
equipped with an Intel Core i5 2300 at 2.8 GHz processor to build each kind of model. Table 3 
shows that all the machine learning models under study are more precise than the two considered 
baselines: ZeroR and linear regression, with significant statistical differences considering the 
corrected resampled t-test [45] with the significance level set at 5%. Regression trees are more 
precise than the best MLP configuration, but with no statistical difference, while Random Forest, 
the most accurate model, showed statistical differences with the other machine learning models; 
the difference with the best MLP was around 75% in the RMSE at the critical depth, apcrit, and 
around 30% for the chatter frequency, ωc. In both cases, the RMSE for the Random Forest model 
are acceptable from the industrial point of view: around 0.95 mm for the critical depth and 7.3 Hz 
for the chatter frequency in the whole working   and all the feed directions, taking into account 
that the critical depth varies from 0.68 mm to 19.20 mm and the chatter frequency from 1.14 Hz 
to 65.25 Hz in this studied range. Finally, if the computational time is considered, the quickest 
machine-learning models were the regression trees, while there were no significant differences 
between the time taken by Random Forest and the smallest MLPs (2 hidden layers) and the more 
accurate MLPs (4-6 hidden layers) required at least twice the computational time of Random 
Forest. If we consider that 210 different configurations of MLPs were built as opposed to only one 
configuration of Random Forest to find the most accurate model, the difference in computational 
time becomes very important. This advantage of ensembles compared with ANNs has been 
previously presented for other manufacturing tasks like roughness or wear prediction [24,26]. 
 
 Critical depth apcrit
 
Chatter frequency ωc 
  
 RMSE (mm) Time (s)
 
RMSE (Hz) Time (s)
 
ZeroR 3.8322 0 15.4575 0 
Linear regression 2.0000 0 15.1136 0 
MLPs [2] 1.796 0.25 10.344 0.35 
MLPs [4] 1.777 0.43 9.388 0.43 
MLPs [6] 1.689 0.64 9.426 0.62 
M5P Tree [16] 1.3156  0.05 9.0982 0.02 
Random Forest 0.9641 0.16 7.2484 0.32 
Table 3. Precision of the tested regressors.  
The MLP parameters momentum and learning rate both influenced model accuracy. Figure 9 
shows the RMSE of the depth of cut models depending on their momentum and learning rate for 
the case of 6 hidden layers (the most accurate case). It can be concluded that the influence of the 
momentum is smaller than the influence of the learning rate, especially for low values of the 
learning rate, where the models are more accurate; the influence of the learning rate is almost 
linear in the range 0.15-0.5, but at values below 0.15 it becomes unstable. This behavior cannot be 
easily predicted and the assistance of an expert in ANN tuning is necessary to find the most 
accurate configuration. 
 
Figure 9. RMSE of the MLP models for the depth of cut for 6 hidden layers depending on the 
momentum and learning rate values. 
Figure 10 shows the RMSE of the chatter frequency models depending on their momentum and 
learning rate for the case of 4 hidden layers (the most accurate case).  In this case, the important 
influence of both parameters is able to halve the RMSE of the model from the worst to the best 
configuration; again, the influence of the momentum is smaller than the influence of the learning 
rate, especially for low values of the learning rate, where the models are more accurate; the 




Figure 10. RMSE of the MLP models for the chatter frequency for 4 hidden layers depending on 
the values of both momentum and learning rate. 
Finally, although regression trees do not achieve as high an accuracy as the Random Forest 
ensembles, as shown in Table 3, they are only 30% less accurate than Random Forest ensembles 
and they have the advantage of immediately providing visual information to the design engineer 
on machine critical performance, as other works have outlined for other manufacturing tasks such 
as wear prediction [26]. Figure 11 shows the regression tree built with all the dataset for the 
chatter frequency. An obvious conclusion is that there is a linear model LM1 (ωc = -0.0001*Y + 
0.0045*Z + 0.0144*θ + 32.8437) that predicts the chatter frequency directly in some area of the 
machine: if the Y-axis position is below 592 mm. As the Y-axis length of this machine is 3000 mm, 
the chatter frequency is directly defined by LM1 equation in 1/5 of the working volume, where 
both the Y and the Z axis positions have a low or negligible influence and only the ram position (Z-
axis) and, obviously, the feed direction, θ, play a central role. If the machine designer wishes to 
increase the chatter frequency to improve the machine performance, then the dynamic stiffness 
of the ram should be increased. In another 2/5 or the working volume, that is: if the Y-axis position 
is above the limit of 592 mm and the Z-axis position is above 1.777 mm, then all that needs to be 
done is to generate another two linear models, LM8 and LM9, to predict the chatter frequency. 
The feed direction only plays a role in the medium region of the Y-Axis, and the influence of the X-
axis position is very limited, because only two branches of the tree requires any value of this 
parameter. This information can be used to analyze why the Y-axis is so critical in chatter 
frequency for the milling machine under study and which, at first glance, are the worst conditions. 
  
 
Figure 11. Regression tree for the prediction of chatter frequency 
 
5. Conclusions 
The productivity of milling operations is mainly restricted by the appearance of self-induced 
vibrations, especially regenerative chatter vibrations. Although there is an extensive bibliography 
on chatter suppression for regenerative vibrations of tools and workpieces, there are few studies 
on chatter related to the machine component modes of low dynamic stiffness. Two key 
parameters are linked to these vibrations: the depth of cut that may be achieved without those 
regenerative vibrations and the frequency of the vibrations, also known as the chatter frequency. 
In this research, the calculation of both parameters is done by means of a 3-step strategy that 
combines experimental FRFs recorded by the Tool Center Point (TCP) that produce data for 
analytical calculations of both parameters, and various machine-learning techniques by which the 
calculations may be used to build prediction models for any combination of milling direction and 
machine position. This strategy has not previously been presented in the bibliography, where 
mechanical simulations are rarely combined with machine-learning techniques to provide high 
accuracy models that can be industrially validated. 
Accordingly, the mechanical performance of the milling machine was firstly characterized at 
discrete positions on the working volume by means of experimental frequency responses at the 
TCP. Combined with mechanical characterizations of the tools and analytical models of milling 
forces and dynamic chip thicknesses, the discrete calculation of critical depths of cut and chatter 
frequencies may be done throughout the working volume. The milling tests involved concordance 
roughing on F-114 steel with a 125 mm diameter mill fitted with nine cutters aligned at 45°. 
  
Then, various machine-learning techniques have been tested to predict these two parameters. The 
following regression techniques have been tested: artificial neural networks, regression trees and 
random forest. The results have shown that regression trees are more precise than the best MLP 
configuration, but that there is no statistical difference between either, while Random Forest is 
the most accurate model with a statistical advantage over the other machine learning models; the 
difference with the best MLP was around 75% in the RMSE for the critical depth apcrit and 30% for 
the frequency ωc. In both cases, the RMSE for the Random Forest model were acceptable from the 
industrial point of view: around 0.95 mm for the critical depth and 7.3 Hz for the chatter frequency 
in the whole working volume and in all the feed directions, taking into account that the critical 
depth varied from 0.68 mm to 19.20 mm and the chatter frequency from 1.14 Hz to 65.25 Hz in 
the range under study. Besides, if the computational time is considered, the quickest machine-
learning models were the regression trees and the Random Forest ensembles, while the most 
accurate MLPs were significantly slower, especially considering that the tuning of the three 
parameters of the MLP requires the testing of hundreds of possible configurations of MLPs.  
Finally, it may be said that regression trees can be incorporated in interesting and highly accurate 
tools that quickly provide useful information to the design engineer on the critical performance of 
machines. In this study case, the Y-axis was the only axis of the milling machine that strongly 
influenced chatter frequency, while the influence of the Z-axis position was lower, and the X-axis 
had a very limited influence, because only two branches of the tree required any value for this 
parameter. This information can be used to analyze why the Y-axis is so critical in chatter 
frequency (e.g. by strengthening the design of the saddle and the mechanical coupling between 
the bridge and the ram) and which, at first glance, are the worst conditions. 
Further research will focus on the analysis and the application of machine-learning techniques, 
especially to unbalanced datasets with the sort of industrial problem discussed in this work, due to 
the extreme and unique situations where chatter tends to generate very unbalanced datasets. 
Moreover, online measurement strategies will be applied for the characterization of the dynamic 
performance of the milling machine under actual working conditions. This strategy will solve the 
present limitation that requires the use of cutting tests and modal analysis to arrive at ad-hoc 
characterizations of dynamic machine performance. 
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 Presentation of an extensive dataset of structural chatter frequency and apcrit 
 Presentation of a new approach to predict structural chatter 
 Experimental validation of the new approach on the extensive dataset 
 Random forest ensembles provide the highest accuracy and are more easily 
optimized 
 Regression trees provide immediate visual information to the design engineer 
  
 
