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Abstract
In this paper we introduce several natural definitions of asymptotic
independence of two sequences of random elements. We discuss their
basic properties, some simple connections between them and connec-
tions with properties of weak dependence. In particular, the case of
tight sequences is considered in detail. Finally, in order to clarify the
relationships between different definitions, we provide some counter-
examples.
1 Introduction
Questions related to asymptotic independence (AI) appear in different prob-
lems of probability theory and its applications. Intuitively, AI means the
convergence to zero of "dependency", and since this "dependency" can be
characterized in a number of ways, there is also a large specter of possibilities
for the definition of AI. A few of them, that appear of most interest to us,
are considered in the present work.
Evidently, the study of asymptotic independence adjoins the well-
developed theory of weak dependence. There is a large literature on ba-
sic properties of weak dependence conditions. See, e.g. the survey [3] and
references therein. Mention also the books [9], [7], [10], [4].
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Note that the main efforts of works on weak dependence are focused on
the study of conditions ensuring the asymptotic independence of the past
(σ − algebra σ{Xk, k 6 0}) and the future (σ − algebra σ{Xk, k > n},
n→∞) of a given process, with subsequent applications to limit theorems.
In contrast, we are concerned with the asymptotic independence of in-
dividual values Xn and Yn and we are interested in conditions expressed
in terms of the proximity of their joint distribution to the product of the
marginal ones.
The question of the asymptotic relationship between Xn and Yn occurs
in a variety of problems. Here is a typical example.
In the fundamental work [1] was considered a random graph (the so-called
Radial Spanning Tree) associated with the configuration of a homogeneous
Poisson point process in R2. Among other things, it was proved that the
asymptotic directions of semi-infinite branches of this graph completely fill
the circle. To test the hypothesis about the uniformity of the distribution of
asymptotic directions, it is natural to consider random variables Xn equal to
the number of semi-infinite branches intersecting the arc nα, where α ⊂ S1
and n→∞. It turns out that for disjoint arcs α1, α2 the corresponding vari-
ables X
(1)
n , X
(2)
n will be asymptotically independent in the sense of condition
AI-4, defined below, and this fact plays an important role in the subsequent
analysis.
The paper consists of six sections. The first section is the introduction.
Section 2 includes some basic implications between introduced conditions
AI-0 - AI-4. In Section 3, we provide some sufficient conditions for AI
to hold, paying special attention to the case when PXn and PYn are tight.
In Section 4, we discuss the stability of AI-0 - AI-4 under transformations.
Section 5 contains important counterexamples which clarify the relationships
between AI-0 - AI-4. Finally, in Section 6, we present some open questions
related to asymptotic independence.
1.1 Conditions of AI
Let (Xn) and (Yn) be two sequences of random elements of measurable spaces
(E1, E1) and (E2, E2) defined on the probability space (Ω,F ,P). We consider
the pair (Xn, Yn) as an element of (E1 × E2, E1 × E2).
It is reasonable to define asymptotic independence (AI) as the merging
of the distributions P(Xn,Yn) and PXn × PYn.
Let us consider first the case when E1 and E2 are Polish (that is, complete
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separable metric) spaces with metrics d1 and d2 respectively. Suppose that E1
and E2 are Borel σ-algebras of E1 and E2. Consider the space E1×E2 endowed
with the product topology. We can suppose that it is generated by one of the
metrics d((x1, y1), (x2, y2)) = d1(x1, x2) + d2(y1, y2) or r((x1, y1), (x2, y2)) =
max{d1(x1, x2), d2(y1, y2)}. These metrics are equivalent: r 6 d 6 2r.
In this case we can use the notions of weak convergence of measures and
merging of measures. We say that two sequences (µn), (νn) of probability
measures are merging if
π(µn, νn) → 0, n→∞,
where π is the Le´vy-Prokhorov metric
π(µ, ν) = inf{ε : µ(Aε) 6 ν(A) + ε for all closed sets A}. (1)
(One can restrict themselves to only one inequality, without switching µ and
ν; see Dudley [8, Theorem 11.3.1].)
Now considering asymptotic independence, it is natural to introduce the
following condition:
(P(Xn,Yn)) merges with (PXn × PYn) when n→ +∞.
Due to [6, Theorem 1] it is equivalent to the following:
AI-1: For all bounded uniformly continuous functions
h : E1 × E2 → R,∫
h(x, y)P(Xn,Yn)(dx, dy)−
∫
h(x, y)(PXn × PYn)(dx, dy)→ 0,
when n→ +∞.
We can also suggest a weaker condition:
AI-0: For all bounded uniformly continuous functions
f : E1 → R, g : E2 → R,
Ef(Xn)g(Yn)− Ef(Xn)Eg(Yn)→ 0,
when n→ +∞.
It is clear that AI-1 implies AI-0.
In the general case several additional definitions can be suggested:
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AI-2: For all A ∈ E1, B ∈ E2,
|P(Xn,Yn)(A×B)− PXn(A)PYn(B)| → 0, n→ +∞.
AI-3: supA∈E1,B∈E2 |P(Xn,Yn)(A× B)− PXn(A)PYn(B)| → 0, n→ +∞.
AI-4: ||P(Xn,Yn) − PXn × PYn||var → 0, n→ +∞.
Here || · ||var is the total variation norm.
Obviously, AI-4⇒AI-3⇒AI-2.
In theory, it would be possible to follow a more general approach by
considering the AI of sequences of σ-algebras. For instance, here are the
analogs of AI-2 and AI-3.
Let (Mn), (Ln) be two sequences of sub-σ-algebras of the main probabil-
ity space. Consider two conditions:
I. (Analog of AI-2). For all A ∈Mn, B ∈ Ln,
P(A ∩B)− P(A)P(B)→ 0, n→ +∞.
II. (Analog of AI-3).
α(Mn,Ln) := sup
A∈Mn,B∈Ln
|P(A ∩B)− P(A)P(B)| → 0, n→ +∞.
Here α(Mn,Ln) is nothing but the coefficient of α-mixing which can be de-
fined for any sub-σ-algebras of F and which appears in literature.
However, since in all cases known to us, σ-algebras are generated by con-
crete random elements, we only consider the case of AI of random elements.
There are many relations between conditions of AI and properties of
weak dependence; we will now give a few examples.
Let Z = (ξn)n∈Z be a strictly stationary sequence.
a) Let Zn be the shifted sequence: (Zn)k = ξn+k. Consider Z, Zn as
random elements of the space (E, E), where E = RZ, E is the σ-algebra
generated by cylindrical subsets of E. The distribution of Z (denoted as µ)
is invariant with respect to the Bernoulli shift T on E: (T ({an}))k = ak+1.
The mixing condition (in the sense of ergodic theory) means that for all
A,B ∈ E
µ(T−nA ∩ B)→ µ(A)µ(B),
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when n→ +∞. It is not difficult to see that it is equivalent to the following:
P{Z ∈ T−n(A), Z ∈ B} → P{Z ∈ A}P{Z ∈ B},
that is,
P{Zn ∈ A,Z ∈ B} → P{Z ∈ A}P{Z ∈ B}.
Taking Xn = Zn, Yn = Z, we get
P{Xn ∈ A, Yn ∈ B} − P{Xn ∈ A}P{Yn ∈ B} → 0,
when n→ +∞ (as Z is stationary, we have P{Zn ∈ A} = P{Z ∈ A}). This
way we can see that mixing corresponds to AI-2.
b) Let Xn : Ω→ R−N be a restriction of Z to {...,−1, 0} and
Yn : Ω→ RN, be a restriction of Z to {n, n+ 1, ...}. Let Mba = σ{ξa, ..., ξb}.
The strong mixing (or α-mixing) condition introduced by Rosenblatt
means that:
sup
A∈M0
−∞
, B∈M∞
n
|P(A ∩B)− P(A)P(B)| → 0, (2)
when n → +∞. Let E1 be the σ-algebra generated by cylindrical subsets
of R−N and let E2 be the σ-algebra generated by cylindrical subsets of RN.
Then (2) is equivalent to
sup
A∈E1, B∈E2
|P(Xn, Yn)(A×B)− PXn(A)× PYn(B)| → 0, n→ +∞.
Hence, the strong mixing for stationary sequences coincides with AI-3.
c) Preserving the notation introduced in the first part of b)
(Xn = (..., ξ−1, ξ0); Yn = (ξn, ξn+1, ...)), we get that the condition of com-
plete regularity introduced by Kolmogorov (so-called β-mixing)
||P(Xn,Yn) − PXn × PYn ||var → 0, n→ +∞,
coincides with AI-4.
Because it is well known (see [3], 2.1) that mixing does not imply strong
mixing and the latter does not imply β-mixing, the same holds for AI-2,
AI-3, AI-4.
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2 Connections between AI-0 - AI-4
Proposition 1. The condition AI-4 implies AI-1.
Proof. The proof is evident.
Proposition 2. The condition AI-2 implies AI-0.
Proof. The condition AI-2 means that AI-0 holds for indicator functions
f and g. We finish the proof approximating uniformly two given bounded
uniformly continuous functions.
Later we will show that AI-3 does not imply AI-1. In particular, AI-0
does not imply AI-1.
Condition AI-3 is equivalent to the following formally weaker condition:
sup
A∈A1, B∈A2
|P(Xn,Yn)(A× B)− PXn(A)PYn(B)| → 0, n→ +∞,
where A1 and A2 are some algebras which generate σ-algebras E1 and E2.
Let’s mention another useful fact.
Consider the set
Π = {µ | µ = µ1 × µ2, µ1, µ2 are probability measures on E1 and E2}.
and denote π(µ,Π) the π-distance between measure µ and the set Π,
π(µ,Π) = inf
ν∈Π
{π(µ, ν)}.
Proposition 3. The condition AI-1 is equivalent to
π(P(Xn,Yn),Π)→ 0, n→ +∞. (3)
Proof. AI-1⇒(3) is obvious. From (3) to AI-1: in this case there exist
(µn), (νn) such that
π(P(Xn,Yn), µn × νn)→ 0, n→ +∞. (4)
From (4) and [6, Theorem 2,C], it follows that π(PXn , µn) → 0 and
π(PYn, νn) → 0. Applying the Skorokhod embedding theorem [6, Theo-
rem 2,B], we get that there exist two probability spaces (Ω1, F1,P1) and
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(Ω2, F2,P2), random elements X
′
n, Y
′
n on Ω1 and random elements X
′′
n, Y
′′
n
on Ω2 such that PX′
n
= PXn , PY ′n = µn, PX′′n = PYn, PY ′′n = νn and
d1(X
′
n, Y
′
n)
P−→ 0, d2(X ′′n , Y ′′n ) P−→ 0.
We can also considerX ′n, X
′′
n, Y
′
n, Y
′′
n as random elements of the probability
space Ω3 = Ω1 × Ω2. Then d((X ′n, X ′′n), (Y ′n, Y ′′n )) P−→ 0 and
P(X′
n
,X′′
n
) = PXn × PYn , P(Y ′n,Y ′′n ) = µn × νn. Hence,
π(PXn × PYn , µn × νn)→ 0, n→ +∞.
To conclude the proof, combine this with (4).
3 Sufficient conditions for AI
Here we propose two useful sufficient conditions for verification of AI-4 and
AI-3.
Proposition 4. Suppose that (X ′n), (Y
′
n) are such that:
1) X ′n and Y
′
n are independent for all n;
2) P{Xn 6= X ′n} → 0, P{Yn 6= Y ′n} → 0, n→ +∞.
Then for (Xn) and (Yn) AI-4 holds.
Proof. Remark that 2) implies P{(Xn, Yn) 6= (X ′n, Y ′n)} → 0, n → +∞. To
complete the proof, recall the well-known fact that if P{ξ 6= η} = δ then
||Pξ − Pη||var 6 2δ.
Proposition 5. Suppose that Xn and Yn are conditionally independent given
Ωn and P(Ωn)→ 1.
Then AI-3 is satisfied.
Proof. Let A ∈ E1, B ∈ E2. It is clear that
P{Xn ∈ A, Yn ∈ B} = P{Xn ∈ A, Yn ∈ B, Ωn}+ rn,
where rn 6 δn := P{Ωcn}. It follows from the conditional independence that
P{Xn ∈ A, Yn ∈ B | Ωn} = P{Xn ∈ A | Ωn}P{Yn ∈ B | Ωn},
that is,
P{Xn ∈ A, Yn ∈ B, Ωn} = 1
P(Ωn)
P{Xn ∈ A, Ωn}P{Yn ∈ B, Ωn}.
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Hence
∆n : = |P{Xn ∈ A, Yn ∈ B} − P{Xn ∈ A}P{Yn ∈ B}|
6 δn + |P{Xn ∈ A, Yn ∈ B, Ωn} − P{Xn ∈ A}P{Yn ∈ B}|
= δn +
∣∣∣∣ 1P(Ωn)P{Xn ∈ A,Ωn}P{Yn ∈ B,Ωn} − P{Xn ∈ A}P{Yn ∈ B}
∣∣∣∣ .
Therefore,
∆n 6 δn + P{Xn ∈ A,Ωn}
∣∣∣∣ 1P(Ωn)P{Yn ∈ B,Ωn} − P{Yn ∈ B}
∣∣∣∣
+ P{Yn ∈ B}|P{Xn ∈ A,Ωn} − P{Xn ∈ A}|
6 2δn +
1
1− δn |P{Yn ∈ B,Ωn} − P{Yn ∈ B}P(Ωn)|
6 2δn
(
1 +
1
1− δn
)
.
As this estimate is uniform in A and in B, we have
sup
A∈E1, B∈E2
|P{Xn ∈ A, Yn ∈ B} − P{Xn ∈ A}P{Yn ∈ B}| → 0, n→ +∞,
and this is condition AI-3.
3.1 Tight sequences
Now we consider another important case when both sequences of distribu-
tions of Xn and Yn are tight.
Proposition 6. Suppose that (PXn) and (PYn) are tight. The following im-
plications take place:
AI-4 ⇒ AI-3 ⇒ AI-2 ⇒ AI-1 ⇒ AI-0.
Moreover, in this case AI-0 ⇒ AI-1.
Proof. We know that the first line of implications, except for AI-2 ⇒ AI-1
always takes place, but AI-2 implies AI-0, so we only have to prove AI-0
⇒ AI-1. We will need two lemmas:
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Lemma 1. Let µ, ν be probability measures on a product of two Polish spaces
(E1×E2, E1×E2). If µ(F×G) = ν(F×G) for all closed sets F ∈ E1, G ∈ E2,
then µ = ν.
Proof. As µ and ν are regular, then from the condition it follows that
µ(A × B) = ν(A × B) for all sets A ∈ E1, B ∈ E2. It means that µ = ν on
the algebra generated by cells, hence they coincide on E1 × E2.
Lemma 2. Suppose (Pn), (Qn), (Ln) are sequences of probability measures
on E1, E2 and E1×E2 respectively. Suppose that Pn ⇒ P , Qn ⇒ Q, Ln ⇒ L.
Moreover, suppose that for all bounded uniformly continuous functions
f : E1 → R, g : E2 → R,∫
f(x)g(y)Ln(dx, dy)−
∫
f(x)Pn(dx)
∫
g(y)Qn(dy)→ 0, n→ +∞. (5)
Then L = P ×Q.
Remark 1. If E1 = R
m, E2 = R
k, instead of (5) the following condition on
characteristic functions is sufficient:
for all t ∈ E1, s ∈ E2,
φLn(t, s)− φPn(t)φQn(s)→ 0, n→ +∞. (6)
Proof. We will show that for all closed A and B, L(A × B) = P (A)Q(B).
For convenience we will assume that the metric d on E1 × E2 is defined by
d((x1, y1), (x2, y2)) = max{d1(x1, x2), d2(y1, y2)}. Due to Pn ⇒ P , Qn ⇒ Q,
Ln ⇒ L and (5) we have∫
f(x)g(y)L(dx, dy)−
∫
f(x)P (dx)
∫
g(y)Q(dy) = 0 (7)
for all bounded and uniformly continuous functions f and g. Let
fm(x) = max{0, 1−md1(x,A)}, gm(y) = max{0, 1−md2(y, B)}.
Both functions fm and gm are bounded and uniformly continuous. Hence,
from (7) we have∫
fm(x)gm(y)L(dx, dy)−
∫
fm(x)P (dx)
∫
gm(y)Q(dy) = 0.
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Letting m→ +∞ and applying the Lebesgue theorem, we get (since A and
B are closed)∫
1A(x)1B(y)L(dx, dy)−
∫
1A(x)P (dx)
∫
1B(y)Q(dy) = 0,
which means L(A × B) = P (A)Q(B) for all closed sets A, B. The result
follows now from Lemma 1.
If we only have (6), then
φL(t, s) = lim
n→+∞
φLn(t, s) = lim
n→+∞
φPn(t)φQn(s) = φP (t)φQ(s),
hence, L = P ×Q.
Let us return to the proof of the implication AI-0⇒AI-1. Suppose it is
not true. Then there exist δ > 0 and a subsequence (n′) ⊂ N such that for
all n′
ρ(P(X
n
′ ,Y
n
′ ), PX
n
′
× PY
n
′
) > δ. (8)
From (n′) choose (n′′) ⊂ (n′) such that
PX
n
′′
⇒ P, PY
n
′′
⇒ Q, P(X
n
′′ ,Y
n
′′ ) ⇒ L. (9)
Due to condition AI-0 and Lemma 2, it follows from (9) that L = P × Q,
which contradicts (8).
3.2 Case E1 = R
m, E2 = R
k.
Proposition 7. Suppose that (PXn) and (PYn) are tight. The following con-
ditions are equivalent:
1) AI-1.
2) For all t ∈ E1, s ∈ E2, for characteristic functions
φ(Xn,Yn)(t, s)− φXn(t)φYn(s)→ 0, n→ +∞. (10)
Proof. Condition 2) can be rewritten as
EeitXneisYn − Eeit·XnEeis·Yn → 0, n→ +∞.
This condition follows from AI-0, hence, 1)⇒2).
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Now suppose that 2) holds but 1) does not hold. Then there exist δ > 0
and a subsequence (n′) ⊂ N such that for all n′
π(P(X
n
′ ,Y
n
′ ), PX
n
′
× PY
n
′
) > δ. (11)
Due to relative compactness we can find a subsequence (n′′) ⊂ (n′) such that
PX
n
′′
⇒ P, PY
n
′′
⇒ Q, P(X
n
′′ ,Y
n
′′) ⇒ L.
From 2) and Lemma 2 we have L = P × Q. This is a contradiction with
(11).
Consider now the case when the common distribution P(Xn, Yn) is Gaus-
sian. Let Xn = (X
(1)
n , . . . , X
(m)
n ), Yn = (Y
(1)
n , . . . , Y
(k)
n ), EXn = an,
EYn = bn, and cov{X(i)n , Y (j)n } = ri,jn , 1 6 i 6 m, 1 6 j 6 k.
Proposition 8. The following conditions are equivalent:
1) The sequences (PXn), (PYn) are tight and satisfy the condition AI-1.
2) The sequences (an), (bn), (E|Xn|2), (E|Yn|2) are bounded and for all
i, j, 1 6 i 6 m, 1 6 j 6 k,
ri,jn → 0. (12)
Proof. It is well known that for Gaussian vectors boundedness of the first
two moments is equivalent to tightness.
It is clear that the condition (12) gives (10). Using tightness it is easy to
check that (12) also follows from (10), hence due to Prop.7 the equivalence
1)⇐⇒ 2) follows.
4 AI under transformations
If (Xn), (Yn) are independent sequences of random elements, then their im-
ages (fn(Xn)), (gn(Yn)) under arbitrary sequences of measurable mappings
(fn), (gn) are also independent. This stability property does not hold in
general when we change independence to asymptotic independence.
The next proposition contains information about stability of different
types of AI under different classes of transformations.
Proposition 9.
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1) If (Xn), (Yn) satisfy AI-0 then (u(Xn)), (v(Yn)) satisfy AI-0 for all
uniformly continuous functions u, v.
2) If (Xn), (Yn) satisfy AI-1 then (u(Xn)), (v(Yn)) satisfy AI-1 for all
uniformly continuous functions u, v.
3) If (Xn), (Yn) satisfy AI-2 then (u(Xn)), (v(Yn)) satisfy AI-2 for all
measurable functions u, v.
4) If (Xn), (Yn) satisfy AI-3 then (un(Xn)), (vn(Yn)) satisfy AI-3 for all
measurable functions un, vn.
5) If (Xn), (Yn) satisfy AI-4 then (un(Xn)), (vn(Yn)) satisfy AI-4 for all
measurable functions un, vn.
Proof. Properties 1) − 4) follow directly from initial hypotheses.
For 5) consider the mapping wn : (x, y) 7→ (un(x), vn(y)). Then due to
AI-4 for (Xn) and (Yn) we have
||P(un(Xn), vn(Yn)) − Pun(Xn) × Pvn(Yn)||var
= ||(P(Xn,Yn) − PXn × PYn)w−1n ||var
6 ||P(Xn,Yn) − PXn × PYn||var → 0,
when n→ +∞.
5 Counterexamples
In this section we would like to clarify the relationships between AI-0 - AI-4.
In order to do so, we will provide some counterexamples.
We saw in section 3.2 that in the case of tight sequences the conditions
AI-1 and AI-0 are equivalent. It is easy to see that without the tightness
assumption this equivalence will be preserved if the metric spaces E1 and
E2 are compact. Indeed, let U1, U2 and U be the spaces of bounded and
uniformly continuous real functions defined respectively on E1, E2 and
E1×E2. Let H be the closed subspace of U formed by all linear combinations
of the form
∑n
1 fi(x)gi(y), where fi ∈ U1, gi ∈ U2, n ∈ N. If E1 and E2
are compact, it follows from the Stone-Weierstrass theorem (Dunford and
Schwartz, [5, VI.6.Th.16] ) that H coincides with U , and it allows to easily
deduce AI-1 from AI-0.
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The example constructed below shows that even in locally compact spaces
the equivalence between AI-1 and AI-0 may fail.
5.1 AI-3 does not imply AI-1
Proposition 10. Let E1 = R, E2 = R. There exist sequences (Xn) and (Yn)
of random variables satisfying AI-3 but not AI-1.
As AI-0 always follows from AI-3 we immediately deduce
Corollary 1. Property AI-0 does not imply AI-1.
As a byproduct we get also
Corollary 2. For non compact spaces E1, E2 (even if they are locally com-
pact), it is possible that the equality U1 × U2 = U does not hold.
Proof. Denote as B1(E1), B1(E2) the sets of bounded real-valued measurable
functions the absolute values of which do not exceed 1 from E1 and E2
respectively. It is easy to see that AI-3 is equivalent to the following property
sup
f∈B1(E1), g∈B1(E2)
|Ef(Xn)g(Yn)− Ef(Xn)Eg(Yn)| → 0, (13)
when n→ +∞. It is sufficient to show that (13) does not imply AI-1.
For each integer j > 0 consider its binary coding and enumerate the
positions in the binary coding from right to left (suppose that the rightmost
position has number 0, to the left from it is number 1 and so on). Introduce
the function χ(i, j) = "the value in the i-th position in the binary coding
of j". (The function χ is defined on pairs of non negative integers). Also
introduce the function sign(i, j) = 2χ(i, j)− 1.
Let u : R2 → R, u(x, y) = max{0, 1 − 4|x| − 4|y|}. Remark that its
support lies in the square |x| 6 1
4
, |y| 6 1
4
. Consider the function
h(x, y) =
∞∑
i=0
∞∑
j=0
χ(i, j)u(x− i, y − j).
It is easy to see that h is well-defined (when x, y are fixed, no more than one
of u(x− i, y − j) is not equal to 0), bounded and uniformly continuous.
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By δa we will denote a delta-measure concentrated at the point a ∈ R2:
δa(A) = 1 if a ∈ A, δa(A) = 0 if a /∈ A. Now remark that there exist Xn, Yn
such that
n2nP(Xn,Yn) =
n−1∑
i=0
2n−1∑
j=0
χ(i, j)δ(i,j) +
2n−1∑
i=n
2n−1∑
j=0
(1− χ(i− n, j))δ(i,j).
Indeed, ∀i : 0 6 i 6 n− 1,
2n−1∑
j=0
χ(i, j) =
2n−1∑
j=0
(1− χ(i, j)) = 2n−1, (14)
and then the total variation of the measure
ν =
n−1∑
i=0
2n−1∑
j=0
χ(i, j)δ(i,j) +
2n−1∑
i=n
2n−1∑
j=0
(1− χ(i− n, j))δ(i,j)
equals 2n−1 · 2n = n2n.
Below an illustration for n = 3 is given (the number in the i-th column
and in the j-th row from below is the weight of the measure P(Xn,Yn) at the
point (i, j)). 

1/24 1/24 1/24 0 0 0
0 1/24 1/24 1/24 0 0
1/24 0 1/24 0 1/24 0
0 0 1/24 1/24 1/24 0
1/24 1/24 0 0 0 1/24
0 1/24 0 1/24 0 1/24
1/24 0 0 0 1/24 1/24
0 0 0 1/24 1/24 1/24


It is easy to see from (14) that for all i, 0 6 i 6 2n− 1,
PXn({i}) = 1n2n · 2n−1 = 12n . As for all i, j, 0 6 i 6 n− 1, 0 6 j 6 2n − 1,
P(Xn,Yn){(i, j)}+ P(Xn,Yn){(i+ n, j)} =
χ(i, j) + (1− χ(i, j))
n2n
=
1
n2n
,
we have PYn({j}) = 1n2n · n = 12n .
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Consider µn = P(Xn,Yn) − PXn × PYn , then
µn{(i, j)} = χ(i, j)
n2n
− 1
2n
· 1
2n
=
sign(i, j)
n2n+1
,
when 0 6 i 6 n− 1, 0 6 j 6 2n − 1,
and
µn{(i, j)} = 1− χ(i− n, j)
n2n
− 1
2n
· 1
2n
=
−sign(i− n, j)
n2n+1
,
when n 6 i 6 2n− 1, 0 6 j 6 2n − 1.
Remark that
∫
h(x, y)dµn(x, y) =
2n−1∑
i=0
2n−1∑
j=0
h(i, j)µn{(i, j)} =
n−1∑
i=0
2n−1∑
j=0
h(i, j)µn{(i, j)},
because when i > n, j 6 2n − 1, we have h(i, j) = 0.
We also have
n−1∑
i=0
2n−1∑
j=0
h(i, j)µn{(i, j)} =
n−1∑
i=0
2n−1∑
j=0
χ(i, j)sign(i, j)
n2n+1
=
n−1∑
i=0
2n−1
n2n+1
= 1/4
from (14) and because when χ(i, j) = 1 we have sign(i, j) = 1.
Hence,
∫
h(x, y)dµn{(x, y)} 9 0 when n → +∞, and (Xn, Yn) do not
satisfy condition AI-1.
We will prove that (Xn, Yn) satisfy (13). At first we will state the follow-
ing:
Lemma 3. Suppose a0, ..., an−1, b0, ..., b2n−1 are real numbers with absolute
value not exceeding one. Then∣∣∣∣∣
n−1∑
i=0
2n−1∑
j=0
aibjsign(i, j)
∣∣∣∣∣ 6 2n√n.
Proof. Denote ψ(a0, ..., an−1, b0, ..., b2n−1) =
n−1∑
i=0
2n−1∑
j=0
aibjsign(i, j). If we con-
sider ψ as a function of one of the variables a0, ..., an−1, b0, ..., b2n−1, fixing the
15
remaining variables, we will get the sum of a constant and a linear function.
Hence, |ψ| is convex in each variable. Then
|ψ(..., ai−1,ai, ai+1, ...)|
6 max{|ψ(..., ai−1, 1, ai+1, ...)|, |ψ(..., ai−1,−1, ai+1, ...)|}, (15)
and
|ψ(..., bj−1,bj, bj+1, ...)|
6 max{|ψ(..., bj−1, 1, bj+1, ...)|, |ψ(..., bj−1,−1, bj+1, ...)|. (16)
Applying the inequalities (15), (16) consequentially for each variable, we get
that |ψ| reaches its maximum at some values of a0, ..., an−1, b0, ..., b2n−1 such
that for each i, j |ai| = 1, |bj | = 1.
Remark that the number ψ(a0, ..., an−1, b0, ..., b2n−1) can be constructed in
the following way: consider the matrix M of n columns and 2n rows, where
mji = sign(i, j), then multiply the i-th column by ai, multiply the j-th row
by bj (first multiply the columns, second multiply the rows). The matrix M
will be transformed to M˜ , then ψ(a0, ..., an−1, b0, ..., b2n−1) is the sum of the
elements of M˜ .
The rows ofM are all possible strings of n numbers 1 and (-1). It is shown
above that we can suppose ai = 1 or ai = −1. After each multiplication by ai
the matrix M will still consist of numbers 1 and -1; distinct rows will remain
distinct, so, after the multiplication by all ai we will get the matrix
˜˜M ,
consisting of 2n distinct rows of numbers 1 and -1. But the rows have length
n, hence, each string of length n of numbers 1 and -1 will be represented
exactly once.
Consider a row of the matrix ˜˜M . Suppose there are t numbers 1 in it.
Then after the multiplication by bj the sum of the numbers in this row will
not exceed |t − (n − t)| in absolute value (we suppose that ∀j bj = 1 or
bj = −1). Hence,
|ψ(a0, ..., an−1, b0, ..., b2n−1)| 6
∑
c1,...,cn∈{−1,1}
|c1 + ... + cn|. (17)
Take n i.i.d random variables ǫ1, ..., ǫn such that
P{ǫ1 = 1} = P{ǫ1 = −1} = 1/2. Then the right part of (17) is equal to
2nE|ǫ1 + ... + ǫn| 6 2n
√
E|ǫ1 + ... + ǫn|2 = 2n
√
V ar(ǫ1 + ...+ ǫn)
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due to Jensen’s inequality. From independence and equality of distributions
of ǫ1, ..., ǫn we get
2n
√
V ar(ǫ1 + ...+ ǫn) = 2
n
√
nV ar(ǫ1) = 2
n
√
n.
Now take any f ∈ B1(E1), g ∈ B1(E2) and remark that∫
f(x)g(y)dµn(x, y)
=
n−1∑
i=0
2n−1∑
j=0
sign(i, j)
n2n+1
f(i)g(j) +
2n−1∑
i=n
2n−1∑
j=0
−sign(i− n, j)
n2n+1
f(i)g(j).
By lemma 1, substituting ai = f(i), bj = g(j), we have that the first sum
does not exceed 2
n
√
n
n2n+1
= 1
2
√
n
in absolute value. By lemma 1, substituting
ai = −f(i+ n), bj = g(j), we have that the second sum also does not exceed
1
2
√
n
in absolute value. Finally, for all n ∈ N, n > 1,∫
f(x)g(y)dµn(x, y) 6
1√
n
→ 0,
when n→ +∞. Hence, (Xn, Yn) satisfy condition (13).
5.2 AI-1 does not imply AI-2
Proposition 11. Let E1 = R, E2 = R. There exist sequences (Xn) and (Yn)
of random variables satisfying AI-1 but not AI-2.
Proof. Again take E1 = R
1, E2 = R
1. Consider two independent random
variables X, Y such that P{X = 1} = P{X = 0} = 1
2
,
P{Y = 1} = P{Y = 0} = 1
2
. Now suppose Xn = X +
Y
n
, Yn = Y .
Let us at first ensure that Xn, Yn do not satisfy condition AI-2. Sub-
stitute A = {1}, B = {1}. Then when n > 2 it is easy to check that
P{Xn ∈ A, Yn ∈ B} = 0, P{Xn ∈ A}P{Yn ∈ B} = 12 · 14 = 18 . So
lim
n→+∞
|P{Xn ∈ A}P{Yn ∈ B} − P{Xn ∈ A, Yn ∈ B}| 6= 0, which is a contra-
diction with AI-2.
We will check that, nevertheless, Xn, Yn satisfy AI-1. Obviously, the
following fact is true:
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Statement. Let {xn}, {yn} be two sequences of points in the metric space
(M, d), then for all f : M → R1, uniformly continuous and bounded,∫
fd(δxn)−
∫
fd(δyn)→ 0 when n→ +∞, if d(xn, yn)→ 0 when n→ +∞.
Here δa is a delta-measure concentrated at the point a.
Remark that
P(Xn,Yn) = δ(0,0)P{X = 0, Y = 0}+ δ( 1
n
,1)P{X = 0, Y = 1}
+ δ(1,0)P{X = 1, Y = 0}+ δ(1+ 1
n
,1)P{X = 1, Y = 1}
=
δ(0,0) + δ( 1
n
,1) + δ(1,0) + δ(1+ 1
n
,1)
4
.
Moreover,
PXn × PYn =
(
δ0 + δ 1
n
+ δ1 + δ1+ 1
n
4
)
×
(
δ0 + δ1
2
)
=
δ(1,1) + δ(n+1
n
,1)
8
+
δ(0,0) + δ( 1
n
,0)
8
+
δ(0,1) + δ( 1
n
,1)
8
+
δ(n+1
n
,0) + δ(1,0)
8
.
Finally for all bounded and uniformly continuous functions h on E1×E2 we
get ∫
hd(P(Xn,Yn)−PXn × PYn)
=
1
8
∫
h d(δ(n+1
n
,1) − δ(1,1)) +
1
8
∫
h d(δ(0,0) − δ( 1
n
,0))
+
1
8
∫
h d(δ( 1
n
,1) − δ(0,1)) +
1
8
∫
h d(δ(1,0) − δ(n+1
n
,0)),
which goes to 0 when n→ +∞ (from the fact given above).
6 Concluding remarks
I. It is clear that conditions AI-0 - AI-4 can naturally be modified for mutual
asymptotic independence of several (more than 2) random sequences. At the
same time analogs of all main given results will remain true.
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II. Below we formulate some open questions and suggest some directions of
research on asymptotic independence.
1. It is interesting to consider conditions for AI of the form∫
E1
fdPXn
∫
E2
gdPYn −
∫
E1×E2
(f × g)dP(Xn,Yn) → 0
for all f, g belonging to some classes F1, F2 of functions.
2. Find sufficient conditions for AI of the following type:
If (f(Xn)), (g(Yn)) are AI for all f, g belonging to some classes F1, F2
of functions, then (Xn), (Yn) are AI.
3. One can also study conditions for AI of the form∫
E1
fdPXn
∫
E2
gdPYn −
∫
E1×E2
(f × g)dP(Xn,Yn) → 0
uniformly for all f, g belonging to some classes F1, F2 of functions. For
example the following question is interesting:
For a metric space M we denote by BL1(M) the set of real-valued
functions f on M such that for all x ∈ M, |f(x)| 6 1, and for all
x, y ∈M, |f(x)− f(y)| 6 |x− y|. Does AI-0 imply
sup
f∈BL1(E1), g∈BL1(E2)
∣∣∣∣∣∣
∫
E1×E2
f(x)g(y)dP(Xn,Yn) −
∫
E1
f(x)dPXn
∫
E2
g(y)dPYn
∣∣∣∣∣∣→ 0,
when n→ +∞?
It is known that an analogous fact is true for AI-1: AI-1 implies
sup
h∈BL1(E1×E2)
∣∣∣∣∣∣
∫
E1×E2
h(x, y)dP(Xn,Yn) −
∫
E1×E2
h(x, y)d(PXn × PYn)
∣∣∣∣∣∣→ 0,
when n→ +∞, look at [6, Corollary 6], for example.
4. Does AI-0 imply AI-1 if only one of the sequences PXn and PYn is tight?
5. It is interesting to consider conditions for AI for random elements of
concrete spaces (such as: space of sequences, space C[0, 1], space of configu-
rations and so on...).
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