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 A digital color images are the most important types of data currently being traded; they are used 
in many vital and important applications. Hence, the need for a small data representation of the image is 
an important issue. This paper will focus on analyzing different methods used to extract texture features for 
a color image. These features can be used as a primary key to identify and recognize the image. The 
proposed discrete wave equation DWE method of generating color image key will be presented, 
implemented and tested. This method showed that the percentage of reduction in the key size is 85% 
compared with other methods. 
  








The Digital color images (DCI) are the most important types of data currently being 
traded [1]; they are used in many vital applications such as military, civilian and medical 
applications. Digital color image is represented by a 3D matrix, the first 2D matrix represents the 
red color, the second 2D matrix represents the green color, the third 2D matrix represents the 
blue color [2-4]. DCI usually has a high resolution; this means that it has a huge size of data in 
terms of processing and manipulating. To reduce the complexity of processing, DCI can be 
represented by image histogram. Hence, each color in DCI consists of 256 elements array, 
where each element points to the repetition of a gray value (0 to 255) [5-7]. Figure 1 shows a 





Figure 1. Color image and histograms. 
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Color image histograms can be used as keys to retrieve the image. The key size is very 
small (6144=256*3*8 bytes) comparing to the color image size [8]. However, it is big in term of 
key representation. Hence, another method is needed to find a reduced key length. One of the 
simplest methods of reducing the image key (histogram) size is to reshape the 3D color matrix 
to 2D gray matrix. Here the key size is reduced from 6144 to 768 (256*3 bytes). Hence, 
reshaping the 3D color matrix to 2D gray matrix will result in reducing the key size 8 times. 





Figure 2. Reshaped color image and histogram 
 
 
2. Color Image Texture Feature Extraction Methods 
Explaining Color is a widely used image feature for image representation, while the use 
of color histogram is the most common way for representing color features [9]. A various 
methods used for color feature extraction and could be taken in account for key retrieving 
element [10]. Looking for a small size key element local binary based methods was tackled.    
 
2.1. Local Binary Pattern Method 
Local binary pattern (LBP) method creates a LBP operator for each pixel in the  
image [11, 12]. The binary value of this operator is to be converted to a decimal number, which 






Figure 3. LBP operator calculations 
 
 
LBP method creates a new histogram (key) with 256 elements. As a result, it does not 
suit image retrieval or recognition [13, 14]. However, it could suite other image applications 
because the used key for image retrieval is still having a big size [15]. LBP methods can be 
implemented by reshaping the 3D color image to 2D gray image, then we have to calculate LBP 
operator for each pixel in the 2D matrix as shown in Figure 3. The calculated LBP key for the 
image shown in Figure 1 is demonstrated in Figure 4. 
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Figure 4. LBP key for the image in Figure 1 
 
 
2.2. Center-Symmetric Local Binary Pattern Method 
Center-Symmetric Local Binary Pattern method (CSLBP) of color image features 
extraction (key generation) is a modified version of the LBP method [11-14, 16] . This method is 
used to create a key for a color image by reshaping a 3D color matrix into 2D matrix [17].  
Then a CSLBP operator must be calculated for each pixel in the 2D matrix as shown  





Figure 5. CSLBP operator calculations 
 
 
This method reduced the key length to 16 elements and the size to 128 bytes. This 
means that the CSLBP method makes an improvement to generate keys. Figure 6 shows the 





Figure 6. CSLBP key for the image in Figure 1 
 
 
2.3. Reduced Local Binary Pattern Method 
Reduced local binary pattern method (RLBP) acts as CSLBP method. However, the key 
will be reduced to 8 elements [18-20]. Figure 7 shows how to calculate RLBP operator for each 
pixel in the 2D matrix. Figure 8 shows the generated key for the image shown in Figure 1. 
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Figure 8. RLBP key for the image in Figure 1 
 
 
2.4. The Proposed Method 
Discrete wave equation DWE was used to reduce the key length in the smallest 
representation. DWE method is based on using wave equation to generate a key for a color 









where  𝑐 = √𝐸 𝜌⁄  is the velocity.  
Usually a discrete equation is considered in the form of the equation with finite 







(u𝑛+1(t) − 2u𝑛(t) + u𝑛−1(t)) (2) 
 




= (u𝑛+1(t) − 2u𝑛(t) + u𝑛−1(t)) (3) 
 
in (3) can be solved by applying convolution between the array x= [1 -2 1] and the voice signal 
(Laplace operator).This method can be implemented by applying the following steps: 
1. Get the original color image data matrix.  
2. Reshape the 3D data matrix which represents the color image to one row array. 
3. Apply convolution between Laplace operator and the row array. 
4. Check each value in the convolution results: 
a. If the value is greater than zero add 1 to local minimum count. 
b. If the value is equal to zero add 1 to stable count. 
c. If the value is less than zero add 1 to local maximum count. 
5. Save the 3 counts as a features array (key) for the certain voice signal.Using this method, 
the color image key reduced to 3 elements (size of 24 bytes). 
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3. Implementation  
The proposed DWE was implemented in Matlab environment using different color 
images type with different size, for each color image we create features key, the results of 
implementation are shown in Table 1. From Table 1, it can be concluded the following facts: 
 DWE method can be used to generate a key for any color image with any type and size. 
 The key is a unique, thus we can use it as a primary key to retrieve or recognize the image. 
 The key values are very sensitive to any changes in the image, any change in the image, 
even it is a very small change will cause a change in the key. 
 The generated key is small in size and contains the values with total size equal 24 bytes. 
The other conventional methods of color image key creation were also implemented 
and each method gave a unique key. The key generation time for each method was 
programmable calculated and the results are shown in Table 2. From Table 2, it can be noted 
that the DWE has good timing characteristics. The generated key can be used to identify or 
recognize a certain color image. Hence, the key size plays an important role. Table 3 shows a 
comparison between the key (size and length) generated by different methods. 
From Table 3, it can be concluded that the generated key using DWE method has the 
minimum number of size and length compared with other methods. Hence, using the proposed 
method will reduce the efforts of dealing with a recognition tool such as artificial neural network 
(ANN) [24, 25]. This will result in reducing ANN architecture, reducing memory space size and 
reducing ANN training time. 
 
 
Table 1. Results of DWE  
Implementation 
Image Size(pixels) Feature array 
1 76800 34360 6492 35948 
2 270948 110441 54446 106061 
3 151875 62371 26119 63385 
4 49152 23633 1324 24195 
5 1125600 547680 34365 543555 
6 540000 254064 35688 250248 
7 3396069 1569304 296553 1530212 
8 2359296 1050979 288046 1020271 
9 928800 456157 35177 437466 
10 432000 203944 23608 204448 
 
Table 2. Key Generation Time (Seconds) For 
Various Methods 
Image LBP CSLBP RLBP DWE 
1 0.009000 0.005000 0.004000 0.019000 
2 0.031000 0.017000 0.013000 0.032000 
3 0.016000 0.010000 0.007000 0.020000 
4 0.007000 0.004000 0.003000 0.012000 
5 0.136000 0.077000 0.064000 0.096000 
6 0.062000 0.038000 0.029000 0.051000 
7 0.393000 0.262000 0.191000 0.270000 
8 0.280000 0.169000 0.134000 0.194000 
9 0.107000 0.062000 0.049000 0.081000 




Table 3. Key Length (Elements) and Size (Byte) for Various Methods 
Method Key length Key size 
LBP 256 2048 
CSLBP 16 128 
RLBP 8 64 




Different methods of color image key generation were implemented and tested for 
various color images with various types and sizes. The obtained results show that by using the 
LBP method the key size is 256 elements, while the key size is reduced to 16 elements by using 
CSLBP method. By using the RLBP method, the key size is reduced to 8 elements.  
The interesting finding is that the proposed DWE method achieves the minimum key size of 3 
elements. It was shown that the proposed DWE method is the best among conventional 
methods in terms of the generated key. Hence, the complexity of the image recognition process 
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