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SUMMARY 
This study is mainly concerned with the estimation of 
Greece's dynamic import and export demand equations for goods 
over the period 1954-1976. 
Some recent empirical studies of the foreign trade of va-
rious countries are first presented and the approaches that have 
been pursued are described as a preliminary to the development of 
our own theoretical framework. Foreign trade elasticities are 
then estimated to test various hypotheses in the theory of inter-
national trade and, subsequently, to be used in the formulation 
of economic policy. Some applications of the empirical findings 
to the trade balance of Greece are attempted. In general the tra-
de balance of Greece is found to be sensitive to both relative 
price changes and the growth rates of Greece and its trading 
partners. 
In the course of the empirical work a number of methodo-
logical pOints of importance in applied econometrics arise. In 
particular we are concerned with the empirical specification of 
dynamic models and the resulting hypothesis-testing problems. 
Two model selection procedures for the empirical specification 
of dynamic models are described and their performance is evalua-
ted in the context of our large scale empirical study. The first 
procedure begins with the simplest (statiC) form of the relation-
ship and tests are performed to determine whether it is necessa-
ry to consider more general specifications. An alternative me-
thod begins with a general unrestricted dynamic model and then 
attempts to reduce the number of parameters needed to specify 
the data generation process. These two procedures are applied 
to every import and export demand equation we consider and the 
preferred specification to which each approach leads is reported. 
It is found that the possibility of conflict between the two 
procedures increases as higher-order dynamic models are consi-
dered. 
The use of monthly data for the period 1954-1976 instead 
of annual or quarterly observations, which have been employed 
in previous work on models of foreign trade, constitutes a fur-
ther novelty of our approach, and the resulting problems and 
their practical solution are described. 
16 
CHAPTER I 
INTRODUCTION 
1. Objectives of the Thesis 
International trade has always played a vital role in 
a country's economic activity, and among the various branches 
of economics is one for which extensive and detailed statisti-
cal information exists. Given also that quantitative relation-
ships between economic variables are invaluable tools in eco-
nomic policy, many investigators have analysed these data to 
obtain import and export demand equations either for descri-
bing the responses of imports and exports to changes in prices 
and the like, or for forecasting purposes. 
The present study is mainly concerned with the estima-
tion of Greece's dynamic import and export demand equations 
for goods over the period 1954-1976. Foreign trade elasticities 
have been estimated to test various hypotheses in the theory 
of international trade and, subsequently, to be used in the 
formulation of economic policy. This study has been motivated 
by the lack of any dynamic model of the foreign trade of Greece, 
in particular, and by any recent study of its foreign trade, 
in general. 
The present study is also concerned with a number of 
methodological pOints of importance in applied econometrics , 
and though the particular application chosen is that of estima-
tion of import and export demand functions, the pOints have a 
much wider relevance. In particular we are concerned with the 
empirical specification of dynamic models and the testing of 
a series of hypotheses involved. 
17 
The lack of detailed information from economic theory 
on the dynamic structure of economic relationships has caused 
researchers to rely on empirical specification procedures for 
model building with economic time series data. The traditio-
nal model selection procedure is to experiment with the tech-
niques suggested by the distributed lag literature and this 
approach has been followed so far, at least as far as import 
and export demand functions are concerned (see chapter III). 
In this study we describe two alternative methods for 
the empirical specification of dynamic models, and we try to 
evaluate their performance in the context of our large scale 
empirical study. In particular, these two procedures have been 
applied for every import and export demand equation we consider 
and the preferred specification to which each approach leads 
is reported. 
In the first procedure we start from the static form 
of the relationship without assuming anything about dynamics. 
Then, testing for serial correlation in the residuals enables 
us to specify the dynQmic form of the relationship. This appro-
ach is based principally on the fact that misspecified dynamiCS 
may result in a serially correlated disturbance and considers 
tests which check this and allow us to discriminate between 
stochastic specifications and dynamic specifications. 
The above method is a stepwise approach which allows 
us to extend the dynamic specification in a systematic way when 
the relevant tests indicate that the particular model estima-
18 
ted, at any stage of the procedure, is inadequate. That is we 
start with the simplest model and we test if it is necessary 
to consider a more general one. An alternative method is to 
begin with a general unrestricted dynamic model and then at-
tempt to reduce the number of parameters needed to specify the 
data generation process. Under this alternative we have a main-
tained hypothesis which is a general unrestricted dynamic mo-
del with the maximum number of lags for all variables, and tests 
are carried out to ascertain whether restricted versions of it 
are consistent with the data. 
The use of monthly data from the period 1954-1976 instea1 
of annual or quarterly observations, which have been employed in 
previous work on models of foreign trade, constitutes a novelty 
of our approach. In the context of monthly data we describe the 
application characteristics of the above empirical dynamic spe-
cification procedures. 
Applying the above model selection procedures, the pre-
ferred specifications and their numerical estimates of the import 
and export demand functions of Greece are obtained, and some 
applications of these estimates to the trade balance of Greece 
are attempted. Finally, we discuss the experience gained from 
the application of the above model selection procedures, and we 
deal briefly with the irnplications of the empirical findings for 
Greek trade policy. 
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2. Structure of the Thesis 
In chapter II, the main characteristics of the foreign 
sector of the Greek Economy over the period 1954-1976 are 
briefly outlined, and we discuss briefly previous research on 
Greek imports and exports. 
In chapter III, we present some recent empirical studies 
of the foreign trade of various countries, describing in general 
terms the approaches that have been pursued. 
Chapter IV deals with the description of our model se-
lection procedures, their characteristics in relation to monthly 
data as well as their computational aspects. Also, the basic 
model we adopt for the Greek foreign trade which serves as a 
baseline for our subsequent empirical analysis, is presented. 
The presentation and discussion of the empirica'l find-
ings are contained in chapters V and VI. In chapter V an attempt 
is made to obtain the preferred specifications and their numeri-
cal estimates of the import demand equations, while the measure-
ment of factors determining the foreign demand for Greek exports 
is treated in chapter VI. 
In chapter VII, we examine whether a jOint estimation of 
the import and export demand equations could result in more ef-
ficient estimates. In particular, using residual cross correla-
tion functions, we examine if contemporaneous or lagged corre-
lations appear among the residuals of the various import and 
export demand equations. 
Chapter VIII is concerned with some applications of the 
empirical findings to the trade balance of Greece. Specifically, 
20 
predictions are made for the country's trade balance under dif-
ferent growth rates in Greece and its trading partners, and 
different relative price changes, showing at the same time the 
sensitivity of the country's balance of trade to these various 
assumptions. 
Finally, in chapter IX we discuss the experience we 
gained from the application of the above model selection proce-
dures, and we deal briefly with the implications of the empiri-
cal findings for Greek trade policy. 
21 
CHAPTER II 
THE FOREIGN SECTOR OF THE GREEK ECONOMY 
In section 1. of this chapter we describe the main 
characteristics of the foreign sector of the Greek economy 
over the period 1954 - 1976. In section 2. we discuss briefly 
previous research on Greek imports and exports. 
1. Trends of the Foreign Sector of Greece in the 
Period 1954 - 1976 
Greece, a small country with limited soil and subsoil 
resources, is highly dependent on international trade. This 
is mainly due to the country's present stage of development, 
the small size of the economy, and to the entire lack of fuels 
and some basic raw materials. The dependence of the country on 
the foreign trade increased slowly during the period 1954-1972 
and more rapidly during the period 1973-1976. Thus, as it can 
be seen from table 1, the ratio of the sum of imports and 
exports to gross national income, increased from 0.252 in 1954 
to 0.284 in 1972. But, during the period 1973-1976 the above 
ratio increased considerably and it amounted to 0.425 in 1976. 
?able 1 also shows that during the period 1954-1972 the export-
income ratio did not vary significantly, while the corresponding 
import-income ratio increased from 0.172 in 1954 to 0.207 in 
1972. But during the period 1973-1976 the export-income ratio 
increased somewhat faster than the import-income ratio. Conse-
TABLE 1 
RATIOS BETWEEN EXPORTS, IMPORTS AND GROSS NATIONAL INCOME 
(In million Drachmae at current prices) 
Imports Exports T d BIG N t' 1 Imports+Exports Imports Exports Exports ra e a ance ross a lona 
(c.i.f.) (f.o.b.) Income Income Income Income 
1 954 9901 4556 5345 57467 0.252 0.172 0.080 
1 958 16946 6953 9993 851 62 0.281 0.1 99 0.082 
1 960 21 060 6096 - 14964 95174 0.285 0.221 0.064 
1 965 3401 2 9833 - 24179 161 586 0.271 0.21 0 0.061 
1 970 58750 1 9276 - 39474 263503 0.296 0.223 0.073 
1 972 70373 261 25 - 44248 339554 0.284 0.207 0.077 
1 973 1 02979 42ti12 - 601 67 441301 0.330 0.233 0.097 
1 974 132181 60890 - 71 291 530081 0.364 0.249 0.11 5 
1 975 172041 74441 - 97600 61 2388 0.402 0.281 0.1 21 
1 976 221 B21 93~12 -128009 742436 0.425 0.299 0.126 
Sources: National Statistical Service of Greece, Monthly Bulletin of External Trade 
Statistics; National Accounts of Greece, 194~ - 1975 and 1970 - 1976. 
Imports 
0.460 
0.41 0 
0.289 
0.289 
0.328 
0.371 
0.416 
0.461 
0.433 
0.423 
tv 
tv 
quently, the export-import ratio declined from 0.460 in 1954 
to 0.371 in 1972 whereas it increased to 0.423 in 1976. 
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With respect to the foreign trade of Greece, the post-
war period can be divided in three sub-periods. The first sub-
period includes the years 1948-1952, when ummual conditions 
prevailed in the economy Of Greece. War damages (the civil war 
lasted until late 1949) and hyperinflation had severely dislo-
cated the economic activity of the country, bringing its pro-
duction to extremely low levels. At the same time severe import 
restrictions were imposed by the authorities to control the 
large deficits in the balance of payments. In 1953 Greece de-
valued its currency (drachma) by 50 percent in order to elimi-
nate the fundamental disparities between domestic and interna-
tional prices. Simultaneously, the authorities liberalized 
imports to put foreign trade on a sounder basis conducive to 
the economic development of the country. Since then, Greece 
has pursued a liberal import policy to the extend that only a 
small proportion of imports requires import licences. In view 
of the above discussion the period 1948-1953 has been excluded 
from our empirical analysis (see also chapter V, section 1., 
below) . 
From 1954 to 1972, we have the second sub-period, during 
which, the gradual reinstatement of the monetary stability of 
the country, resulted in the formation of better conditions 
in the foreign sector of the economy. Finally, the third sub-
period starts from 1973, when the international price increases 
of raw materials and particularly of crude oil, had an unfavor-
able effect on the foreign trade of Greece. 
TABLE 2 
UNIT VALUE INDEX AND QUANTUM INDEX OF IMPORTS AND EXPORTS 
(1970 = 100) 
UNIT VALUE INDEX TERMS OF TRADE QUANTUM INDEX 
1 Imports Exports Import? __ ~~_ ~ _ Exports 
1954 9H.O 85.7 H7.4 21 .3 27.6 
1958 96.4 96.7 1 00.3 35.1 37.3 
1 960 93.1 86.5 92.9 35.6 36.6 
1 965 94.7 98.2 1 03. 7 71 .4 52.0 
1 970 1 00.0 1 00.0 1 00.0 1 00.0 1 00.0 
1 972 11 2.6 1 04.1 92.5 1 22. 7 1 30.2 
1 973 1 34.6 1 36.0 1 01 .0 1 54 .4 1 63.3 
1 974 195.4 177.0 90.6 1 41 .0 1 79.3 
1 975 233.1 1 96. (; 84.3 1 37 .7 1 95.7 
1 976 259.8 215.5 82.9 14~.4 225.9 
1Excluding ships 
Sources: National Statistical Service'of Greece, Annual Volumes of External 
Trade Statistics 
R\J 
.e:. 
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Due to the relatively worldwide monetary stability 
during the period 1954-1972, the unit value index of imports 
increased at an average annual rate of 1.75 percent and the 
unit value index of exports at an average rate of 2.46 percent. 
From a quantity pOint of view, imports increased six times and 
exports increased almost five times (table 2). In view of the 
above events, the trade deficit of the country increased from 
5,345 million drachmas in 1954 to 44,248 million drachmas in 
1972, namely eight times more, whereas, as already mentioned, 
the export-import ratio declined from 0.460 in 1954 to 0.371 
in 1972 (table 1). 
Over the same period, some noticeable structural changes 
of the composition of the external trade of Greece, took place. 
As can be seen from table 3, which shows the composition of 
imports and exports according to the Standard International 
Trade Classification (S.I.T.C.), the share of food and manu-
factures in total imports decreased, whereas the share of 
imported machinery and transport equipment was doubled. With 
respect to exports, the share of the traditionally exported 
agricultural commodities (tobacco, raisins and oil) in total 
exports, declined from 65.1% in 1954 to 18.0% in 1972. On the 
contrary, the share of more dynamic agricultural products, such 
as fresh fruit, vegetables and cotton, in total exports, incr~ed 
from 8% in 1954 to 20% in 1972. A noticeable increase has been 
also noticed in the participation of exported chemicals and 
manufactures, whose shares in total exports increased from 3.4 
and 5.8 percent respectively, in 1954 to 7.4 and 32.6 percent 
in 1972. Thus, Greek exports do not depend any more on a few 
TABLE 3 
PERCENTAGE DISTRIBUTION OF IMPORTS AND EXPORTS 
SITe Sections Imports 1 Exports 
1954 1960 1970 1972 1975 1976 1954 1960 1970 1972 1975 1976 
O. Food 16.8 14.6 12.2 10.9 10.2 9.4 24.9 25.6 22.9 25.0 22.3 22.5 
1 . Beverages and 
tobacco 0.2 0.2 0.1 0.2 42.8 37.1 17.5 16.0 8.2 8.6 
2. Raw materials 14.9 12.7 10.6 9.5 9.0 8.5 15.7 25.2 16.9 14.1 8.8 10.0 
3. Mineral fuels, 
lubricants etc. 14.0 10.2 8.7 10.8 25.4 25.2 1 .0 1.211.0 5.8 
4. Animal and vege-
table oils and fats 0.1 0.2 0.8 0.2 0.4 0.3 6.7 2.1 0.8 1 .5 1 .8 0.8 
5. Chemicals 9.3 10.6 10.2 10.7 10.0 10.2 3.4 4.1 7.2 7.4 5.8 4.0 
6. Manufactures 23.8 24.1 19.7 18.7 15.9 15.3 5.4 4 .1 28.6 26.4 28.7 31.7 
7. Machinery and trans-
. t 1 port equlpmen 17.4 24.2 33.9 35.4 26.1 27.7 0.7 0.9 1 .5 2.2 3.9 4.9 
8+9. Miscellaneous ma-
nufactureS 3.7 3.4 3.7 3.6 2.9 3.2 0.4 0.9 3.6 6.2 9.5 11.7 
(0-9 ) TOTAL 100.0 100.0 1 00.0 1 00.0 1 00.0 1 00.0 1 00.0 100.0 1 00.0 100.0 100.0 1 00.0 
1Excluding ships 
Sources: Elaboration of External Trade Statistics of the National Statistical 
Service of Greece. 
'" ~
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agricultural products whose supply and quality depend on each 
time -weather's conditions. 
During the last period 1973-1976 the price increases 
of the imported and exported commodities were very high (annual 
rate of increase 24.5 percent and 16.6 percent respectively -
table 2) as a result of the considerable price increases of 
crude oil and raw materials specifically, and more generally 
because of the international and domestic inflationary pressu-
res. Moreover, the imported inflation was reinforced because 
of the devaluation of the Greek currency (drachma) against the 
U.S.A. dollar and the main currencies of Western Europe, which 
took place in 1975. 
In terms of quantity, imports increased initially in 
1973, but then declined in 1974 and 1975 as a result of the 
reduced economic activity caused by the Cyprus crisis during 
that periodi finally increased again in 1976. On the contrary, 
during the same period, exports increased at an average annual 
rate of 11.4 percent, and though the trade deficit increased 
more, the export-import ratio was slightly improved and it 
increased from 0.416 in 1973 to 0.423 in 1976. 
The deficit of the balance of trade was covered for the 
most part by the increasing receipts from sales of services 
(tourism and shipping). In particular, during the period 1954-
1972 the above receipts increased thirteen times, financing 
about 27 percent of the merchandise imports in 1972, whereas 
in 1954 they covered only 17 percent. These receipts increased 
more during the period 1973-1976, but they were affected from 
the non-economic events of 1974 (Greek-Turkish disputes) which 
A' CURRENT TRANSACTIONS 
1 . EXPOrts _ goods (fob) 
2. Less: Imports _ goods (cif) 1 
I. Balance of trade 
3. Sales of non-income services 
4. ~Xpenditure of non-residents 
Less: 
5. Purchases of non-income services 
6. Expenditure of residents abroad 
II. balance of services 
7. Income payments from the rest 
of the world 
8. Less : Income payments to the 
rest of th e world 
III. Net income fror,l the rest 
of the wo rld 
IV. Balance of goods , services 
and incomes (I + II + III) 
V. Current transfers from the 
rest of the world (net ba-
lance) 
VI. Balance of current transa-
ctions (IV + V) 
B' CAPITAL TRANSACTIONS 
1. Capital transfers fr om the rest 
of the world (net balance) 
2. Net lending 
TOTAL (1 + 2) 
1 
Excluding ships operating overseas 
1954 
4803 
8541 
-3738 
375 
1049 
1450 
465 
- 491 
975 
102 
873 
-33 56 
1406 
-1950 
1739 
211 
1950 
TABl.F;~ 
I BALANCE 0 IPAYMENTS 
(In million Drachmae lat current prices) 
1 
1958 1960 I 1965 
7216 .' 6242 9960 
16092 15840 33113 
-8876 -9598 -231$3 
850 949 21&2 
1914 2408 3980 
586 823 1416 
676 899 1947 
1502 1635 ' 2799 
1601 2213 4388 
142 264 758 
I 
1459 1949 3630 
-5915 -6014 -16724 
2681 
-3234 
912 
2322 
3234 
3006 6241 
-3001l -10483 
1 459 469 
1549 10014 
3008 1 0483 
1970 
1937!! 
49262 
-29884 
3576 
7034 
2850 
2884 
4876 
7777 
2274 
5503 
-19505 
10203 
- 9302 
54 
9248 
9302 
Source: National Accounts of Greece, 1958 - 1975, and 1970 - 1976 
1972 
26203 
67115 
-40912 
4876 
13221 
4452 
4156 
9489 
13027 
3450 
9577 
-21846 
17126 
- 4720 
21 
4699 
4720 
1974 
62098 
130724 
-68626 
8580 
17187 
8358 
5613 
11796 
24744 
6876 
17868 
-38962 
20325 
-18637 
30 
18607 
18637 
1975 
74787 
149447 
-74660 
12905 
22123 
24430 
6685 
3913 
26761 
7554 
19207 
- 51540 
23342 
-28198 
431 
27767 
28198 
28 
1976 
93948 
176869 
-82921 
1331 b 
322 75 
28612 
7553 
9428 
34 906 
996 4 
249 42 
-4 8 551 
27 402 
-21149 
333 
20 816 
21 149 
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had an unfavorable effect on tourism. Also, foreign exchange 
earnings from transportation were affected from the depression 
in the international transportation market, which occured 
during the years 1975-1976. In view of the above, the receipts 
from sales of services financed only 19.7 percent of merchandi-
se imports in 1974, 23.4 percent in 1975 and 25.8 percent in 
1976. 
Table 4 shows the balance of payments of Greece, during 
the period 1954-1976, according to the operating classification 
of National Accounts. As can be seen from the above table, the 
deficit of the balance of goods, services and incomes, increased 
from 3,356 million drachmas in 1954 to 51,540 million drachmas 
in 1975, but decreased to 48,551 mil. dr. in 1976. Till 1951, 
the majority (about 90%) of the above deficit was covered by 
capital transfers (U.S.A. aid and reparations). 
Since 1952 the U.S.A. aid was decreasing gradually and 
the deficit of the balance of goods, services and incomes was 
covered by the current transfers from the rest of the world 
(mainly emigrant remittances and workers' earnings from Europe) 
and lending. Thus, the percentage of the above deficit which 
is covered by the current transfers increased from 6 percent 
in 1950 to 41.9 percent in 1954 and 52.3 percent in 1970. In 
1975 it declined to 44.2% since the increased unemployment in 
West Europe through its effect on the workers' earnings affected 
unfavorably the net balance of the current transfers. However, 
the above ratio increased again to 56.4 percent in 1976 (table 
5) • 
Finally, the net lending of the country increased from 
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TABLE 5 
COVER OF THE DEFICIT OF THE BALANCE OF 
GOODS, SERVICES AND INCOMES 
(PERCENTAGE DISTRIBUTION) 
1950 1954 1960 1970 1975 1976 
1 . Current transfers from 
the rest of the world 
(net balance) 6.0 41 .9 50.0 52.3 45.3 56.4 
2. Capital transfers (U. 
S.A. aid - repara-
tions) 91 .5 51 .8 24.3 0.3 0.8 0.7 
3 . Net lending 2.5 6.3 25.7 47.4 53.9 42.9 
Deficit of the balance 
of goods and services 100.0 100.0 100.0 100.0 100.0 100.0 
Source: National Accounts of Greece 
211 million drachmas in 1954 to 20,816 million drachmas in 1976, 
covering in average the 47.8 percent of the deficit of the ba-
lance of goods, services and incomes, during the last four 
years. 
2. Previous Studies of the Foreign Trade of Greece 
Empirical studies of the foreign sector of the Greek 
economy have been carried out by Suits (1965), Adelman and 
Chenery (1966), Pavlopoulos (1966), Paraskevopoulos (1970), 
Hitiris (1972)1, Sarantides (1973), and Prodromidis (1974). 
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These studies vary according to the sample period, the secto-
ral breakdown and the explanatory variables used. All of them 
deal with the estimation of import demand equations, which we 
discuss first, whereas little attention has been paid to exports 
(Adelman and Chenery (1966), Paraskevopoulos (1970), Hitiris 
(1972) and Prodromidis (1974». 
2.1. Imports 
Imports are regarded as the difference between two va-
riables, total consumption and domestic production, and the 
import function is the difference between the functions explain-
ing these two variables, that -is.demand and suppLy functions. 
This implies that the imported and home produced commodities 
are identical. But, if an imported con~odity is not produced 
at home, or the imported and home produced commodities are not 
identical, the import demand coincides with the home demand for 
that commodity. Therefore, due to the fact that the majority 
of commodities imported into Greece are not produced at home, 
all the above investigators formulate import demand equations 
1 For a brief description of his work see also Hitiris (1968) 
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which simply express the coun~ry's home demand for such commo-
dities. 
The above studies cover the following periods: Suits 
(1953-1961), Adelman and Chenery (1950-1961), Pavlopoulos (1949-
1959), Paraskevopoulos (1954-1966), Hitiris (1955-1964), Saran-
tides (1953-1964) and Prodromidis (1961-1969). All the authors 
estimate linear regression equations using annual data for the 
periods we just mentioned. Paraskevopoulos estimates also double 
logarithmic forms using quarterly data, whereas Hitiris (1972) 
uses only quarterly data for the estimation of simple linear 
form equations. 
The level of aggregation at which these empirical stu-
dies have been carried out, varies from author to author, and 
there is no sound explanation for that. However, the availabi-
lity of data at the time these studies were carried out affec-
ted the sectoral breakdown followed by each author. The Natio-
nal Statistical Service of Greece started the compilation of 
foreign trade indices (quantum and unit value at the one-digit 
SITC level of aggregation) at the end of 1956. They cover the 
period 1951-1953 with annual data and the period 1954 onwards 
with monthly and annual data, the first figures being available 
by the end of 1958. Until then only quantities and values, in 
current and constant prices, were provided by the National Sta-
tistical Service and the Ministry of Coordination (National 
Accounts). This has also affected, as we shall see below, the 
explanatory variables included in import demand equations. The 
table below gives the major groups of commodities for which 
import demand equations were estimated by the studies in question. 
TABLE 6 
LEVEL OF AGGREGATION ADOPTED BY_EREVIOUS STUDIES ON GREEK IMPORT 
DEMAND EQUll_TIONS 
Suits 
(1953-l961)a 
- Agricultural commodities 
(i) animal products and fish 
(ii) luxury agricultural 
Adelman and Chenery 
(1950-l96l)a 
Foods, beverages 
and animal and 
vegetable oils 
products (sugar, coffee, Crude materials 
cocoa etc.) plus mineral fuels 
(iii) plant products with 
domestically produced 
substitutes (cereal 
grains and other plant 
crops) 
(tv) edible oils 
- Manufacture s 
a 
(i) private consumer goods 
(ii) private non-consumer 
goods • 
Annual data 
bQuarterly data 
and chemicals 
- Manufactures 
Pavlopoulos 
(1949-l959)a 
Hitiris - Paraskevopoulos 
(1955-64)b (1954-66)a, b 
- Raw materi- - Foods (SITC 0) 
als 
- Crude materials {SITC 2) 
- Consumption 
goods - Fuels (SITC 3) 
- Investment - Chemicals (.SITC 5) 
goods 
- Manufactures (.SITC 6) 
- Machinery and Transport 
equipment (SITC 7) 
Sarantides 
(1953-1964)a 
- Foods 
- Raw materials, 
fuel, and 
intermediates 
- Marufactures 
- Construction 
materials (iron, 
steel, timber, 
copper etc.) 
- Capital goods and 
construction 
materials 
- Machinery 
- Transport 
equipment 
w 
w 
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Except Suits, all the authors have also estimated de-
mand equations for total imports, whereas Paraskevopoulos has 
also estimated import demand equations for individual commodi-
ties as well, such as meat, fish, dairy products, coffee, co-
coa, sugar, passenger cars, textile products without raw wool, 
raw wool and services. Prodromidis (1974) examines import 
according to the purposes of a sectoral planning model of the 
Greek economy which is under preparation at the Athens Center 
of Planning and Economic Research. He classifies the importable 
cOmP.lodities in accordance with the input-output classification 
system of Greece and not according to their use as is usual. 
Even in this most recent one work the construction of new se-
ries of data is necessary and the study therefore covers only 
the period 1961-1969 2 . 
According to the formulation of the Greek import demand 
functions by the above investigators, the main explanatory vari-
ables which have been included in their equations are activity 
variables and relative prices. As was mentioned before, unit 
value indices are listed only for the S.I.T.C. groups of commo-
dities and therefore only Paraskevopoulos and Hitiris include 
import prices in their disaggregated import demand equations, 
deflated by the indices of domestic prices. In Suits' import de-
mand equations for manufactured consumer goods, animal products 
and fish, and luxury agricultural products, the import prices 
are implicit deflators obtained as the ratio of the current va-
2 For a brief description of his work see also Prodromidis (1975) 
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lue of imports to value at constant prices. Adelman and Chenery 
employ the same relative price of imports in all equations. 
This is the price index of total imports divided by the GNP de-
flator. The rest of the authors use only income or activity 
variables to explain the behaviour pattern of imports (Pavlo-
poulos (1966), Sarantides (1972». 
The explanatory variables used to measure the economic 
activity of Greece, differ from author to author depending upon 
each investigator's classification. Income, in various forms, 
has been included in all the models; i.e. disposable income, 
GNP, net national income. In Greece quarterly figures for inco-
me are not listed and in both Paraskevopoulos' (1970) and Hiti-
ris' (1972) works the index of industrial production has been 
chosen as an income-proxy. Value added by manufacturing acti-
vity has been employed as explanatory variable in import demand 
equations for manufactured non-consumer goods, raw materials, 
fuels a~d intermediates (Suits (1965), Pavlopoulos (1966) and 
Sarantides (1972». Also, various forms of investment activity 
and expenditure (gross fixed capital formation, investment in 
housing, building and other construction, machinery, transport 
equipment etc.) have been used to explain the imports of invest-
ment goods, construction materials, capital goods, and machi-
nery and transport equipment (Pavlopoulos (1966) and Sarantides 
(1972». 
Suits (1965) has also included in his import demand 
equations for plant products and edible oils, the lagged stock 
of cereals and the lagged stock of Oil, respectively, to take 
account of the dynamic effects of past purchases. Finally, only 
Pavlopoulos (1966) has attempted to include in his equations 
one-period lagged imports, but only for the import demand 
function for consumption goods he obtained significant re-
sults. 
2.2. Exports 
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Foreign demand functions for Greek exports have been 
formulated in a way analogous to that used for the country's 
import demand relationships, and have been expressed as functions 
of world activity or income variables and the ratio of Greek 
export prices to export prices of Greece's competitors. 
However, few empirical studies have been carried out 
on Greek exports because during the periods covered by the abo-
ve studies, Greek exporting activity was low and the major part 
of exports consisted of a few agricultural products (Adelman and 
Chenery (1966), Paraskevopoulos (1970), Hitiris (1972), and Pro-
dromidis (1974». The table below shows the groups of commo-
dities for which export demand equations have been estimated 
by the above investigators. 
In Adelman and Chenery's work each group of commodities 
is expressed simply as a linear function of time. Paraskevopou-
los «1970), ch. 6) and Hitiris «1972), ch. 3) estimate linear 
(and double logarithmic - Paraskevopoulos) regression equations 
with annual data which refer to the periods 1951-1966 and 1954-
1966 respectively. Their explanatory variables are, as mentioned 
before, relative prices and economic or activity variables of 
the areas of destination (volume of food consumption, cigarette 
consumption, cotton production, index of industrial production, 
37 
TABLE 7 
LEVEL OF AGGREGATION ADOPTED BY PREVIOUS STUDIES ON GREEK 
EXPORT DEMAND EQUATIONS 
Adelman and 
Chenery (1966) 
-Food, beverages & 
tobaca:>, arrl animal 
& vegetable oils 
Paraskevopoulos (1970) 
-Food 
-Dried fruits (currants, 
raisins arx:1 dried figs) 
-crude materials, mine- -Tobacro 
ral fuels am chEmicals 
-Manufactured goods, arx:1 -cotton 
machines arrl transpJrt -Non-a:>tton raw materials 
equipnent 
-Services 
-Manufactures arx:1 chani-
cals 
-Services 
Hitiris (1972) 
-Food arx:1 live ani-
mals (SI'OC 0) 
-Beverages arx:1 To-
baca:> (srrc 1) 
-Inedible crude ma-
terials (srrc 2) 
-<::hEmicals (srrc 5) 
-Manufactures 
(SI'OC 6) 
GNP and population). They have also estimated export demand equa-
tions for the total of Greek exports. Finally, Prodromidis (1974, 
ch. 5) estimates linear· and- double -logari thmic export ilemand 
functions over the period 1961-1969 for groups of commodities 
according to the input-output classification system of the Greek 
economy. 
Except for Adelman and Chenery (1966) who experimented 
also with two stage least squares and limited information me-
thods, all investigators used the ordinary least squares method 
for the estimation of their import (and expor~ demand equations. 
They adopt the hypothesis that since Greece is a small country 
with a small participation in international trade import prices 
can be treated as prede~ variables in the ·import demand 
equations. An analogous treatment of the income of Greece pre-
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vails in the above studies based on the assumption that the de-
mand for these commodities has a negligible effect on income or 
economic activity of Greece. Therefore they presume that the 
disturbances are independent of the explanatory variables and 
so least squares estimates are free of simultaneity bias. Over 
the periods covered by the above studies, the Greek economy was 
characterized by a rapid rate of growth. The result is a high 
intercorrelation among the various time series and most of the 
authors faced the problem of the deterioration of statistical 
significance of regression parameters when they attempted to 
include additional explanatory variables (Suits (1965), Pavlo-
poulos (1966), Sarantides (1972) and Prodromidis (1974)). 
Finally we note that all the estimated import and export 
demand equations are static in that all variables relate to a 
single time period. The use of annual data and the relatively 
short sample periods may explain the absence of lagged variables 
and the problem of autocorrelation becomes less serious. Only 
in Hitiris (1972) and Sarantides (1972) do any equations exhi-
bit serial correlation in the disturbances. 
Thus there is little recent work on the foreign trade 
of Greece. However taking into consideration that during the 
last decade industrialization in Greece has expanded and its 
exports of manufactures have increased, plus the fact that the 
available statistical data have increased, we believe that pos-
sibilities for more fruitful modelling of Greek foreign trade 
now exist. 
CHAPTER III 
GENERAL ISSUES IN MODELS OF FOREIGN TRADE 
In this chapter we briefly consider the main empiri-
cal studies of the foreign sectors of various countries car-
ried out during the last decade. Our intention is to discuss 
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the methodology adopted and the hypotheses selected for testing, 
elucidating any generalizations about these approaches that 
emerge. For convenience we shall refer first to the estimated 
import demand equations and then to the export demand equa-
tions (for a more extended survey see Stern at al (1976». 
1. Import Demand Equations 
The demand for an imported con~odity reflects the dif-
ference between the horne demand for and the horne supply of that 
particular commodity. This implies that the imported and horne 
produced commodities are identical (or homogeneous). Then the 
demand for imports is treated as the excess demand function of 
traditional international trade theory. But, if the imported 
commodities are not produced at horne, or the imported and horne 
produced commodities are not identical, as happens with most 
of them, then import demand coincides with horne demand and the 
problem of estimating the import demand equation for a group 
of commodities is generally reduced to the problem of estima-
ting the country's horne demand equation for such commodities. 
The majority of investigators adopt the latter hypothesis and 
they formulate import demand functions which determine imports, 
usually in terms of activity variables, relative prices and 
other variables reflecting each country's prevailing condi-
tions as we shall see. 
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However the concept of identical commodities is a re-
lative matter depending upon one's classification. Whether a 
commodity is entirely foreign-produced or also the subject of 
home production depends on the level of aggregation in the 
commodity statistics. The empirical studies to which we refer 
have been carried out at a level of aggregation which varies 
from author to author. We note that Whitley (1977) classifies 
U.K. imports into two major groups of commodities, namely ma-
nufactures and semi-manufactures, whereas Kreinin (1973) works 
at a disaggregate level of 56 groups of commodities for U.s. 
imports. In most of these studies a single aggregate import 
demand equation is not estimated, but the elasticities of to-
tal imports with respect to income and prices are derived from 
the elasticities of the disaggregated functions weighted by 
the shares of each import category in total imports. Thus aggre-
gation bias may be reduced: see Barker (1970) for a detailed 
analysis of its sources. 
Economic theory offers little guidance on the appro-
priate functional form for lllport demand relationships and it 
rests upon each investigator to decide what form is more con-
venient for purposes of estimation. The linear import demand 
function implies a constant marginal propensity to import and 
declining elasticities with respect to the explanatory varia-
bles as imports increase, and has been adopted by a limited 
number of investigators (Ball and Marwah (1962), Turnovsky (1968), 
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Dutta (1964), Kwack (1972), Rhomberg and Boissonneault (1965)). 
On the other hand the majority of investigators adopt the 
double-logarithmic form for import demand relationships which 
yields direct estinlates of the relative price and income ela-
sticities and assumes constant elasticities, which seems more 
_plausible. However, this specification constrains the import 
demand elasticity with respect to import prices to be equal 
in magnitude but opposite in sign to the elasticity with respect 
to domestic prices. In a test carried out by Murray and Ginman 
(1976) with an aggregate import demand equation for Canada, 
the above specification was rejected. 
The final form of the import demand equation to be 
estimated is developed in various ways. Most of the studies 
simply write down the relationship between actual import de-
mand and its determinants according to the relevant hypothe-
sis. Import demand functions are also developed from the combi-
nation of the relationship between long-run (or desired) de-
mand for an imported con~odity and its determinants and a par-
tial adjustment mechanism (see Aurikko (1975), Goldstein and 
Khan (1976), and Yadav (1975)). Whitley (1977) also includes 
the response of imports to discrepancies between desired and 
actual stocks, obtaining finally an import demand equation 
whose dependent variable is not actual imports, as all other 
cases, but the ratio of current imports to their value lagged 
one period. Such procedures yield dynamic import demand func-
tions, with lagged imports included as predetermined variables, 
but, as we shall see below, other forms of dynamic relation-
ship have also been estimated. 
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The majority of the investigators use the traditional 
single-equation methods to estimate import demand functions, 
by regressing actual imports on explanatory variables, such 
as import prices and domestic income. However, attempts have 
also been made to develop equations which describe the beha-
viour of import supply and import prices. Turnovsky (1968) 
builds a three-equation model determining import quantities 
and prices. The first equation regresses import demand on inco-
me, relative prices, net overseas assets and the country's 
exports. The second equation determines import supply in terms 
of overseas assets, exports and a weighted activity variable 
of the country's import-supplying countries (see p. 775), while 
the third equation states the equality between import demand 
and supply. 
Ahluwalia and Hern~ndez-Cat~ (1975) give a system of 
two equations in which the first expresses imports as a func-
tion of income and distributed lags of import and domestic 
prices, while the second, following a profit-maximization the-
.ory, deter.mines the level of import prices in terms of distri-
buted lags of foreign market prices, exchange rates, domestic 
prices and foreign capacity utilization variables. The latter 
approach attempts to fill the existing gap in the literature 
which traditionally treated import price as exogenous varia-
blesj that more attention should be paid to this had been pOin-
ted out by Prais (1962, p. 577). 
Now we turn to discuss the explanatory variables which 
have been used as determinants of import demand. Since the 
import demand equations have been generally treated as home 
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demand equations, as mentioned above, import prices and dome-
stic prices, usually in the form of relative prices, and do-
mestic income or an activity variable have been included in 
all the models. Moreover, some individual attempts have been 
made to include other variables which are expected to explain 
·a sUbstantial part of the variation of imports: for example, 
stocks have been included to take account of the dynamic ef-
fects of past purchases (Kwack (1972), Rhomberg and Boisson-
neault (1965), Whitley (1977), Hibberd (1977), Rees and Lay-
ard (1971), and Hibberd and Wren-Lewis (1978». 
Khan and Ross (1975) try to separate import demand 
into its cyclical and secular components. They include in their 
import demand function, in addition to other explanatory va-
riables, real domestic income and its trend level (defined 
as potential income) : a series of its values for a number of 
countries is provided by O.E.C.D. An analogous approach is 
adopted by Barker (1977) who includes as an explanatory vari-
able in his import demand equation the ratio of the total de-
mand of the commodity under consideration to the trend compo-
nent of the total demand. 
Another explanatory variable which is used by investi-
gators dealing with British imports, is a capacity utilization 
variable, expressed as a function of the proportion of manu-
facturers working at full capacity (Barker (1976), W0itley 
(1977), Hibberd (1977), Rees and Layard (1971), and Hibberd 
and Wren-Lewis (1978». This variable is introduced to take 
account of temporary increases in imports due to shortages 
of domestic supply. Also time trend is introduced in cases 
where a movement in imports cannot be accounted for in terms 
of changes in activity or relative prices, but is the result 
of changes in tastes, technology and the like (Barker (1976 
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and 1977), Dutta (1964), Hibb~id (1977), Rees and Layard (1971». 
Only a small number of recent investigators adopt sta-
tic relationships in which all variables relate to a single 
time period (Ball and Marwah (1962), Kwack (1972), Khan and 
Ross (1975), Kreinin (1973». In these cases, where the hypo-
thesis to be tested is that consumers adjust themselves to 
changed conditions within this single period, short-run and 
long-run elasticities are assumed to be equal. But the majori-
ty of the models include lagged variables since it is more 
realistic to assume that the responses of imports to changes 
in the explanatory variables can be delayed as purchasers ta-
ke time to readjust their spending patterns. Whenever one-pe-
riod lagged imports are included in the import demand equation 
as predetermined variable, long-run (or equilibrium) elastici-
ties can also be derived_ (Turnovsky (1968), Dutta (1964), Rhom-
berg and Boissonneault (1965), Goldstein and Khan (1976), Yad-
av (1975), Whitley (1977), and Houthaker and Magee (1969». 
Relative prices enter Barker's (1970, 1976, and 1977) 
estimated import demand equations with a single period lag, 
whereas in Price and Thornblade's (1972) model, relative pri-
ces follow a distributed lag pattern over two periods. Also 
Almon distributed lags have been adopted to specify the time 
shape of the reaction of demand to changes in relative prices 
and activity variables (Aurikko (1975), Ahluwalia and Hern§ndez-
Cat§ (1975), Hibberd (1977), and Rees and Layard (1971)). 
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Finally, all the authors have estimated their models 
by ordinary least squares. Only Barker (1977) applied non-li-
near least squares to take account of first order serial cor-
relation in the disturbances; Whitley (1977) estimated his equa-
tions by the instrumental variables method, treating the acti-
vity variable and lagged imports as endogenous and using as 
instruments current and lagged values of exports, public autho-
"rities' fixed investment and current expenditure, lagged rela-
tive prices and the level of stocks lagged by two quarters. 
2. Export Demand Equations 
Exports have also attracted investigators' interest 
since the export sector plays a central role in a country's 
economy both in terms of generating employment and by provi-
ding the means to pay for imports. The majority of the inve-
stigators formulate export demand equations in a way analogous 
to that used for import demand relationships. Particularly 
they develop export demand functions which determine exports 
in terms of world demand or activity variables, relative pri-
ces and other specific variables which are expected to contri-
bute to the explanation of each country's exports, as we shall 
see below. It should be mentioned, however, that the above fomrulation 
assumes that there are no supply constraints and therefore what is speci-
fied is an export demand equation. 
The majority of the researchers, as in the case of import 
demand functions, adopt the double-logarithmic form, which yields 
direct estimates of the elasticities with respect to income and 
prices. On the contrary only a limited number of investigators 
adopt the linear export demand function which implies a con-
stant marginal propensity to export and increasing or decrea-
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sing elasticities as exports increase (Turnovsky (1968), Dut-
ta (1964), Kwack (1972), Rhomberg and Boissonneault (1965». 
Typically, a country's export volume is explained in 
terms of world demand, the country's competitiveness, the pro-
fitability of exporting relative to selling at horne and the 
. pressure of internal and external demand. However, some rese-
archers follow an indirect way to define the final form of the 
export demand functions, taking into consideration other factors 
which may affect the determination of exports. For instance, 
Hutton and Minford (1975) employ a mixture of demand and sup-
ply functions in the description of export sales. They consider 
the specification of demand and supply schedules and the beha-
viour of deliveries under conditions of disequilibrium between 
demand and supply. Supply influences enter their model in a 
constraining manner only when the demand for exportables from 
home and foreign buyers is greater than or equal to the avail-
able capacity. They also argue that the structural parameters 
of the export demand equation vary according to whether there 
is world excess demand or supply of exportables and therefore 
they split their estimation period according to an index of 
capacity utilization and estimate separate equations for each. 
Batchelor (1977a) introduces an econometric model of export 
sales behaviour, the parameters of which vary with the level 
of internal demand pressure measured by capacity utilization. 
Also in another paper on U.K. exports (1977b) he develops a 
model to test whether the estimated elasticities are constant 
over the whole sample period or whether they have changed with 
the changing exchange rate regime. 
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The competitiveness of a country's exports is a major 
determinant and has been taken into consideration by all the 
investigators. It is usually measured as the ratio of the ex-
port price to a weighted index of competitors' export prices 
(Kwack (1972), Rhomberg and Boissonneault (1965), Aurikko 
(1975), Houthaker and Magee (1969), Hutton and Minford (1975), 
Batchelor (1977a), Laury and Warburton (1977), Richardson 
(1977». Richardson (1977) employs also the ratio of U.K. unit 
manufacturing cost to competitors' unit manufacturing cost, 
but due to lack of data he is confined only to the unit labour 
cost. Also all the investigators have included in their models 
a variable which measures the world demand for exports. This 
variable is either a measure of world real income (Turnovsky 
(1968), Kwack (1972), Houthaker and Magee (1969» or an acti-
vity variable which measures the world's production (Dutta 
(1964), Winters (1976 and 1977» or world imports or exports 
(Rhomberg and Boissonneault (1965), Aurikko (1975), Hutton and 
Minford (1975), Ba~chelor (1977a and 1977b), Laury and Warbur-
ton (1977), Richardson (1977» usually in the form of a weigh-
ted index. Winters (1976 and 1977) uses also as a measure of 
demand for the less developed countries their capacity to import 
which is based on their availability of foreign exchange. 
The profitability of exporting relative to selling at 
home has been included in export demand equations only by two 
authors, both dealing with U.K. exports (Winters (1976), Laury 
and Warburton (1977» and is measured by the ratio of export 
prices to domestic wholesale prices. The effect of the internal 
pressure of demand on exports is examined by all the investi-
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gators who analyse British exports, because they believe that 
as home demand for a comnlodity rises, export supply is reduced. 
Various variables have been used to measure the internal pres-
sure of demand, such as the domestic demand for exportables 
(Hutton and Minford (1975}), the index of capacity utilisation 
of manufacturing industry (Batchelor (1977a», the pressure on 
capacity to produce which is measured by the ratio of production 
output to its log-trend (Winters (1976 and 1977)}, the ratio 
of home demand to its estimated trend level (Laury and Warbur-
ton (1977» and the index of export weighted capacity utilisa-
tion (Richardson (1977}). 
In an analogous way few authors consider the effect of 
external demand. In Hutton and Minford's model (1975) the vari-
able included for that reason is the world business cycle. This 
is a weighted index of the log-deviations of the industrial 
productions of the main industrial countries from their trend 
levels. Batchelor (1977a) uses as a variable the proportion of 
firms experiencing excess foreign demand, whereas Laury and 
Warburton (1977) measure the external demand pressure using 
the industrial production of the D.E.C.D. countries. 
Finally, some researchers have included a time trend 
in their models, since exports often exhibit trends that cannot 
be explained by means of the above independent variables (Dutta 
(1964), Hutton and Minford (1975), Winters (1976 and 1977». 
The majority of the investigators analyse exports ta-
king export prices as exogenous variables. However some attempts 
have been made, by authors who deal with U.K. exports, to deve-
lop equations which determine the behaviour of export prices 
(Hutton and Minford (1975), Batchelor (1977a and 1977b), 
Winters (1976». Export prices have been explained mainly as 
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a function of domestic prices and competitors' export prices. 
The role of the home price is to measure the opportunity cost 
of a unit of produce exported and also to measure the actual 
cost of production (see Winters (1976), p. 133). The level of 
competitors' export prices is included in the export price 
equations for a reason analogous to that mentioned before in 
relation with the export demand functions since in most cases 
different exporters supply the same market. Also pressure on 
productive capacity and home sales have been included in the 
equations as a measure of domestic demand pressure to allow 
for the effect on prices of economies or diseconomies of scale 
(Batchelor (1977a), Wint~rs (1976». 
Only a small number of recent investigators adopt sta-
tic relationships is which all variables relate to a single 
time period (Dutta (1964), Kwack (1972), Houthaker and Magee 
(1969), Winters (1976». Most authors develop dynamic rela-
tionships since it is more realistic to assume that the respon-
ses of exports to changes in the explanatory variables can be 
delayed as purchasers take time to readjust their spending 
patterns and also because of the delay between the placing of 
an order and delivery. The majority of the dynamic models use 
the Almon distributed lag pattern to specify the time shape 
of the reaction of the quantities exported to changes of rela-
tive prices, world activity and demand pressure variables (Au-
rikko (1975), Hutton and Minford (1975), Batchelor (1977a and 
1977b), Laury and Warburton (1977), Richardson (1977». 
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Most of the studies we refer to have been carried out 
at a level of aggregation dealing mainly with the exports of 
manufactures. Only Aurikko (1975) and Kwack (1972) work at a 
disaggregated level of five groups of commodities for the 
Swedish and U.S. exports respectively, whereas Winters (1976 
and 1977) examines the export behaviour of sixteen commodity 
groups of U.K. exports. 
Finally, as in the case of import demand equations, 
almost all the authors have estimated their models by ordinary 
least squares. An exception is Turnovsky (1968), who employs 
constrained least squares in order to incorporate non-linear 
constraints on the coefficients of competitors' export prices 
and world activity variable and their one-period lagged values. 
CHAPTER IV 
MODEL SELECTION PROCEDURES AND FORMu~TION OF 
GREECE'S IMPORT AND EXPOR'r DEMAND EQUATIONS 
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As was mentioned in chapter II, Greece's import and ex-
port demand functions considered previously were static relation-
ships in which all variables relate to a single time period; that 
is, it is assumed that consumers adjust to changed conditions wi-
thin this single period. But in many cases, adjustment spreads 
over more than a single period and the demand function becomes a 
dynamic relationsllip, depending not only on the current level of 
its influences but on their past levels as well. Moreover, dyna-
mic denland functions can be developed by including into the rela-
tionship the effects of past purchases of the good unoer conside-
ration. 
However, we should notice that the neea to consider dyna-
mic relationships does not depend only on the possible delay of 
the explanatory variables' effects, but also on the time aggrega-
tion of the data used. For example, if a six-month lag effect is 
suspected, it is difficult to detect it with an annual model. On 
the contrary, data disaggregated over time may cause dynamic ef-
fects, if the period between two successive observations is smal-
ler than the time the effect of a variable takes to be demonstra-
ted. 
To test these hypotheses with observable data we must 
specify the time shape of the reaction of the quantity demanded, 
but on this economic theory has little to say and therefore a 
priori infornlation is not available. Thus an empirical specifica-
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tion procedure has to be employed in order to face the problem 
of determining the dynamic specification of the model. The tra-
ditional selection procedure is to experiment with the techni-
ques suggested by the distributed lag literature (e.g. Dhrymes 
(1971» and this approach has been followed by those who have de-
veloped dynamic import and export demand functions for other coun-
tries, as mentioned in chapter III. 
In the first section of this chapter we describe alterna-
tive methods for the empirical specification of dynamic models, 
their characteristics in relation with monthly data and their 
computational aspects. In section 2 we present the basic model we 
adopt for the Greek foreign trade which will serve as a baseline 
for our subsequent empirical analysis. 
1. Model Selection Procedures 
1.1. Starting from a Static Model 
In cases where the traditional distributed lag techniques 
have been adopted for the empirical specification of dynamic mo-
dels, tests of serial correlation in the residuals have been used 
to check the adequacy of the model and then serve as a guide to 
readjustments of the lag pattern of the explanatory variables. 
However, such conventional procedures may be misleading 
for two main reasons. First, if we apply, in the presence of au-
tocorrelated errors, the usual least-squares formulae for the 
sampling variances of the regression coefficients we are likely 
to obtain a serious underestimate of these variances, and so over-
estimated t ratios of the estimated coefficients. Second, if 
lagged values of the dependent variable appear among the regres-
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sors, the conventional Durbin - Watson test is biased towards 
the value for a random disturbance in these same circumstances 
(see Nerlove and Wallis (1966». Thus the conventional criteria, 
on which the model is assessed, are likely to be unreliable. 
Although these difficulties can be avoided by using a test de-
signed to cater for the lagged dependent variable case, e.g. 
Durbin's (1970) h test or a likelihood ratio test, and reestima-
ting to take account of any autocorrelation detected, the above 
procedure is characterized by a lack of systematization in deter-
mining the dynamic specification. 
Alternatively, starting from the static form of the re-
lationship, serial correlation can be used as a convenient tool 
to specify the dynamic form of the relationship. Such an appro-
ach is based principally on the fact that misspecified dynamics 
may result in a serially correlated disturbance and considers 
tests which check this and allow us to discriminate between sto-
chastic specifications and dynamic specifications. Moreover, as 
we shall see below, basing a procedure on the interaction be-
tween the equation dynamics and the stochastic specification 
allows us to extend the dynamic specification in a systematic 
way when the relevant tests indicate that the particular model 
estimated, at any stage of the procedure, is inadequate. 
The latter approach has been considered by Sargan (1964) 
(see also Wallis (1972) and Hendry (1974 and 1978», and it 
gains in popularity in applied econometric work due also to the 
increased availability of computing facilities which permit the 
estimation of most torms of models with either autoregressive 
or moving average errors (hendry and Srba (1976 and 1977». 
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To illustrate the above model selection procedure, con-
sider the relationship. 
k 
(1) Yt - E a i Xit + u t i-1 (t = 1, ... ,T). 
For sinlplicity we allow u t to follow a first order autoregres-
sive process, i.e. 
(2) u t = P1 u t - 1 + E t 
where theE t are independent random variables. 
Combining equations (1) and (2) we get 
(3) 
k 
Yt = P1 Yt-1 + ~ 
i=1 
k 
a i Xit - ~ P1 a i Xi ,t-1 + Et i=1 
which we denote the restricted transformed equation (RTE) , 
since the 2k + 1 regression coefficients are functions of k + 1 
parameters (P1 , a 1 , ... ,ak ). 
If the systematic part of (1) is misspecified and the 
omission of the lagged variables causes the autocorrelation, 
then the correct relationship has a dynamic form, regressing 
Yt on Yt-1' x1t ,···,xkt and X1 ,t-1' ... , Xk ,t-1. Thus the hy-
pothesis to be estimated is 
k k 
where the e t are independent random variables. (This assumes 
that no x - variables are redundant when lagged, i.e. there 
are no variables which when lagged are identical with, or li-
near combinations of other variables appearing in the equation, 
examples being the constant term, trend and seasonal dummy va-
riables and x - variables which have their own lagged values 
appearing among the k explanatory variables in (1). If there 
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are m such redundant variables labelled x k - m+1 ' ••. , x k
' their 
lagged values do not appear in the equation and (4) becomes 
(5) 
Since (4) (or (5» is equivalent to ignoring the restrictions 
between the coefficients in (3) imposed by the autoregressive 
error specification, it is denoted the unrestricted transformed 
equation (UTB). 
Equations (1) and (4) (or (5» are estimable by ordina-
ry least squares and (3) by non-linear least squares. If there 
is more than one endogenous variable in the equation, then (1) 
and (4) are estimated by instrumental variables and (3) by the 
autoregressive instrumental variables approach proposed by 
Sargan (1959). Denoting by S1' S3 and S4 the residual sums of 
squares of the equations (1), (3) and (4) respectively, we can 
2 
construct F or X tests based on the likelihood ratio principle 
to discriminate between the three alternatives. 
First we test the significance of P1 in (3) either by 
2 
using T loge(S1/S3) - X (1) or by the asymptotically equiva-
lent t test on 01
1
. Then we test the autoregressive restrictions 
in (3) against (4) using where n is the 
number of restrictions imposed on (4) to obtain (3). Finally 
we test the significance of y's in (4) either jOintly by the 
standard F test on additional variables in (1) or individually 
by t tests. 
1 In the least sSuares case we can use the Durbin - Watson 
statistic 
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If all the tests are nonsignificant we choose (1) 
with white noise errors. If the first test is significant and 
the second one insignificant then we choose the autoregressive 
error specification (3) (i.e. (1) + (2». If all the tests are 
significant we choose (4) as a new form of the structural equa-
tion and we repeat again the same process assuming as before a 
first order autoregressive equation for the errors. Notice 
that if not all the y's in (4) are significant, the new stru-
ctural equation will contain the lagged values of those varia-
bles with the significant coefficients in the unrestricted 
equation. The process of modifying the form of the structural 
equation stops when the first or the second test or both are 
not significant. 
However, there are cases where a higher order autore-
gressive scheme in the errors provides a relevant hypothesis. 
In particular, as Wallis (1972, p. 617) points out, when sea-
sonally unadjusted data are being employed in order that one 
may attempt to explain seasonal variation in the dependent va-
riable, along with other types of variation, by means of expla-
natory economic or seasonal variables, then the presence of 
non-systematic seasonal variation, or an incomplete accounting 
for seasonality by the regressors, will produce seasonal effects 
in the error term, with the possible consequence of higher order 
autocorrelation. 
To consider these cases the above analysis can be ge-
neralised for higher order autoregressive errors 
(6) u t = P t u t _£ + £t 
or for the general ith order autoregressive process 
(7) 
i 
u t = ~ p. u t . + Et 1 -1 . i=1 
The corresponding restricted transformed equations 
are obtained by applying the lag operators (1 - Pi L~) and 
(1 - P1L - P 2L
2 
- •.. - PiLi), respectively, to equation (1) 
and give 
k k (8) Yt - Pi Yt-i + ~ a. Xit - ~ Pi a. Xi,t-i + Et - i=1 1. i-1 1. 
for the autoregressive specification (6) and 
i k i k 
(9) Yt = ~ P'Yt . + E a,x' t - E E p.a.x. t . + £t i=1 1. -1. i=1 1. 1. j-1 i=1 J 1. 1., -J . 
for the autoregressive specification (7) assuming that no re-
dundant variables appear among the regressors. 
Equation (H) ( (9) ) contains k+1 (k+i) parameters 
which are estimated simultaneously by minimizing the residual 
sum of squares 
T 2 
<P - ~ e t t=i+1 
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with respect to the parameters in question. With the assumption 
that the Et are normally distributed random variables, the re-
sulting estimates are asymptotically equivalent to maximum li-
kelihood estimates (see Wallis (1972), p.p. 629-631). 
Finally, equation (8) ( (9) ) has 2k+1 (i+k+i .k) coef-
ficients which are subject to k (i.k) non-linear restrictions 
which if ignored we obtain the corresponding unrestricted 
transformed equation. Here again, to discriminate between the 
three alternatives the above described likelihood ratio tests 
are applied. 
58 
1.2. Starting from a General Unrestricted Dynamic Model 
The method described in the preceding section is a 
stepwise approach which allows one to increase successively the 
order of lags until the final dynamic form of the relationship 
is obtained. That is we start with the simplest model and we 
test if it is necessary to consider a more general one. 
TO begin with the most restricted hypothesis and then 
test sequentially for less restricted ones, is a procedure 
which is often used in practice, but with some unfavorable sta-
tistical properties. In particular, testing in the above pro-
cedure can be arbitrary in that the complete hypothesis testing 
framework is not specified since a maintained hypothesis need 
not be specified at the outset, simply being the first, of the 
sequence of hypotheses tested, less restricted one not rejec-
ted. Therefore it is difficult to say anything about the pro-
cedure's power and the analysis of its statistical power beco-
mes complicated due to the fact that the test statistics of 
the above procedure are not independent (see Mizon (1977b, 
p.1227)). 
An alternative method is to begin with a general unre-
stricted model and then attempt to reduce the number of para-
meters needed to specify the data generation process. Now the 
nlaintained hypothesis is a general unrestricted dynamic model 
which includes the maximum number of lags, and tests are carried 
out to ascertain whether restricted versions of it are consi-
stent with the data. 
To illustrate this, consider a stable regression equa-
tion relating the dependent variable Yt to its own lagged va-
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lues and to the current and lagged values of the regressors x. 
where a(L), B1 (L), .•• ,Bk(L) are scalar polynomials in the lag 
operator L of degree p, q1' ..• , qk respectively and E
t 
is a 
white noise error. The question now arising is whether the 
above k+1 polynomials which determine the overall dynamics in 
the equation, contain as a common factor a polynomial p(L) of 
degree m, where m ~_ min (p, q1' ... ' qk). If that is the case, 
(10) becomes 
* p(L) a (L) Yt = p(L) 
or 
* a (L) Yt = 
where 
* * * The polynomials a (L), B1 (L) , ... , Bk(L) are of degree p-m, 
g1-m, ..• , qk-m respectively and determine the "systematic dy-
namics", whereas p(L) gives the "error dynamics". 
The above analysis assumes that the degrees of the lag 
polynomials are known and in practice this will not be the case. 
Hendry and Mizon (1978 and 1978b) describe two approaches which 
could be adopted to solve this, both being two - stage decision 
procedures which commence from the most general unrestricted 
model in which the lengths of the longest lags must be speci-
f ied a pr ior i (e. g. p, Q1' ... , qk in (1 0) ) . 
In the first approach we conduct sequential tests as in 
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Anderson (197~, ch. 3.2), for reducing the order of the dyna-
mics until a test value exceeding the chosen critical value is 
obtained. Thl!n the equation so selected with the overall lag 
length at the value found during the first stage is examined 
for common factors. The second approach is to apply the common 
.factor technique directly to the a priori specified unrestricted 
model and if m common roots are found, to simplify the model by 
testing whether any of the common roots are zero. This so cal-
led "common factor" analysis has been proposed by Sargan (1975, 
1976, and 1977) (see also Wallis (1976» who also describes the 
computer algorithm for implementing the common root tests by 
the use of Wald criteria. Two examples with respect to the dy-
namic specification of a demand for money function in U.K. and 
a demand function for consumer durables in Canada, are given by 
Hendry and Mizon (1978 and 1978b). Sargan (1977), also, applies 
the above analysis to specify the dynamic form of a wage equa-
tion in the U.K. 
Briefly the approach of testing for common roots works 
as follows. Firstly we estimate the coefficients and their va-
riance matrix in the general unrestricted dynamic model (10) 
by the desired method (ordinary least squares or instrumental 
variables). Denote the vector of the estimated coefficients by 
£ and the estimated variance "matrix by y. Let now 
~ (L) = [a (L) f3 1 (L) 
and 
* [* * a (L) = a (L) f3 1 (L) 13: (L) ] 
be row vectors of the corresponding k+1 scalar polynomials. 
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The existence of a common factor peL) implies that 
(11 ) * a{L) = peL) a (L) 
- -
The restrictions in (11) impose a set of n non-linear 
restrictions on vector b (n = m.k if no redundant variables 
appear among the regressors). If we represent the restrictions 
in vector form 
~(b) - Q 
where 
••• <Z> (b)} n _ , 
the asymptotic variance matrix of ~(Q) is given by 
a<z> a~ 
§ = (a~) y (a~)' . 
Therefore, in large samples and under the null hypothesis that 
the restrictions !(Q) = Q are valid, !(~) ,~-1p(~) will be 
distributed as a central chi - squared variate with n degrees 
of freedom. The relevant computer program, named COMFAC, has 
been developed by Sargan and Sylwestrowicz (1976) and is used 
with Hendry and Srba's programs GIVE and RALS. 
Suppose we now consider some set of constraints 
!1 (~) = 2 forming the first n 1 constraints of the set of n 
constraints ~(~) = O. The corresponding Wald criterion is 
.... --1 ... 
W1 = ~1 (e) '~1 ~1 (e) , where ~1 = (a~1/a~) ': (a~1/a~)', which 
is asymptotically distributed as a X2 with n 1 degrees of fre-
edom. If W is the Wald criterion for the initial set of n 
constraints ~(~) - Q, then W - W1 is asymptotically distri-
buted as x2 with n - n1 degrees of freedom independent of w1 . 
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So, if W 1 and Ware the Wald criteria which test m- m 
the validity of the restrictions required for the existence of 
a common factor polynomial p(L) of degree m-1 and m respecti-
vely, then if the first set of restrictions is valid, we can 
test the validity of the adittional restrictions required for 
one extra corrm:m root, using the criterion W -VI 1 0 Hence, testing sequential-
m m-
ly for common roots, we can either use the (overall) Wald criteria WI' W
2
, 00' 
However, 
it is not easy to represent explicitly the set of constraints 
for the case where the degree of p(L) is m, as made up of first 
the set of constraints for the case where the degree of p(L) 
is m-1, plus a set of, say k, extra constraints (see also the 
example in section 1.4. below). Thus, as Sargan (1977) shows, 
if the true degree of the common factor polynomial is ill, then 
the above Wald test is asymptotically valid to test ill = m 
against m = m+1, but is not valid to test m = m against m=m-1 . 
The contrast between the tests of specification of the 
above approach (which systematically tests restricted models 
within a general maintained hypothesis) and the tests of mis-
specification of the approach described in section 1.1. (which 
tests the need'to consider more general models usually without 
a specified maintained hypothesis) has been emphasized by Mi-
zan (1977b) who also discusses the statistical properties of 
the former approach (see also Mizon (1977a) and Hendry and 
Mizon (1978)). As mentioned before, the maintained hypothesis 
is the general unrestricted dynamic model 
(12) ~(L) ~t = E t 
where ~t is the column vector {Yt x1t ... xkt } and the restricted 
version of it has the form 
* (13) p(L) ~ (L) ~t = E t 
or equivalently 
* ~ (L) ~t = U t 
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To empirically determine the dynamic specification of 
the model it is necessary to determine the order of dynamics 
(i.e. the length of lag for each variable p < p and qi < qi' 
i = 1, ••• , k), and to test whether the factorization (11) is 
consistent with the data for some value of m < min (p, Q1' .•. ' 
-qk). This is equivalent to determining the orders of systema-
tic dynamics p-m and qi-m, i = 1, •.• ,k, and ~he order of error 
dynamics m. Although all the hypotheses concerning m and p-m, 
qi-m, i = 1, ... ,k, in (13) give models nested within (12) the 
testing of these hypotheses is complicated by their lack of 
unique ordering. However, as mentioned before, the overall pro-
-blem consists of two sub-problems; first determine p and g. , 
1 
i = 1 , ..• ,k, and then determine m < min (p, q1 , ... , qk) or 
-
alternatively first determine m ~ min (p, Q1'·.·' qk) and then 
-determine the syste.matic dynamics p-m, q.-m, i = 1, ... , k. So 
1 
we have two approaches each consisting of two subproblems and 
the hypotheses involved in each of these sub-problems are unique-
ly ordered. 
If in (12) p = q1 = ... = qk = q then the first stage 
of the above two-stage procedure consists of testing sequenti-
ally the following hypotheses: 
H. : A . = 0 for i = 0,1, ... , q 
1 ~q-1 
where ~q-i is the vector of the coefficients of ~t-(q-i) vari-
abIes. The hypothesis accepted is the one immediately prior to 
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that which produces a significant test criterion. These hy-
potheses are uniquely ordered and the above sequential pro-
cedure will have desirable properties analogous to those outli-
ned by Anderson (1971). In particular, Anderson (1971) has 
shown that procedures which test sequentially hypotheses in 
increasing order of restrictiveness are uniformly most power-
ful in the class of procedures that fix the probabilities of 
accepting a less restricted hypothesis than the true one. We 
should notice that if the lag polynomials a(L), ~1 (L), ... , 
~k{L) are not restricted to be of the same order then the abo-
ve sequence of hypotheses can be applied for each lag poly-
nomial separately. Although for each variable separately the 
sequence of tests will have the optimal properties discussed 
above, in general these tests for the different variables will 
not be independent nor is there an ordering among the corres-
ponding hypotheses, and so a uniformly most powerful procedu-
re is not possible for the whole of the first stage (see Mizon 
(1977a), p. 111). 
* If q is the maximum order of the lag polynomials 
determined in the first stage, then the second stage consists 
of testing the sequence of non-linear hypotheses 
* p (L) a * (L) = a * (L) 
m -q -m -q 
for m = 0, 1, 2 , ••• , * q . Though the Anderson analysis was for 
normal linear models it is asymptotically valid for more ge-
neral non-linear models. This asymptotic extension of the 
Anderson analysis relies essentially on the fact that the 
asymptotic distribution of the statistic for testing any hy-
pothesis in the ordered sequence against the less restricted 
hypothesis ~ediately preceding it depends on the validity 
of all less restricted __ hypotheses in the sequence, but not 
on that of more restricted hypotheses, and that each of the-
se test statistics is asymptotically independent (see also 
Sargan (1975». 
Considering now the alternative two-stage procedure 
we see that again each stage consists of a uniquely ordered 
sequence of hypotheses. In particular in the first stage we 
determine how many cornmon factors are consistent with the 
data at the chosen significance level, within the maintained 
hypothesis. The ordered sequence of hypotheses is 
* Pm (L) a (L) - a (L) 
for m = 0, 1, 2, . . . , q where q - min 
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we test for zero roots among the set of m con~on roots extra-
cted and the second stage consists of testing sequentially 
the following hypotheses: 
- P = 0 m 
. . . . . . . . . . . . . . . . . . 
where p. is the ith coefficient of the error polynomial p(L). 
1 
So for each of the two stages within each procedure 
the hypotheses to be tested form a uniquely ordered sequence 
and the tests induced in each stage will have high power asyrnp-
totically. But, since the two stages are not independent the 
same cannot be said of the procedure as a whole, but for a 
wide range of models they will have good power properties 
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even in small samples according to a simulation study carried 
out by Hendry and Mizon (1978a) where they examine the small 
sample properties of the Wald test of con~on factor restric-
tions. 
In a sequential testing procedure as the above, an 
~mportant consideration is the choice of Type I error proba-
bilities for each test in the sequence. For example the first 
stage of the first procedure mentioned before, has a signifi-
cance level a = 1 - (l-E)n, where n is the maximum number of 
tests possible in the sequence (i.e. q) and E is the signifi-
cance level cornmon to all tests in this sequence. In practice 
this pOint is often ignored and a series of tests is perfor-
med using conventional significance levels for each test, so 
that the overall significance level can be very large. How-
ever, to the extent that the consequences of inconsistency 
are believed to be more serious than those of inefficiency in 
estimation, the implicit choice of large significance levels 
might be reasonable. 
Finally, it should be noted that when we test linear 
hypotheses, as for example in the first stage of the first 
described two-stage procedure where we test linear hypotheses 
about model (12) which is linear in parameters, testing using 
either the Wald or the likelihood ratio principle will yield 
identical results. This is not the case when we test non-li-
near hypotheses, as for example in the second stage of the 
above procedure, but statistically the two principles will 
lead to asymptotically equivalent tests. However the Wald 
testing principle is computationally less expensive because 
estimation of the parameters corresponding to all hypotheses, 
as required by likelihood - ratio tests, is not necessary. 
1.3. Seasonality 
When quarterly or monthly data are employed for the 
estimation of economic relationships, the problem of seasonal 
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variation is introduced. In this section \-.Ie present the varirus r~t:hcx:ls 
which have been pro{X)sed to deal with the problem of seasonali ty am. we dis-
cuss the problems which may arise fran their application. 
Generally, there are two ways to deal with seasonali-
ty. Either to work with data which have already been seaso-
nally adjusted, or to use seasonally unadjusted data and to 
estimate the seasonal variation within the model, where the 
most common procedure is to add dummy (zero-one) variables 
to the model. When the first approach is adopted there are 
two alternatives. The first one is, assuming an additive 
components model, to remove the seasonal variation from the 
data, using a regression model of seasonal variation. If the 
seasonal pattern is constant over time, then the seasonal 
adjustment procedure can be carried out by regressing the 
unadjusted series on zero-one dummy variables, equal in num-
ber to the number of seasons per year. In this case the re-
suIting coefficients are the seasonal means and the adjusted 
series x a is obtained by adding the overall mean of the series 
t 
x
t 
to the regression residuals. The second alternative is to 
use non-linear adjustment procedures assuming that the trend-
cycle, seasonal and irregular components are connected with 
a multiplicative model. Such a procedure is the "ratio-to-
moving-average" technique on which the official adjustment 
procedures are largely based. 
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Suppose that ~ is the vector of observations on the 
dependent variable, ~ is the matrix of explanatory variables 
and Q is the matrix of the seasonal zero-one dummies. Presume 
a a 
also, that ~ and ~ are the corresponding seasonally adju-
sted series obtained by the above described "least-squares 
adjustment" technique. 
lovell (1963) has shown that the least squares esti-
mates of the vector of x coefficients are the same when: 
(i) y is regressed on X and D 
(ii) Y is regressed on xa 
(iii) y is regressed on xa and D 
(iv) a is regressed xa y on 
(v) a is regressed X and D y on 
However, Thomas and Wallis (1971) suggest that model 
(i) is preferred because, in contrast with the others, it takes 
explicitly into consideration the loss of degrees of freedom 
due to the estimation of the D's coefficients. They, also, 
show that if the model is misspecified so that the seasonal 
variables are erroneously introduced, then the least squares 
estimates of the XIS coefficients are inefficient. On the 
contrary if misspecification is considered in the opposite 
case so that the seasonal variables are erroneously excluded 
from the model, then the estimated coefficients are biased. 
Both results are not valid if the X-variables are uncorrela-
ted with the seasonal dunwy variables. So, to avoid any bias 
in the estimation of the structural coefficients caused by 
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the erroneous exclusion of the seasonal variables, it is 
preferable to choose one of the equivalent (i) - (v) forms 
with the risk of obtaining inefficient estimates but unbiased 
ones. Of course, a test of the hypothesis that the D's coeffi-
cients are zero is possible and below we suggest the stage of 
the dynamic specification procedure, at which this test should 
be carried out and also which of the (i) - (v) forms should 
be adopted in our subsequent empirical analysis. 
The effects of seasonal adjustment procedures, based 
on the ratio-to-moving-average method, on the relations 
between variables have been examined by Wallis (1974). He 
demonstrates that the widely used u.s. Bureau of the Census 
Method II, Variant X-11 procedure can be approximated by a 
m 
two-sided lag polynomial of the form A(L) - E a.L J (a. = j=-m J J 
-a .) and hence seasonally adjusted data take the form 
-J 
a 
Yt = A(L)Yt· 
If two series Yt and x t are related by the distri-
buted lag model 
and are seasonally adjusted using linear filters (as A(L) can 
a 
be interpreted) Ay(L) and Ax(L) such that Yt = Ay(L)Yt and 
x~ = Ax(L)x
t
, then the relation between the adjusted variables 
is 
It is seen that the lag function is distorted and the error 
term is changed to u~ = Ay(L) Ute If the same linear filter 
adjustment procedure is applied to both series (i.e. Ay(L) = 
AX(L) ), then the relationship between them is not changed 
and the only effect is on the error term. In this case the 
transformed error Ay(L) u t will be white noise only if u t 
is seasonal and the filter used for Yt eliminates the origi-
nal seasonal noise in Ute Then as a result the adjusted data 
will provide more efficient estimates. Otherwise, as Wallis 
(1974) shows, the above seasonal adjustment procedure can 
create serial correlation or distort the existing pattern, 
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and therefore dynamic specification problems may arise in 
the context of the dynamic specification approach described 
in section 1.1. 
Our data are monthly, seasonally unadjusted, series 
from 1954 - 1976 and in view of the above discussion it was 
decided that one of the equivalent (i) - (v) forms, should be 
used to take account of the seasonal variation present in the 
monthly series. Forms (i), (iii) and (v) imply that eleven 
seasonal shift variables plus a constant term are to be inclu-
ded in every equation. But, one of the two programs of Hendry 
we use, required enormous dimensions (see Hendry and Srba (1977) 
for details) when we allowed the error term to follow a 13th 
order general autoregressive process, as we shall see below
1
. 
1 As an indication we mention tha't one of the arrays the pro-
gram requires is of order T.{ (k+1). (p+l)}, where T is the 
sample size, k is the number of explanatory variables and p is 
the order of the autoregressive process. For T-276, k=14 (inclu-
ding eleven seasonal dummies, one constant term and two econo-
mic explanatory variables) and p=13 the above array requires 
(276 x 210) = 57,960 elements (58 K). 
71 
So one of the two alternative approaches (ii) and (iv) 
should be adopted which reduce the number of regressors by 
eleven. Lovell (1963, p. 1001) has shown that equation (iv) 
gives the same regression residuals with equation (i), whereas 
the regression residuals of equation (ii) are equal to the 
~esiduals of regression (i) plus the difference between the 
unadjusted and adjusted series Yt (i.e. e(ii) = e(i) + (y -
a 
y ) ). That leads us to choose form (iv) which gives the same 
residual sum of squares as equation (i) and allows us at any 
stage of the dynamic specification procedure to test if the 
seasonal adjustment of the series is necessary. Moreover, the 
dynanlic specification approach based on the likelihood ratio 
principle remains unaffected. 
Therefore, a computationally inexpensive approach is 
the following. We seasonally adjust the series using the 
"least - squares adjustment" technique and then select the 
preferred specification according to the likelihood - ratio 
or the Wald criteria principle. Then we reestimate the same 
equation using unadjusted data and from the corresponding 
residual sums of squares we construct the F - test described 
by Thomas and Wallis (1971, .p. 63) to test the hypothesis 
that in the equivalent (but not estimated) form (i) the coef-
ficients of D's are zero. Rejection of the null hypothesis 
implies that seasonal variables are required to explain the 
seasonal variation in y and the equivalent least - squares 
adjustment of the series was necessary. But if the null hypo-
thesis is accepted then the adjustment of the series is re-
dundant and the preferred form is the equation estimated from 
the unadjusted series. However, in order to make sure that 
the preferred form is the correct one, we should repeat the 
dynamic specification procedure using this time unadjusted 
data, since, in general, the regression residuals obtained 
from the unadjusted series do not exhibit the same behaviour 
as those obtained from the adjusted series. 
1.4. Application of the Model Selection Procedures to 
Monthly Data 
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The use of monthly data from the period 1954 - 1976 
instead of annual or quarterly observations, which have been 
employed in previous work on models of foreign trade, consti-
tutes a novelty of our approach. In the context of monthly 
data we describe in this section the application of th~ empi-
rical dynamic specification procedures discussed above. 
Let us consider first the approach which starts with 
the simplest (static) model. As already mentioned, tests for 
the presence of autocorrelation serve as tests of misspeci-
fication in order to check whether lagged values of the va-
riables should be included into the equation. In economic 
models, the error term is usually taken to represent the ef-
fects of omitted, unobservable variables on the dependent 
variable, and in the context of seasonal variation in the 
monthly series, these omitted variables may themselves possess 
seasonal variation in one form or another. In particular, to 
the extent that the seasonal variation within the model is 
not exactly systematic, and may not be completely accounted 
for by whatever seasonal variables have been included, then 
these effects will appear in the error term. So this kind of 
seasonal variation may produce autocorrelation in the error 
term and with monthly data one would expect to find a rela-
tionship between the residuals in the corresponding months 
of successive years. This is one reason to test for simple 
autoregressive models of the form 
(1) u t = P12 u t - 12 + Et 
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On the other hand if a dynamic form of the relationship 
is more consistent with the data, then with monthly series 
and with the presence of seasonal factors, the omission of 
the twelve month lagged variables should be considered as a 
possible source of misspecification. Of course, this can be 
tested with the likelihood ratio test described before, if 
the autoregressive coefficient in (1) is found to be signi-
ficant. Therefore, we see that a 12-month lag effect either 
in the error term or in the systematic part of the structural 
equation has to be considered when one is working with monthly 
figures. However, nothing is known a priori about the form 
of the autoregressive process in the errors, or equivalently, 
about the correct dynamic form of the equation, so that the 
omission of the lagged variables causes the autocorrelation. 
All this is undertaken in an exploratory spirit and so in our 
subsequent empirical analysis we consider all the alternative 
forms of the model 
(2) u t - P£ u t _£ + E t 
for £ = 1, 2, ... , 12. 
The above procedure allows us, using the corresponding 
likelihood ratio tests, to discriminate between the original 
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equation, simple autoregressive error specification and the 
corresponding unrestricted dynamic form, if p in (2) is found R. 
significant. But it is likely to obtain significant results 
for more than one values of 1 and that indicates that the 
error term may follow a more general autoregressive process 
or, alternatively, that different lags of the dependent and 
the explanatory variables should be included into the equation 
to obtain the proper dynamic form of the relationship. To test 
these hypotheses we have also allowed the error term to follow 
the 
(3) 
general autoregressive 
1 
u t - E p. u t . + . 1 1 -1 1= 
scheme 
for 1 = 1, 2, ... , 1 2 . 
The maximum likelihood estimation of (2) and (3) 
permits various likelihood ratio tests on the autoregressive 
parameters, jOintly or singly, to be carried out. For example, 
to choose between (2) and (3) for some value of 1, say 12, 
2 
we use the likelihood ratio test T log (5 2/5 3 ) ~ X (11), 
where 52 and 53 are the corresponding residual sums of squares, 
to test the hypothesis HO : P1 = P 2 = ••• = P11 = O. Then, if 
5
R 
is the residual sum of squares of the preferred restricted 
form and 5
U 
is the residual sum of squares of the corresponding 
unrestricted (dynamic) form, to discri~minate between them we 
2 
use the likelihood ratio test T log (SR/SU) ~ X (n) which tests 
the validity of the n restrictions imposed on the coefficients 
of the unrestricted equation to obtain the restricted one. 
An alternative autoregressive error specification which 
we also consider, is the multiplication of the first order and 
twelfth order quasi-difference operators (see Wallis (1972), 
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p. 629), namely, 
(4 ) 
where L is the lag operator. Specification (4) can be inter-
preted either as a simple 12th order autoregressive process of 
the transformed error v t = Ut-P1Ut_1' or as a first order 
autoregressive scheme of the transformed error w
t
' where 
wt = Ut-P12Ut-12· The autoregressive error structure (4) is 
preferred if the hypothesis that P13 - - P1 P12 in the model 
is accepted, or more generally, if in the model (3) with £=13 
Here again the validity of the restrictions is tested by the 
above described likelihood ratio test, where this time SR is 
the residual sum of squares of specification (4) (or (5) ) and 
Su is the residual sum of squares of the unrestricted structural 
equation which contains one, twelve and thirteen month lagged 
values of all variables. 
The above empirical specification approach which inclu-
des the estimation of all the already mentioned restricted and 
unrestricted equations, has been applied for every import and 
export demand equation we consider. But, to save space, only 
the forms which produced significant results are presented, as 
we shall see, below. 
Considering now the "cornmon factor" analysis, we require 
as a baseline a general unrestricted dynamic model of the form 
k 
(6) a(L) Yt - L S. (L) 
. 1 1 1= 
where a (L), B1 (L), ... , t3 k (L) are scalar polynomials in the lag 
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operator Land Et 1s a white noise error. As mentioned in 
sectian1.2. two approaches can be adopted to determine the 
orders of the lag polynomials in (6). Since our data are 
monthly series and in view of the above discussion, we have 
adopted the second approach (which applies directly the common 
factor technique to the a priori specified unrestricted model) 
in our empirical analysis, and we allowed the scalar polyno-
mials in (6) to be of order 13. Then the common factor te-
chnique is applied and the equation is simplified by testing 
for zero roots from the set of r common roots extracted. 
The E t in (6) are assumed to be independent random 
variables and to test this the value of the Box - Pierce 
test statistic for a random residual correlogram is also 
computed (see Pierce (1971». 
As mentioned before, equation (6) is easily estimated 
but the restrictions on the coefficients and their derivatives 
can be complicated to compute according to the degree of the 
common factor polynomial we test for. For example, consider 
the following unrestricted dynamic model 
(7) Yt = a 1Yt-1 + a 2Yt-2 + ~OXt + ~1Xt-1 + ~2Xt-2 + Et 
If a second degree comnlon factor polynomial exists, so that 
the true model is 
Yt - ~O x t + u t 
u t = 01 u t - 1 + P2 u t - 2 + E t 
the implied restrictions are 
a 1 ~O + ~l = 0 and a 2 ~O + ~2 = 0 
Suppose now that we test for one common root so that the model 
is the data generation process (see Hendry and Mizon (1978». 
The restricted transformed equation is 
which has four parameters to be estimated as compared with 
the unrestricted model (7) which has five. Hence there is 
only one restriction to be tested, but it is more difficult 
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to parameterise, in comparison with the previous restrictions, 
since the mapping between the restricted and unrestricted 
parameters 
a = -py 2 0 ~1 =y - py 2 1 
implies the restriction 
= 0 
from which dividing by -~2' assuming that ~2 is non-zero, the 
simplified numerator gives 
Therefore even for this second order dynamics example 
the calculation of the Wald test statistic for one cornmon 
factor is complicated, and the degree of complexity increases 
with the order of dynamics and the number of con@on factors 
being tested. These considerations led Sargan (1975, and 1977) 
to note that the constraints on the coefficients of equation 
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(6) can be expressed in the form that a·certain matrix, whose 
elements consist of the coefficients of (6) and zeros, should 
have a given rank, which can in turn be translated into equi-
valent determinental conditions. 
To illustrate this, consider again the unrestricted 
dynamic model (7). Let ~O be a matrix of order 2x3 whose 
elements are the coefficients of the two lag polynomials, i.e. 
According to Sargan, a necessary and sufficient condition that 
the two polynomials have a common factor of degree two, is 
that ~O is of rank one which leads to the same restrictions 
as before, namely 
Consider now the matrix 
~1 = I~o 
~21 
where ~21 represents a zero matrix of dimensions 2x1. A neces-
sary and sufficient condition that the two polynomials in (7) 
have a cammon factor of degree one is that ~1 is of rank three. 
This implies that 1~1 I = 0 and gives 
2 2 2 Q2 2Q Q Q Q - 0 -a2f30-f32-2a2f30f32-alf31f32+a2~1-al~O~2+ala2~O~1 -
which is the same as the restriction previously derived. 
Another point to be mentioned is that the indication 
from the Wald test that a common factor polynomial exists 
suggests nothing about the autoregressive form of the error 
term. If, for example, the Wald test shows that there is a 
common factor polynomial of degree 1, and assuming that all 
79 
the 1 common roots are non-zero, then the error term may fol-
low a simple autoregressive model of the form (2) or a general 
one of the form (3). The real form of the autoregressive process 
will depend on the values of the cammon roots. So in cases 
where the Wald test indicates that the lag polynomials in (6) 
contain a common factor of degree 13, and with the assumption 
that all the common roots are non-zero, the comnlon factor 
polynomial can be of the form (2), (3), for 1=13, (4) or (5). 
The exact form of the autoregressive process will be determi-
ned after the maximum likelihood estimates of these forms 
have been obtained and the already mentioned likelihood ratio 
tests have been carried out. 
Consider now the case where the lag polynomials a(L), 
a 1 (L), ... , ak(L) in (6) are of degree 1 and the Wald test 
shows that there is a common factor polynomial of degree 1. 
Assume also that the true model is of a static form with an 
error term following a simple autoregressive process of order 
1 which has been confirmed by the likelihood ratio tests. In 
such a case one should expect the coefficients of the varia-
bles lagged one up to 1-1 periods to be non-significant and 
in a F or x2 test the unrestricted transformed equation which 
contains only the current and 1 periods lagged values of all 
the variables to be accepted against the general unrestricted 
equation (6). But in practice this will not be always the case 
as our empirical analysis demonstrates. However these tests 
may give some indication about the possible form of the auto-
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regressive process. 
Considering now the error specification (4) (or (5» 
we see that the corresponding unrestricted transformed equa-
tion contains the current and one, twelve and thirteen months 
lagged values of all the variables. Hence, if the cornmon factor 
analysis indicates that equation (6), for i:13, contains a 
common factor polynomial of degree 13 then we can distinguish 
the two unrestricted forms using a F or a x2 test. If the 
former unrestricted model is accepted we can test the validity 
of the non-linear restrictions imposed on its coefficients by 
the error specification (4) (or (5». The test is based on the 
Wald testing principle and is computed by an algorithm called 
REST developed by Sargan and Sylwestrowicz (1976) I for use 
with the programs RALS and GIVE. This subroutine computes 
the approximate Wald criteria for any set of constraints pro-
vided that they are programmed by the user (see Sargan and 
Sylwestrowicz (1976) for details). 
For one regressor the above unrestricted transformed 
equation is 
or 
12 13 f3 1 f3 12 12 f3 13 13 (1-a L-a L -a L )y =f3 0 (1+n-L +o--L +o--L )xt+£t 1 12 13 t ~O ~O ~O 
Specification (5) implies the restrictions 
and 
whereas specification (4) requires one extra restriction for 
the factorization of the two lag polynomials, namely 
which in view of the above restrictions implies that 
Alternatively, specification (4) requires first the 
factorization of the two lag polynomials and in effect the 
restrictions 
and 
then, if valid,we might test for con~on factors implying 
the restrictions 
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So, even though the above restrictions are easily parameterized 
they are not uniquely ordered and the suggested procedure will 
not be powerful. Moreover, as the number of regressors 
increases, the number of alternative orderings increases too. 
However, since the COMFAC and REST algorithms are computa-
tio~ally inexpensive and easy to use the above Wald tests can 
provide useful information about the possible form of the 
error dynamics. 
1.5. Computational Aspects 
The above described empirical specification procedures 
require, generally, the estimation of the model 
k m 
(1 ) E a i Xit + E a k+], Yt-]' + u t (t = 1, ... ,T) i=1 j=1 
where 
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(2) u t -PR, Ut-R, + Et 
or 
R, 
(3) u t = E p. u t . + Et i=1 1 -1 
and the Et are independent random variables. When R,=O, equation 
(1) is estimated by ordinary least squares, whereas for R,>O 
equations (1) and (2) (or (3)) are estimable by non-linear 
least squares. If there is more than one endogenous variable 
in the equation, then for R,=O equation (1) is estimated by 
instrumental variables and for R,>O (1) and (2) (or (3)) are 
estimable by the autoregressive generalization of the instru-
mental variable approach. Two computer programs have been used 
for the above estimation procedures, both developed by Hendry 
(1970) and described by Hendry and Srba (1976 and 1977). The 
first one, named GIVE (General Instrumental Variables Esti-
matioll of Linear Equations with Lagged Dependent Variables 
and First Order Autoregressive Errors), deals with cases where 
the error term follows a simple autoregressive process (i.e. 
(2)). The second computer program is called RALS (Rth-Order 
Autoregressive Least Squares) and estimates models with auto-
regressive errors of the form (3)1. 
The main problem with such iterative estimation methods 
is the possibility of the existence of several local minima 
in which case the process would converge arbitrarily to one 
of them, depending on the starting point. Program GIVE deals 
with this problem by calculating first the residual sum of 
1 GIVE and RALS are programs from the AUTOREG Library: see 
Hendry and Srba (1978). 
squares for a grid of values of p£ from -0.92 to 0.98 in 
steps of 0.1 . This provides a rough check for multiple mi-
nima and helps ensure that the iteration commences close to 
the global minimum. A variant of Gauss-Seidel is then used 
till convergence is achieved. But in RALS this precaution 
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against several local minima is not possible due to the biger 
number of autoregressive parameters to be estimated. The 
estimation process stops when the convergence criteria are 
met and a minimum is achieved without knowing whether it is 
a local minimum or a global one. With a few of our equations 
we faced this problem when we used logarithms of the variables 
and the error term followed either a gener~l autoregressive 
scheme of order higher than three, or the factorised error 
specification 
(4 ) 
which RALS also estimates . For these cases, where all the 
minimization algorithms which are utilised by RALS, failed 
to produce acceptable results, the linear form was adopted. 
But in some cases it was impossible to estimate (4) even if 
both linear and log-linear forms were tried out, and so we 
were not able to consider this error specification in the 
empirical analysis of these particular equations. 
GIVE and RALS are written in FORTRAN IV and were 
developed to operate on the University of London CDC 7600. 
After some alterations, we used them on the University of 
Warwick Burroughs 6700 whose limited capacity faced us with 
another problem created by the enormous process time required 
for every complete execution. In particular, GIVE proved to 
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be quite fast and the required process time for the estimation 
of one equation including the original, restricted and unre-
stricted equations, was in all circumstances less than 30 
seconds. But, RALS estimates every equation in a stepwise 
manner. If an 1th order general autoregressive scheme is 
specified for a particular equation, the progr~l first calcu-
lates the zero case, then the first order case, then the 
second order, etc. up to and including the 1th order case 
itself. This estimation procedure required more than 3600 
seconds (maximum permitted process time) when we attempted 
to use seasonal (zero-one) dummy variables and a thirteen 
order autoregressive scheme was specified, and it took 4000 
seconds to reach only the 9th order case. To overcome this 
difficulty we tried to change the program so that an ~th 
order autoregressive process was estimated straightaway, 
skipping the first up to ~-1 order cases (usually we were 
interested in estimating (3) for ~=12 and 13 but not for 
~-1, ... ,11). But again the required process time exceeded 
the above limit. The execution time varies with the number 
of the regressors included in the equation and in view of the 
above difficulty it was decided to use deseasonalised data, 
apart from the problem of the size of the required dimensions, 
as mentioned in section 1.3. 
The table below shows the time required for the esti-
mation of each of the above error specifications, in a case 
where the structural equation included four regressors (two 
economic explanatory variables, one dummy and a constant 
term), and the sample consisted of 263 observations. 
TABLE 1 
PROCESS TIME REQUIRED ON THE BURROUGHS 6700 
Error Specification 
i 
E p. u t . + E t 1=1 l. -l. 
(i = 1 2 and 1 3) 
- NAG Library's Routine E04AAF 
- Powell's Algorithm 
12 (1-P1 L) (1-P12L ) Ut=E t and 
Ut=P1Ut-1+P12Ut-12+P13Ut-13+Et 
(Powell's Algorithm)1 
I. 
Program Used 
GIVE 
RALS 
RALS 
Process Time 
(seconds) 
17 
476 
424 
482 
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The two different algorithms (see Hendry and Srba (1977) 
for details) used for the estimation of (3) required almost 
the same time and the resulting estimates were quite similar, 
but the NAG Library's algorithm proved to achieve a slightly 
lower residual sum of squares and sO it was used for all our 
estimations. Specification (4) is non-linear in the auto-
regressive parameters and its estimation involves the calcu-
lation of numerical second derivatives and therefore the 
required process time is significantly increased. 
Another point which should be stressed is the possible 
bias in the computation of the likelihood ratio test, described 
before in section 1.4., to discriminate between the error 
1 Error specification (4) is estimated only by Powell's 
algorithm. 
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specifications (2) and (3) (or between (2) and (4». As 
mentioned before, form (2) is estimated by GIVE and forms (3) 
and (4) are estimated by RALS. Since the minimization algo-
rithms utilized by the two programs are different, the re-
suIting residual sums of squares are also different. In 
particular, experiments made with first order autoregressive 
schemes, which is the only error specification estimable by 
both programs, showed that GIVE's algorithm achieves a lower 
residual Sunl of squares. Therefore the computed value of the 
likelihood ratio test, which refers to the hypothesis that 
in model (3) P1 = P 2 = ... =P£-1 = 0 so that form (2) is pre-
ferred against (3), is biased downwards and should be accepted 
with a certain amount of caution, especially when it is near 
the critical value (the same is valid when we test the hypo-
thesis that in (4) P1=O so that (2), for £=12, is preferred 
against (4». 
A final point to be mentioned is the number of obser-
vations included in our sample. The sample runs from January 
1954 to December 1976 giving 276 observations on each vari-
able. The different equations we have estimated contain up to 
thirteen months lagged values of the variables and therefore 
the series begin with the fourteenth observation reducing 
the sample size to 263 observations. In order to be able to 
carry out likelihood ratio tests to discriminate between the 
different forms, we have estimated all the equations using 
the last 263 observations of our sample. 
2. Formulation of Greece's Import and Export Demand 
Equations 
2.1. The Formulated Hypothesis 
According to the preceding analysis we require a 
basic model which will serve as a baseline for the empirical 
dyna~mic specification procedure. 
In perfectly competitive models, imports equal do-
mestic demand less domestic supply. This implies that the 
imported and home produced commodities are identical ( or 
homogeneous). Then the demand for imports is treated as the 
excess demand function of traditional international trade 
theory. Imports are regarded as the difference between two 
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variables, total consumption and domestic production. Functions 
explaining these variables are formulated and the import 
function is the difference between these demand and supply 
functions. In other words, imports are regarded as not being 
d~landed for their own sake, but because domestic supplies 
are not sufficient to meet demands at the prevailing price. 
No independent income elasticity is estimated for the imports 
and their price elasticities are derived from those of dome-
stic supply and demand according to the formula 
where D refers to domestic consumption, S to domestic supply 
and M to imports, while e d and e s are the price elasticities 
of demand and supply and e the import demand elasticity. 
m 
This formula is derived as follows: since the import-
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demand is the difference between domestic demand and domestic 
supply at the price P, the equation for import demand elasti-
city is 
e 
m 
d(O-S) -P -P dO P dS 
= dP ·O-S = O-S·dP + O-S·dP 
Now multiply and divide the first component by D and the 
second component by S: 
e 
m 
D dO-P 
= -_.-.- + D-S dP 0 
D S 
- D-S ed + D-S 
S dS P 
-·_0- _ 
O-S dP S 
e 
s 
(see Kreinin (1967) ,po 515, and Scott (1963), p.p. 88-89 for 
a similar derivation) . 
But, if the imported commodity is not produced at 
horne or the imported and home produced commodities are not 
identical, which is the usual case for Greece, the import 
demand coincides with the home demand for that commodity 
(clearly from the above relation if S = 0, em = e d ). Therefore, 
the problem of estimating the Greek import deffiand equation 
for a commodity or a 9rouP of co~odities is generally redu-
ced to the problem of estimating the country's home demand 
equation for such commodities. 
The theoretical hypothesis, used in estimating import 
demand functions for commodities that are objects of final 
consumption, is provided by the theory of consumer's behavior, 
accordiJ19 to which the individual consumer allocates his 
incume among consumable co~nodities in an effort to achieve 
maximum satisfaction. 
The Lh()ory of ,~ , consumer s Gcmanu suggests t~at the 
dernaJJo for a conunodity by an individual consumer is a function 
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of all commodity prices and his income. Extending that to the 
case of imports, we see that the quantity of imports purchased 
by any consumer will depend on his income, the price of 
imports, and the price of other consumable commodities, which 
in this case are domestic commodities. 
Microeconomic theory of consumer's behavior deduces 
the demand functions of the individual consumer. In order to 
estimate them, we must observe the market behavior of the 
individual consumer. But such observations are not available 
and therefore estimation of individual demand functions is 
not feasible. Data are provided on an aggregative basis, and 
so we must formulate aggregate demand functions obtained by 
aggregating the demand relations for individual consumers over 
individuals and over commodities. This suggests that for an 
economy the import demand function for a group of conrnodities 
can be written as 
where 
M - Quantity of the imported group of commodities 
P = Price index of imported group of commodities 
m 
Pd = Index of domestic prices, and 
I = Real income or activity variable (of Greece) 
G 
In a similar way we are led to the import demand 
function for a group of producer commodities, following the 
theory of the firm, according to which an enterpreneur attempts 
to produce that output for which his profits will be a DI.a:>-:imum. 
The theory of dCf;:c'1.;lO proceeds one step furth('-r 1 n 
suggesting that the above demand relationship may actually 
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be written as 
This transformation is based on the assumption that indivi-
dual consumers display no money illusion; that is, a doubling 
of all prices and money income will leave the quantity deman-
ded unchanged. Moreover, this form has the statistical advan-
tage that a possible collinearity between import and domestic 
prices, is avoided. It is also expected that 
p 
aM/a (pm) < 0 and aM/dIG> 0 
d 
So, economic theory suggests that the import demand 
for a group of commodities is a function of relative prices 
and income, and that a number of restrictions is imposed 
upon the signs of the relevant parameters. In order to fit 
such a relationship statistically using a relevant estimation 
method, a particular functional form must be chosen. But the 
theory has little to say about the exact mathematical form 
of the demand function. The most common forms are linear, as 
in equation (1) 
( 1 ) 
and log-linear, as in equation (2) 
( 2) 
where u t is an error term. 
In the linear form the income and price elasticities 
of iJI'port dC'mand wi 11 u~pL~nd on the le\"els of these variable>s, 
while in the log-linear form the income and price elasti-
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cities will be constant and are measured by the coefficients 
~1 and ~2' which are read directly from the regression result. 
There are no clear-cut criteria that can be relied on in 
choosing a functional form. The choice of the form is usually 
based on practical considerations and intuition. For the 
choice between the two forms, Sargan (1964, p. 42) suggests 
the maximum likelihood ratio S/YGs, where S.and s are the 
standard errors of the linear and log-linear regressions 
respectively, and YG is the geometric mean of the dependent 
variable Yt . If S/YGS is less than one we accept the linear-
fonn hypothesis, and vice-versa. In most of our equations the 
above ratio indicated that the log-linear form was preferred 
to the linear one. 
Finally, the foreign demand functions for Greek 
exports may be formulated in a way analogous to that used 
for the country's import demand relationships. Greek exports 
face a competitive world market and according to economic 
theory, relative prices and world income are the two major 
variables to explain the behavior of exports. The export 
demand functions, in linear and log-linear form, may be writ-
ten as 
and 
where 
P 
I + x + X - Co + c 1 c 2 - u t - w P 
w 
p 
C1 log C210g 
x 
+ log X - Co + I + - u t - w P 
w 
X - Quantity of the exported group of corr~odities 
I - Real income or activity variable of the world 
w 
p 
- Export price of Greece x -
p 
= Prices of related commodities in foreign w 
markets, and 
u t = an error term 
2.2. The Relevance of Least Squares 
The estimates of price and income elasticities set 
out in this study were obtained by least squares regression 
of quantity of imports on activity variables and relative 
prices. The least squares method (linear or non-linear accor-
ding to the error specification) was adopted assuming that 
each import demand equation is not part of a system of equa-
tions in which there is multilateral dependence between the 
dependent and one or more explanatory variables of the equa-
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tion. That is, we assume that the disturbances are independent 
of the explanatory variables and so the estimates are free 
of simultaneity bias. 
However, the application of least squares to import 
or export demand equations has been criticized on various 
grounds. A number of empirical studies, appearing in the 
early post-war years (see Cheng (1959) for a description of 
these studies), suggested that the international price elasti-
cities are exceedingly low. This suggested in the context 
of exchange-rate adjustment that a devaluation would tend 10 
worsen rather than improve the trade balance because the sum 
of the price elasticities of demand for a country's imports 
ana exports might together add up to less than unity. That 
is, if we assume infinite supply elasticities, the Marshall-
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Lerner condition that is necessary for a devaluation to 
improve the trade balance would not be satisfied. This "ela-
sticity pessimism" suggested that measures other than changes 
in relative prices might have to be relied upon for purposes 
of adjusting the balance of trade. 
These surprisingly low elastici ties have stimulated 
critical examinations of whether the application of least 
squares to import or export demand equations and the data 
available tended to bias the calculated international price 
elasticities towards zero (Orcutt (1950), Harberger (1953), 
Machlup (1950». Orcutt, one of the main critics, gives the 
following five reasons why the least squares estimates of 
the foreign trade price elasticities are biased towards zero. 
(i) Lack of independence between relative prices and 
the random deviations (shifts) in the import-
demand function (least-squares bias) 
(ii) Errors of observations in explanatory variables 
(iii) The use of aggregated data may give undue 
weight to goods with relatively low elasticities 
(iv) Short-run elasticities were measured and these 
tend to be lower than the long-run elasticities 
(v) Devaluation elasticities are larger than the 
estimated short-period elasticities, which reflect 
adjustment to small price changes. 
His arguments have stimulated a number of critical 
discussions (Prais (1962), Liu (1954), Klein at al (1961), 
K ( 'm p (1 9 6 2), !'j age e (1 9 7 5» and i t has bee n show nth a tun de r 
certain conditions the least squares procedure is reasonably 
applicable. The various sources of bias, except the simulta-
neity bias, are general methodological difficulties related 
to any application of econometric methods. 
As regards the least squares bias, Orcutt's argument 
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is that the quantity and the price variables satisfy not only 
the import demand equation but also the supply equation, and 
the price elasticity estimated by the method of least squares 
will be biased towards zero. However, according to Klein (1960, 
p. 871), "international trading relationships pitting a small 
country's demand or supply against an overwhelming world 
market may also properly be estimated by the ordinary method 
of least squares". In these cases, the import price can be 
treated as predetermined and the least squares bias is expected 
to be negligible or even zero. 
It will be argued that, for most categories of Greek 
imports, certain sufficient conditions for unbiasedness hold 
to a satisfactory approximation. Since the quantity and price 
variables satisfy both demand and supply relations, the least 
squares estimate of the price elasticity will in principle 
be a weighted average of a negative demand elasticity and a 
positive supply elasticity; that is, the estimate of the 
demand elasticity will be biased towards zero and in some 
cases the estimate may become positive. The estimated price 
elasticity will be nearer the demand elasticity the larger 
are the shifts in the supply schedule relative to those of 
the demand schedule. But the bias disappears completely if 
the supply ~chedule is perfectly elastic and the shifts in 
the supply curves are independent of the shifts in the demand 
curve. 
Greece does not possess any monopsonistic power in 
the world market and its imports constitute a very small 
proportion of the world's output. It follows that the Greek 
import supply functions must be highly elastic and without 
serious error they may be assmaed to be infinitely elastic. 
It is also expected that the shifts in foreign supply and 
Greek import demand will be independent. This is supported 
by the fact that the shifts in the supply curves of imports 
are determined largely by the changes in the general price 
levels in the exporting countries and are therefore quite 
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independent of the shifts in the demand curve of Greek imports. 
So Greece is a price taker and its import price can be treated 
as a predetermined variable. 
The general price level of Greece may also be consi-
dered as predetermined because it is largely determined by 
such broad factors as aggregate money income, total output, 
wage levels, and the general economic policy of Greece. There-
fore, the relative price (Pm/Pd ) entering the import demand 
equation may be treated as predetermined variable. 
The above can also be treated formally as follows. 
Consider the linearized version of our import demand function 
for a group of commodities. 
P 
m M - a O + a 1 I G + a 2P- + u d 
where u is an error term with zero mean. Under the assumption 
of the infinitely elastic supply function, the import price-
forming relation may be written as 
(3 ) Pm - S1 d + S2 Pw + v - w 
where d is the foreign demand, Pw is a general index of w 
prices in the rest of the world and v is an error term with 
zero mean. Consider now the foreign demand relation 
where i is the real income of the rest of the world and w w 
is an error term with expectation zero. Notice that the 
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variables of equations (3) and (4) are expressed as deviations 
from their respective means (lower-case letters stand for 
deviations). Substituting for d in (3), we have 
w 
Multiplying (5) by u and taking expectations we get 
(6) 
Since Greece is too small to affect world income and prices, 
it is reasonable to consider these variables as exogenous 
to our model; i.e. to treat E(i u) and E(p u) as taking zero 
w w 
values. Then (6) becomes 
Because of the different stages of economic deve-
lopment among Greece and its important trading countries as 
well as of their different relative sizes, it is rather 
expected that the shifts in foreign demand and Greek import 
demand will be independent; that is E(wu) = O. Moreover, if 
constant returns to scale prevail in the exporting industries, 
then the export supply will be infinitely elastic, i.e. 81~0 
(Kemp (1962), p. 14). Finally, the independence between the 
foreign supply and Greek import demand implies that E(vu)=O. 
Hence E(Pmu) = 0, suggesting that import prices can be consi-
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dered as predetermined. Since domestic prices are treated 
as predetermined too, the relative prices can also be treated 
as such. 
Moreover, as it can be observed, the above system 
is recursive and therefore the least-squares method is legi-
timate. In particular, expressing the import demand equation 
as 
m = a 1 i G + a 2Pm + a 3Pd + u 
and treating ig and Pd as exogenous, then with the assumption 
that in the import price equation (3) S1 = 0, the matrix of 
the coefficients of the endogenous variables is triangular. 
On the other hand assuming that constant return to scale 
prevail in the exporting industries, i.e. S1 = 0, allows us 
to treat E(vw) as taking zero value, that is the shifts in 
foreign demand are independent of the shifts in foreign 
supply. 7his in connection with the assumptions mentioned 
before on the independence among the errors of the import-
demand equation of Greece and the errors of the equations 
(3) and (4), gives a diagonal variance-covariance matrix of 
the disturbances. Hence the system is recursive and we can 
apply least-squares on each equation separately without any 
bias. 
We can also show that if the imported group of commo-
dities is quite small in relation to the income of Greece 
so that fluctuations in the demand for that particular cate-
gory of imports have a negligible effect on income or econo-
mic activity of Greece, then the income variable can be 
treated as a predetermined variable. This is supported by 
the fact that the bulk of the variation in income is 
usually attributed to changes in investment and goverrnent 
expenditures and therefore imports are not expected to have 
any noticeable feed back effects on income. For that reason 
it appears that the income variable may be approximately 
treated as a predetermined variable in connection with our 
import demand equations. 
Estimates of the coefficients of the Greek export 
demand equations are also obtained by the application of the 
method of least squares. Greece exports a small fraction 
of total world imports. Her international price system is 
fully reflected by world market prices, and therefore export 
prices are assumed to be exogenous variables (Klein at al 
(1961), p. 130). The rest of the ~ain variables influencing 
the foreign demand for Greek exports, such as world prices 
and world activity, are also exogenous. Thus, in the case 
of a small country like Greece with a small participation 
in the world trade, Orcutt's difficulties arising from the 
least squares bias are unimportant and even non-existent. 
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Orcutt's second point was that when the data contain 
errors of measurement due to misclassification, falsification, 
and faulty methods of index-number construction, the effect 
may be to bias the coefficients towards zero. The consequences 
from these errors depend on the assumptions made on the 
relations between the observation errors and the true values 
(see Johnston (1972), ch. 9, for a detailed treatment). 
Orcutt's argument is based on the assumption that errors 
in the quantity (dependent) variable are uncorrelated with 
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the observed price and income variables (Orcutt, 1950, p. 129). 
Kemp (1962) has shown that if the errors are independent of 
the true value of the price variables and the errors in the 
quantity variable are negatively correlated with the errors 
in the price variable, then the bias with which the price 
elasticities are estimated is not towards zero but towards 
unity. Therefore, since usually nothing is known about the 
true relationship between errors and true values, it is dif-
ficult to reach any conclusion. 
In his third point Orcutt argued that goods with 
relatively low elasticities are more heavily weighted in 
aggregated data than high-elasticity products. The use of 
aggregative price indexes may thus understate the true price 
elasticity. In this study we have adopted the one-digit SITe 
level of aggregation. This was largely dictated by the pre-
sentation of the basic data and we believe that the possible 
aggregation bias in the estimation of the price elasticities 
has been reduced satisfactorily. 
Orcutt's fourth point related to the fact that what 
was estimated in most studies was a short-run elasticity 
that would be expected to be lower than the long-run elasti-
city. Klein at al (1961, p.p. 135-136) argue that it is not 
possible to generalize about the relation between short-run 
and long-run elasticities, while Leamer and Stern (1970) 
describe the assumptions under which a short-run elasticity 
is meaningful. However, the estimation of short-run and 
long-run elasticities is related to the dynamic specifica-
tion of the import demand functions, and this has been 
discussed in the preceding sections. 
Finally, Orcutt's fifth point was that the price 
elasticity of demand for large price changes will generally 
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be higher than for small price changes observed in the used 
price series. Thus, extrapolating beyond the limits of sample 
experience might be dangerous. Although we agree with Orcutt's 
argument, in our case the sample runs from January 1954 to 
December 1976 and thus it allows for relatively large price 
changes. Therefore, extrapolating will be less dangerous 
and the standard error of forecast will be small. 
In conclusion, Orcutt's arguments seem to be over-
stated and in Prais's (1962, p. 575) words, "His arguments, 
taken by themselves, should thus be interpreted as being in 
favor of more careful research, rather than requiring its 
abandonment". We believe that prerequisite attention has 
been paid for a more careful research in this study, as far 
as possible. 
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CHAPTER V 
ThE ESTIMATED IMPORT DEMAND EQUATIONS OF GREECE 
The preceding chapter dealt with the empirical speci-
fication of dynamic models, with the adopted general hypothe-
sis to be tested as well as with the selection of the econo-
metric method to be used for testing that hypothesis. In the 
present and next chapters an attempt will be made to obtain 
the preferred specifications and their numerical estimates 
of the import and export demand functions of Greece, applying 
the model selection procedures described before. 
1. Statistical Data 
The data for imports used in this study are time 
series observations for the period 1954-1976. As regards the 
choice of the unit of observation, it was decided to use 
monthly data, instead of annual or quarterly data which have 
been employed by other researchers. Data before 1954 are not 
considered, firstly because they are not available on a 
monthly basis and secondly because during the period 1949-1953 
severe import restrictions were imposed by the authorities 
to check the large deficits in the balance of payments. In 
April 1953, the Greek currency (drachma) was devaluated by 
SO percent (the new official parity was set at drachmae 30 = 
u.s. $1 and the exchange rate remained unchanged till 1974 
when it was decided, due to the instability of u.s. dollar, 
to let drachma fluctuate according to a group of the most 
stable foreign currencies). Since then Greece has pursued a 
liberal import policy to the extent that only a very small 
proportion of imports requires import licences. 
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Six major groups of imported commodities are exami-
ned in this study: food, raw materials, fuels, chemicals, 
rnanufactures, and machinery and transport equipment. This 
classification coincides with the Standard International Trade 
Classification (the above groups are the corresponding SITC 
categories 0, 2, 3, 5, 6 and 7), and was largely dictated by 
the presentation of the basic data. The omitteu SITC cate-
gories (1, 4, 8 and 9) are not examined because Leing unimpor-
tant for Greek import trade, they are not listed for the 
period before 1972. They are, however, included in total 
imports. 
The basic statistical data of Greek imports were 
taken primarily from the Monthly Bulletin of External Trade 
Statistics of Greece, published by the National Statistical 
Service of Greece. Imports are valued on cost, insurance and 
freight (c.i.f.) basis, and are recorded at the clearance 
pOint of the Customs authorities. The trade statistics give 
volume indices of the Laspeyres type as well as price indices 
of the Paasche type for the total imports and the major 
groups of commodities mentioned above. The price indices are 
unit values obtained as the ratio of the current value of 
imports to their value at constant prices. Since the indices 
are given in three separate series based on 1954, 1961 and 
1970 prices respectively, continuous series for the sample 
pel-iod were obtained by splicing together the three separate 
series. 
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Furthermore, the import prices were adjusted for 
changes in duties and taxes, because, on the one hand some of 
the imported commodi ties are subj ect to specif ic tariffs and, 
on the other hand, all imports from the European Economic 
Community have been subject to a gradual tariff reduction 
since Greece's association with that area in November 1962. 
changes 
The current weighted import price index adjusted for 
in 
p 
a 
duties and taxes is given by 
E(p. + t. ) qin ln ln 
= E(piO + tiO) 
= 
qin 
Ep. q. + Et. q. ln ln ln ln 
- Et. oq. = Ep. oq. + 1 ln 1 ln 
Ep. q. 1 + (Et. q. /Ep. q. ) ln ln ln ln ln ln 
= 1 (Et·Oq· /Ep·Oq· ) Ep·Oq· + 1 ln 1 ln 1 ln 
1 + (Et. q. /Ep. q. ) 
III ln ln ln 
= p ·1+ (Et·Oq· /Ep'Oq'n) 1 ln 1 1 
= 
where, tin and tiO are the duties and taxes per unit of commo-
dity i for the current (n) and base (O) periods respectively, 
and P is the unadjusted import price index. 
Et·oq· 1 ln Assuming that ~ 
Ep·oq· 1 ln 
= P • 
1 + R 
( n ) 
1 + RO 
EtiOqiO 
EPiOqiO 
, we have 
d R are the ratios of duties and taxes to the where, Rn an 0 
value of imports at the current and base periods respectively. 
As it was mentioned in the preceding chapter, economic 
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theory suggests that the main determinants of the import 
demand for a COITmlodi ty or a group of cornrnodi ties are an income 
or activity variable and the import price relative to domestic 
prices. In the case of imported commodities which are objects 
of final consumption real disposable income should be selected 
as the income variable, while in the case of imported raw 
materials the level of activity of the consuming industry 
provides the proper activity variable. However in Greece 
monthly figures for income are not published and the index 
of industrial production or its appropriate component has 
been selected as an income-proxy (e.g. for imports of che-
micals the index of chemical production is employed as acti-
vity variable). The use of the index of industrial production 
as a proxy income variable is not unreasonable. In addition 
to the high intercorrelation between the real national product 
and the index of industrial production, the latter seems to 
be more plausible in the case of Greece, where the urban 
sector is the main source of demand for imported con@odities. 
To measure the substitutability between imported and 
domestically produced goods the import price, corrected for 
changes in duties and taxes, is usually deflated by a price 
index of domestically produced import competing products. But 
the limited competitiveness of Greece's production does not 
justify the application of this technique to the present 
case. Instead, considering that in a broader sense imports 
are competitive with all other domestically sold goods, the 
domestic wholesale price indices are the most appropriate 
deflators. The price series we used in this study are the 
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general index of wholesale prices and the corresponding indices 
for food, raw materials and finished goods according to the 
nature of the imported group of commodities. 
Apart from price and activity variables, other factors 
may also exert an influence on the import demand for a parti-
cular group of conwodities. In particular, receipts of the 
country from exports of goods and services were used as a 
proxy variable for the strigency of controls affecting imports. 
In other words this variable was introduced into the equations 
in order to measure the ability of the country to import. Also 
a time trend Vias included in the import demand equations to 
take account of any systematic changes in other influences 
which have not been introduced explicitly into the equations, 
as for example changes in tastes, technology and the like. 
However these variables failed to produce significant results 
because of the high intercorrelation between them and the 
index of industrial production. 
Finally, with respect to the rest of the data (domestic 
prices, activity variables, import duties and taxes etc.) the 
the principal sources are various issues of the Statistical 
Yearbook of Greece, the Monthly Statistical Bulletin of Greece, 
the Monthly Statistical Bulletin of Public Finance of Greece 
(all published by the National Statistical Service of Greece) 
and the Monthly Bulletin of the Bank of Greece. 
2. The Estimated Import Demand Equations of Greece for 
Major Groups of Commodities 
2.1. Import Demand Equations for Food (SITC: Section O) 
Imports of food amounted to 11.6 percent in the 
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value of the total imported goods over the period under consi-
deration. Imported food items, such as meat, dairy products, 
fish, cereals, animal feeds, coffee and cocoa account for 
more than 70 percent in the imports of food. 
The share of food in the total imports of goods 
decreased from 16.8 percent in 1954 to 9.4 percent in 1976 
(chapter II, table 3). During the same period the composition 
of imported food has been changed considerably. In particular, 
the share of meat in the total imports of food increased from 
5% in 1954 to 30% in 1976. This increasing import demand for 
meat is mainly attributable to the rise in the standard of 
living and to the inadequacy of the domestic supply to satisfy 
the increasing demand for this product. Imports of fish, which 
amounted to 11.2% of the total imported food in 1954, reduced 
to 5.4% in 1976 because of the development of the Greek 
fishery during the period under review. 
The share of cereals in the total imports of food 
remained more or less unchanged during the period 1954-76 and 
it averaged about 25 percent. However, the composition of 
imported cereals has been changed completely. For instance, 
iHlports of wheat unmilled which accounted for 23% of the 
total imported food in 1954 decreased to a negligible pro-
portion in 1976. Since the early sixties, Greece has become 
self-sufficient in wheat. This was mainly due to improved 
methods of agricultural production, such as better seeds, 
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use of fertilizers, and introductiQnof mechanization. On the 
contrary, the share of maize unmilled, which is used mainly 
as animal feed, in the impor~ of food increased from 0.5% 
in 1954 to 20% in 1976. During the same period the share 
of imported animal feeds increased from 0.6% to 7.8%. The 
above increasing demand for imported animal feeds is a result 
of the development of cattle-raising which in view of the 
increasing demand for meat, as mentioned before, has been 
expanded considerably. As a result, imports of live animals 
which accounted for 11.5% in total imports of food in 1954, 
reduced to 2.1% in 1976. 
In the early sixties three factories were established 
for the production of sugar from domestically produced sugar-
beet. Since then the domestic production of sugar has gradu-
ally increased and as a result the share of sugar in the 
imports of food decreased from 13.6% in 1954 to 1% in 1976. 
Finally, the imports of dairy products and coffee and cocoa 
remained almost unchanged and their shares in the imports of 
food were 12.7% and 9.8% respectively over the period 1954-
1976. 
This account of the composition of imported food 
implies that the increasing real income and the rise in the 
standard of living of the Greek people are the main reasons 
for the shift of import demand for food to items of higher 
quality such as meat, dairy products, coffee and cocoa, etc. 
Since the majority (about 60%) of ihlported food items 
108 
are not further processed in production, that is, they are 
objects of final consumption, the total index of industrial 
production, which is more closely related to real disposable 
income than any other index of industrial activity, has been 
selected as the income variable. Most of the imported food 
items, except coffee, cocoa and some other small items, are 
also produced at home. Therefore, to obtain the relative 
price variable the price index of imported food, adjusted 
for import duties and taxes, was deflated by the domestic 
wholesale price index of food. 
For the basic model, Sargan's maximum likelihood 
ratio gave a value of 1 .53 indicating that the log-linear 
form is preferred to the linear one. The least-squares esti-
mates of the basic equation obtained from seasonally adjusted 
data are as follows, with standard errors in parentheses: 
(1 ) 
where, 
m d log (Mf ) = 5.707 - 0.720 log (Pf/P f ) + 0.473 log(IP} 
(0.688) (0.131) (0.034) 
n= 263, R. S • S • = 1 8 • 970, R 2 = 0 . 594 1 D. W • = 1 . 71 4, X 2 (1 5) =34.655 
M
f 
- Index of volume of imported food 
pm _ Price index of imported food 
f 
pd = Domestic wholesale price index of food 
f 
IP = Total index of industrial production 
The price and income elasticity have the expected 
signs and they are highly significant. The Durbin-Watson 
2 
statistic is in the inconclusive range whereas the X (15) 
Box-Pierce test - statistic for a random correlogram gives a 
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value of 34.655 which is significant. Reestimating (1) subject 
to a simple ith order autoregressive error, we obtained a 
significant autocorrelation parameter for i - 1, 9 and 12. 
In all three cases the estimated elasticities were very close 
to the ones of equation (1) and the original equation, auto-
regressive specifications were accepted against the unre-
2 
stricted transformed equations - X (2): 0.983, 2.088 and 0.921 
respectively. This was the reason to consider a more general 
autoregressive form of order i, which finally was preferred 
anu in likelihood ratio tests the hypothesis that i=9 was 
accepted against other alternative values. 
The maximum likelihood estimates are: 
log (Mf ) 6.158 0.805 
m d 0.460 log(IP) (2) = - log (Pf/P f ) + 
(0.872) (0.165) (0.050) 
u t = 0.143 u t - 1 + 0.022 u t - 2 + 0.054 u t - 3 + (0.063) (0.063) (0.063) 
+ 0.085 u t - 4 - 0.166 u t - 5 + 0.097 u t - 6 -(0.062) (0.062) (0.062) 
- 0.077 u t - 7 + 0.075 u t - 8 + 0.133 u t - 9 + E t (0.063) (0.063) (0.063) 
n=263, R.S.S. = 17.394, X
2 (15) - 6.863 . 
-
The test of the non-linear restrictions imposed by 
the autoregressive error specification (2) in the corresponding 
unrestricted transformed equation, which contains one up to 
m d 
9 months lagged values of the variables log (Mf ) , log(Pf/P f } 
} 1 of 20.687 for the X2(18) test sta-and log(IP , gave a va ue 
tistic, which is not significant; hence, the original equation, 
autoregressive error specification is preferred. 
consjdering now the "common factor" analysis, the 
general unrestricted dynamic model has the form 
(3) a(L)log(Mf ) = B1 (L)log(P~/P~)+B2(L)log(IP)+constant 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (3) gave an equa-
tion with 42 coefficients, most of which are insignificant 
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because of the collinearity between the different lags of the 
variables (n K 263, R.S.S. = 15.699, R2 K 0.664, D.W. = 2.019, 
2 X (15) = 4.656). 
The Wald test for a common factor polynomial of 
degree 13, gives a value of 12.092 for the X2(26) test stati-
stic which is not significant and this suggests that we should 
consider a structural equation form without any lags on the 
variables. In this case, as already mentioned, according to 
the likelihood ratio tests, the original equation with a 9th 
order general autoregressive error specification, is the 
preferred form. 
The v.lald test for a cornmon factor polynomial of degree 
12 gives a value of 3.903 for the X2 (24) test-statistic. The 
difference between the two X2 test statistics, i.e. X2 (26)-X 2 (24), 
which is distributed as X2(2) gives the significant value of 
8.189 and therefore in testing for am-degree cornmon factor 
polynomial the hypothesis that m=12 is accepted against m=13. 
This suggests, on the basis of the difference between m=12 
and m=13, that we require a structural equation form in which 
at least some of the variables of equation (1) have one extra 
lag. The same test was also applied in the simplified version 
of (3), since the preferred specification (2) showed that 
the initially extracted set of 13 common roots, contained 
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four zero-ones which shorten the lag length by four for every 
variable. Reestimating (3) allowing this time the scalar 
polynomials to be of order 9 and testing for m = 9 we obtained 
the non-significant value of 15.207 for the X2 (18) test-sta-
tistic. But testing for m = 9 against m - 8 we obtained the 
significant value of 12.515 for the X2(2) test-statistic. 
Experimenting with a structural equation which includes 
all variables lagged one month, only the lagged dependent 
variable produced a significant coefficient, and among other 
forms a simple 5th order autoregressive error process was 
preferred. 
The estimated equation is: 
( 4 ) log (M f ) = 5. 0 5 4 + o. 1 5 5 log (M f t -1) - O. 6 5 5 log ( ~ /P~) + 
(0.710) (0.060) , (0.126) 
n = 
+ 0.395 log(IP) 
(0.041) 
u t - - 0.133 u t - 5 + E t (0.061) 
263, R.S.S. = 18.288, X2 (15) = 25.843 
The X2(1) test statistic on P5 gave a value of 4.653 
which 1S significant compared with a X2 (1), 5% confidence 
limit of 3.84. The autoregressive error hypothesis is also 
accepted against the unrestricted transformed regression 
equation - X2(3) = 3.599. Thus, according to the Wald diffe-
rence criterion, specification (4) is the preferred form. 
In terms of residual variance model (2) is preferred to 
model (4) L (s equal to 0.069 and 0.071 respectively). Moreover, 
equation's (4) Box-Pierce test-statistic exceeds 24.996 
which is the 5% confidence limit for a X2 (15) and in fact 
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there are peaks in the residual correlograrn at lags 6, 8, 
and 9. Notice, however, that the long-run elasticities deri-
ved from equation (4) are very close to the elasticities 
given from the static equation (2). 
Turning now to a test of the seasonal adjustment of 
the data, we reestimated equation (2) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 4.130 for the F(11 ,240) test 
statistic which is highly significant. A significant value 
was also obtained in equation (4) - F(11,247) = 3.660. 
Finally, in both specifications (2) and (4), the log-linear 
form was preferred to the linear form according to the like-
lihood ratio tests. 
It appears from the above equations that imports of 
food are treated as essentials by the Greek consumer. This 
is not a surprise. The income elasticity of import demand 
for food is generally expected to be below unity. The 
increasing real income and the rise in the standard of 
living are the main reasons that the imported food items 
although of higher quality (meat, fish, dairy products, 
coffee and cocoa, etc.) are not treated as luxuries by the 
Greek consumer. However, since industrial production has 
grown faster than national income, the income elasticity 
has been evidently underestimated (during the sample period 
national income and industrial production increased at an 
average annual rate of 6.3% and 8.4% respectively). 
The price elasticity estimated from equation (2) 
is highly significant and it amounts to -0.805. It appears, 
then, that some degree of substitutability exists between 
imported and horne produced food. This was expected since, 
as already mentioned, most of the imported food items are 
also produced at horne. Moreover, the increasing demand for 
higher quality goods and the increasing inadequacy of the 
~omestic supply to meet it justify a price elasticity of 
less than unity. 
2.2. Import Demand Equations for Crude Materials 
(SITC: Section 2) 
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For the period under review imports of crude materials 
accounted for about 10 percent of the value of total imported 
goods. This group includes a variety of commodities, but the 
bulk of imported crude materials consists of hides and skins, 
wood (rough and simply worked), pulp and waste paper, wool, 
synthetic fibres, oil-seeds and fertilizers (the share of 
these items in the total imports of crude materials averaged 
at about 73 percent during the period 1954 - 76 and their 
individual shares were 6%, 22%, 9%, 20%, 7%, 4%, and 5% 
respectively) . 
Imported crude materials are used to a large extent 
as inputs by the industrial sector towards the production 
of final goods. Therefore, the level of industrial production 
appears to be the most suitable activity variable. Changes 
in stocks may also have affected the import demand for crude 
materials during the sample period. Unfortunately, lack of 
data limits the possibility of measuring the influence of stock 
fluctuations. Finally, changes in relative prices, that is, 
the price index of imported raw materials corrected for 
duties and taxes relative to the domestic wholesale price 
level of raw materials, were introduced into the equation. 
Sargan's maximum likelihood ratio gave a value of 
1.46, for the basic equation, which clearly indicates that 
the log-linear form is preferred to the linear form. 
The least squares estimates of the basic model, from 
seasonally adjusted data, are as follows: 
11 4 
(1 ) log(M ) = 2.441 - 0.488 log (pm /pd ) + 0.923 log(IP) 
cm (0.818) (0.142) cm rm (0.039) 
where, 
2 2 
n= 2 6 3, RSS = 7 . 458, R = 0 . 922, D. W . = 1 . 536, X (1 5) = 11 3 . 673 
Mcm = Index of volume of imported crude materials 
P~m = Price index of imported crude materials 
pd = Domestic wholesale price level of raw materials 
rm 
IP = Index of industrial Production 
The price and income elasticities have the expected 
signs and they are significant. The Durbin-Watson statistic 
is significant revealing a first order serial dependence in 
the residuals. But higher order autocorrelations are also 
present in the residuals as is suggested by the highly 
significant value of the X2 (15) Box-Pierce test - statistic 
for a random correlograrn. In fact there are autocorrelations 
bigger than twice their standard errors in the residual cor-
relogram at lags 1, 2, 3, 4, 6, 7, 8, 9, 11 and 12. Reesti-
mating equation (1) subject to a simple £th order auto-
regressive error, we obtained, as expected, a significant 
autocorrelation parameter for the values of i corresponding 
to the aforementioned autocorrelations in the residual cor-
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relogram. In all cases, except for i = 3 and 4, the original 
equation, autoregressive error specification was accepted 
against the unrestricted transfoDmed equation. 
The above indicate that a general autoregressive 
error scheme would be more appropriate. So we reestimated 
(1) allowing this time the error term to follow a general 
ith order autoregression which finally was preferred and in 
likelihood ratio tests the hypothesis that i = 11 was accep-
ted against other alternative values. 
(2) 
The maximum likelihood estimates are: 
m d 10g(M ) = 1.316 - 0.264 10g(P IP ) + 0.939 10gIP) 
cm (1 . 0 4 7 ) (0. 1 7 9 ) cm rm (0 . 0 7 4 ) 
u t = 0.144 u t - 1 + 0.173 u t - 2 + 0.090 u t - 3 
+ 
(0.062) (0.063) (0.064) 
+ 0.086 u t - 4 - 0.084 u t - 5 + 0.068 u t - 6 
+ 
(0.064) (0.064) (0.065) 
+ 0.038 u t - 7 + 0.006 u t - 8 + 0.061 u t - 9 
-
(0.065) (0.065) (0.065) 
- 0.038 u t - 10 + 0.178 u t - 11 (0.064) (0.063) 
n = 263, R.S.S. = 6.149, X2 (15) = 8.805 
The test of the non-linear restrictions, imposed in the 
estimation of the general autoregressive error specification 
2 . . (2), gave a value of 25.249 for the X (22) test-statlstlc, 
which is not significant; hence, the original equation, 
autoregressive error specification is preferred. 
As can be seen from equation (2), if it were not for 
the significant coefficient of u t - 11 ' a lower order general 
autoregressive scheme would be the preferred form. But all 
the likelihood ratio tests which test jOintly the signifi-
cance of the autoregressive parameters give significant 
values for the corresponding X2 test statistics at the 5% 
size of the test. Only for the hypothesis P5 = P6 = .... _ 
= P11 = 0 the likelihood ratio test gives a value of 14.485 
for the X2(7) test statistic which is just significant com-
pared with a X2 (7), 5% confidence limit of 14.067. Estima-
tion subject to a general 4th order autoregressive error 
scheme yields: 
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(3 ) m d log (Mcm) = 1.576 - 0.322 10g(P IP ) + 0.942 10g(IP) 
(1 . 0 6 9 ) (0 . 1 8 6 ) ern rm (0 . 0 58 ) 
u t = 0.143 u t - 1 + 0.196 u t - 2 + 0.101 u t - 3 + (0.062) (0.063) (0.063) 
+ 0.109 u t - 4 (0.063) 
n = 263, R.S.S. = 6.497, X 2 (15) = 21.384 
Turning now to a test of the non-linear restrictions 
imposed in estimation we find that the original specification, 
autoregressive error hypothesis (3), is rejected in favor 
of the lagged structural equation (X 2 (8) = 20.521). So, the 
preferred form, after dropping some non-significant variables, 
is 
(4 ) log (M ) = 0.992 + 0.199 log (Mcm t-2) + 0.172 10g(M t-3)+ 
em (0 . 778) (0 . 060) , (0 . 059) em, 
m d 
+ 0.165 10g(M t-4) - 0.203 10g(P IP ) + 
em (0.137) em rm (0.060) , 
+ 0.437 10g(IP) 
(0.079) 
2 2 
n=263, RSS=6.292, R =0.934, D.W.=1.781, X (15)=16.682 
So if it were not for the significant coefficient of 
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u t - 11 in equation (2), the lagged structural equation (4) 
with white noise errors would be the preferred form. However, 
since all the tests are performed at the conventional 5% 
level of significance, specification (2) should be retained 
as the preferred form. Notice, however, that in terms of 
residual variance model (4) provides a slightly better fit 
giving s2 0.0245 instead of 0.0247 of model (2). 
Following now the 'common factor" analysis we begin 
with the general unrestricted dynamic model 
(5 ) a (L) log (M ) = f3 1 (L) log (pm /pd ) + f3 2 (L) log (IP) + cm cm rm 
+ constant 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (5) gave an equa-
tion with 42 coefficients from which only the coefficients 
of 10g(M ) lagged 2 and 11 periods as well as the coeffi-
cm 
cient of log (IP) were significantly different from zero 
2 2 (n = 263, R.S.S. = 5.358, R = 0.944, D.W. = 1.964, X (15) = 
= 5.548). This suggests that the model can be simplified 
and the Wald test for a common factor polynomial confirms 
this view. Testing for a common factor polynomial of degree 
13 we obtained a value of 17.106 for the X2(26) test-sta-
tistic which is not significant. So a structural equation 
forrn without any lags on the variables should be considered, 
and the already estimated original equation, autoregressive 
error specification (2) is the preferred form. 
The Wald test for a con®on factor polynomial of 
degree 12 gives a value of 4.780 for the X2 (24) test sta-
2 
tistic. Thus, the difference between the two X test-sta-
tistics, i.e. X2 (26) - X2 (24), gives a value of 12.326 for 
the X2(2) test-statistic which is highly significant. This 
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implies that, if the true degree m of the common factor poly-
nomial is less or equal to 12, the difference Wald test is 
valid and the hypothesis that m = 13 should be rejected in 
favor of m = 12. Hence, we require a structural equation 
form in which at least some of the variables of equation (1) 
have one extra lag. Among all the variables lagged one month, 
only the lagged dependent variable produced a significant 
coefficient, and estimating subject to an autoregressive 
error term, a 12th order general autoregressive form was 
preferred. 
The maximum likelihood estimates are: 
(6) log (Mcm) = 0.613 + 0.718 log(M t-1)-(0 . 54 7 ) (0 . 1 0 9 ) cm , 
_ 0.122 log (pm /pd ) + 0.262 log(IP) 
(0 . 0 9 7 ) cm rm (0 . 1 0 5 ) 
u t = - 0.61 3 u t - 1 - 0.253 u t - 2 - 0.065 u t - 3 
+ 
(0.124) (0.156) (0.142) 
+ 0.097 u t - 4 + 0.008 u t - 5 + 0.089 u t - 6 
+ 
(0.112) (0.086) (0.078) 
+ 0.097 u t - 7 + 0.070 u t - 8 + 0.120 u t - 9 
+ 
(0.076) (0.076) (0.077) 
+ 0.006 u t - 10 (0.077) 
+ 0.150 u t - 11 (0.075) 
+ 0.1 59 u t - 12 (0.064) 
n = 263, R.S.S. = 5.998, X
2 (15) = 3.622 
The test of the non-linear restrictions i@posed in 
2 
estimation gives a value of 27.944 for the X (24) test-sta-
tistic which is not significant; hence, the original equa-
tion, autoregressive error specification is preferred. We see 
that in equation (6), suggested by the Wald difference crite-
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rion, the coefficient of log(M
cm
,t_1) is highly significant 
revealing a partial adjustment mechanism. It appears, also, 
that the coefficient of adjustment is rather small (0.282) 
producing a slow adjustment of current demand to long-run 
import demand. The long-run income elasticity is almost 
identical to the one estimated by the static model(2). But 
there is divergence between the estimated price elastici-
ties (-0.434 and -0.264 respectively). However, in both 
equations the price coefficient is non-significant. In terms 
of residual variance model (6) provides a slightly better 
fit giving s2 0.0243 instead of 0.0247 of the model (2). 
To test the seasonal adjustment of the data we reesti-
mated both equations (2) and (6) using unadjusted data. In 
the case of model (2) the F-test constructed from the cor-
responding residual sums of squares gave a value of 2.434 
for the F(11,23B) test-statistic which is significant. But 
as far as model (6) is concerned the F-test gave a value 
of 1.577 for the F(11 ,236) test statistic which is not signi-
ficant. Equation (6) estimated from unadjusted data gives: 
(7 ) log(M ) = 0.365 + 0.750 log(M m t-1) -
crn (0 . 4 B 4 ) (0. 0 81 ) c , 
m d 
- 0.079 log(P /P
rrn
) + 0.242 log(IP) 
(0.OB6) crn (0.091 ) 
= - 0.662 u t - 1 - 0.315 u t - 2 - 0.134 u t - 3 + (0.102) (0.135) (0.132) 
+ 0.015 u t - 4 - 0.001 u t - 5 + 0.122 u t - 6 + (0.115) (0.095) (0.OB4) 
+ 0.171 u t - 7 + 0.OB9 u t - B + 0.095 u t - 9 -(0.079) (0.079) (O.OBO) 
- 0.019 u t - 10 + 0.097 u t - 11 + 0.1BO u t - 12 (O.OBO) (0.077) (0.064) 
2 
n = 263, R.S.S. = 6.438, X (15) = 3.297 
which is also accepted against the unrestricted transformed 
2 
equation (X (24) = 36.187) and its estimated coefficients 
are similar in value to the ones of equation (6). 
The industrial production elasticity estimated by 
equation (2) is highly significant, while its size slightly 
below unity is in agreement with a priori expectations. The 
volume of imported raw materials is expected to change in 
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much the same proportion as the level of industrial production 
and the above income elasticity confirms this proportiona-
lity hypothesis. 
The price elasticities estimated from models (2) 
and (7), although with the right sign, do not differ signi-
ficantly from zero. This indicates that changes in relative 
prices exert a small influence on the demand for imported 
raw materials. This is not unreasonable. The import demand 
for raw materials is in the nature of derived demand and 
most imported items in this group are specialized materials 
with limited substitutability. Moreover, industrialization 
of the country generates a high demand for raw materials 
which, since are not produced at home, it is justified to 
be price inelastic. 
2.3. Import Demand Equations for Fuels (SITe: Section 3) 
The share of fuels in the value of total imports 
of goods averaged about 11 percent during the period 1954-
1972, and about 19 percent during the period 1973 - 1976 
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when the prices of crude oil increased considerably. This 
group includes such items as coal, coke crude petroleum and 
petroleum products. Greece, since 1959, has started to ope-
rate a number of state oil refineries and as a result of that 
most of the petroleum products are domestically produced 
by refining of imported crude petroleum. Therefore, crude 
petroleum only, makes up about 90 percent of the imported 
fuels. 
Since fuels are not produced at home, to obtain the 
relative price variable the price index of imported fuels, 
adjusted for import duties and taxes, was deflated by the 
general inuex of wholesale prices, and the index of industri-
al production has been selected as income - proxy. 
Apart from the above explanatory variables, the 
relative progress in industrialization and modernization of 
the country and the increasing availability of hydroelectric 
energy may have affected the import demand for fuels during 
the sample period. However, experiments made with a time 
trend accounting for the effect of these influences did not 
produce significant results because of the high intercorre-
lation between the index of industrial production and the 
time variable. 
According to the likelihood ratio test, performed 
in the basic form presented below, the log-linear form was 
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preferred to the linear form. However, all the minimization 
algorithms which are utilized by Hendry's program, for the 
estimation of general autoregressive schemes of the distur-
bances, failed to produce acceptable results when we used 
logarithms of the variables, because of different local mini-
ma. Therefore, the linear form was adopted for this group of 
imported commodities. 
Using seasonally adjusted data, the least squares 
estimates of the basic equation are as follows, with standard 
errors in parentheses: 
where, 
m d Mf = - 26.357 + 0.053 (P f IP ) + 1 .279 IP u ( 9.558) (0.053) u g (0.065) 
n=263, RSS= 545131.411, R2=0.597, D.\,1.=1.808,X2 (15)=40.446 
Mfu = Index of volume of imported fuels 
P~u = Price index of imported fuels adjusted for 
import duties and taxes 
pd _ Domestic general index of wholesale prices g 
IP = Index of industrial production 
The price coefficient comes out with the wrong sign, 
but it is insignificant. As was mentioned before, the price 
of crude oil increased disproportionately in comparison with 
domestic prices during the period 1973-1976, and that caused 
the relative prices to increase and fluctuate at a higher level 
than the period before 1973. On the other hand, during the 
period 1973-1976, imports of fuels increased because of other 
non-price reasons. In particular, two new refineries were 
established in 1972, whose products (petroleum products refined) 
were intended mainly for export (see table 3, chapter II). 
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This implies that an upward shift occured in the import demand 
equation for fuels, and to take account of this structural 
change, we introduced into our equation a dummy variable 
taking the value one for the period 1973-1976 and zero outside 
it. 
(1 ) 
where, 
The new estimated equation is: 
Mfu = 10.183 - 0.081 (14.988) (0.068) 
(pm /pd) + 0.957 IP + 46.726 D 
fu g (0.122) (14.928) 
2 2 
n=263, RSS=525260.360, R =0.611, D.W.a:1.865, X (15)=44.848 
D = 1 for 1973 - 1976 and 0 elsewhere 
The income and the price coefficients have the expected 
signs, but the price coefficient is still insignificant. The 
elasticities computed at the pOint of the sample means are 
0.916 and -0.138 respectively and they are in general agree-
ment with a priori expectations. Since fuels are used by both 
consumers and producers and considering the progress in indu-
strialization, an income elasticity in the neighbourhood of 
unity is reasonable. Also it is a priori expected imports of 
fuels to be price inelastic because fuels are not produced 
at horne and are considered as necessities. The significant 
positive coefficient of the dummy variable indicates an upward 
shift of the regression plane during the years 1973-76, causing 
also a significant reduction in the residual sum of squares 
(RSS). The Durbin-Watson statistic is still non-significant 
revealing a first order serial independence in the residuals 
and according to the conventional criteria the estimates are 
acceptable. 
But the X2 (15) Box-Pierce test statistic for a random 
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correlograrn gave a value of 44.848 which is highly significant 
and in fact there is a peak in the residual correlograrn at lag 
12. So we reestimated the above equation allowing the error 
term to follow a simple tth order autoregressive process and 
exper irllents were made for values of R. from 1 to 13. As it was 
expected, according to the likelihood ratio or the asymptoti-
cally equivalent t test, only for the 12th order autoregres-
sive process we obtained a significant autocorrelation para-
meter. 
The maximum likelihood estimates are 
(2) Mfu = 20.898 - 0.156 (P~ /pd ) + 0.946 IP + 47.347 D (16.048) (0.073) u g (0.142) (15.189) 
0.367 u t - 12 + £t (0.060) 
n = 263, R.S.S. = 459019.573, X2 (15) == 15.619 
The X2(1) test on P12 gave a value of 35.453 which is highly 
significant. The standard errors of the estimated coefficients 
have increased, indicating that were initially underestimated 
in the presence of autocorrelated errors. Also, all the coeffi-
cients came up almost with the S~le values as in (1) with an 
exception the price coefficient which increased in absolute 
value and became significant. 
The test of the non-linear restrictions imposed by the 
autoregressive error specification (2) in the corresponding 
unrestricted transformed equation, which contains twelve months 
lagged values of the variables Mfu ' (P~u/P~) and IP, gave a 
value of 3.105 for the X2(2) test statistic, which is not signi-
ficant; hence, the original equation, autoregressive error spe-
cification, is preferred. 
1 25 
Due to the collinearity between current and lagged 
values, the coefficients of the price and income variables 
came out either with wrong sign or insignificant in the UTE. 
Only the coefficient of the dependent variable lagged 12 months 
was significant. Reestimating the UTE after dropping the nonsi-
gnificant variables we obtained the following equation: 
(3) Mfu = 15.507 + 0.338 M - 0.122 (P~ /pd ) + (14.202) (0.059) fU,t-12 (0.064) u g 
+ 0.640 IP + 35.033 D 
(0.127) (14.033) 
2 2 
n=263, RSS=466011.288, R =0.655, D.W.-1.877, X (15)-14.094 
which, while appearing acceptable on conventional criteria, has 
a bigger RSS than the autoregressive specification (2). This was 
expected since equation (2) is preferred according to the like-
lihood ratio test. 
Considering now the "corrunon factor" analysis, the gene-
ral unrestricted dynamic model has the form 
(4) m d a (L) Mfu = J3 1 (L) (P fu/P g) + S2 (L) IP + constant + cD 
where the scalar polynomials in the lag operator L are of order 
13. The least squares estimates of (4) gave an equation with 43 
coefficients, most of which are insignificant (and with wrong 
signs) because of the collinearity between the different lags 
of the variables ( n = 263, R.S.S. = 370685.572, R2 - 0.726, -
D.W. - 2.009, X2 (15) = 5.271) . 
-
The Wald test for a corrunon factor polynomial of order 
13, gives a value of 21.874 for the X2(26) test statistic which 
is not significant and this suggests that we should consider a 
structural equation form without any lags on the variables, and 
an autoregressive error specification, at least in the first 
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instance, of general 13th order form. The simultaneous estima-
tes of the regression coefficients and the autocorrelation 
parameters are: 
(5) Mfu = 23.684 - 0.177 (P~ /pd) + 0.944 IP + 48.947 D (16.101) (0.081) u g (0.161) (17.064) 
u t = 0.045 u t - 1 - 0.001u t _2 - 0.025 u t - 3 - 0.032 u t
-
4 (0.064) (0.061) (0.062) (0.062) 
- 0.052 u t - 5 - 0.038 u t - 6 + 0.065 u t - 7 - 0.065 u t - 8 -(0.062) (0.062) (0.062) (0.062) 
- 0.006 u t - 9 + 0.099ut _10 + 0.076u t _11 + 0.351ut _12 -(0.062) (0.062) (0.062) (0.062) 
- 0.030 u t - 13 (0.066) 
n = 263, R.S.S. = 441767.247, X2 (15) = 8.345 
The hypothesis that P1 = P 2 = ... = 011 = 013 = 0 in (5) 
is accepted (X 2 (12) = 10.075) and so the simple 12th order auto-
regressive specification is preferred. Moreover, the general 
autoregressive error hypothesis (5) is rejected in favor of the 
general unrestricted transformed regression equation (4): X2 (26)= 
46.138. 
The corresponding Wald test for a cornmon factor polyno-
mial of degree 12 gave a value of 4.718 for the X2 (24) test 
statistic which of course is not significant. But the difference 
between the two x2 test statistics, i.e. X2(26) - X2 (24), which 
is distributed as X2(2) gives the significant value of 17.156 
and this suggests that we require a structural equation form 
in which at least some of the variables of equation (1) have one 
extra lag. However, experiments made with one period lagged 
values of the variables, and 12th order simple or general auto-
regressive error specifications, failed to produce significant 
results (i.e. in all cases the coefficients of the lagged vari-
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abIes were insignificant). 
An alternative autoregressive error specification which 
is also in agreement with the Wald criterion indication for a 
common polynomial of order 13, is the multiplication of the 
first order and 12th order quasi-difference operators, namely, 
The estimated equation is: 
(6) Mfu = 17.840 - 0.169 (pm /pd) + 0.993 IP + 46.596 D (15.340) (0.075) fu g (0.137) (14.698) 
( 1 - 0.039 L) ( 1 - 0.355 L12) u t = Et (0.051) (0.061) 
n = 263, R.S.S. = 458432.579, X 2 (1 5) = 13.841 
The above specification (6) is accepted against the 
lagged structural equation which contains one, twelve and thir-
teen months lagged values of the dependent, price and income 
variables - X2 (7) = 7.457. However, the hypothesis that P1 = 0 
is accepted (X 2 (1) = 0.337) and specification (2) is still 
preferred. This was expected since the most of the reduction in 
the residual sum of squares of the original structural equation 
(1) is achieved in both cases (5) and (6) from the highly (and 
unique) significant value of P12 . 
The non-significant value of P 
13 
in (5) and the non-
significant autocorrelation coefficient P1 in (6) indicate that 
the existing common polynomial of order 13 contains one root 
equal to zero and twelve non-zero ones. To verify that we reesti-
mated the general unrestricted equation (4) allowing this time 
the scalar polynomials in the lag operator L to be of order 12 
(n = 263, R.S.S. = 372791.986, R2 = 0.724, D.W. = 1.968, X2 (15)= 
5.555). The likelihood ratio test between the two general 
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unrestricted forms gives the non-significant value of 1.490 
2 
for the X (3) test-statistic, which shows that the common root 
of zero shortens the lag length by one for every variable. 
The Wald-test for a common factor polynomial of degree 
12 gives a value of 22.764 for the X2 (24) test statistic which 
is not significant, and that indicates again that we don't requi-
re any lags in the structural equation. Allowing now the error 
term to follow a general 12th order autoregression we obtained 
the following estimates: 
(7 ) = 24.219 - 0.189 (pm /pd) + 0.961 IP + 46.836 D 
(16.645) (0.085) fu g (0.172) (17.208) 
u t = 0.038 u t - 1 - 0.0003 u t - 2 - 0.023 u t - 3 - 0.029 u t - 4 -(0.061) (0.061) (0.062) (0.062) 
- 0.046 u t - 5 - 0.036 u t - 6 + 0.070 u t - 7 - 0.060 u t - 8 -(0.062) (0.062) (0.062) (0.062) 
- 0.0005u t _ 9 + 0.105ut _10 + 0.079u t _11 + 0.354 u t - 12 (0.062) (0.062) (0.062) (0.062) 
2 
n = 263, R.S.S. = 442125.244, X (15) - 9.134 
Here again, the hypothesis that P1 = ... = P11 = 0 is 
acceptea (X 2 (11) = 9.862) and the simple 12th order autoregres-
sive error specification is preferred. Also, specification (7) 
is rejected in favor of the unrestricted transformed equation 
(X 2 (24) = 44.861). 
The above empirical analysis indicates that the overall 
dynamics in the import demand equation for fuels is of 12th 
order. As regards the systematic dynamics we see that this is 
due to the significant coefficients of the 12 month lagged vari-
abIes and mainly to the highly significant value of the coeffi-
cient of the lagged dependent variable. The F-test on the coeffi-
cients of the variables lagged one up to 11 months gives a value 
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of F(33,212) = 1.393 which is not significant and the unre-
stricted transformed equation which contains only the current 
and 12 periods lagged values of all the variables is accepted 
against the general unrestricted equation (4) (the corresponding 
X
2 (33) test-statistic gives a value of 51.618 which is not 
significant at a 2% size of the test). This is in agreement 
with the fact that the simple 12th order autoregression form 
is preferred to the general scheme (7). But, as already mentio-
ned, the non-linear restrictions imposed in the estimation of 
the simple 12th order autoregressive form are accepted and 
therefore equation (2) is our data generation process. This is 
in agreement with the Wald criteria of the cornmon factor ana-
lysis which suggested that we require a structural equation 
without any lags on the variables and with an autoregressive 
process in the disturbances. So the overall dynamics in the 
equation is expressed only through error dynamics. 
According to the likelihood ratio test, performed in 
the preferred equation (2), the log-linear form is preferred to 
the linear form. However, a straightforward shift from the 
linear form to the log-linear one is not possible, because in 
the log-linear version of (2) the autoregressive error hypo-
thesis is rejected in favor of the unrestricted transformed 
equation (X 2 (2) = 17.324). Moreover, the log-linear form of the 
basic equation possesses also a significant 3rd order autocorre-
lation in the disturbances which is also rejected in favor of 
the unrestricted transformed equation (X 2 (2) = 33.750). Thus 
the preferred form when we use logarithms of the variables is, 
after dropping the non-significant variables, 
1 30 
log (Mfu ) = 2.423 + 0.201 log{Mf t 3)+0.189 log(M )-(0.910) (0.060) u, - (0.060) fu,t-12 
- 0.330 log{P~ /pd) + 0.375 log (IPt-3) + 0.586 D 
(O . 1 27 ) u g (O . 11 9 ) (O . 1 50) 
2 2 
n = 2 6 3, RS S = 5 6 . 01 9, R = 0 . 6 6 2, D. W . = 1 . 81 6, X (1 5 ) = 1 4 . 3 2 4 
which reveals a stronger price effect than the (preferred) 
linear form. But since a complete empirical analysis using 
logarithms of the variables is not possible, as it was mentioned 
in the beginning of the section, we believe that the preferred 
form based on the levels of the variables should be retained. 
Turning now to a test of the seasonal adjustment of the 
data, we reestimated equation (2) using unadjusted data. The 
F-test constructed from the corresponding residual sums of 
squares gave a value of 4.191 for the F(11,247) test statistic 
which is highly significant. The maximum likelihood estimates 
of equation (2) including eleven seasonal durrunies were as follows: 
= 129.857 - 0.156 (P~ /pd) + 0.946 IP + 47.418 0 -
(21.440) (0.075) u g (0.145) (15.509) 
127.696 Q1 - 132.829 Q2 - 115.986 Q3 - 126.319 Q4-( 20.903) (20.624) (20.621) (20.615) 
103.062 Q5 - 121.796 Q - 133.030 Q7 - 140.572 Q8-(20.587) (20.605) 6 (20.626) (20.609) 
- 118.941 Q9 - 86.644 Q10 - 98.921 Q11 (20.584) (20.576) (20.610) 
u t =(g:~~f)Ut-12 + £t 
n = 263, R.S.S. - 457972.290, X2 (15) = 15.783 
There are small differences between the above estimated 
coefficients and the corresponding ones of equation (2), due to 
the fact that seasonal adjustment in the latter case is based 
on the 276 observations of the sample, whereas in the first 
case the coefficients of Q's are estimated from the last 263 
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observations of our sample. 
The income and price elasticities computed from equa-
tion (2), at the point of the sample means are 0.906 and -0.264 
respectively. As it was mentioned before, an income elasticity 
in the neighbourhood of unity is acceptable. But the price 
elasticity is rather high for such a group of commodities as 
fuels which a priori are expected to be price inelastic and 
indicates a noticeable influence of relative prices on the 
import demand for fuels. However, since 1973 when the oil crisis 
began, Greek consumers have been facing a number of sucessive 
increases in the prices of fuels and their reaction to the 
price changes became more sensitive. Reestimating equation (2) 
for the period before 1973 we obtained the following estimates: 
(8) Mfu = 25.563 - 0.200 (P~ /pd) + 0.963 IP (23.341) (0.109) u g (0.183) 
u t = 0.472 u t - 12 + £t (0.070) 
n = 216, R.S.S. = 340726.063, X2 (15) = 20.746 
Here again equation (8) is accepted against the unre-
stricted transformed equation and the X2(1) test statistic on 
P12 gives the highly significant value of 38.881. The price 
coefficient is close to the previous one and it is also signi-
ficant at 7% size of the test suggesting that even with a stable 
regime in the prices of fuels a price effect exists. Taking 
also into consideration that about 50% of the imported fuels is 
used for transportation and heating (the other 50% is used in 
the industry and for the production of electric energy) the above 
estimated price elasticity is not unreasonable and suggests that 
it could be used as an excuse for import controls operating 
through tariffs. 
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2.4. Import Demand Equations for Chemicals (SITC: Section 5) 
Imports of chemicals include a wide variety of products 
ranging from raw chemical materials, utilized by the chemical 
industry, to chemical manufactures such as pharmaceutical 
products, manufactured fertilizers, inks, and perfumes and 
other cosmetics in general. This group accounted for about 
10 percent in the value of the total imported goods for the 
period 1954 - 1976. 
Since more than one-half of the imported chemicals 
are used as inputs by the chemical industry, the index of che-
mical production has been selected to represent the activity 
variable entering the import demand equation for chemicals. 
To obtain the relative price variable the price index of 
imported chemicals corrected for changes in duties and taxes 
was deflated by the domestic general index of wholesale prices. 
For the basic model, Sargan's maximum likelihood ratio 
gave a value of 1 .20 indicating that the log-linear form is 
preferred to the linear form. The basic equation estimated 
from seasonally adjusted data, is: 
(1) log (Mch) = (~:~~;)-(6:6~~) 109(P:h/P~} +(g:~~~) log(ICP} 
n=263, RSS=8.142, R2=O.944, D.W.=1.489, X2 (15) =77.678 
where, 
Mch - Index of volume of imported chemicals 
pm 
= Price ch index 
of imported chemicals 
pd 
= Domestic general index of wholesale prices 9 
ICP = Index of chemical production 
1 33 
It appears from the above estimated equation that the 
activity and price regression coefficients have the expected 
signs and they are highly significant. The Durbin - Watson 
statistic is significant revealing a first order serial depen-
dence in the residuals and the X2 (15) Box - Pierce test-stati-
~tic gives the highly significant value of 77.678. In fact 
there are peaks in the residual correlogram at lags 1, 6, 7, 
10, 11, 12 and 13. Taking these values for t, a significant auto-
correlation parameter was obtained when equation (1) was 
estimated subject to a simple £th order autoregressive pro-
cess. Also, in all cases, except for £ = 10, the original 
equation, autoregressive error specification was rejected in 
favor of the unrestricted transformed equation. But a general 
£th order autoregressive scheme in the errors seems to be 
more appropriate, which finally was preferred, and in like-
lihood ratio tests the hypothesis that £ = 12 was accepted 
against other values of £. 
The maximum likelihood estimates are: 
(2) m d log (M
ch) = 7.258 - 1.237 log (Pch/Pg ) + 0.671 log(ICP) (0.598) (0.115) (0.043) 
u t = 0.205 u 1 + 0.007 u t - 2 + 0.065 u t - 3 
-
(0.062) t- (0.063) (0.061) 
- 0.042 u t - 4 + 0.051 u t - 5 - 0.050 u t - 6 
-
(0.059) (0.060) (0.059) 
- 0.070 u t - 7 + 0.025 u t - 8 + 0.065 u t - 9 + (0.060) (0.059) (0.059) 
+ 0.144 u -10 + 0.047 u t - 11 + 0.204 u t - 12 (0.059) t (0.059) (0.058) 
2 
n = 263, R.S.S. = 6.661, X (15) = 7.109. 
The highly significant values of the first and twelve 
order autoregressive parameters P1 and P 12 suggest that the 
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factorised error specification 
might be more appropriate. The corresponding unrestricted 
transformed equation which contains the current and one, 
twelve and thirteen months lagged values of all the variables, 
was accepted against the general unrestricted dynamic model, 
in a F-test (F(30,210) = 1.285). Moreover, the Wald test on 
the validity of the non-linear restrictions (described in 
chapter IV) imposed by the factorised error specification, 
gave a value of 7.830 for the X2 (7) test-statistic which is 
not significant. However, all the minimization algorithms which 
are utilised by RALS failed to produce acceptable results 
because of different local minima, and so the above error 
specification was not considered. 
Turning now to a test of the non-linear restrictions 
imposed in estimation we find that the original specification, 
autoregressive error hypothesis (2), is rejected in favor of 
the unrestricted transformed equation (X 2 (24) = 45.041). This 
equation, containing one up to twelve months lagged values 
of all three variables and an independent error term, achieves 
a substantially lower residual sum of squares than the restric-
ted form given above, and so the preferred form, after dropping 
the non-significant variables, is: 
(3) log (M
ch ) = 7.503 + 0.170 10g(M h t-1) + 0.164 10g(M h t-12)-(0.736) (0.053) c , (0.046) c , 
m d m d 
- 1.102 log(P hiP) - 0.233 10g(P hiP )t-5 + 
(0.112) c g (0.106) c g 
+ 0.393 log(ICP)t_4 
(0.048) 
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n=263, RSS=6.723, R2=O.954, D.W.=1.869, X2 (15)=16.671 
Although the deflator is not the proper one, since 
due to data limitations a price index of domestically produced 
chemicals is not available, it is worthy to note that the 
estimated long-run price elasticity of -2.005 in equation (3) 
reveals a noticeable substitution effect. 
Before we consider the "common factor" analysis, we 
should mention that the seasonal adjustment of the data was 
not required at any stage of the above empirical analysis. 
In particular, for models (1), (2), (3) and for the general 
unrestricted dynamic model, the corresponding F - tests gave 
the values of 1.318, 0.600, 1.538 and 1.704 for the F(11 ,249), 
F(11 ,237), F(11,246) and F(11 ,213) test - statistics, respec-
tively, which are not significant. Thus, the above dynamic 
specification procedure was repeated using this time unadju-
sted data. Here again, among other forms, a general 12th order 
autoregressive process was preferred. 
The estimated equation is : 
(4 ) m d log (M
ch ) = 7.439 - 1.277 log(P hiP) + 0.673 log(ICP) (0.591) (0.113) c g (0.039) 
u t = 0.200 u t - 1 + 0.005 u t - 2 + 0.065 u t - 3 
-
(0.062) (0.063) (0.060) 
- 0.045 u t - 4 + 0.043 u t - 5 - 0.061 u t - 6 
-
(0.059) (0.059) (0.059) 
- 0.079 u t - 7 + 0.020 u t - 8 + 0.060 u t - 9 
+ 
(0.059) (0.059) (0.058) 
+ 0.139 u t - 10 + 0.048 u t - 11 + 0.228 u t - 12 (0.058) (0.059) (0.058) 
2 
n = 263, R.S.S. = 6.846, X (15) = 7.465 . 
The structural coefficients and autocorrelation 
parameters estimated above are almost identical to the ones 
136 
estimated by equation (2). Here again, in an attempt to esti-
mate the factorised error specification we failed to obtain 
acceptable results though, both the corresponding unrestricted 
transformed equation and the validity of the non-linear restric-
tions were accepted (F{30,221) = 1.005 and X2(7) = 7.273). 
The test of the non-linear restrictions imposed in 
estimation gave a value of 30.080 for the X2 (24) test-statistic 
which is not significant. Hence, for unadjusted data, the ori-
ginal equation, autoregressive error specification (4), is 
the preferred form. 
Considering now the "common factor" analysis, the 
estimated general unrestricted dynamic model has the form 
m d (~) a(L)log(M
ch) = ~1 (L)log(Pch/Pg ) + f3 2 (L)log(ICP) + 
+ constant 
where the scalar polynomials in the lag operator L are of 
2 
order 13 (n = 263, R.S.S. = 6.090, R = 0.959, D.W. = 2.016, 
X2 (15) = 9.292). The Wald test for a common factor polynomial 
of degree 13, gives a value of 16.347 for the X2(26) test -
statistic which is not significant. This suggests that a 
structural equation form without any lags on the variables 
and a general autoregressive error specification, i.e. model 
(4), should be considered as the data generation process. 
The Wald test for a common factor polynomial of degree 
2 
12 gives the (non-significant) value of 1.589 for the X (24) 
test statistic. Thus, the Wald difference criterion is equal 
to 14.758 and exceeds 5.99 which is the 5% confidence limit 
for a X2 (2), suggesting that we require a structural equation 
form in which some of the variables of equation (1) have 
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one extra lag. Reestimating the basic equation including this 
time all the variables lagged one month, only the lagged 
dependent variable produced a significant coefficient and on 
estimation subject to an autoregressive error term, a simple 
12th order autoregressive form was preferred. 
(6) 
The estimated equation is 
log (Mch) = 6.797 + 0.187 log(M h t-1) -(0.605) (0.053) C,. 
n EO 
m d 
- 1.196 log(P hiP) + 0.546 log(ICP) 
(0.111) c g (0.045) 
u t = 0.261 u t - 12 + £t (0.057) 
263, R.S.S. = 7.379, X2 (15) = 22.757 
which according to the Wald difference criterion is the pre-
ferred form. The X2 (1) test statistic on P12 gives a value 
of 18.913 which is highly significant. But the test of the 
non-linear restrictions imposed by the autoregressive error 
specification (6) gives a value of 10.685 for the X2(3) test 
statistic which is also significant. Hence, the original equa-
tion, autoregressive error specification, is rejected in 
favor of the more complicated lagged structural equation 
which,after dropping the non-significant variables, gives: 
(7) log (M
ch ) = 6.465 + 0.168 log(M h t-1) + (0.603) (0.052) c, 
m d 
+ 0.221 log(M h t-12) - 1.146 log(P hiP) + 
(0.045) c , (0.110) c g 
+ 0.369 log(ICP) 
(0.048) 
2 2 
n=263, RSS=7.252, R =0.951, D.W.=1.886, X (15)=19.174. 
We see that the introduction of one period lagged 
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values of the variables into the structural equation, as 
suggested by the Wald difference criterion, lead us to accept 
a more general lagged structural equation with an independent 
error term as the preferred form. We should mention that this 
is in agreement with our findings in the first stage of the 
~mpirical analysis where we considered only simple autore-
gressive forms in the residuals. In particular, when the 
original static model (1) was reestimated subject to a simple 
tth order autoregressive error process, in both cases for 
£ = 1 and 12 the original equation, autoregressive error hypo-
thesis was rejected in favor of the unrestricted transformed 
equation (X 2 (2) had the value of 8.586 and 10.359 respecti-
vely) revealing that autocorrelation derives from misspeci-
fied dynamics. However, as already mentioned, in likelihood 
ratio tests a general 12th order autoregressive form was 
preferred and therefore model (4) should be retained as the 
preferred specification. Moreover, in terms of residual 
variance equation (4) provides a slightly better fit giving 
s2 0.0276 instead of 0.0286 and 0.0281 of the models (6) and 
(7) respectively. Finally, in all specifications, i.e. 
(4), (6) and (7), the log-linear form was preferred to the 
linear form according to the likelihood ratio test. 
The above empirical analysis indicates that the 
overall dynamics in the import demand equation for chemicals 
is of 12th order. When 13th order general autoregressive 
scheme was estimated the hITOthesis that P13 = 0 was accepted 
(X 2 (1) = 0.812) indicating that the existing common polyno-
mial of degree 13 contains one root equal to zero which 
shortens the lag length by one for every variable in the 
general unrestricted dynamic model (5). This was confirmed 
by a F-test on the coefficients of the variables lagged 13 
months, which gave a value of 0.211 for the F(3,221) test-
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statistic which is not significant. As regards the systematic 
~ynamics we see that this is due to the significant coeffi-
cients of the one and twelve months lagged variables and 
particularly to the lagged values of the dependent variable 
(the F-test on the coefficients of the variables lagged two 
up to 11 months gives a value of F(30,224) = 1.020 which is 
. 
not significant). This reflects the fact that in the general 
autoregressive error form (4), in addition to P10' only P1 
and P12 are significant. But, since the non-linear restrictions 
imposed in the estimation of the general 12th order autore-
gressive form are accepted, the overall dynamics in the 
equation is expressed only through error dynamics. 
The estimated activity elasticity of 0.673 in equation 
(4) shows that imported chemicals are treated as essentials 
by the domestic chemical industry. This activity elasticity 
is rather low for such a group of commodities, the majority 
of which consists of raw chemical materials utilised by the 
chemical industry, and which are expected to change in much 
the same proportion as the level of chemical production. 
However, during the sixties several large plants were construc-
ted producing raw chemical materials, such as polysterene, 
phosphates, aluminium oxide, basic chemicals, petrochemicals, 
ammonia etc. Therefore, the below unity activity elasticity 
reflects the gradual shift of the demand from imported raw 
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chemical materials to domestically produced ones. 
On the other hand, an activity elasticity below unity 
shows that the growth rate of demand for imported chemical 
manufactures is less than the growth rate of demand for dome-
stically produced chemicals. But as far as it concerns the 
import demand for chemical manufactures, which amount to 
about 40% of the total imported chemicals, an activity variable 
which is a closer approximation to real income should be used 
as an income-proxy. In Greece, the chemical industry has 
advanced more rapidly than total industry (during the sample 
• period total industrial production and chemical production 
increased at an average annual rate of 8.4% and 11 .6% respecti-
vely) and therefore, with respect to the import demand for 
chemical manufactures, the income elasticity has been under-
estimated. Reestimating equation (4) using this time the index 
of total industrial production as an activity variable, we 
obtained an income elasticity of 1.0001 and taking into consi-
deration that industrial production has grown faster than 
national income, the income elasticity of imported chemicals 
is greater than unity. 
The price elasticity estimated by equation (4) is 
-1 .277 whereas the long-run price elasticities obtained from 
models (6) and (7) are -1 .471 and -1 .878 respectively, all 
being highly significant. These above unity price elasticities 
1 Here again a 12th order general autoregressive error form 
was preferred and the autoregressive error hypothesis was 
accepted against the unrestricted transformed equation 
(X 2 (24) = 20.470). 
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indicate that there are quite important substitution possi-
bilities between imported and home produced chemicals. This 
would be expected since, due to the rapid growth of the domestic 
chemical industry, most of the imported chemicals, and parti-
cularly chemical manufactures, are also produced at horne. 
2.5. Import Demand Equations for Manufactured Goods (SITe: 
Section 6) 
The share of imported manufactures in the value of 
the total imported goods decreased from 23.8% in 1954 to 15.3% 
• 
in 1976 and averaged 17.6% over the period 1954 - 1976. The 
bulk of imported manufactures consists of metals, textiles 
and clothing, and paper whose shares in the total imports of 
manufactures are about 50, 19 and 14 percent respectively 
during the period under review. The remainder of the group 
includes mainly, rubber, leather, wood and glass manufactures 
which during the above period amounted to about 5, 4, 3 and 2 
percent respectively of the total imported manufactures. 
vJe deal here wi th a heterogeneous group of commodi ties, 
which are destined for many different end uses. Imported manu-
factures include commodities which are objects of final con-
sumption as well as commodities which are used as inputs in 
consumer and producer goods industries. Therefore, the index 
of industrial production appears to be, in this group of 
imports, the most suitable income variable. 
Greece, according to the pattern of its industrial 
production, lies somewhere between the early stage of industri-
alization characterised by the development of textile and 
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other light consumer industries, and the latter stages of 
industrialization in which the production of capital goods, 
based on modern technology, is introduced. Consequently, it 
is expected that some degree of substitutability must exist 
between domestically produced and imported manufactures. To 
measure this substitutability, the price index of imported 
manufactures corrected for changes in duties ano taxes rela-
tive to the domestic wholesale price index of finished 
manufactures was introduced into the equation. 
Sargan's likelihood ratio test, performed in the 
basic model, gave a value of 1.39 indicating that the log-
linear form is preferred to the linear form. Using seasonally 
adjusted data, the least squares estimates of the basic equa-
tion are as follows: 
(1 ) 
where, 
m d log (M
mf ) = 5.243 - 0.958 log(P flP f) + 0.805 log(IP) (0.440) (0.095) m m (0.015) 
2 2 
n=263, RSS=4.436, R =0.930, D.W.=1.564, X (15)=80.857 
Mmf = Index of volume of imported manufactures 
pm = Price index of imported manufactures 
mf 
pd = Domestic wholesale price level of finished 
mf 
manufactures 
IP = Index of industrial production 
The activity and price elasticities obtained from the 
above estimated equation are highly significant and they have 
Both Durbl'n-Watson and x2'\15\, Box-Pierce the expected signs. 
test statistics are significant indicating that first order 
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as well as higher order autocorrelations are present in the 
residuals. In fact, apart from lags 9, 11, 12, 14 and 15, 
there are autocorrelations bigger than twice their standard 
errors in the residual correlogram at all other lags. Reesti-
mating equation (1) subject to a simple £th order autoregres-
sive error, we obtained, as it was expected, a significant 
autocorrelation parameter for the values of £ corresponding 
to the aforementioned autocorrelations in the residual corre-
logram. In all cases the estimated elasticities were very 
close to the ones of equation (1) and the original equation, 
autoregressive error specification was accepted against the 
unrestricted transformed equation. Also, in all the aforemen-
tioned equations, the X2 (15) Box-Pierce test-statistic for a 
random correlogram gave a significant value. 
The above indicate that a general autoregressive error 
scheme should be more appropriate. So we reestimated (1) allow-
ing this time the error term to follow a general £th order 
autoregression which finally was preferred and in likelihood 
ratio tests the hypothesis that £ = 4 was accepted against 
other alternative values. 
(2) 
The maximum likelihood estimates are: 
m d log (M
mf ) = 5.203 - 0.937 log (Pmf/Pmf ) + 0.793 10g(IP) (0.666) (0.143) (0.029) 
n = 
u t = 0.148 u t - 1 + 0.099 u t - 2 + 0.133 u t - 3 + (0.062) (0.062) (0.062) 
+ 0.132 u t - 4 (0.062) 
263, R.S.S. = 3.975, X2 (15) = 14.197 
The X2(4) test-statistic on the autocorrelation para-
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meters gave a value of 28.827 which is highly significant. 
The standard errors of the estimated coefficients have increa-
sed , indicating that were initially underestimated in the 
presence of autocorrelated errors, whereas the estimated coef-
ficients decreased in absolute value. 
The test of the non-linear restrictions imposed by 
the autoregressive error specification (2) in the corresponding 
unrestricted transformed equation, which contains one up to 
four months lagged values of all the variables, gave a value 
of 11.296 for the X2(8) test-statistic, which is not signi-
ficant; hence, the original equation, autoregressive error 
specification, is preferred. 
Considering now the "common factor" analysis we begin 
with the general unrestricted dynamic model, 
(3 ) 
+ constant 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (3) gave an equation 
with 42 coefficients from which only the coefficients of 
log (M
mf ) lagged four months as well as the coefficients of 
log (pm /pd ) and log (IP) were significantly different from 
mf mf 
2 2 
zero (n = 263, R.S.S. = 3.532, R = 0.944, D.W. = 1.994, X (15)= 
2.129). This suggests that the model can be simplified and 
the Wald test for a common factor polynomial confirms this 
view. Testing for a common factor polynomial of degree 13 we 
obtained a value of 10.060 for the X2(26) test-statistic 
which is not significant. This suggests that a structural 
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equation form without any lags on the variables, and a gene-
ral autoregressive specification, i.e. model (2), should be 
considered as the preferred form. 
The difference between the two Wald criteria which 
test for a common factor polynomial of degree 13 and 12 respec-
tively, gives a value of 7.120 for the X2(2) test-statistic 
which is significant. Thus on the basis of the Wald diffe-
rence criterion the hypothesis that a 13th degree cornmon factor 
polynomial exists should be rejected in favor of a cornmon 
factor polynomial of degree 12. This suggests that we require 
a structural equation form in which at least some of the 
variables of equation (1) have one extra lag. Among all the 
variables lagged one month, only the lagged dependent vari-
able produced a significant coefficient, and on estimation 
subject to an autoregressive error term, a 3rd order simple 
autoregressive form was preferred. 
(4 ) 
The estimated equation is: 
log (M
mf ) = 4.522 + 0.160 log(M f t-1} -(0.543) (0.057) m , 
n = 263, 
m d 
- 0.829 log(P flP f} + 0.674 log(IP} 
(0.113) m m (0.049) 
- 0.159 u t - 3 + £t (0.062) 
2 R.S.S. = 4.130, X (15) = 24.613 
which according to the Wald difference criterion is the pre-
ferred form. But, in a likelihood ratio test specification 
(4) is rejected in favor of the more complicated lagged 
structural equation (X 2 (3) = 11 .485}, which, after dropping 
the non-significant variables, gives: 
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(5) log (l-1mf ) = 3.564 + 0.117 log(M f 1) + (0.526) (0.059) m ,t-
+ 0.142 log(M f 3) + 0.128 log(M f 4)-(0.057) m ,t- (0.056) m ,t-
- 0.661 log (pmf/pd f ) + 0.490 log(IP} (0.106) m m (0.061) 
n=263, RSS=3.988, R2=0.937, D.W.=1.993, X2 (15}=19.474 
Thus, the suggestion from the Wald difference crite-
rion to introduce a first order systematic dynamics into the 
structural equation, leads us to accept the more general 
lagged structural equation (5) with an independent error 
term, as the preferred form. 
The above preferred specification (2) shows that the 
initially extracted set of 13 common roots contall~nine zero-
ones which, in the general unrestricted dynamic model {3}, 
shorten the lag length by nine for every variable. This was 
confirmed in a F-test on the coefficients of the variables 
lagged 5 up to 13 months, which gave a value of 0.609 for the 
F(27,210} test-statistic which is not significant. Reestima-
ting (3) allowing this time the scalar polynomials to be of 
order 4 and testing for a common factor polynomial of degree 
4, we obtained the non-significant value of 6.755 for the 
X2 (8) test-statistic. Also, the difference between the two 
Wald criteria which test for a common factor polynomial of 
degree 4 and 3 respectively, gives a value of 5.406 for the 
X2(2) test-statistic which is not significant. Thus, both 
the Hald and the difference Wald criteria, applied in the 
simplified version of (3), suggest that we require a struc-
tural equation form without any lags on the variables and 
the original equation with a general autoregressive error 
specification, i.e. model (2), is the preferred form. 
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Turning now to a test of the seasonal adjustment of 
the data, we reestimated equation (2) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 3.450 for the F(11 ,245) test sta-
tistic which is highly significant. Finally, according to 
Sargan's likelihood ratio test, performed in the preferred 
equation (2), the log-linear form is preferred to the linear 
form. 
The activity elasticity estimated by equation (2) is 
highly significant, while its size (0.793) below unity is 
not unreasonable. Most of the imported manufactures are semi-
finished goods which are used to a large extent as inputs by 
the industrial sector toward the production of final goods. 
These final goods as well as the imported manufactures which 
are objects of final consumption are not of the luxury type. 
However, since, as already mentioned, the industrial production 
has grown faster than national income, we would place the 
income elasticity of imported manufactures in the neighbor-
hood of unity which is reasonable. 
The price elasticity estimated from equation (2) is 
highly significant and it amounts to -0.937. This indicates 
that a noticeable substitutability exists between imported 
and home produced manufactures. This was expected since, as 
mentioned in the beginning of the section, many of the impor-
ted manufactured goods are also produced at home. However, 
the foreign-made manufactured goods imported in Greece are 
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usually more sophisticated and of greater variety than the 
home produced and this justifies a price elasticity of 
slightly less than unity. 
2.6. Import Demand Equations for Machinery and Transport 
Equipment Excluding Ships1 (SITe: Section 7) 
The share of imported machinery and transport equip-
ment, the largest group of Greek imports, in the value of the 
total imported goods increased from 17.4% in 1954 to 35.4% 
in 1972, and declined ever since, to reach 27.7% in 1976, 
whereas it averaged to 29% over the whole sample period. 
Capital goods make up more than 70 percent of this group, 
while the rest consists mainly of private passenger cars and 
domestic electrical equipment. 
Imported capital goods are destined to replace and 
expand the existing capital stock. Therefore, private fixed 
investment in plant and equipment seems to be the appropri-
at€ activity variable for this group of imports. Because of 
data limitations, however, the index of industrial production 
has been selected instead as the activity variable. But the 
selection of the index of industrial production as a proxy 
variable is not unreasonable. Most of the imported machinery 
1 Following traditional practice, shipping transactions, whose 
contribution in the relevant import class was 40% during the 
sample period, are not examined since they are nothing more 
than transfers of Greek-owned ships from a flag of convenience 
to the Greek flag. Moreover, it is not certain whether or not 
ships would remain under the Greek flag once they came under 
it. 
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is used by the industrial sector and private fixed investment 
is highly correlated with industrialization, that is, with 
the level of industrial production. 
The bulk of the imported commodities in this category, 
except some domestic electrical equipment, is not produced at 
horne. Thus, to obtain the relative price variable, the price 
index of imported machinery and transport equipment corrected 
for duties and taxes was deflated by the domestic general index 
of wholesale prices. 
According to the likelihood ratio test, performed in 
the basic model, the log-linear form was preferred to the 
linear form. However, all the minimization algorithms which 
are utilized by Hendry's program, for the estimation of 
general autoregressive schemes of the disturbances, failed 
to prOduce acceptable results when we used logarithms of the 
variables, because of different local minima. Therefore, the 
linear form was adopted for the imported commodity group 
under consideration. 
Using seasonally adjusted data, the least squares 
estimates of the basic equation are as follows: 
(1 ) 
where, 
m d Mmt ~ 39.258 - 0.426 (P tiP) + 0.940 IP 
(12.838) (0.091) m g (0.034) 
n = 2 6 3, R S S = 4 3 91 8 . 2 08, R 2 -= 0 . 9 28, D. W . = 1 . 5 61, X 2 (1 5) =8 4 . 4 6 0 
= Index of volume of imported machinery and 
transport equipment without ships 
pm = Price index of imported machinery and trans-
mt 
port equipment without ships 
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P~ - Domestic general index of wholesale prices 
IP - Index of industrial production 
The activity and price regression coefficients obtained 
from the above estimated equation are highly significant and 
they have the correct sign. The Durbin-Watson statistic is 
significant revealing a first order serial dependence in the 
residuals. The X2 (15) Box-Pierce test-statistic has a highly 
significant value indicating that higher order autocorrela-
tions are also present in the residuals. In fact, there are 
peaks in the residual correlogram at lags 1, 2, 3, 6, 7 and 
11. So we reestimated the above equation allowing the error 
term to follow a simple ~th order autoregressive process and 
experiments were made for values of ~ from 1 to 13. As it was 
expected, according to the likelihood ratio or the asympto-
tically equivalent t-test, we obtained a significant auto-
correlation parameter only for the values of ~ corresponding 
to the above peaks in the residual correlogram. In all cases 
the estimated structural coefficients were very close to the 
ones of equation (1) and, except for ~ = 2 and 7, the origi-
nal equation, autoregressive error hypothesis, was rejected 
in favor of the unrestricted transformed equation. The above 
indicate that a general ~th order autoregressive error process 
would be more appropriate, which finally was preferred, and 
in likelihood ratio tests the hypothesis that ~ = 3 was 
accepted against other alternative values. 
The simultaneous estimates of the regression coeffi-
cients and the autocorrelation parameters are: 
(2) Mmt = 46.180 - 0.470 (pm /pd) + 0.921 IP 
(14.411) (0.101) mt g (0.045) 
U t = 0.164 u t - 1 + 0.058 u t - 2 + 0.292 u t - 3 (0.060) (0.061) (0.060) 
n = 263, R.S.S. = 37802.252, X2 (15) = 15.682 
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Turning now to a test of the non-linear restrictions 
imposed in estimation we find that the original specification, 
autoregressive error hypothesis, is rejected in favor of the 
unrestricted transformed equation (X 2 (6) = 13.044). This 
equation, containing one, two and three months lagged values 
of all three variables and an independent error term, achieves 
a significantly lower residual sum of squares than the restric-
ted form given above. So the preferred form, after dropping 
the non-significant variables, is 
(3) Mmt = 28.079 + 0.168 M 1 + 0.274 M t t 3 -(12.064) (0.057) mt,t- (0.056) m , -
- 0.283 (pm /pd) + 0.522 IP 
(0.087) mt g (0.073) 
2 2 
n = 2 6 3, RS S = 3 7 6 7 6 . 4 07, R = 0 . 9 3 8, D. W • = 1 . 97 1 ,X (1 5) =1 9 . 645 
Following now the common factor analysis we begin 
with the general unrestricted dynamic model of the form 
(4) 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (4) gave an equa-
tion with 42 coefficients from which only the coefficients 
of M I d 0 e and three months as well as the coefficients mt agge n 
of IP lagged four months and (pm /pd) came out significant 
mt g 
2 
and with the correct sign (n = 263, R.S.S. = 30889.883, R 
2 0.949, D.W. = 2.036, X (15) = 3.114). 
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The table below gives the Wald criteria, as well as 
their successive differences, for a common factor polynomial 
of degree m and for m = 10, 11, 12, and 13. 
m 
10 
1 1 
12 
13 
* 
Wale 
Criterion 
1 .514 
1 .627 
10.871 
* 43.306 
Wald Criteria 
Degrees 
of Freedom 
20 
22 
24 
26 
Diffe-
rences 
0.113 
9.244 
32.435 
Degrees 
of Freedom 
2 
* 2 
* 2 
Significant at the 2% level. 
Taking first the Wald criteria, it seems fairly clear 
from the above table that the hypothesis that m = 13 should 
be rejected in favor of m c 12. This suggests that we require 
a structural equation form in which at least some of the 
variables of equation (1) have one extra lag. Reestimating 
the basic equation including all variables lagged one month, 
only the lagged dependent variable produced a significant 
coefficient and on estimation subject to an autoregressive 
error term, a simple 3rd order autoregressive scheme was 
preferred. 
( 5) 
The estimated equation is: 
Mmt = 42.635 + 0.208 M 1 - 0.418 (pffit/pd) + 
(13.091) (0.058) mt,t- (0.093) m g 
+ 0.720 IP 
(0.070) 
U t = 0.310 u t - 3 + E t (0.060) 
n = 263, R.S.S. = 37407.591, X2 (15) = 17.548 
which being accepted against the unrestricted transformed 
equation (X 2 (3) = 5.641) is the preferred form according to 
the Wald criteria. 
Taking now the Wald difference criteria, it appears 
from the above table that, on the basis of the difference 
between m = 12 and m = 13, and between m = 11 and m ~ 12, 
the hypothesis that m = 13 or 12 might be rejected in favor 
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of m = 11. This indicates that we require a structural equa-
tion form in which at least some of the variables of equation 
(1) have two extra lags (or one value lagged two months). 
Estimating the basic equation including this time all vari-
abIes lagged one and two months, only the lagged values of 
the dependent variable produced a significant coefficient and 
reestimating allowing the error term to be autoregressed, 
a simple 3rd order autoregressive form was preferred. 
(6) 
The maximum likelihood estimates are: 
Mmt = 42.195 + 0.188 M t t 1 + 0.088 M 2 -(13.042) (0.060) m ,- (0.059) mt,t-
- 0.406 (pmt/pd) + 0.654 IP 
(0.093) m g (0.083) 
u t = 0.299 u t - 3 + Et (0.061) 
n = 263, R.S.S. - 37091.911, X
2 (15) = 14.477 
The test' of the non-linear restrictions imposed in 
estimation, gave a value of 5.087 for the X2(4) test-statistic, 
which is not significant; hence, the original equation, auto-
regressive error specification is accepted against the unre-
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stricted transformed equation and equation (6) is the prefer-
red form according to the Wald difference criteria. Notice, 
however, that the coefficient of M 2 came out insigni-
mt,t-
ficant and if we drop that variable, equation (5) is again 
the preferred form. 
As can be seen from the above estimated equations (5) 
and (6), as were suggested by the Wald and difference Wald 
criteria respectively, the increase of the systematic dyna-
mics, by one in the first case and by two in the second, did 
not affect the order of the error dynamics. In other words, 
in both equations a significant 3rd order error autoregression 
was found, and this probably reflects the omission of Mmt ,t-3' 
from the above structural equations, which according to the 
likelihood ratio test, mentioned before in relation with 
specification (2), it should have been included. On the other 
hand, testing the significance of the lagged variables in the 
general unrestricted dynamic model (4), we found that the 
overall dynamics of the equation is reduced from 13 to 3 
months (the F-test on the coefficients of the variables lagged 
four up to thirteen months gives a value of F(30,210) - 1.149 
which is not significant). Applying the "conunon factor" ana-
lysis in the simplified version of (4) we obtained the f01-
lowing Wald criteria. 
m 
1 
2 
3 
* 
Wald 
Criterion 
0.351 
1 .823 
* 18.524 
Wald Criteria 
Degrees 
of Freedom 
2 
4 
6 
Significant at the 1% level 
Diffe-
rences 
0.351 
1 .472 
* 1 6 .701 
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Degrees 
of Freedom 
2 
2 
2 
Here again, it seems fairly clear that, on the basis 
of both the Wald and the difference Wald criteria, the hypo-
thesis that m - 3 might be rejected in favor of m = 2 which 
leads us to accept equation (5) as the preferred for.m. But, 
if we reestimate the same structural equation allowing the 
error term to follow a 2nd order general autoregressive 
process, in order to retain the overall dynamics at three, we 
obtain the following equation: 
(7 ) Mmt = 12.352 + 0.707 M - 0.133 (pmt/pd) + ( 7.974) (0.053) mt,t-1 (0.059) m g 
+ 0.281 IP 
(0.053) 
- - 0.~39 u t - 1 - 0.322 u t - 2 + £t (0.071) (0.067) 
2 
n = 263, R.S.S. = 38504.903, X (15) = 17.091 
which, while revealing a partial adjustment mechanism with 
a coefficient of adjusrn1ent smaller than the one of equation 
(5), in a test of the restrictions imposed in estimation, it 
is rejected in favor of the unrestricted transformed equation 
(X 2 (4) = 12.017) which, after dropping the non-significant 
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variables, gives the already estimated model (3). Finally, 
in terms of residual variance model (5) provides a slightly 
better fit giving s2 144.991 instead of 146.033 of the model 
(3) • 
Turning now to a test of the seasonal adjustment of 
the data, we reestimated both equations (3) and (5) using 
unadjusted data. The F-tests constructed from the correspon-
ding residual sums of squares gave the values of 2.023 and 
2.166 respectively, for the F(11,247) test-statistic which 
are significant. According to the likelihood ratio test, 
performed in both models (3) and (5), the log-linear form is 
preferred to the linear form. But since a complete empirical 
analysis using logarithms of the variables is not possible, 
as it was mentioned in the beginning of the section, we 
believe that the selected preferred form based on the levels 
of the variables should be retained. 
The short-run illcome elasticities computed at the 
point of the sample means from models (3) and (5) are 0.639 
and 0.882, whereas the corresponding long-run elasticities 
are 1.146 and 1.114 respectively. These long-run activity 
elasticities slightly above unity indicate that though the 
Greek industry has advanced considerably there is still a 
tendency for more mechanization and modernization. As far as 
imports of consumer durables are concerned, since, as already 
mentioned, industrial production has grown faster than na-
tional income, the inco~e elasticity for these goods is 
still higher and that reflects their luxury character. 
The short-run and long-run price elasticities computed 
157 
at the point of the sample means are -0.498 and -0.893 for 
model (3), and -0.736 and -0.929 for model (5), respectively, 
all being highly significant. These below unity price elasti-
cities, while being justifiable since the bulk of the impor-
ted commodities in this group is not produced at home, indi-
cate that variations in relative prices exert a noticeable 
influence on the import demand for machinery and transport 
equipment. 
2.7. Import Demand Equations for All Goods Excluding 
Ships (SITe: Sections 0-9) 
Thus far, we have estimated import demand equations 
for the r.la]Or groups of imported commodities which consti tute 
about 96 percent in the total value of imported goods. In 
this section we try to estimate a d~~and equation for the 
imported conunodities taken together. 
According to the discussion in the previous sections, 
the volume of total imports is assumed to aepend on the level 
of industrial production, and the price of imports, adjusted 
for import duties and taxes, relative to dOltlestic wholesale 
prices. 
For the basic model, Sargan's maximum likelihood ratio 
gave a value of 1.426 indicating that the log-linear form is 
preferred to the linear form. Using seasonally adjusted data, 
the least squares estimates of the basic equation are as 
follows: 
(1 ) 
m d log (M
T
) - 2.331 - 0.520 log(PT/P ) + 0.999 log(IP) 
(0.559) (0.101) g (0.023) 
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2 2 
n=263, RSS=3.827, R =0.962, D.W.-1.202, X (15)=233.371 
where, 
M.r = Index of volume of total imports 
pm 
T = Price index of total imports 
pd 
g = Domestic general index of wholesale prices 
IP = Index of industrial production . 
It appears from the above estmated equation that the 
regression coefficients have the expected signs and they are 
statistically significant. Both the Durbin-Watson and the 
X2 (15) Box-Pierce test-statistics are highly significant indi-
cating that first order as well as higher order autocorrela-
tions are present in the residuals. In fact there are auto-
correlations in the residual correlogram at all lags, taking 
values in the range 0.143 to 0.398. The above indicate that 
a general autoregressive error scheme should be considered. 
So, we reestimated equation (1) allowing the error term to 
follow a general £th order autoregression which finally was 
preferred to a simple autoregressive form, and in likelihood 
ratio tests the hypothesis that £ = 9 was accepted against 
other values of £. 
The maximum likelihood estimates are: 
(2) m d + 0.820 10g(IP) log (lwl.r) = 5.701 - 1.068 log(PT/P ) 
(0.867) (0.154) g (0.077) 
u t = 0.276 u t - 1 + 0.141 u t - 2 + 0.156 u t - 3 + (0.063) (0.065) (0.065) 
+ 0.001 u t - 4 - 0.032 u t - 5 + 0.065 u t - 6 
-
(0.066) (0.065) (0.066) 
- 0.017 u t - 7 (0.065) 
+ 0.140 u t - 8 (0.065) 
+ 0.127 u t - 9 (0.063) 
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2 
n = 263, R.S.S. = 2.734, X (15) = 6.180 • 
We notice that the income elasticity decreased in 
value whereas the price elasticity increased in absolute terms. 
The test of the non-linear restrictions imposed by the auto-
regressive error specification (2) in the corresponding unre-
stricted transformed equation, which contains one up to nine 
months lagged values of all three variables, gave a value of 
26.599 for the X2(18) test statistic which is not significant; 
hence, the original equation, autoregressive error specifi-
cation, is preferred. 
Following now the "conunon factor" analysis, the gene-
ral unrestricted dynamic model has the form 
(3 ) a(L)log(M.r) 
+ constant 
where the scalar polynomials in the lag operator L are of order 
13. The least squares estimates of (3) gave an equation with 
42 coefficients, from which only the coefficients of the 
dependent variable lagged one, three and eight months as well 
as the coefficient of log (pm/pd) and log(IP)t came out signi-T gt 
ficant (n = 263, R.S.S. = 2.342, R2 = 0.977, D.W. - 1.938, 
X2 (15) = 2.859). Testing for a common factor polynomial of 
degree m, and for m = 11, 12 and 13, we obtained the follow-
ina Wald and difference Wald criteria. 
:J 
m 
11 
12 
13 
* 
Wald 
Criterion 
2.334 
4.214 
1 5.508 
Wald Criteria 
Degrees 
of Freedom 
22 
24 
26 
Significant at the 1% level 
Diffe-
rences 
1 .880 
11.294 * 
Degrees 
of Freedom 
2 
2 
Taking first the Wald criteria, none of them takes 
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a significant value and therefore the hypothesis that m = 13 
is accepted. This suggests that a structural equation form 
without any lags on the variables and a general autoregres-
sive error specification should be considered, and the already 
estimated model (2) is the preferred form. 
Taking now the Wald difference criteria, it appears 
from the above table that, on the basis of the difference 
between m - 12 and m = 13, the hypothesis that m = 13 might 
be rejected in favor of m = 12. This indicates that we requi-
re a structural equation form in which at least some of the 
variables of equation (1) have one extra lag. Reestimatins 
the basic equation including all variables lagged one month, 
only the lagged dependent variable produced a significant 
coefficient and on estimation subject to an autoregressive 
error term, a general 9th order autoregressive scheme was 
preferred. 
The estimated equation is: 
(4) log(~) =(~:~;~) -(~:~~~)log(~)t_1 -
rn d 
- 1.120 log(PT/P ) + 0.900 log(IP) 
(0.161) 9 (0.123) 
Ut = 0.391 u t - 1 + 0.088 u t - 2 + 0.142 u t - 3 -(0.131) (0.093) (0.068) 
- 0.009 u t - 4 - 0.026 u t - 5 + 0.056 u t - 6 -(0.069) (0.067) (0.068) 
- 0.021 u t - 7 + 0.143 u t - 8 + 0.113 u t - 9 (0.068) (0.068) (0.067) 
n = 263, R.S.S. = 2.720, X2 (15) - 6.392 
which being accepted against the unrestricted transformed 
equation (X 2 (18) = 25.402) is the preferred form ~ccording 
to the Wald difference criteria. Notice, however, that the 
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coefficient of log(~)t_1 came out insignificant and if we 
drop that variable, equation (2) is again the preferred form. 
The previously preferred autoregressive error speci-
fication (2) shows that the initially extracted set of 13 
conmlon roots (accord ing to the Wald cr iter ia, or 1 2 common 
roots according to the difference Wald criteria) contains 
four zeros which in the general unrestricted dynamic model 
(3), shorten the lag length by four for every variable. 
This was confirmed in a F-test on the coefficients of the 
variables lagged 10 up to 13 months, which gave a value of 
0.9b7 for the F(12,210) test-statistic which is not signi-
ficant. Applying the "cornmon factor" analysis in the simpli-
fied version of (3) we obtained the following Wald criteria. 
m 
7 
8 
9 
* 
Wald 
Criterion 
1 .421 
4.063 
14.495 
Wald Criteria 
Degrees 
of Freedom 
14 
16 
18 
Sifnificant at the 1% level 
Diffe-
rences 
2.642 
10.432 * 
Degrees 
of Freedom 
2 
2 
The results are similar to the ones obtained before 
from the application of the con~on factor analysis in the 
general unrestricted dynamic model (3). In particular, the 
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Wald criteria suggest that a structural equation form without 
any lags on the variables and an autoregressive error speci-
fication of general 9th order form, i.e. model (2), should 
be considered as the data generation process. But, on the 
basis of the difference between m = 8 and m = 9, the hypothe-
sis that m = 9 might be rejected in favor of m - 8 indicating 
that first order systematic dynamics should be introduced into 
the structural equation, which finally lead to the specifi-
cation (4). In this case the overall dynamics in the equation 
is increased from 9th order to 10th order. If we reestimate 
the same structural equation allowing the error term to fol-
low a 8th order general autoregressive process, in order to 
retain the overall dynamics at nine, we obtain the following 
equation: 
(5) log(~) = 5.875 - 0.091 log(~)t_1 -
(0.905) (0.103) 
m d 
- 1.125 log(PT/P ) + 0.928 log(IP) 
(0.151) 9 (0.112) 
U t = 0.387 u t - 1 + 0.101 u t - 2 + 0.147 u t - 3 -(0.119) (0.086) (0.068) 
- 0.015 u t - 4 (0.068) 
- 0.030 u t - 5 (0.067) 
+ 0.069 u t - 6 -(0.067) 
- 0.010 u t - 7 (0.067) 
+ 0.182 u t - s (0.063) 
2 
n = 263, R.S.S. = 2.762, X (15) = 7.692 
which, while giving similar values for the structural coef-
ficients and autocorrelation parameters to equation (4), in 
a test of the restrictions imposed in estimation, it is re-
jected in favor of the unrestricted transformed equation 
(X 2 (16) = 29.128). 
Turning now to a test of the seasonal adjustment of 
163 
the data, we reestimated equation (2) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 9.519 for the F{11,240) test sta-
tistic which is significant. Finally, according to the like-
lihood ratio test, performed in model (2), the log-linear 
form is preferred to the linear form. 
The activity elasticity of demand for the total imports, 
estimated by equation (2), is 0.S2 whereas the estimated price 
elasticity is -1 .068, both being highly significant. These 
estimates, derived from an aggregate demand function, are 
likely to be subject to aggregation bias. In order to deter-
mine whether a significant difference emerges on calculating 
import demand elasticities from a series of disaggregated 
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demand functions rather than from an aggregated demand func-
tion we have followed the method used by Barker (1970) after 
transforming it to fit our data. 
To illustrate the sources of bias in log-linear aggre-
gation, let us consider the following import demand function 
for the ith group of conmlodities 
where, M. is imports in category i, Y. is total demand in 
1 1 
category i (or the ith component of total income) and P. is 
1 
the relative price variable. 
(7) 
and the 
(8 ) 
From (7 ) 
The demand elasticity is defined as 
aM. 
1 
-- . ay. 
1 
Y. 
1 
M. = a 1i 
1 
relative price elasticity as 
aM. 
1 
--
ap. 
1 
and 
dM. 
1 
M. 
1 
= 
P. 
1 
- = a 2i M. 
1 
(8) , the total variation 
dY. 
1 
Y. a1i + 
1 
dP. 
1 
P. a 2i 
1 
in M. 
1 
is 
Now the relative variation in total imports M, given 
M = 1: M. , is 
1 i 
dM (9) = M 
= 
1: 
i 
1: 
i 
dM. 
1 
--M 
dY. 
1 
--Y. 
1 
The overall 
dM. M. 
1: 1 1 = -- - = M. M i 1 
M. dP. M. 
1 1 1 
a 1i - + 1: -- a 2i 
-
M P. M i 1 
demand (or income) elasticity 
using the first term of equation (9), as 
is found, 
(where Y is total demand or total income). That is, the 
overall demand elasticity depends on the individual ones 
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(a1i), the shares of the individual imports in total imports 
(M./M) and the relative variation in individual demand divi-1. dY./Y. 
ded by that of total demand ( d~/Y1.). This last term is the 
"distribution" elasticity of demand and is obtained by regres-
sing the percentage change in Y., (dY./Y.), on the percentage 1. 1. 1. 
change in Y, (dY/Y). 
Similarly, the overall relative price elasticity is 
found, using the second term of equation (9) , as 
aM P M. dP./P. E (~) 1. 1. a 2 = - . - ., a 2i ( dP/P ) ap M i M 
where, 
dP./P. 
1 1 ( dP/P ) is similarly the "distribution" price elasti-
city of demand and is obtained by regressing the percentage 
change in the ratio of import to domestic price indexes of 
the ith commodity group (dP./P.) on the percentage change in 1. 1 
the relative price of total imports (dP/P). 
Let us consider now a slightly different import 
demand function which we have used in our empirical analysis, 
namely 
S1' S2' 
A I 1 P. 1. Qi = ~Oi 1. 
where, Q. is an index of volume of imports in category i and 1. 
I is an activity variable (index of industrial production) 
which has been used as income-proxy in all our import demand 
166 
equations. Let 0 denote the index of volume of total imports, 
which is a weighted index of the 0i so that 0 ~ W 0 h 
= ~ . i' were i 1 
Wi are the weights. Then, following the same analysis as 
before, the relative variation in 0 is 
(10) dQ Q 
Using the first term of equation (10), the overall income 
elasticity is found as 
(11 ) f3 1 = ao aI 
I Q. d 
.. ~ W 10. 1 Q ~ i Q ~1i I i 
I 
dI = 
Similarly, the overall relative price elasticity is 
found, using the second term of equation (10), as 
(1 2) aQ P f3 - - • 2 - ap Q 
Q. 
1 
= I: Wi Q 
i 
f3 2i ( 
dP./P. 
1 1 
dP/P ) 
dP./P. 
where, d~/P1 is, as before, the'tlistribution" price elasti-
city of demand. 
Relations (11) and (12), from which the aggregate 
income and relative price elasticities are estimated, include 
Q. 
the products Wi Ql . As already mentioned in section 1, our 
volume indices are of the Laspeyres type. Let mi,t and mt 
denote the value of imports of the ith group of commodities, 
and the value of total imports respectively, at period t, both 
valued at base period (0) prices (in our data 0 = 1970). Then 
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t m. t mt i 1, rni,O m. t Qt = - t 1, - = • 
-rna rna i rna m. a 1, 
= t W. Q. t 
i 1 1, 
and therefore 
Q. m. 0 m. t rnO m. t W. 1 1, 1, 1, - = Q = 1 mO rn. a mt mt 1, 
So, equations (11 ) and (12) become 
m. t (13) f3 1 = t 
1! f31i i mt 
and 
(14) m. t = t 1, f3 ( 
i mt 2i 
dP./P. 
1 1 
dP/P ) 
It appears then, that the overall activity elasticity 
depends only on the individual ones (f31i ) and the shares of 
the individual imports in total imports. The distribution 
income elasticity of demand does not appear since the same 
activity variable enters all import demand equations. The 
overall relative price elasticity is estimated from equation 
(14) in the same way as previously described. Notice that the 
shares of the individual imports in total imports (mi,t/mt) 
at period t, result from the corresponding values of indivi-
dual and total imports at that period, but valued at base 
period (1970) prices. 
The results obtained from using equations (13) and 
(14) to estimate the short-run aggregate import demand elasti-
cities from the disaggregated functions estimated before, are 
presented in the table below. Since the preferred model for 
TABLE 1 
INCOME AND PRICE ELASTICITIES FOR SIX CATEGORIES OF IMPORTS 
AND TOTAL IMPORTS 
Import 
Category 
Short - run 
Income Elasticity 
Food 
Crude Materials 
Fuels 
Chemicals 
Manufactures 
Machinery and Trans-
port Equipment 
Total direct estimate 
Total estimate deri-
ved using 
(i) Average shares 
(ii) 1976 shares 
0.460 
0.939 
0.690 
1 .000 
0.793 
1 .128 
0.820 
0.H47 
0.857 
Short - run 
Price Elasticity 
-0.805 
-0.264 
-0.325 
-1.269 
-0.937 
-0.828 
-1.068 
-0.474 
-0.475 
Shares in Total Imports 
Average 1954-76 1976 
0.133 
0.1 04 
0.094 
0.09H 
0.223 
0.309 
0.099 
0.099 
0.105 
0.107 
0.202 
0.336 
Estimated Rela-
tive Price Di-
stribution Ela-
sticity 
0.763 
(0.126) 
0.244 
(0.083) 
1 .11 3 
(0.173) 
0.61 9 
(0.134) 
0.342 
(0.074) 
0.793 
(0.091) 
--lo 
C\ 
ex> 
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over-all imports is of the static form (model (2», the disag-
gregated import demand functions we consider are of the same 
form. In particular, for the categories food, crude materials, 
chemicals and manufactures, the elasticities result from the 
corresponding preferred original equations, autoregressive 
error specifications, already mentioned in the relevant 
sections. The import demand elasticities for fuels are obtained 
from the log-linear version of the preferred linear form. 
The elasticities of import demand for machinery and 
transport equipment are obtained from the preferred original 
equation, autoregressive error specification which is in 
linear form since, as already mentioned, convergence diffi-
culties made impossiple the estimation of general autoregres-
sive error forms when we used logarithms of the variables. 
Finally, aggregate elasticities are derived, using the average 
and the 1976 shares of each import category in the total. 
From the above table it can be seen that with respect 
to the activity variable, there is no important difference 
between the direct estimate of the aggregate import demand 
elasticity and the estimate derived from the disaggregated 
functions. 
But with respect to the price variable, a considerable 
difference emerges on computing the aggregate import demand 
elasticity from the disaggregated functions rather than by 
direct estimation. Thus one finds that the price elasticity 
of demand for over-all imports now appears to be in the re-
gion of -0.5 rather than -1.1. This is due to the fact that 
those imports with relatively higher price elasticities, 
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though with larger shares in total imports, have low import 
price distribution elasticities. If we ignore the price 
distribution elasticities, the weighted aggregate price ela-
sticity, using the average and the 1976 shares, is -0.754 
and -0.743 respectively. 
So, in spite of Orcutt's (1950) arguments against 
aggregation, it appears that the price elasticity estimated 
by the aggregate import demand equation is biased upwards. 
Though it is not a general conclusion about aggregation bias, 
this result demonstrates that there are cases where aggrega-
tion leads to an overestimate of the price elasticity and 
also reveals the presence of bias in estimations using 
aggregate data. 
3. Summary of Findings 
A summary of the estimated elasticities of the import 
demand equations for the major groups of imported commodities 
and total imports is presented in the table below. Long-run 
income and price elasticities are presented for those groups 
of commodities for which dynamic import demand functions 
were estimated. 
Since industrial production has grown faster than 
national income, the import demand elasticity with respect 
to national income is expected to be somewhat higher than the 
import demand elasticity with respect to industrial production. 
But monthly data are not available for national income. There-
fore, for purposes of comparison, we have tried to approxi-
mate the national income elasticity indirectly by using 
TABLE 2 
I~~ORT DEMAND ELASTICITIES FOR GOODS 
(Monthly Data 1954 - 1976) 
Imports of: Industrial Production Relative Price 
Elasticitr Elasticity 
Short-run Long-run Short-run Long-run 
Food 0.460 0.467 -0.805 -0.775 
Crude Materials 0.939 0.964 -0.264 a -0.316 a 
Fuels 
1 ) Linear form 0.906 -0.264 
2) Log-linear form 0.690 0.61 5 -0.325 -0.541 
Chemicals 0.673 b 0.604 b -1 . 277 -1 .876 
1 .000 
Manufactures 0.793 0.799 -0.937 -1 .078 
Machinery and Trans-
port Equipment 1 .1 28 1 . 11 4 -0.828 -0.929 
All Goods 0.820 -1 .068 
a Not significant at the 5 percent level 
bChemical production elasticity 
National Income 
Elasticity 
Short-run Long-run 
0.619 0.628 
1 .263 1 .297 
1 .21 9 
0.928 0.827 
1 .345 
1 .067 1 .075 
1 .517 1 .498 
1 .1 03 
~ 
-...J 
~ 
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the "function of a function" rule (see Paraskevopoulos (1970), 
p. 108). That is, to obtain the national income elasticity, 
the industrial production elasticity was multiplied by 
1" 1.345 - the estimated elastiCity for industrial production 
with respect to national income. 
The major findings of the preceding empirical ana-
lysis may be summarized as follows: 
(i) Imports of food are treated as essentials by the 
Greek consumer. The increasing real income and the rise in 
the standard of living are the main reasons that imported 
food items, although of higher quality, are not treated as 
luxuries by Greek consumers. The per capita consumption of 
these food items (meat, fish, dairy products etc.) in Greece 
is quite close to that experienced by high income countries. 
(ii) The volume of imported raw materials and fuels 
has grown as fast as the level of industrial production. 
Greece is a very small country and relatively poor in re-
source endowment. Hence, imports of raw materials and fuels 
are indispensable for the industrialization of the country 
and any attempt to interrupt the flow of these imports would 
undoubtedly hold back the efforts of economic development. 
(iii) The volume of imported raw chemical materials 
has grown slower than the level of chemical production. Do-
mestic chemical industry, which includes among other things 
the production of raw chemical materials, has advanced 
1 2 
log(IP) EO -2.854 + 1.345 log(NI), R = 0.994 
rapidly resulting in a gradual shift of the demand from 
imported chemical raw materials to domestically produced 
ones. But as far as imported chemical manufactures are 
concerned, the income elasticity appears to be above uni-
ty. 
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(iv) The industrial production elasticity for impor-
ted capital goods is slightly above unity indicating that 
though the Greek industry has advanced considerably there 
is still a tendency for more mechanization and moderniza-
tion. On the other hand the income elasticity for imported 
consumer durables is clearly above unity, reflecting their 
luxury character, while for imported manufactures the income 
elasticity appears to be in the neighborhood of one. 
(v) Finally, taking the relative price elasticities 
at their face value, their sizes on the whole, save the 
relative price elasticity for raw materials, indicate that 
movements in relative prices are quite important in deter-
mining changes in the volume of imported commodities. 
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CHAPTER VI 
THE ESTIMATED EXPORT DEMAND EQU~TIONS OF GREECE 
In the preceding chapter, the import demand functions 
of Greece have been estimated. In the present chapter, we 
shall try to estimate the foreign demand equations for the 
Greek exports of goods. 
1. Statistical Data 
The data for exports used in this study are time 
series observations for the period 1954 - 1976. This selec-
tion was largely dictated by the presentation and reliability 
of the basic data. As already mentioned in chapter V, we have 
decided to use monthly data which are available only for the 
period 1954 onwards. 
Exports, for the purpose of statistical analysis, 
have been broken down into five nlajor groups of commodities: 
food, beverages and tobacco, crude materials, chemicals, 
and manufactures. This particular classification coincides 
with the Standard International Trade Classification adopted 
by the United Nations; it was dictated by the presentation 
of the basic data, i.e. foreign trade indices, which are 
published by the Statistical Service of Greece at the one 
digit SITC level of aggregation (the above groups are the 
corresponding SITe categories 0, 1, 2, 5 and 6). The omit-
ted SITC categories (3, 4, 7, 8 and 9) are not examined 
because being unimportant for Greek export trade, they are 
not listed for the period before 1972. They are, however, 
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included in total exports. 
The basic statistical data of Greek exports were 
taken primarily from the Monthly Bulletin of External Trade 
Statistics published by the National Statistical Service of 
Greece. Exports are valued at free on board (f.o.b.) basis, 
and are recorded at the clearance point of the Customs 
authorities. The trade statistics give volume indices of the 
Laspeyres type as well as price indices of the Paasche type 
for the total exports and the major groups of commodities 
mentioned above. The price indices are unit values obtained 
as the ratio of the current value of exports to their value 
at constant prices. Since the indices are given in three 
separate series based on 1954, 1961 and 1970 prices respec-
tively, continuous series for the sample period were obtained 
by splicing together the three separate series. 
The basic hypothesis underlying the export demand 
equations is in a way analogous to that used for the import 
demand equations. Variations in the volume of exports are 
mainly assumed to depend on changes in income or activity 
of the foreign countries and movements in export prices re-
lative to the prices of related commodities in foreign markets. 
The exports of Greece are concentrated in a few de-
veloped countries which are rather homogeneous as far as 
demand conditions are concerned. The D.E.C.D. countries, 
and particularly west Germany, United States, Italy, France, 
United Kingdom, Yugoslavia and Netherlands, are the primary 
customers of Greece taking more than 70 percent of the 
country's exports, while the remainder is roughly divided 
between the Eastern European countries and the rest of the 
world. The above mentioned seven D.E.C.D. countries taken 
together absorb more than 60 percent of Greece's exports 
and their average shares in the value of the total exported 
goods during the period 1954 - 1976 were as follows; West 
Germany: 20.8%, U.S.A.: 10.7%, Italy: 8.5%, France: 7.2%, 
U.K.: 7.1%, Yugoslavia: 4.3%, and Netherlands: 3.8% . 
It was decided, therefore, that the income or acti-
vity variable to be used should be that of the total of 
D.E.C.D. countries. But for the prices of related commodi-
ties in foreign markets, we consider only the ones of these 
seven countries. 
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The principal sources of the above data are the Main 
Economic Indicators - Historical Statistics, 1955 - 1971, and 
1960 - 1975, respectively, as well as various issues of the 
Main Economic Indicators, all published by D.E.C.D. Since 
monthly figures for the income of the D.E.C.D. countries are 
not published, the index of industrial production of the 
D.E.C.D. countries or its appropriate component has been se-
lected as an income-proxy. 
The export prices were deflated by the index of do-
mestic prices of the importing countries, constructed from 
the wholesale prices of related commodities in these seven 
countries, weighted according to their (annual) shares in 
Greece's total exports. It should be mentioned that the indi-
ces of domestic prices published by and from the D.E.C.D. 
countries are not homogeneous, and so for each country we 
have selected the price series which is most related to the 
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particular group of exported commodities. 
Finally, apart from price and activity variables a 
time trend was also included in the export demand equations 
to take account of any systematic changes in other influences 
which have not been introduced explicitly into the equations 
as for example changes in tastes, technology and the like. 
However this time variable failed to produce significant 
results because it was highly intercorrelated with the acti-
vity variables. 
2. The estimated Export Demand Equations of Greece for 
Major Groups of Commodities 
2.1. Export Demand Equations for Food (SITe: Section 0) 
Exports of food amounted to about 22 to 26 percent 
in the value of total exports of the country for the period 
1954 - 1976. This export group mainly includes fruit and 
nuts, fresh or dried (but mainly dried), vegetables, fresh 
and preserved, and preserved fruit, which account for more 
than 80 percent in the exports of food. Though the share of 
food in the total exports of goods remained almost unchanged 
over the period 1954 - 76, the composition of exported food 
has been changed considerably. In particular, the share of 
fruit and nuts (fresh or dried) in the total exports of food 
decreased from 84.2% in 1954 to 40.2% in 1976. On the contra-
ry exports of more dynamic food items such as vegetables 
(fresh and preserved) and preserved fruit, which accounted 
for 2% and 9.9% in the exports of food in 1954 respectively, 
increased to 25.8% and 14.9% in 1976. 
In 1966, for the first ti~me, Greece exported wheat 
which accounted for 22.5% of the total exports of food and 
declined ever since to reach 5.4% in 1976. The remainder of 
the group includes mainly, cheese, fish fresh and animal 
feeds. 
Since the majority of exported food items are not 
further processed in production, that is, they are objects 
of final consumption, the total index of industrial produc-
tion of the O.E.C.D. countries, which is more closely rela-
ted to the real income than any other index of industrial 
activity, has been selected as the income variable. To 
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obtain the relative price variable the price index of expor-
ted food was deflated by the weighted index of domestic pri-
ces of related commodities of the seven previously mentioned 
importing countries. The particular price series used are 
the following: 
U.S.A. Price index of food _ (wholesale prices) 
France : Price index of agricultural goods (pro-
ducer prices) 
Germany Price index of food, beverages and tobac-
co (producer prices) 
Italy Price index of food (wholesale prices) 
Netherlands: Price index of food (wholesale prices) 
U.K. Price index of food (wholesale pr ices) 
Yugoslavia . . Price index of food (producer prices) 
For the basiC model, Sargan's ~aximum likelihood ratio 
value of 1 .47 indicating that the log-linear form is gave a 
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preferred to the linear form. The least-squares estimates of 
the basic equation obtained from seasonally adjusted data, 
are as follows, with standard errors in parentheses: 
(1 ) 
where, 
px 
= - 3.058 - 0.130 log( f } 
(0.662) (0.125) p~ECD7 + 1.808 log(IP ) (0.061) DECO 
n=263, RSS=26.062, R2=0.775, D.W.-0.877, X2 (15)=211.450 
Xf = Index of volume of exported food 
x P f = Price index of exported food 
p~ECD7 = Weighted index of domestic prices of 
food of seven importing DECO countries 
IPOECD - Index of industrial production of DECO 
It appears from the estimated equation that the income 
and the price coefficients have the expected signs, but the 
price coefficient is insignificant. Both Durbin-Watson and 
the X2 (15) Box-Pierce test-statistics are h~ghly signifi-
cant indicating that first order as well as higher order 
autocorrelations are present in the residuals. In fact there 
are peaks in the residual correlogram at lags 1, 2, 5,11, 
12 and 13. Reestimating equation (1) subject to a simple lth 
order autoregressive error, we obtained, as expected, a si-
gnificant autocorrelation parameter for the values of 1 cor-
responding to the above 1>eaks in the residual correlograrn. 
In all cases the estimated activity elasticity was very close 
to the one of equation (1), whereas for 1 = 11, 12 and 13, 
the price elasticity increased in absolute value and became 
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significant. Also, apart from i - 1, 2 and 5, in all other 
cases the original equation, autoregressive error specifica-
tion was rejected in favor of the unrestricted transformed 
equation, whereas in all the aforementioned equations the 
X2 (15) Box-Pierce test-statistic for a random correlograrn 
gave a significant value. 
The above indicate that a general autoregressive error 
scheme should be more appropriate. So we reestimated equation 
(1) allowing this time the error term to follow a general ith 
order autoregression which finally was preferred and in like-
lihood ratio tests the hypothesis that i - 13 was accepeted 
against other alta-native values. 
(2) 
The maximum likelihood estimates are: 
n = 
u t 
px 
-0.933 - 0.532 log( OE~D7) 
(1.343) (0.173) P f 
+ 1.763 log (IPOECD ) (0.256) 
= 0.587 u t - 1 (0.063) 
+ 0.068 u t - 4 (0.069) 
+ 0.028 u t - 7 (0.069) 
- 0.065 u t - 10 (0.069) 
- 0.172 u t - 13 
(0.063) 
- 0.106 u t - 2 - 0.003 u t - 3 + (0.070) (0.069) 
+ 0.056 u t - 5 (0.069) 
- 0.045 u t - 6 + (0.069) 
- 0.042 u t - 8 - 0.010 u t - 9 -(0.069) (0.069) 
+ 0.226 u t - 11 + 0.316 u t - 12 
-
(0.068) (0.069) 
263, R.S.S. = 12.745, X2 (15) = 7.073 
The highly significant values of the first and twelve 
order autoregressive parameters P1 and P12 indicate that the 
1 2 
factorised error specification (1-P 1L) (1-P12L )u t = £t would 
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be relevant (or the unrestricted error specification 
significant although at the same time being approximately 
.... .... 
equal to -P1 xP12 implies that the factorised form would be 
more likely to occur). However, all the minimization algorithms 
which are utilized by RALS, failed to produce acceptable 
results because of different local minima and so the above 
error specifications were not considered. 
Turning now to a test of the non-linear restrictions 
imposed in estimation, we find that the original specification, 
autoregressive error hypothesis (2), is rejected in favor of 
the unrestricted transformed equation (X 2 (26) = 48.196). This 
equation, containing one up to thirteen months lagged values 
of all three variables and an independent error term, achieves 
a substantially lower residual sum of squares than the restric-
ted form given above, and after dropping the non-significant 
variables we obtain 
(3) log (Xf ) == 0.264 + 0.462 log(Xf )t_1 + 0.209 log(Xf )t-11+ (0.542) (0.050) (0.056) 
+ 0.251 log(Xf )t-12 - 0.128 log (pX/pOECD7) + (0.060) (0.093) f f 
+ 0.165 log (IPOECD) 
(0.123) 
2 2 
n=263, RSS==13.943, R =0.880, D.W.=1.713, X (15)=30.378 
Though the Durbin-Watson test-statistic is in the inco-
elusive range there is a peak at lag 1 in the residual corre-
logram, which causes the X2 (15) Box-Pierce test-statistic to 
take a significant value (the Durbin-Watson test-statistic is 
probably biased upwards because of the presence of lagged values 
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of the dependent variable among the regressors). Reestimating 
equation (3) subject to a first order autoregressive error 
ter.m we obtain the following equation: 
(4) 
+ 0.424 log(Xf )t_12 - 0.249 log (pX/pOECD7) + (0.060) (0.145) f f 
+ 0.537 log (IPOECD ) (0.196) 
u t = 0.469 u t - 1 + £t (0.095) 
n = 263, R.S.S. = 13.016, X2 (15) = 12.550 
which is accepted against the unrestricted transformed equa-
tion (X 2 (3) = 2.381). We notice that the coefficient of 
log(Xf )t_1 is insignificant and if we drop that variable we 
obtain 
(5 ) 
= -0.109 + 0.168 log(X f )t_11+ 0.459 log(Xf )t_12-(0.911) (0.054) (0.053) 
- 0.282 log (pX /pOECD7) + 0 704 1 (IP ) f f . og OECD (0.157) (0.157) 
u t = 0.548 u t - 1 + £t (0.053) 
n = 263, R.S.S .... 13.142, X2 (15) = 14.674 
which is also accepted against the unrestricted transformed 
equation (X 2 (3) = 0.993). So, according to the likelihood ra-
tio tests, equation (5) is the preferred form. 
Considering now the "common factor" analysis the esti-
mated general unrestricted dynamic model, has the form 
+ constant 
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where the scalar polynomials in the lag operator L are of 
order 13 (n = 263, R.S.S. = 10.611, R2 = 0.908, D.W. _ 2.007, 
X2 (15) = 5.799). 
The Wald test for a common factor polynomial of degree 
13, gives a value of 14.975 for the X2(26) test statistic which 
is not significant. This suggests that a structural equation 
form without any lags on the variables and an autoregressive 
error specification of general 13th order form, i.e. model (2), 
should be considered as the data generation process. 
The Wald test for a common factor polynomial of degree 
12 gives the (non-significant) value of 5.585 for the X2 (24) 
test-statistic. Thus, the Wald difference criterion is equal 
to 9.390, and exceeds 5.99 which is the 5% confidence limit 
for a X2 (2), suggesting that we require a structural equation 
form in which some of the variables of equation (1) have one 
extra lag. Reestimating the basic equation including this time 
all the variables lagged one month, only the lagged dependent 
variable produced a significant coefficient and on estimation 
subject to an autoregressive error term, a simple 12th order 
autoregressive form was preferred. 
The estimated equation is: 
(7) log(Xf ) = - 0.384 + 0.523 log(Xf )t_1 -(0.644) (0.052) 
- 0.304 log (pX/pOECD7) + 0.881 log (IPOECD) 
(0.114) f f (0.129) 
0.498 u t - 12 + £t (0.055) 
2 
n = 263, R.S.S. = 13.635, X (15) = 22.680 
which according to the Wald difference criterion is the pre-
ferred form. However, in a likelihood ratio test, specifi-
cation (7) is rejected in favor of the unrestricted trans-
formed equation (X 2 (3) - 13.611). 
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The above empirical analysis indicates that the over-
all dynamics in the export demand equation for food is of 13th 
order. The model selection procedure which starts from the 
static form of the basic equation leads to a model with 12th 
order systematic dynamics and a first order error dynamics 
(model (5». On the contrary, starting from the general unre-
stricted dynamic model, the common factor analysis based on 
the Wald criteria suggests that the overall dynamics in the 
equation is expressed only through error dynamics (model (2». 
But, the same analysis based on the Wald difference criteria, 
suggests that the overall dynamics is factorized into a first 
order systematic dynamics and a 12th order error dynamics 
(model (7». In terms of residual variance model (5) provides 
a slightly better fit giving s2 0.0511 instead of 0.0516 and 
0.0528 of models (2) and (7) respectively. 
Turning now to a test of the seasonal adjustment of 
the data, we reestimated all equations (2), (5) and (7) using 
unadjusted data. The F-tests constructed from the correspond-
ing residual sums of squares gave the values of 3.009, 3.145 
and 2.752 for the F(11,236), F{11,246) and F(11,247) test 
statistics respectively, which are significant. Finally, accord-
ing to the likelihood ratio test performed in all the above 
models, the log-linear form is preferred to the linear form. 
The short-run income elasticities estimated from models 
(2), (5) and (7) are 1.763, 0.704 and 0.881 respectively, 
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whereas the long-run income elasticities obtained from models 
(5) and (7) are 1.888 and 1.848 respectively. It appears then 
that with respect to the activity variable of the O.E.C.D. 
countries, the Greek exports of food are income elastic. 
With respect to the price variable, the estimated 
short-run elasticities from models (2), (5) and (7) are -0.532, 
-0.282 and -0.304 respectively, whereas the long-run price 
elasticities obtained from models (5) and (7) are -0.755 and 
. 
-0.638 respectively. All the above estimated price elastici-
ties are significant at the 1 percent level, except the ones 
estimated from equation (5) which are significant at the 8 
percent level. These below unity relative price elasticities 
indicate that food exports of Greece are rather insensitive 
to relative price changes. 
2.2. Export Demand Equations for Beverages and Tobacco 
(SITC: Section 1) 
The share of exported beverages and tobacco in the 
value of the total exported goods declined from 42.8% in 1954 
to 8.6% in 1976, mainly because of the increased participa-
tion of the manufactures in the country's exports (chapter II, 
table 3), and it averaged to 14.6 percent over the whole 
sample period. Tobacco (unmanufactured), one of the most 
important export commodities of Greece, makes up more than 
85 percent of this group, while the rest consists mainly of 
alcoholic beverages. 
Since the majority of the exported beverages and to-
bacco is absorbed by the O.E.C.D. countries, the index of 
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total industrial production of the D.E.C.D. countries has 
been selected as income-proxy. However, Greece exports only 
unmanufactured cigarette leaf tobacco which is used as input 
by the tobacco industry of the D.E.C.D. countries. Therefore 
activity elasticities with respect to the corresponding 
industrial production have been also estimated. The proxy 
activity variable used for this purpose is the index of 
industrial production of food, beverages and tobacco of the 
D.E.C.D. countries. 
The relative price variable introduced into the equa-
tion was obtained as the price index of exported beverages 
and tobacco deflated by a weighted index of domestic prices 
of the most related commodities (according to the availabi-
lity of the data) of the seven O.E.C.D. countries which are 
the main customers of the Greek exports. The particular price 
series used are the following: 
U.S.A. 
France 
Germany 
Italy 
: Price index of food (wholesale prices) 
: Price index of agricultural goods (pro-
ducer prices) 
Price index of food, beverages and to-
bacco (producer prices) 
Price index of food (wholesale prices) 
Netherlands: Price index of food (wholesale prices) 
U.K. : Price index of food (wholesale prices) 
Yugoslavia : Price index of agricultural goods (pro-
ducer prices) 
Apart from the above explanatory variables, changes 
in consumer tastes and technology as well as the anti-smoking 
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campaign may have affected the export demand for beverages 
and tobacco during the sample period. However, experiments 
made with a time trend accounting for the effect of these 
influences did not produce significant results because of 
the high intercorrelation between the activity and the time 
variable. 
According to the likelihood ratio test, performed in 
the basic model, the log-linear form was preferred to the 
linear form. Using seasonally adjusted data, the least squares 
estimates of the basic equation are as follows: 
(1 ) 
where, 
x OECD7 log (Xbt ) = 1.592 - 0.103 log(Pbt/Pf ) + (1 .032) (0. 1 73) ag 
+ 0.704 log (IPOECD ) (0.101) 
2 2 
n=263, RSS=65.996, R -0.178, D.W.=1.049, X (15)=135.839 
Xbt = Index of volume of exported beverages and 
tobacco 
P~t = Price index of exported beverages and tobacco 
pOECD7 = Weighted index of domestic prices of food 
fag 
or agricultural goods of seven importing 
OECD countries 
IP Index of industrial production of OECD OECD = 
The price and income elasticities have the expected 
signs, but the price coefficient is insignificant. Both 
Durbin-Watson and the X2 (15) Box-Pierce test-statistics are 
highly significant indicating that first order as well as 
higher order autocorrelations are present in the residuals 
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and in fact there are several peaks in the residual corre-
logram. Reestimating (1) subject to an autoregressive error 
term, a 4th order general autoregressive form was preferred. 
In this equation, which was accepeted against the unrestric-
ted transformed equation, the price coefficient came out with 
the wrong sign, but it was insignificant. The same happened 
with most of the general autoregressive forms which were tried 
1 
out . After some experimentation we found that the price vari-
able lagged by four months gives better results. So it was 
decided to revise the basic equation on which the empirical 
analysis is based, and instead of equation (1) we adopt the 
following model: 
(2) x OECD7 log (Xbt ) = 4.291 - 0.595 log(Pbt/P f )t-4 + (1.019) (0.170) ag 
+ 0.618 log (IPOECD ) (0.099) 
1 Almost identical results were obtained, when we used as de-
flator a weighted index of domestic price series which are 
the closest approximations to the general price level of the 
particular OECD countries, i.e. 
U.S.A. 
France 
Germany 
: Industrial goods (wholesale prices) 
: Semi-manufactures (wholesale prices) 
Total price index (producer prices) 
Italy Consumer goods (wholesale prices) 
Netherlands: Manufactured goods (wholesale prices) 
U.K. 
Yugoslavia 
Total manufacturing output (wholesale 
prices) 
Industrial goods (producer prices) 
189 
Here again, reestimating equation (2) subject to an 
autoregressive error ter.m, among other forms, a fourth order 
general autoregressive scheme was preferred. The maximum 
likelihood estimates are: 
(3) log (Xbt) = 3.034 - 0.355 log(px /pOECD7) + (1.118) (0.178) bt fag t-4 
+(~:~~;) log (IPOECD) 
u t = 0.434 u t - 1 + 0.093 u t - 2 - 0.064 u t - 3 -(0.062) (0.068) (0.068) 
- 0.138 u t - 4 (0.062) 
n = 263, R.S.S. = 48.408, X2 (15) = 16.015 
The X2(4) test statistic on the autocorrelation para-
meters P1' P 2 , P3 and P4 , gave a value of 69.793 which is 
highly significant. The income elasticity came up almost with 
the same value as in (2), whereas the price elasticity decrea-
sed in absolute value but remained significant. 
The test of the non-linear restrictions imposed by 
the autoregressive error specification (3) in the correspon-
ding unrestricted transformed equation, which contains one 
up to four months lagged values of the variables Xbt ' 
2 This low R2 value is due to the seasonal adjustment of the 
data series which (mainly the dependent variable) exhibit a 
strong seasonal variation. If the seasonal dunwies are inclu-
ded explicitly into the equation, the R2 takes the value of 
0.722. 
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x OECD7 2 (Pbt/Pfag ) and IPOECD ' gave a value of 9.546 for the X (8) 
test statistiC, which is not significant; hence, the original 
equation, autoregressive error specification, is preferred. 
Considering now the "common factor" analysis, the ge-
neral unrestricted dynamic model has the form 
(4 ) a(L) log (Xbt) 
+ constant 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (4) gave an equa-
tiOll with 42 coefficients from which only the coefficients 
log (Xbt ) lagged one month as well as the coefficient of 
x OECD7 
log (Pbt/Pfag )t-4 came out significant and with the correct 
sign (n = 259, R.S.S. 2 = 40.102, R = 0.490, D.vL = 2.001, 
X
2 (15) - 8.570). This suggests that the model can be simpli-
fied and the Wald test for a common factor polynomial confirms 
this view. The table below gives the Wald criteria as well 
as their successive differences, for a common factor polyno-
mial of degree m and for m = 11, 12 and 13. 
- - ---- -- -
m 
1 1 
12 
13 
Wald Criteria 
--~ --- "==--===-=~=========-==~=-==-==-- ----- ---- ---
Wald 
Criteria 
1 .661 
4.792 
9.666 
Degrees 
of Freedom 
22 
24 
26 
Diffe-
rences 
3 .131 
4.874 
Degrees 
of Freedom 
2 
2 
1 91 
As can be seen from the above table, both the Wald 
ana the difference Wald criteria take non-significant values 
indicating that a common factor polynomial of degree 13 exists 
and therefore a structural equation form without any lags on 
the variables should be considered and the already estimated 
original equation, autoregressive error specification (3) is 
the preferred form. 
The above preferred specification (3) shows that the 
initially extracted set of 13 common roots contains nine 
zeros which in the general unrestricted dynamic model (4), 
shorten the lag length by nine for every variable. This was 
confirmed in an F-test on the coefficients of the variables 
lagged 5 up to 13 months, which gave a value of 1.158 for 
the F(27,206) test-statistic which is not significant. Reesti-
mating equation (4) allowing this time the scalar polynomi-
als to be of order 4 and testing for a common factor polyno-
mial we obtained the following values for the Wald criteria. 
Wald Criteria 
- -_~~_- c =-c =--=-=--======--=-===--==-=-=----=-=-==-==-====-=-==--====-=-====--=-~=_=_=~ 
m 
3 
4 
Wald 
Criteria 
1 • 71 9 
3.595 
Degrees 
of Freedom 
6 
8 
Diffe-
rences 
1 .876 
Degrees 
of Freedom 
2 
Here again, it seems fairly clear that on the basis 
of both the Wald and the difference \oJald cri ter ia, the hypo-
thesis that m = 4 is accepted and the original equation , 
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autoregressive error specification (3) should be considered 
as the data generation process. 
Turning now to a test of the seasonal adjustment of 
the data , we reestimated equation (3) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 17.161 for the F{11,245) test-sta-
tistic which is highly significant. Finally, according to the 
likelihood ratio test, performed in the preferred equation 
(3), the log-linear form is preferred to the linear form. 
The estimated activity elastiCity of 0.646 in equation 
(3) shows that exports of beverages and tobacco are income 
inelastic with respect to the index of industrial production 
of the O.E.C.D. countries. Reestimating equation (3) employing 
this time as activity variable the index of industrial pro-
duction of food, beverages and tobacco of the O.E.C.D. countries, 
we obtained an activity elasticity of 0.829 3 . This activity 
elasticity although higher in value than the one before, is 
still below unity indicating that the foreign demand for the 
Greek exports of beverages and tobacco is income inelastic. 
However, a more appropriate activity variable (e.g. index of 
cigarette production) could produce a higher activity elasti-
city, since, as it mentioned in the beginning of the section, 
Greece exports only cigarette leaf tobacco. Moreover, the 
3 Here again, a 4th order general autoregressive form was pre-
ferred and the autoregressive error hypothesis was accepted 
against the unrestricted transformed equation (X 2 (8) = 14.369). 
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tobacco which is exported from Greece is of the oriental type 
mainly used in cigarette blends, the American type of which 
has dominated the world market. 
The estimated relative price elasticity of -0.355, 
though significant, is low enough indicating that changes in 
relative prices exert a small influence on the export demand 
for beverages and tobacco. 
2.3. Export Demand Equations for Raw Haterials 
(SITC: Section 2) 
For the period under review exports of raw materials 
accounted for about 13 percent in the value of the total 
exports of goods. This group of exported cOnITllodi ties mainly 
includes raw cotton, crude minerals, ores of base metals, 
and hides and skins, whose shares averaged to 2~.1, 22.7, 21.4 
and 16.3 percent respectively for the period 1954 - 1976. 
The bulk of the exported raw materials of Greece is 
destined for the O.E.C.D. countries, and is used by the 
importing countries as input to their industrial sectors. 
Therefore, the level of industrial production of the O.E.C.D. 
countries aFpears to be the most suitable activity variable. 
To obtain the relative price variable, the price index 
of exported raw materials was deflated by a weighted index 
of domestic prices of raw materials (or the most relevant 
commodities according to data availability) of seven O.E.C.D. 
countries which are the major buyers of Greek exports. The 
price series used are the following: 
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U.S.A. 
· 
Price index of industrial goods (whole-• 
sale prices) 
· 
Price index of raw materials (wholesale 
· 
France 
prices) 
· 
Price index of intermediate goods (pro-
· 
Germany 
ducer prices) 
Italy 
· 
Price index of industrial materials 
· 
(wholesale prices) 
Netherlands: Price index of intermediate goods (who-
lesale prices) 
U.K. : Price index of raw materials (wholesale 
prices) 
Yugoslavia Price index of industrial goods (produ-
cer prices) 
Sargan's maximum likelihood ratio gave a value of 1.19, 
for the basic equation, which indicates that the log-linear 
form is preferred to the linear form. The least squares esti-
mates of the basic model, from seasonally adjuste~ data, are 
as follows: 
(1 ) 
where, 
log(X ) = 5.128 - 1.052 log(px /pOEC07) + 
rm ( 0 . 7 0 3 ) ( 0 . 1 6 3 ) rm rm 
+ 0.934 log (IPOECO ) (0.051) 
n - 2 6 3, RS S = 1 5 . 341, R 2 = 0 . 568, D. W . = 1 . 270, X 2 (1 5) = 75 . 583 
x = Index of volume of exported raw materials 
rm 
pX = Price index of~orted raw materials 
rm 
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p~CD7 = Weighted index of domestic prices of raw 
materials of seven importing OECD countries 
IPOECD = Index of industrial production of OECD . 
The estimated regression coefficients are highly si-
gnificant and they have the theoretically expected signs. 
Both Durbin-Watson and the X2 (15) Box-Pierce test statistics 
are significant, and in fact there are autocorrelations biger 
than twice their standard errors in the residual correlogram 
at lags 1, 2, 3 and 4. Reestimating equation (1) subject to 
a simple £th order autoregressive error, we obtained, as it 
was expected, a significant autocorrelation parameter for 
£ = 1, 2, 3 and 4. In all four cases the original equation, 
autoregressive error specification was accepted against the 
unrestricted transformed equation, and the estimated activity 
and price elasticities were very close to the ones of equation 
(1). However, a general £th order autoregressive scheme was 
preferred and in likelihood ratio tests the hypothesis that 
£ = 2 was-accepted against other values of £. 
(2 ) 
The maximum likelihood estimates are: 
log(X ) = 5.528 - 1.126 log(px /pOECD7) + 
rm ( 0 . 9 0 2 ) ( 0 . 2 0 2 ) rm rm 
n = 
+ 0.923 log (IPOECD) 
(0.084) 
u t = 0.310 u t - 1 + 0.153 u t - 2 + £t (0.061) (0.062) 
263, R. S . s. = 1 2 . 967, x2 (1 5) = 1 6 .61 9 
The test of the non-linear restrictions, imposed in 
the estimation of the general autoregressive error specifi-
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cation (2), gave a value of 4.641 for the X2(4) test-stati-
stic, which is not significant; hence, the original equation, 
autoregressive error specification is preferred. 
Considering now the "common factor" analysis we begin 
with the general unrestricted dynamic model 
(3 ) a(L)log(X ) = ~1 (L)log(px /pOECD7) + 
rm rm rm 
where the scalar polynomials in the lag operator L are of 
degree 13. The least squares estimates of (3) gave an equa-
tion with 42 coefficients from which only the coefficients 
of log (Xrm ) , lagged one and two months, log (IPOECD) , lagged 
one and twelve months, and log{px /pOECD7) were significantly 
rm rm t 
2 different from zero (n c 263, R.S.S. = 11 .138, R = 0.686, 
D.W. - 1.985, X2 (15) = 6.161). The fact that only five of the 
forty two estimated coefficients are significantly different 
from zero suggests that some simplification of the model is 
possible and the tests for common factor polynomials confirm 
this view. The table below gives the Wald criteria, as well 
as their successive differences, for a common factor polyno-
mial of degree m and for m = 10, 11, 12 and 13. 
m 
10 
11 
12 
13 
* 
Wald 
Criterion 
1 .632 
2.784 
9.015 
17.997 
Wald Criteria 
Degrees 
of Freedom 
20 
22 
24 
26 
Significant at the 5% level 
Diffe-
rences 
1 .152 
* 6.230 
* 8.982 
Degrees 
of Freedom 
2 
2 
2 
Taking first the Wald criteria, none of them takes 
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a significant value, and therefore the hypothesis that m = 13 
should be accepted. This suggests that we require a structu-
ral equation form without any lags on the variables and the 
already estimated specification (2) is the preferred form. 
Taking now the Wald difference criteria, it appears 
from the above table that on the basis of the difference 
between m _ 12 and m = 13, and between m = 11 and m = 12, the 
hypothesis that m = 13 or 12 might be regected in favor of 
m _ 11. This indicates that we require a structural equation 
form in which at least some of the variables of equation (1) 
have two extra lags. Reestimating the basic equation including 
this time all variables lagged one and two months, only the 
lagged values of the dependent variable produced a significant 
coefficient, and on estimation subject to an autoregressive 
error term we did not find any significant autocorrelation 
(as it was expected in view of (2)). So, after dropping some 
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non-significant variables, we obtained the following equation: 
(4) log (Xrm) = 3.809 + 0.305 log(X )t 1+ 0.096 log(X ) -(0 . 687 ) (0 . 061 ) rm - ( 0 • 058 ) rm t - 2 
- 0.799 log(px /pOECD7) + 0.572 log(IPOECD) 
(0.157) rm rm (0.075) 
n=263, RSS=13.221, R2=0.628, D.W.=1.960, X2 (15)-14.754 
which according to the difference Wald criteria is the prefer-
red form. Notice, however, that the long-run income and price 
elasticities obtained from the above model are very close to 
those estimated by the static model (2). 
The above preferred autoregressive error specification 
(2) shows that the initially extracted set of 13 common roots 
(according to the Wald criteria, or 11 common roots according 
to the difference Wald criteria) contains eleven zeros which, 
in the general unrestricted dynamic model (4), shorten the 
lag length by eleven for every variable. This was confirmed 
in an F-test on the coefficients of the variables lagged 3 
up to 13 months, which gave a value of 0.916 for the F(33,210) 
test-statistic which is not significant. Reestimating (4) 
allowing this time the scalar polynomials to be of order 2 and 
testing for a con®on factor polynomial we obtained the fol-
lowing values of the Wald criteria. 
Wald Criteria 
___ ~ ____ ~ ___ ~ ==-====--==-=-======-==--==--=-=-===-=-=---_= ~~ - =-=-===-=~=-=-c= 
m 
1 
2 
Wald 
Criteria 
1 .343 
2.385 
Degrees 
of Freedom 
2 
4 
Diffe-
rences 
1 .343 
1 .042 
Degrees 
of Freedom 
2 
2 
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As can be seen from the above table, none of the Wald 
or the difference Wald criteria takes a significant value. So, 
the cornmon factor analysis as applied in the simplified version 
of (4), leads us to accept a structural equation form without 
any lags on the variables and with an autoregressive error 
term, i.e. model (2), as the preferred form. 
To test the seasonal adjustment of the data, we reesti-
mated equation (2) using unadjusted data. The F-test construc-
ted from the corresponding residual sums of squares gave a 
value of 14.670 for the F(11 ,247) test-statistic which is 
highly significant. Finally, according to the likelihood ratio 
test performed in model (2), the log-linear form is preferred 
to the linear form. 
The estimated activity elasticity of 0.923 1 in equa-
tion (2) is highly significant, while its size slightly below 
unity is in agreement with a priori expectations. The volume 
of exported raw materials is expected to change in much the 
same proportion as the level of industrial production of the 
importing countries and the above activity elasticity confirms 
this proportionality hypothesis. 
On the other hand, the price elasticity estimated from 
equation (2) amounts to -1.126, and is highly significant. 
This above unity price elasticity indicates that Greek exports 
1 Experiments made with the index of industrial production 
of the manufacturing industries only, of the OECD countries, 
produced approximately the same results. 
of raw materials face noticeable price competition by the 
raw materials produced by the O.E.C.D. member countries. 
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2.4. Export Demand Equations for Chemicals (SITC: Section 5) 
Exports of chemicals averaged 4.9 percent of the value 
of total exports of goods during the period 1954 - 1976. In 
the early years of the sample, exports of chemicals were low 
and stagnant, whereas in later years they started picking up. 
This is due to the construction and operation, in the early 
sixties, of several large plants producing among other things, 
polysterene, nitrogenous fertilizers, phosphates, aluminium 
oxide, basic chemicals, fertilizers, petrochemicals and ammo-
nia. In view of the above, exports of chemicals increased at 
an annual rate of 1.4 percent in the years 1954 - 1966, 128.6 
percent in 1966 1967, 105.3 percent in 1967 - 1968, 8.4 
percent in 1968 1976, and 11.3 percent during the whole 
sample period. 
Raw chemical materials, which are utilised by the che-
mical industries of the importing countries, make up more than 
85 percent of this group, while the rest consists of chemical 
manufactures such as pharmaceutical products mainly, and cosme-
tics. Therefore, the index of chemical production of the OECD 
countries has been selected to represent the activity variable
1 
entering the export demand equation for chemicals. 
1 The proxy activity variable used is the index of industrial 
production of chemicals, rubber, and petroleum and coal pro-
ducts of the OECD countries. 
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The relative price variable introduced into the equa-
tion was obtained as the price index of exported chemicals 
deflated by a weighted index of domestic prices of chemicals 
(or the most related commodoties when the relevant price index 
was not available) of seven OECD countries which absorb more 
than 70 percent of Greece's exports of chemicals. The parti-
cular price series used are the following: 
· 
Price index of chemicals (wholesale prices) 
· 
U.S.A. 
· 
Price index of chemicals (wholesale prices) 
· 
France 
· 
Price index of intermediate goods (produ-
· 
Germany 
cer prices) 
Italy 
· 
Price index of chemicals, fuel and lubri-
· 
cants (wholesale prices) 
Netherlands: Price index of chemicals (producer prices) 
U.K. Price index of chemicals (wholesale prices) 
Yugoslavia Price index of industrial goods (producer 
prices) 
Sargan's likelihood ratio test, performed in the basic 
model, gave a value of 2.096 which indicates that the log-
linear form is preferred to the linear form. Using seasonally 
adjusted data, the least-squares estimates of the basic equa-
tion are as follows: 
(1 ) 
where, 
x OECD7 
log(X ) = - 2.224 - 0.192 log(Pch/Pch ) + 
ch (0.919) (0.244) 
+ 1.601 log (ICPOECD ) (0.092) 
RSS =91.963, R2_O.637, D.W.=0.903, X
2 (15)=876.408 n=263, 
X
ch = Index of volume of exported ch~nicals 
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- Price index of exported chemicals 
pOECD7 = 
ch Weighted index of domestic prices of chemi-
cals of seven importing OECD countries 
ICPOECD = Index of industrial production of chemicals 
of OECD 
The estimated price and income elasticities have the 
expected signs, but the price elasticity is insignificant. 
Both the Durbin-Watson and the X2 (15) Box-Pierce test-stati-
stics are highly significant indicating that first order as 
well as higher order autocorrelations are present in the re-
siduals. In fact there are autocorrelations in the residual 
correlogram at all lags, taking values in the range 0.39 to 
0.55. 
The above indicate that a general autoregressive error 
scheme should be considered. So, we reestimated equation (1) 
allowing the error term to follow a general £th order auto-
regression which finally was preferred to a simple autoregres-
sive form, and in likelihood ratio tests the hypothesis that 
£ _ 6 was accepted against other alternative values. 
The maximum likelihood estimates are: 
x OECD7 (2) log (X
ch ) = 0.775 - 1.182 log(Pch/Pch ) + (1.901) (0.237) 
+ 1.943 log (ICPOECD ) (0.402) 
u
t 
- 0.236 u t - 1 + 0.162 u t - 2 + 0.094 u t - 3 + (0.063) (0.064) (0.065) 
+ 0.139 u t - 4 + 0.113 u t - 5 + 0.125 u t - 6 (0.064) (0.064j (0.063) 
n = 263, R.S.S. = 49.148, X2 (15) = 18.168 
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The X2 (6) test-statistic on the autocorrelation para-
meters p. , i = 1, ••• , 6, gave a value of 176.173 which is 
1. 
highly significant. The standard errors of the estimated coef-
ficients have increased, indicating that they were initially 
underestimated in the presence of autocorrelated errors. Also, 
both the price and incomeooefficients increased in absolute 
value, and the price coefficient beca~me highly significant. 
The test of the non-linear restrictions imposed by the 
autoregressive error specification (2) in the corresponding 
unrestricted transformed equation, which contains one up to 
six months lagged values cf all three variables, gave a value 
of 11.393 for the X2 (12) test statiEtic, which is not signi-
ficanti hence, the original equation, autoregressive error 
specification, is preferred. 
Following now the "corrunon factor" analysis, the gene-
ral unrestricted dynamic model has the form 
+ constant 
where the scaJar polyr.omia] s in the lag opErator L are of order 
13. The least squares estimates of (5) gave an equation with 
42 coefficients, most cf which are insignificant (and with 
wrong sign) tecause of the collinearity between the different 
2 
lags of the variables (n = 263, R.S.S. = 42.841, R = 0.831, 
D.W. = 1.954, X2 (15) = 7.098). In particular, only the coeffi-
cient of the dependent variable lagged one month as well as 
x OEeD7 ( d the coefficient of log(Pch/P
ch )t carne up significant an 
with the expected sign). So, with only two of the forty two 
coefficients significant, a simplification of the model is 
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possible and this is confirmed by the tests for common factor 
polynomials. 
The table below gives the Wald criteria, as well as 
their successive differences, for a common factor polynomial 
of degree m and for m = 11, 12 and 13. 
m 
1 1 
1 2 
13 
Wald 
Criteria 
0.795 
3.889 
6.515 
Wald Criteria 
Degrees 
of Freedom 
22 
24 
26 
Diffe-
rences 
3.094 
2.626 
Degrees 
of Freedom 
2 
2 
As can be seen from the above table, neither the Wald 
nor the difference Wald criteria take significant values and 
therefore the hypothesis that m = 13 is accepted. This suggests 
that we should consider a structural equation form without 
any lags on the variables and an autoregressive error speci-
fication, at least in the first instance, of general 13th 
order form. When this model was estimated, the hypothesis that 
= 0 was accepted (X 2 (7) = 11.086), as already 
mentioned, and therefore model (2) is the preferred form. 
The non-significant values of 07' ... , 013 in the 
general autoregressive error specification, indicate that the 
common factor polynomial of order 13 contains seven roots 
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equal to zero which, in the general unrestricted dynanlic model 
(3), shorten the lag length by seven for every variable. To 
verify that we reestimated the general unrestricted equation 
(3) allowing this time the scalar polynomials in the lag ope-
2 rator L to be of order 6 (n = 263, R.S.S. = 47.065, R = 0.814, 
D.W. = 2.002, X2 (15) = 19.057). The F-test between the two 
general unrestricted forms gave a value of 0.986 for the 
F(21,210) test-statistic which is not significant. Testing 
now for a common factor polynomial in the simplified version 
of (3) we obtained the following values for the Wald and dif-
ference Wald criteria. 
m 
5 
6 
Wald 
Criteria 
1 . 789 
3.199 
Wald Criteria 
Degrees 
of Freedom 
10 
1 2 
Diffe-
rences 
1 .41 0 
Degrees 
of Freedom 
2 
Here again, none of the Wald or the difference Wald 
criteria takes a significant value and the hypothesis that 
m = 6 is accepted suggesting that model (2) is our data gene-
ration process. 
The above empirical analysis indicates that the overall 
dynamics in the export demand equation for chemicals is of 
d D ~h the model selection procedure which starts 6th or ere ....... c'-
with the sinlplest model and the alternative procedure which 
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begins with a general unrestricted model, lead to a specifi-
cation where the overall dynamics in the equation is expressed 
only through error dynamics. 
Turning now to a test of the seasonal adjustment of 
the data, we reestimated equation (2) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 4.643 for the F(11 ,243) test sta-
tistic which is highly significant. Finally, according to the 
likelihood ratio test, performed in the preferred equation 
(2), the log-linear form is preferred to the linear form. 
The estimated activity elasticity of 1 .943 shows that 
exports of chemicals are income elastic with respect to the 
index of chemical production of the O.E.C.D. countries. This 
rather high activity elasticity is partly attributed to the 
structural changes mentioned in the beginning of the section, 
namely the rapid growth of the Greek chemical industry resul-
tins in an increasing supply of the COP.1ll1odi ties in question. 
From the behaviour of the residuals it becomes evident 
that the above structural changes took place at the end of 
1967. So, a dunwy variable taking the value one for the period 
1968 - 1976 and zero outside it, was introduced into our 
equation and the above empirical analysis was repeated. Here 
again a 6th order general autoregressive error form was pre-
ferred and the autoregressive error hypothesis was accepted 
against the unrestricted transformed equation (X 2 (12) = 18.019) 
Also, the "common factor" analysis gave similar results to 
the ones previously described. The new estimated equation is: 
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(4) log (X
ch) = 3.122 - 1.219 log(px /pOECD7) + (1.826) (0.237) ch ch 
+ (6:~~~)109(ICPOECD) +(~:~~j)D 
Ut = 0.209 u t - 1 + 0.150 u t - 2 + 0.076 u t - 3 + (0.063) (0.064) (0.065) 
+ 0.123 u t - 4 + 0.112 u t - 5 + 0.129 u t - 6 (0.065) (0.065) (0.063) 
2 
n = 263, R.S.S. = 48.368, X (15) = 18.815 
where, 
D - 1 for 1968 - 1976 and 0 elsewhere 
It appears then that the activity elasticity is redu-
ced to 1 .36 2 which is reasonable. 
On the other hand the estimated price elasticity of 
-1.219, being highly significant, reflects the price compe-
tition that Greek exportable chemicals face in the foreign 
markets 
2 When the total index of industrial production of the OECD 
countries was employed aB ~~ activity variable, the estima-
teo income elasticity was 1.818. 
2.5. Export Demand Equations for Manufactured Goods 
(SITe: Section 6) 
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The share of exported manufactures in the value of 
the total exports of goods increased from ~.4% in 1954 to 
31.7% in 1976, and it averaged 25.6 percent over the whole 
sample period. This noticeable increase of the share of manu-
factures in total exports of goods is attributed to the rapid 
growth of Greek manufacturing, mainly during the decade 1960-
1970, and particularly of the textile, nonmetallic minerals, 
metal and nlachinery industries. In view of the above, exports 
of manufactures increased at an average annual rate of 6.1 
percent in the years 1954 1961, 28.7 percent in 1961 
1976 (for the period 1961 - 70 the annual rate of growth was 
37.2 percent), and 21.0 percent during the whole sample pe-
riod. This export group mainly includes textile products 
(mainly yarns and threads), lime, cement etc., and metals 
which account for more than 60 percent of the exports of ma-
nufactures. Also, aluminium, exported for the first time in 
1966, has become one of the leading commodities in the exports 
of manufactures, accounting for about 20 percent of the group 
in question. 
Since the bulk of the exported manufactures of Greece 
is destined for the O.E.C.D. countries, the total index of 
industrial production of the O.E.C.D. countries has been 
selected as an income-proxy. 
The relative price variable introduced into the equa-
tion was obtained as the price index of exported manufactures 
deflated by a weighted index of domestic prices of manufac-
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tures (or the most related commodities according to the avai-
lability of the data) of the seven O.E.C.D. countries which 
are the main customers of the Greek exports1 • The particular 
price series used are the following: 
U.S.A. 
France 
Germany 
Italy 
: Price index of industrial goods (whole-
sale prices) 
: Price index of s~i-manufactures (who-
lesale prices) 
: Price index of consumer goods (producer 
prices) 
: Price index of consumer (non-food) goods 
(wholesale prices) 
Netherlands: Price index of manufactures (wholesale 
prices) 
U.K. : Price index of manufactures (wholesale 
prices) 
Yugoslavia : Price index of industrial goods (produ-
cer prices) 
For the basic model, Sargan's maximum likelihood ratio 
gave a value of 5.39 which clearly indicates that the log-
linear form is preferred to the linear form. The least-squares 
estimates of the basic equation obtained from seasonally adju-
sted data,.are as follows: 
1 A dummy variable, taking the value 1 in 1966-76 and 0 else-
where, was introduced into the equation to take account of 
the addition of aluminium in the exports of manufactures in 
the period 1966-76, but it did not produce significant results. 
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(1) log (Xrof ) r. - 21.558 + 0.572 log(px /pOECD7) + (1 .064) (0. 1 66) rof rof 
+ 5.068 log(IP ) 
(0.086) OECD 
n=263, RSS=29.963, R2=0.956, D.W.=1.160, X2 (15)=237.663 
where, 
Xrof = Index of volume of exported manufactures 
P~f = Price index of exported manufactures 
pOECD7 = 
rof Weighted index of domestic prices of manu-
factures of seven importing OECD countries 
IPOECD = Index of industrial production of OECD 
It appears from the estimated equation that the price 
and income coefficients are significant, but the price coef-
ficient has the wrong sign. This is due to the presence of 
intercorrelation between the income and price variables 
(r = -0.655, whereas the correlation coefficient between exports 
and prices is -0.606 and between exports and income 0.977). 
Experiments made with lagged values of the price and income 
variables produced similar results because in all cases the 
correlation coefficient between price and income was biger 
in absolute value than the correlation coefficient between 
exports and price. 
Both Durbin-Watson and the X2 (15) Box-Pierce test-
statistics are highly significant indicating that first order 
as well as higher order autocorrelations are present in the 
residuals. Reestimating equation (1) subject to an autoregres-
sive error term, a general £th order autoregression was pre-
ferred to a simple autoregressive form, and in likelihood 
ratio tests the hypothesis that 1 = 7 was accepted against 
other alternative values. 
(2) 
The maximum likelihood estimates are: 
log (X
mf ) - - 11.016 - 0.586 log (pXf / p OECD7) + (2.383) (0.211) m mf 
+ 3.918 log(IP ) (0.475) OECD 
u t = 0.220 u t - 1 + 0.187 u t - 2 + 0.091 u t - 3 + (0.062) (0.064) (0.064) 
+ 0.161 u t - 4 + 0.009 u t - 5 + 0.090 u t - 6 + (0.063) (0. 062) (O. 060) 
+ 0.148 u t - 7 (0.057) 
n = 263, R.S.S. = 18.664, X2 (15) = 9.934 
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We notice that the estimated income elasticity decreased 
in value and the price coefficient came out significant and 
with the correct sign. 
Turning now to a test of the non-linear restrictions 
imposed in estimation, we find that the original specification, 
autoregressive error hypothesis (2), is rejected in favor of 
the unrestricted transformed equation (X 2 (14) = 44.767). This 
equation, containing one up to seven months lagged values of 
all three variables and an independent error term, achieves 
a significantly lower residual sum of squares than the restric-
ted form given above, and after dropping some non-significant 
variables we obtain 
{3} log{X f} - - 2.348 + 0.200 log{X r)t-1 + 
m {1.529} (0.060) m 
+ 0.164 log{X f}t-2 + 0.154 log{X f)t-4 + 
(0.061) m {0.060} m 
+ 0.111 log{X f}t-6 + 0.185 log{X f)t-7 -
(0.056) m (0.054) m 
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- 0.161 log(px /pOECD7) + 0.867 log (IPOECD)t 7 
(0 • 1 31 ) rof rof (0 • 31 6) -
n-263, RSS-17.795, R2.O.974, D.W.=2.039, X2 (15)-13.918 
As mentioned before, due to the intercorrelation 
between the income and price variables, we were not able to 
obtain a significant price coefficient. The above equation 
(with a non-significant price coefficient) was the best one 
after all combinations between log(px /pOECD7) . and 
mf mf t-l. 
log(IPOECD)t-j , for i,j = 0, 1, ••. , 7, were tried out. However, 
after some more experimentation, we found that the price and 
income variables lagged by thirteen months resulted in a signi-
ficant price coefficient with the correct sign. The new esti-
mated equation is: 
(4 ) log (X
mf ) = - 1.371 + 0.176 log(X f)t-1 + (1.638) (0.061) m 
+ 0.151 log(X f)t-2 + 0.148 log(X f)t-4 + 
(0.061) m (0.060) ill 
+ 0.126 log(X f)t-6 + 0.195 log(X f)t-7 -
(0.055) m (0.053) m 
~ O&n7 ) 
- 0.343 log (!"mf/Pmf- )t-13 + 0.860 log(IPOOCD t-13 (0.148) (0.332) 
n=263, RSS=17.417, R2=0.974, D.W.=2.044, X2 (15)=12.086 
All the coefficients came up almost with the same values 
as in (3) with an exception the price coefficient which increa-
sed in absolute value and became significant. So, equation (4) 
is the preferred form. 
Considering now the "common factor" analysis the gene-
ral unrestricted dynamic model has the form 
(5) x OECD7 () a(L)log(Xmf ) = S1 (L)log(Pmf/Pmf ) + S2(L)log IPOECD + 
+ constant 
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where the scalar polynomials in the lag operator L are of 
order 13. The least squares estimates of (5) gave an equation 
with 42 coefficients from which only the coefficient of log (X
mf
) 
lagged seven months as well as the coefficients of log(~/p~EXl)7) 
at time t and t-13 came out significant and with the correct 
sign (n = 263, R.S.S. 
X2 (15) = 9.517). 
2 
= 14.130, R - 0.979, D.W. = 1.984, 
The Wald test for a common factor polynomial of degree 
13, gives a value of 22.984 for the X2 (26) test-statistic which 
is not significant. This suggests that a structural equation 
form without any lags on the variables and a general autore-
gressive error specification, i.e. model (2), should ce consi-
dered as the data generation process. 
The above specification (2), preferred among other 
autoregressive forms, shows that the initially extracted set 
of 13 con®on roots contains six zeros which in the general 
unrestricted dynamic model (5), shorten the lag length by six 
for every variable. This was confirmed in an F-test on the 
coefficients of the variables lagged 8 up to 13 months, which 
gave a value of 1.332 for the F(18,210) test-statistic which 
is not significant. Reestimating equation (5) allowing this 
time the scalar polynomials to be of order 7 and testing for 
a common factor polynoraial of degree m, we obtained the fol-
lowing values for the Wald criteria. 
* 
m 
5 
6 
7 
Wald 
Criteria 
1 .11 5 
3.518 
15.009 
Wald Criteria 
Degrees 
of Freedom 
10 
1 2 
14 
Significant at the 1% level. 
Diffe-
rences 
2.403 
* 11.491 
Degrees 
of Freedom 
2 
2 
Taking first the Wald criteria, none of them takes 
a significant value and therefore the hypothesis that m = 7 
is accepted. This suggests that a structural equation form 
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without any lags on the variables and an autoregressive error 
specification of general 7th order form should be considered, 
and the already estimated model (2) is the preferred form. 
Taking now the Wald difference criteria, it appears from the 
above table that, on the basis of the difference between m = 7 
and m - 6, the hypothesis that m = 7 might be rejected in favor 
of m = 6. This indicates that we require a structural equation 
form in which at least some of the variables of equation (1) 
have one extra lag. However, experiments made with one period 
lagged values of the variables and general autoregressive 
error forms, failed to produce acceptable results because of 
different local minima (simple autoregressive forms were ina-
dequate to describe the data generation process) . 
The above empirical analysis indicates that the overall 
dynarllics in the export demand equation for manufactures is of 
215 
7th order. The model selection procedure which starts from 
the static form of the basic equation leads to a model where 
the overall dynamics in the equation is expressed only through 
systauatic dynamics (models (3) and (4». On the contrary, 
starting from the general unrestricted dynamic model, the cornmon 
factor analysis based on the Wald criteria suggests that the 
overall dynamics in the equation is expressed only through 
error dynamics (model (2». 
Turning now to a test of the seasonal adjustment of the 
data, we reestimated both equations (2) and (4) using unadju-
sted data. The F-tests constructed from the corresponding re-
sidual sums of squares gave the values of 2.60 and 2.807 for 
the F(11 ,242) and F(11,244) test-statistics respectively, which 
are significant. Finally, according to the likelihood ratio 
test performed in both the above models, the log-linear form 
is preferred to the linear form. 
The short-run income elasticities estimated from models 
(2) and (4) are 3.918 and 0.~60 respectively, whereas the long-
run income elasticity obtained from model (4) is 4.208. It 
appears then that with respect to the index of industrial pro-
duction of the O.E.C.D. countries, the Greek exports of manu-
factures are income elastic. However, these income elasticities 
are higher than what we would expect and they are partly attri-
buted to the structural changes mentioned in the beginning 
of the section, i.e. the rapid growtll of the Greek manufactu-
ring during the sample period. 
With respect to the price variable, the estimated short-
run elasticities from models (2) and (4) are -0.586 and -0.343 
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respectively, whereas the long-run price elasticity obtained 
from model (4) is -1.677, all being significant. These price 
elasticities, and particularly the last one, indicate the 
price competition that Greek exports of manufactures face in 
the international market. 
2.6. Export Demand Equations for Total Merchandise Exports 
(SITC: Sections 0 - 9) 
Thus far, we have estimated the demand equations for 
the major groups of exported commodities which contribute about 
85 percent in the value of total exported goods. In this section 
we attempt to estimate a demand equation for total Greek 
exports. 
It was mentioned in the preceding sections that the 
D.E.C.D. countries are the main source of demand for Greek 
exports. Therefore, the index of total industrial production 
of tne D.E.C.D. countries has been selected as income-proxy. 
To obtain the relative price variable, the price index of the 
exported commodities was deflated by a weighted index of do-
mestic prices which are the closest approxinlations to the ge-
neral price level of seven D.E.C.D. countries which are the 
main customers of the Greek exports. The particular price se-
ries used are the following: 
U.S.A. 
France 
Price index of industrial goods (whole-
sale prices) 
: Price index of se~i-manufactures (whole-
sale prices) 
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Germany : Total price index (producer prices) 
Italy : Price index of consumer goods (wholesale 
prices) 
Netherlands: Price index of manufactures (wholesale 
prices) 
U.K. : Total price index of manufacturing output 
(wholesale prices) 
Yugoslavia : Price index of industrial goods (producer 
prices) 
According to the likelihood ratio test, performed in 
the basic model, the log-linear form was preferred to the li-
near fornl. Using seasonally adjusted data, the least squares 
estimates of the basic equation are as follows: 
(1 ) 
where, 
log (X
T
) = - 10.430 + 1.154 log (pX/pOECD7) + 
(0.828) (0.162) T d 
+ 2.103 log{IPOECD ) (0.049) 
2 2 
n-263, RSS=16.217, R =0.878, D.W.=0.820, X (15)=380.596 
X
T 
= Index of volume of total exports 
pX = Price index of total exports 
T 
pOECD7 = Weighted index of domestic prices of seven 
d 
O.E.C.D. countries 
IPOECD = Index of industrial production of O.E.C.D. 
Although exports are significantly correlated with 
relative prices taken alone (r - -0.2), due to the presence 
of intercorrelation between the income and price variables 
(r = -0.3), the price coefficient carne out with the wrong 
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sign when both variables were included in the equation. Expe-
riments made with lagged values of the price and income vari-
abIes produced similar results for the same reason. 
Both Durbin-Watson and the X2 (1S) Box-Pierce test sta-
tistics are highly significant indicating that first order as 
well as higher order autocorrelations are present in the resi-
duals. Reestimating equation (1) subject to an autoregressive 
error term, a general ith order autoregression was preferred 
to a simple autoregressive form, and in likelihood ratio tests 
the hypothesis that i = 12 was accepted against other alterna-
tive values. 
(2 ) 
The maximum likelihood estimates are: 
log (X'I') = - 4.184 + 0.191 log (pX/pOECD7) + 
(1.71S) (0.194) T d 
+ 1.733 log (IPOECD) 
(0.311) 
0.353 u t - 1 + 0.082 u t - 2 + 0.007 u t - 3 + (0.062) (0.064) (0.064) 
+ 0.019 u t - 4 - 0.028 u t - 5 - 0.003 u t - 6 -(0.064) (0.064) (0.063) 
- 0.045 u t - 7 + 0.025 u t - 8 - 0.028 u t - 9 + (0.063) (0.064) (0.063) 
+ 0.071 U -10+ 0.222 u t - 11 + 0.250 u t - 12 (0.064) t (0.064) (0.062) 
7 7 47 X2(15) = 10.715 n = 263, R.S.S. = • , 
We notice that the price coefficient came out again 
with the wrong sign but it is insignificant. 
Due to the highly significant values of the first and 
twelveth autoregressive parameters P1 and P12' the factorised 
1 2 
error specification (1-P1L) (1-P1 2L )u t = £ was considered t 
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and though accepted against the unrestricted error specifica-
t · 2 10n u t = P1Ut-1+P12Ut-12+P13Ut-13+Et (X (1) = 0.44), the latter 
was rejected in the first place in favor of the general 13th 
order autoregressive form (X2 (10) = 88.624) (more generally, 
13 
in the general 13th order autoregression u
t 
= E P.u t . + E t ' . 1 1 -1 1= 
the jOint hypothesis P2 = ... = P11 = 0, P13 = -P1P12 was re-
jected - X2(11) = 88.744). 
Turning now to a test of the non-linear restrictions 
imposed in estimation, we find that the original specification, 
autoregressive error hypothesis (2) is rejected in favor of 
the unrestricted transformed equation (X 2 (24) = 62.028). This 
equation, containing one up to twelve months lagged values of 
all three variables and an independent error term, achieves a 
substantially lower residual sum of squares than the restricted 
form given above, and after dropping some non-significant va-
riables we obtain 
(3) log (XT) = - 0.038 + 0.330 log(XT)t_1 + 0.258 10g{XT \_11+ (0.659) (0.050) (0.050) 
1,J 0::: 
1 () - 0.1 02 log (px /pOEC07) + 
+ (~ : ~; ~ ) og XT t -1 2 ( 0 . 1 1 3 ) T d t - 4 
+ 0.208 log{IPOECO )t-11 (0.101) 
n=263, RSS=6.956, R2=0.948, D.W.=2.166, X2 (15)=14.839 
The above equation was the best one after all cornbina-
~ 1') tr'ed out. As mentioned before, due 0, I, ..• , L, were 1 
to the intercorrelation between the income and price variables, 
220 
in most of these combinations the price coefficient came out 
with the wrong sign but it was insignificant. 
Follo\tling now the "common factor" analysis we begin 
with the general unrestricted dynamic model 
(4 ) 
+ constant 
where the scalar polynomials in the lag operator L are of order 
13. The least squares estimates of (4) gave an equation with 
42 coefficients from which only the coefficients of the depen-
dent variable lagged one, eleven and twelve months came out 
significant (n = 263, R.S.S. = 6.088, R2 = 0.954, D.W. = 1.998, 
X2 (15) = 10.0b5). Testing for a common factor polynomial of 
degree m, and for m = 11, 12 and 13, we obtained the following 
Wald and difference Wald criteria. 
Wald Criteria 
m 
1 1 
1 2 
1 3 
Hald 
Criterion 
1 .040 
1 .986 
11.171 
Degrees 
of Freedom 
22 
24 
26 
* Significant at the 2% level 
Diffe-
rences 
0.946 
* 9.185 
Degrees 
of Freedom 
2 
2 
Taking first the ~~ald cri teria, none of them takes a 
significant value and therefore the hypothesis that m = 13 is 
accepted. This suggests tllat a structural equation form without 
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any lags on the variables and a general autoregressive error 
specification, i.e. model (2), should be considered as the 
preferred form. 
':eakillg now the Wald difference criteria, it appears 
from the above table that, on the basis of the difference 
between m = 12 and m ~ 13, the hypothesis that m = 13 might 
be rejected in favor of rn - 12. This indicates that we requi-
re a structural equation form in which at least some of the 
variables of equation (1) have one extra lag. However, expe-
riments made with one period lagged values of the variables 
and general autoregressive error forms , failed to produce 
acceptable results because of different local minima (simple 
autoregressive forms were inadequate to describe the data 
generation process) . 
The above specification (2), preferred illoong other 
autoregressive forms, shows that the initially extracted set 
of 13 cornmon roots contains one zero which in the general 
unrestricted dynamic model (4), shortens the lag length by one 
for every variable. This was confirmed in an F-test on the 
coefficients of the variables lagged 13 months, which gave 
a value of 0.356 for the F(3,210) test-statistic which is not 
significant. Reestimating equation (4) allowing this time the 
scalar polynomials to be of order 12 and testing for a cornmon 
factor polynomial of degree m we obtained the following values 
for the Wald criteria. 
m 
11 
12 
* 
Wald 
Criteria 
1 .456 
8.960 
Wald Criteria 
Degrees 
of Freedom 
22 
24 
Significant at the 5% level 
Diffe-
rences 
* 7.504 
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Degrees 
of Freedom 
2 
As can be seen from the above table, the application 
of the "common factor" analysis in the simplified version of 
(4), gives similar results to the ones previously obtaineo. 
The above empirical analysis indicates that the over-
all dynamics in the export demand equation for all goods is 
of 12th order. The model selection procedure which starts from 
the static form of the basic equation leads to a model where 
the overall dynamics in the equation is expressed only through 
systematic dynamics (model (3». On the contrary, starting 
fronl the general unrestricted dynamic model, the common factor 
analysis based on the Wald criteria suggests that the overall 
dynamics in the equation is expressed only through error dyna-
mics (model (2». 
Turning now to a test of the seasonal adjustment of 
the data, we reestimated equation (3) using unadjusted data. 
The F-test constructed from the corresponding residual sums 
of squares gave a value of 4.151 for the F(11,246) test-sta-
tistic, which is highly significant. Finally, according to 
the likelihood ratio test performed in the above model, the 
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log-linear form is preferred to the linear for.m. 
The long-run income elasticity obtained from model (3) 
is 2.70 showing that with respect to the index of industrial 
of the O.E.C.D. countries, Greek exports are income elastic. 
On the other hand, the long-run price elasticity is -1 .325, 
and while being of reasonable magnitude (in view of the price 
elasticites of the individual categories), it is nevertheless 
insignificant. 
It appears then, that in the aggregate export demand 
equation the relative prices are an unimportant factor and 
add almost nothing to the explanation of exports. Thus, 
although on the basis of the individual export demand equa-
tions prices are quite important in determining changes in 
the volume of exported commodities, the aforementioned failure 
of the aggregate function to reveal a price effect, shows the 
value of disaggregation. 
To derive the aggregate export demand elasticities 
from the disaggregated demand functions, we follow again the 
method used by Barker (1970), already described in the pre-
vious chapter in relation to the aggregate import demand 
function. Since in most of our disaggregated ~xport demand 
functions, the preferred model is of the static form, it is 
only this form of export demand equation that is considered. 
In particular, for the categories, food, beverages and tobacco, 
raw materials and manufactures, the elasticities used for the 
calculation of the aggregate export demand elasticities, result 
from the corresponding preferred original equations, autore-
gressive error specifications. The export demand elasticities 
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for chemicals are obtained from the preferred autoregressive 
form which was reestimated using as activity variable the 
index of industrial production of the O.E.C.D. countries, 
instead of the index of chemical production which was initi-
ally employed. 
The table below shows the derived ag~regate elastici-
ties which were obtained using the average and the 1976 shares 
of each export category in the total exports. From this table 
it can be seen that the derived aggregate activity elasticity 
is in the region of 1.7 (using the average shares) which is 
quite close to the direct estimate of 1.733 from model (2). 
But, the derived aggregate price elasticity is very low compa-
red with the individual price elasticities. This is due to 
the fact that all export categories, apart from beverage:> and to-
bacco, have very low export price distribution elasticities. 
If we ignore the price distribution elasticities, the derived 
aggregate price elasticity, using the average and the 1976 
shares, is -0.56 and -0.48 respectively. 
However, the elasticities obtained from the disaggre-
gated equations are downward-biased because these do not allow 
for exports of the omitted from the analysis SITC categories 
which are included in total exports (see section 1). These 
"excluded" exports, which were less than 5 percent of total 
exports during the period 1954 - 1971, accounted for about 
21 percent during the period 1972 - 1976. In particular, exports 
of fuels and lubricants (SITC: Section 3) which were not expor-
ted at all before 1972, averaged to 8.6% in the value of the 
total exports of Greece during the period 1972 - 76 (the main 
Export 
Category 
Food 
Beverages and To-
bacco 
Raw Materials 
Chemicals 
Manufactures 
Sum of indivi-
dual shares 
Total estimate 
derived using 
TABLE 1 
INCOME AND PRICE ELASTICITIES FOR FIVB CATEGORIES OF 
EXPORTS AND TOTAL EXPORTS 
Short - run 
Income Elasticity 
1 . 763 
0.646 
0.923 
1 .818 
3.918 
Short - run 
Price Elasticity 
-0.532 
-0.355 
-1.126 
-1 .2CJO 
-0.586 
Shares in Total Exports 
Average 1954-76 1976 
0.237 0.206 
0.188 0.092 
0.145 0.087 
0.051 0.041 
0.238 0.325 
0.859 0.751 
(i) Average shares 1 .698 -0.200 
(ii) 1976 shares 1 . B 51 -0.154 
EstimatErl Rela-
ti ve Price Oi-
stribution Ela-
sticity 
0.195 
(0.082) 
1 .134 
(0.161) 
0.253 
(0.074) 
0.236 
(0.155) 
0.31 3 
(0.104) 
~ 
~ 
U1 
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exported item of this group is petroleum products refined). 
Exports of machinery and transport equipment (SITC : Section 7), 
which accounted for about 1% of total exports before 1972, 
they averaged to 3.1% in the years 1972 - 76 (this group mainly 
includes equipment for distributing electricity, and motor 
vehicles for the transport of goods or materials and special 
purpose motor vehicles). Finally, exports of miscellaneous 
manufactured articles (SITC: Section 8) which accounted for 
about 1% in total exports during the years 1954 - 71, they 
averaged to 9.3% in the period 1972 - 76 (this group mainly 
includes outer and under garments, and footwear). 
In view of the above, as can be seen from the above 
table, the groups of exported commodities previously examined, 
account for an average of 85.9% of total exports during the 
whole sample period, while for 1976 they account only for 
75.1%. Adjusting the shares to add up to unity the derived 
activity elasticity (or the aggregate activity elasticity of 
the listed only groups), using the average and the 1976 shares, 
is 1.977 and 2.465 respectively. The derived short-run relative 
price elasticity becomes -0.233 and -0.205 respectively, and 
if we ignore the price distribution elasticities, the weighted 
price elasticity is -0.648 and -0.639. 
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3. Summary of Findings 
A summary of the estimated elasticities of the export 
demand equations for the major groups of exported commodities 
and the total exports are presented in the table below. Long-
run activity and price elasticities are presented for those 
groups of cornnlodities for which dynamic export demand functions 
were estimated. 
The results obtained from the export demand equations 
of Greece may be summarized as follows. 
(i) Exports of food to O.E.C.D. countries, which pro-
vide most of the demand for such goods, are elastic with 
respect to the industrial production of these countries. Ta-
king also into consideration that industrial production of 
the O.E.C.D. countries has grown faster than their income 
(during the sample period total industrial production and 
national income increased at an. average annual rate of 4.8% 
and 4.1% respectively) the income elasticity of exported food 
would be placed in the neighborhood of 2. 
(ii) Tobacco exports (which account for more than 
85% of exports of beverages and tobacco) have grown slower 
than the production of food, beverages and tobacco of the 
importing countries. However, since Greece exports only ciga-
rette leaf tobacco, it is expected that the activity elasti-
city of tobacco exports with respect to the cigarette pro-
duction of the D.E.C.D. countries, should be around one. 
(iii) The volume of exported raw materials has grown 
as fast as the level of industrial production of the D.E.C.D. 
countries. however, with respect to the income of the O.E.C.D. 
Exports of: 
TABLE 2 
EXPORT DEMAND ELASTICITIES FOR GOODS 
(Monthly Data 1954-1976) 
Industrial Production 
Elasticity 
Relative Price 
Elasticity 
Short-run Long-run Short-run Long-run 
Food 1 . 763 1 .888 -0.532 
Beverages and Tobacco 0.646 b -0.355 0.829 
Raw Materials 0.923 0.955 -1 .1 26 
Chemicals 1 .360c -1 .21 9 
1 .81 8 
Manufactures 3.918 4.208 -0.586 
All Goods 1 .733 2.700 
aSignificant at the 8% level 
bWith respect to industrial production of food, beverages 
and tobacco of OECD 
c With respect to chemical production of OECD 
d Not significant at the 10% level 
-0.755a 
-1 .334 
-1 .677 
-1.325d 
~ 
~ 
0) 
countries, the export demand elasticity for raw materials 
appears to be greater than one. 
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(iv) Regarding Greece's exports of chemicals, it appe-
ars that the foreign demand elasticity for these products with 
respect to the chemical production of the importing countries, 
is somewhat above unity. On the other hand, the export demand 
elasticity for manufactures, with respect to the index of 
industrial production of the O.E.C.D. countries is around 4. 
This high activity elasticity for manufactures, is partly 
attributed to the rapid growth of the Greek manufacturing 
industries resulting in an increasing supply of the commo-
dities in question. 
(v) Finally, taking the relative price elasticities 
of the individual groups of commodities, at their face value, 
their magnitudes on the whole indicate that Greek exports 
face noticeable price competition in foreign markets. 
CHAPTER VII 
CONSIDERATIONS OF A JOINT ESTIMATION OF 
THE IMPORT AND EXPORT DEMAND EQUATIONS 
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Up to this point we have estimated each import and 
export demand equation separately using least squares ( or 
non-linear least squares according to the error specifica-
tion) , taking no account of any correlation across the equa-
tions that might exist (see chapter IV, section 2.2.) . 
In matrix form, a set of the above estimated n import 
(or export) demand equations can be written as follows: 
m 
(1 ) ~t = E B. Yt . + C ~t + ~t i=1 _1 - -1 - - (t 
1 , ... , T) 
where 
R-
Ut = E R. Ut . + £t 
- i=1 _1 - -1 -
and : tis N I D ( 0 , E) . C and the (diagonal) B. are matrices of 
_1 
coefficients, and ~t and ~t are n x 1 and px1 vectors of obser-
vations on the dependent variables and all explanatory varia-
bles, which are included in the import (or export) demand 
equations, at time t. 
The application of least-squares to (1) requires that 
the matrices R. and E are diagonal and this is the approach 
_1 
followed in the previous chapters. However, there may be a 
contemporaneous correlation between the disturbances reflecting 
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the omission of any common factors that affect the behaviour 
of imports (or exports) of all or some commodity groups (e.g. 
foreign exhange reserves of the country for i~mports and world 
excess demand for exports). Whenever we have such a situation 
the matrix ~ is non-diagonal and the equations are only 
seemingly unrelated. In this case, more efficient estimates 
will be obtained if the equations in (1) are estimated jOintly 
using a joint generalized least squares type of estimation 
(see Zellner (1962 and 1963». Another possibility is the exi-
stence of non-zero correlations between lagged disturbances 
from a pair of equations. This type of correlation would arise 
if the effect of the omitted variables that are common to 
both equations, take different times to be demonstrated from 
one equation to the other. In this case an extension of 
Zellner's joint estimation technique can be applied (see Park 
(1967». 
The above situations can be detected in practice by 
the use of residual cross correlation functions. That is, for 
a pair of equations, we compute 
for 
P1 2 (k) = 
cov (£1,t '£2,t-k) 
Ivar (£1) ·var (£2) 
k = ••• , -1, 0, 1, ... 
where £. denotes the (least-squares) residuals in equation i. 
1 
We then plot p .. (k) against k, with a band of ±2/IT (the 
1J 
d d error of a correlation coefficient between asymptotic stan ar 
two independent series being 1/IT). Thus a departure from 
the null hypothesis of no correlation is indicated whenever 
p .. (k) exceeds this critical value. 1J 
Such residual cross correlation functions are shown 
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below for different pairs of import and export demand equa-
tions. For convenience we shall present first the cross cor-
relograms of the import demand functions and then the cross 
correlograms of the export demand functions. 
1. Residual Cross Correlation Functions of import Demand 
Equations 
The residuals used for the construction of the cross 
correlograms are obtained from the preferred forms already 
described in chapter V. Since two different model selection 
procedures have been applied for each import (or export) 
category, whenever there are more than one preferred form, 
the residuals have been obtained from that equation which in 
terms of residual variance provides a better fit. 
To preserve comparability in the residuals, all equa-
tions have been estimated from seasonally adjusted (by the 
least-squares method) logarithms of the variables. Thus, for 
imports of fuels, where the estimation of general autoregres-
sive forms was virtually impossible because of convergence 
difficulties when we used logarithms of the variables, the 
residuals were obtained from the preferred equation which was 
selected on the basis of simple autoregressive error processes 
(see chapter V, section 2.3.). 
For imports of machinery and transport equipment the 
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estimation of general autoregressive error forms was impos-
sible only for processes ,of order greater than 9. So, among 
the autoregressive forms which were possible to estimate, an 
autoregressive error specification of general 8th order form 
was preferred according to the likelihood ratio tests1 . Sub-
sequently, the residuals were obtained from that equation. 
In view of the discussion in chapter IV, section 1.4., 
the residual cross correlation functions p, ,(k) have been 
1J 
estimated for k = -13, ... , -1, 0, 1, ... , 13. The subscripts 
i, j refer to the SITC categories and therefore take the 
values 0, 2, 3, 5, 6, and 7 (we recall that these SITC sections 
correspond to the following groups of imported commodities: 
food, raw materials, fuels, chemicals, manufactures, and 
machinery and transport equipment). Cross correlograms are 
shown only for these pairs of import demand equations for 
which the correlation coefficient between disturbances was 
1 The estimated equation is: 
m d log (M
mt
) = 3.384 - 0.785 10g(P t/Pg) + 1.011 log(IP) 
(0.957) (0.145) m (0.135) 
U
t 
= 0.272 u t - 1 + 0.024 u t - 2 + 0.232 u t - 3 + (0.062) (0.064) (0.064) 
+ 0.064 u t - 4 - 0.049 u t - 5 + 0.100 u t - 6 + (0.065) (0.066) (0.064) 
+ 0.049 u t - 7 + 0.174 u t - 8 + £t (0.066) (0.063 
n = 5 343 X
2 (1 5) = 3.342 263, R.S.S.: . , 
which was accepted against the unrestricted transformed 
equation (X 2 (16) = 17.981). 
shown to be significant for at least one value of k. 
The residual cross correlation functions now follow with 
a band of ± 0.1265 ( = ± 2/1250 ). 
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FIGURE 1 
RESIDUAL CROSS CORRELATION FUNCTIONS OF IMPORT 
DEMAND EQUATIONS 
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A number of interesting points arise from the above 
residual cross correlation functions. At least one p .. (k) 
1J 
was found to be greater than twice its standard error, in 
240 
thirteen cases out of 15 (= (~» possible pairs of equations. 
A significant contemporaneous correlation between the distur-
bances was found in 9 cross correlograms. In all these 9 cases 
the correlation coefficient p .. (k) takes the largest value 1J 
for k = O. Also, in 2 out of these 9 pairs of equations only 
p .. (0) was significant. 1J 
The largest contemporaneous correlations between 
disturbances were found in the following pairs of equations: 
(2,5), (2,6), (2,7), i.e. between imports of raw materials 
and respectively, imports of chemicals, manufactures, and 
machinery and transport equipment. These contemporaneous cor-
relations are not unreasonable if we take into consideration 
that the industrial sector is the main source of demand for 
these groups of commodities (see the relevant sections in 
chapter V for a description of the composition of these com-
modity groups). As already mentioned in chapter V, due to 
data limitations changes in stocks and private fixed invest-
ment have not been introduced in the import demand equations 
for the above commodities. Therefore, these "omitted" varia-
LIes may be the cause of the contemporaneous correlations 
across the above equations. Similarly, we found significant 
contemporaneous correlations between the disturbances in the 
pairs of equations (5,6), (5,7) and (6,7). 
With regard to the correlations between disturbances 
in the pairs of equations (0,2), (0,5), (0,6), and (0,7), 
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i.e. between imports of food and all other groups of imported 
commodities (except fuels), although significant they hardly 
justify the application of a jOint estimation technique of 
these pairs of equations. The significant values of P
Oj (k) , 
j ~ 2, 5, 6, and 7, probably reflect the omission of some ge-
neral common factor affecting the imports of these groups of 
commodities, as for example the ability of the country to 
import. As mentioned earlier in chapter V, section 1, the abi-
lity of the country to import was measured by the receipts 
of the country from exports of goods and services. However, 
this variable was not introduced into the import demand equa-
tions because due to the high intercorrelation between that 
variable and the index of industrial production, it failed 
to produce significant results. 
Finally, the lower correlations between disturbances 
appear in the pairs of equations (2,3), (3,6) and (3,7), i.e. 
between imports of fuels and imports of raw materials, manu-
factures, and machinery and transport equipment. Among these 
three pairs of equations the highest cOLre£tion appears in the 
pair (2,3), i.e. between imports of raw materials and imports 
of fuels, and is contemporaneous. 
From the above we conclude that in general any corre-
lation between the disturbances of the import demand functions 
tends to be contemporaneous rather than lagged. As can be seen 
from the table below, among these contemporaneous correlations, 
the largest value is 0.425 occuring in the pair of equations 
(2,6), i.e. between imports of raw materials and imports of 
manufactures, while the rest (significant ones) take values 
within the range 0.166 to 0.301 • 
0 
0 1 .000 
2 
3 
5 
6 
7 
TABLE 1 
CONTEMPORANEOUS CORRELATIONS BETWEEN THE 
RESIDUALS OF THE IMPORT DEMAND EQUATIONS 
SITC Categories 
2 3 5 6 
0.219 0.010 0.062 0.087 
1 .000 0.204 0.289 0.425 
1 .000 0.100 0.1 04 
1 .000 0.247 
1 .000 
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7 
0.1 66 
0.285 
0.029 
0.301 
0.299 
1 .000 
The question now arising is whether the observed cor-
relations between the disturbances, mostly contemporaneous, 
are high enough in order to indicate the application of a 
jOint generalized least squares type of estimation. It can 
be shown, that if the matrix of explanatory variables is the 
same for each equation, then the joint generalized least 
squares estimators are reduced to ordinary least-squares esti-
mators. Thus, the gain in efficiency yielded by the Zellner 
estimator over the least-squares estimator increases directly 
with the correlation between the disturbances from the diffe-
rent equations and inversely with the correlation between the 
different sets of explanatory variables (Johnston (1972), 
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p p. 240 - 241). 
In our import demand equations, imports are determi-
ned in terms of activity variable and relative prices. The 
activity variable entering all our import demand functions, 
is the index of total industrial production of Greece. The 
index of chemical production has been employed as activity 
variable, instead of the index of industrial production, only 
in the case of imports of chemicals. However, these two 
indices are highly correlated (r = 0.991). Taking now the 
relative prices, it appears from the table below, that there 
is a noticeable correlation between the relative prices of 
the various groups of imported commodities (RP i stands for 
the relative prices of the ith SITC section). 
RP O 
RP 2 
RP 3 
RP S 
RP6 
RP 7 
TABLE 2 
CORRELATION COEFFICIENTS BETWEEN RELATIVE 
IMPORT PRICES 
RP O RP 2 RP3 RP5 RP 6 
1 .000 0.327 0.679 0.645 0.702 
1 .000 0.120 0.656 0.1 20 
1 .000 0.425 0.601 
1 .000 0.522 
1 .000 
RP7 
0.346 
0.803 
0.002 
0.588 
0.1 00 
1 .000 
Also the lagged values of the dependent variables 
enter our import demand equations. However, lagged values 
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of the dependent variables appear among the regressors in 
two only equations (import demand equation for raw materials 
and import demand equation for fuels). 
In view of the above, there is not enough evidence 
to support the view that there will be any gain in effici-
ency if the selected forms of the import demand equations 
are jOintly estimated. 
2. Residual Cross Correlation Functions of Export Demand 
Equations 
The residuals to be used for the construction of the 
cross correlograrns, have been obtained from the preferred 
forms of the export demand equations, already described in 
chapter VI. Here again, all equations have been estimated 
from seasonally adjusted (by the least-squares method) loga-
rithrns of the data. Cross correlograrns are shown only for 
these pairs of export demand equations for which the corre-
lation coefficient between disturbances p .. (k), was shown to 1J 
be significant for at least one value of k, k = -13, . . . , -1 , 
0, 1, ... , 13. The subscripts i, j take the values 0,1, 2, 
5 and 6 which refer to the SITC groups of exported commodities, 
food, beverages and tobacco, raw materials, chemicals, and 
manufactures, respectively. 
The residual cross correlation functions now follow 
with a band of ±2j1T (~ ±0.1265). 
FIGURE 2 
RESIDUAL CROSS CORRELATION FUNCTIONS OF 
EXPORT DEMAND EQUATIONS 
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The above residual cross correlation functions, give 
rise to the following pOints. At least one p .. (k) was found 
1] 
to be greater than twice its standard error, in nine cases 
out of 10 (~ (~)) possible pairs of equations. A significant 
contemporaneous correlation between the disturbances was found 
in only 3 cross correlograms. In all these 3 cases the corre-
lation coefficient Pij(k) takes the largest value for k - o. 
Finally, in all nine residual cross correlation functions 
graphed above, at least one significant lagged correlation 
coefficient between disturbances, was found. 
The largest lagged correlations between disturbances 
were found in the pairs of equations (0,1), (0,2), and (1,2), 
i.e. between exports of food, beverages and tobacco, and raw 
materials. These groups of commodities refer mainly to agri-
cultural products (about 45% of exports of raw materials 
consist of raw cotton and hides and skins) and the signifi-
cant values of p .. (k), i,j = 0, 1, 2, probably reflect the 
1] 
omission of some general common factor affecting the exports 
of these commodities. A lag effect lasting approximately one 
year can be observed from the pairs of export demand equa-
tions (0,1) and (0,2). In particular, for the pair of eq~a-
tions (0,1), it appears from the corresponding cross corre-
logram, that the residuals of equation 0 lead the residuals 
of equation 1 by approximately one year. On the contrary, 
for the pair of equations (0,2), we can see that the residu-
als of equation 2 lead those of equation 0 by the same period. 
however, the above observed leads do not seem to affect the 
lead/lag effects in the pair of equations (1,2) (the corre-
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lation coefficient P12(k), k = 23 24 25 and 26 f d " , was oun 
insignificant) • 
Significant contemporaneous correlations between 
disturbances were found in the pairs of equations (2,5), (2,6) 
and (5,6), i.e. between exports of raw materials, chemicals 
and manufactures. These contemporaneous correlations are not 
unreasonable if we take into consideration that the industrial 
sector of the importing countries is the main source of demand 
for these groups of exported commodities (see the relevant 
sections in chapter VI for a description of the composition 
of these comnlodity groups) . 
Finally, the lower correlations between disturbances 
appear in the pairs of equations (0,5), (1,5) and (1,6), i.e. 
between exports of chemicals and exports of food and bevera-
ges and tobacco, and between exports of beverages and tobacco 
and exports of manufactures. These correlations between distur-
bances, although significant, are too small to justify the 
joint estimation of these pairs of equations, bearing also 
in mind the heterogeneity of these group pairs of exported 
con~odities. 
From the above we conclude that in general the obser-
ved correlations between the disturbances of the various 
export demand equations are quite small. From these contempo-
raneous and lagged correlations, the largest values amount 
to 0.291 and 0.276 and occur in the pairs of equations (2,6) 
and (0,2), i.e. between exports of raw materials and exports 
of manufactures and exports of food, respectively. The rest 
(significant) correlations between disturbances take values 
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within the range 0.127 to 0.223. 
With regard to the correlations between the different 
sets of explanatory variables entering the export demand equa-
tions, the table below shows that the correlations between 
the relative prices are lower than those corresponding to the 
import demand equations (RP. stands, as before, for the rela-
1 
tive prices of the ith SITC section). As far as the activity 
TABLE 3 
CORRELATION COEFFICIENTS BETWEEN RELATIVE 
EXPORT PRICES 
RP O RP 1 RP 2 RP 5 RP6 
RP O 1 .000 0.262 0.315 0.030 0.385 
RP 1 1 .000 -0.053 -0.234 
0.364 
RP 2 1 .000 0.275 
-0.002 
RP 5 
1 .000 -0.376 
RP 6 
1 .000 
variable is concerned, the index of industrial production of 
the O.E.C.D. countries has been introduced in all our export 
demand equations. The index of chemical production of the 
O.E.C.D. countries, which has been employed as activity vari-
able only in the case of exports of chemicals, is highly cor-
related witl) the index of total industrial production (r=0.997). 
Finally, lagged values of the dependent variabl~appear 
---------------~-----
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among the regressors, in two out of five, export demand equa-
tions (i.e. export demand equation for food and export demand 
equation for manufactures). Thus, in contrast to the case of 
imports, the argument concerning correlation between the dif-
ferent sets of explanatory variables in the case of exports 
is not valid. 
In view of the above and taking into consideration the 
observed contemporaneous and lagged correlations between the 
disturbances, there is some evidence that the joint estimation 
of the selected forms of the export de~and equations, might 
yield more efficient estimates. Further, it follows from the 
latter that the omitted common factors that affect the beha-
viour of the above groups of exported commodities, are also 
expected to cause serial correlation of the disturbances; such 
serial correlations have already been taken into account in 
the specification and estimation of the export demand equations. 
It appears then, that in the system of equations (1), apart from~, 
we can also treat the matrices R. as non-diagonal. That is, 
-1 
to assume that the cross-equation serial correlations of the 
disturbances can be represented by a general vector autoregres-
sion. In this case the set of equations in (1) can be estima-
ted by the autoregressive maximum likelihood method (see Hendry 
(1971». Moreover, a vector generalization of the model selec-
tion procedure based on the likelihood ratio test principle, 
already described in chapter IV, section 1.1., can be applied 
in order to specify the dynamic structure of the equations. 
However, such an approach was unattainable, since the relevant 
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computer program (see Hendry and Srba (1978b» required enor-
mous process time for the estimation of models such as (1) 
with n>2 and i>4. 
In conclusion, we take into consideration that on the 
one hand we are confronted by the above difficulties in esti-
mation when R. are treated as non-diagonal, and on the other, 
-1 
there is the fact that the observed contemporaneous and lagged 
correlations between the residuals are quite small (though 
significant). Therefore, we believe that any loss in efficiency 
yielded from the estimation of the export demand equations by 
the (linear or non-linear) least-squares method is negligible, 
as well as that the already estimated preferred forms should 
be retained. 
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CHAPTER VIII 
APPLICATIONS OF THE EMPIRICAL FINDINGS 
The preceding chapters dealt with the estimation of 
the structural parameters of Greece's import and export 
demand equations. In the present chapter we attempt some 
applications of these estimates to the trade balance of 
Greece. Specifically, we try to predict the country's balance 
of trade for the year 1982, under different assumptions about 
growth rates in Greece and its trading partners, and relative 
price changes; thus, we show the sensitivity of the country's 
trade balance to these various assumptions. 
1. Ex-post Predictions for 1977 and 1978 
Before presenting any ex-ante predictions, it is 
interesting to test the performance of the estimated equa-
tions and to see how well they can explain economic behavior 
outside the confines of the sample. It should be mentioned, 
however, that a good performance of the estimated equations 
outside the sample period does not guarantee good ex-ante 
predictions for the forecast period, because the values of 
the explanatory variables in the prediction period are usu-
ally not known at the time forecasts are made. 
The post-sample parameter stability test was applied 
to all import and export demand equations. The observations 
used for this purpose are the monthly figures for the year 
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1977, which meanwhile became available. If f. denotes the fo-
1 
recast error and s2 is the residual variance of the particular 
import or export demand equation, then the parameter stability 
test-statistic is 
1 12 2 
~ ~ f. which, under the null hypothesis 
s i=1 1. 
that all parameters are stable and consistently estimated, is 
distributed asymptotically as a X2 (12} variate. The table 
below shows the values of the stability test statistics of 
the preferred forms. Note that with addition of the monthly 
observations for 1977, the seasonal adjustment of the data was 
made for the entire sa~mple before the above test was applied. 
TABLE 1 
POST SAMPLE PARAMETER STABILITY TESTS 
(1977 Monthly Data) 
Import Demand Equation for: x2 (12) Export Dena.rrl Equation for: x2 (1 2) 
(i) Food 11.848 (i) Food 7.159 
(ii) Raw Materials 
(iii) Fuels 
(i v) Chemicals 
(v) Manufactures 
(vi) Machinery and Trans-
port Equipment 
(vii)Overall Import Demand 
Equation 
* 
7.620 
18.329 
8.076 
1 8. 720 
6.257 
7.050 
( i i) Beverages am Tobacco 32.299 
(iii) Raw Materials 26.280 
(iv) Chemicals 14.135 
(v) Manufactures 4.801 
(vi) Overall Export 
Demand Equation 7.440 
Significant at the 1% level 
(The 5% and 1% critical values of the X2 (12) distribution are 
21.03 and 26.22 respectively) 
* 
* 
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It can be seen from the above table that in all equa-
tions, except the export demand equations for beverages and to-
bacco, and raw materials, the post-sample parameter stability 
test took a non-significant value. As fas as exports of beve-
rages and tobacco are concerned, the above significant value 
of the post-sample parameter stability test is not a surprise 
if we take into consideration the erratic growth path of this 
export group over the sample period. 
Before we present the ex-post predictions, we should 
mention that the use of monthly data in the ex-ante predictions, 
presented in the next section, caused some methodological dif-
ficulties. In particular, because of the seasonal variation 
of the data it is difficult to generate a sequence of monthly 
values of the explanatory variables for the future. Even if 
this was possible, our equations do not explain the seasonal 
variation in the dependent variable since, for the reasons de-
scribed in chapter IV section 1.3., it was impossible to inclu-
de seasonal dummy variables in the model. In the context of 
estimation from seasonally adjusted data, a possible solution 
could be to ignore the seasonality and generate monthly values 
of the explanatory variables, using different assumed trends. 
However, experiments made, applying this procedure, produced 
unacceptable results, since this approach requires a fairly 
big number of dynamic forecasts (see next section) . 
In view of the above we decided to use annual average 
data for our ex-ante predictions. That is, we generated a series 
of annual average values of the explanatory variables assuming 
different rates of annual growth. Then, applying to these 
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series of data the preferred forms of our import and export 
demand equations we obtained the ex-ante predictions. First, 
in order to assess the performance of this procedure, we cal-
culated ex-post predictions of Greece's imports and exports 
of goods for the first two post-sample years 1977 and 1978, 
using average annual data for these two years (for 1978 only 
the annual figures are available ). The equations used for the 
ex-post predictions, are the preferred forms already described 
in chapters V and VI. Since two different model selection pro-
cedures have been applied for each import and export category, 
whenever there is more than one preferred form, both equations 
were used and the one which performed better was chosen (the 
post-sample parameter stability tests previously reported, 
were applied to these forms). As mentioned above, the actual 
values of the dependent and explanatory variables used in the 
ex-post predictions are average annual data for the years 1977 
and 1978. That is, they are the averages of the corresponding 
monthly data for these two years and therefore they do not 
differ much from the values the variables take in the sample 
period. 
It can be seen from the table below that all equations, 
except the export demand equation for beverages and tobacco, 
perform reasonably well in the post-sample period. For 1977, 
these equations have predicted Greece's trade balance with an 
error of -0.63 percent (excluding these groups of imported and 
exported commodities for which, due to data limitations, import 
or export demand functions have not been estimated). For 1978, 
Greece's trade balance has been predicted by an error of, 
TABLE 2 
ACTUAL AND PREDICTED VALUES OF GREECE'S I~WORTS AND EXPORTS OF GOODS FOR 1977 AND 1978 
(In million Drachmas at 1970 prices) 
Major Groups 
IMPORTS OF: 
(i) Food 
(ii) Raw Materials 
(iii) Fuels 
(iv) Chemicals 
(v) Manufactures 
(vi) Machinery and 1 
Transport Equiprent 
Total (i-vi) 
Total (from the over-
all equation) 
EXPORTS OF: 
(i) Food 
(ii) Beverages and 
Tobacco 
(iii) Raw Materials 
(i v) Chemical s 
(v) Manufactures 
Total (i-V) 
Total (from the over-
all equation) 
'l'RADE BALANC E 
(i) From Disaggrega-
ted Equations 
(ii) From the over-
all Equations 
1Excluding ships 
Actual 
Value 
6960 
7071 
5915 
8179 
15482 
2571 8 
69325 
73474 
8794 
3505 
31 70 
3054 
1 2999 
31 522 
42831 
-37803 
-30643 
1977 
Predicted Errors as a 
Value Percent of 
Actual 
7304 
7075 
6466 
8550 
14731 
24021 
68147 
72323 
8539 
3024 
3092 
2658 
132b9 
30582 
40225 
-37565 
-32098 
-4.94 
-0.06 
-9.32 
-4.54 
4.85 
6.59 
1 • 70 
1 .57 
2.90 
13.72 
2.46 
1 2.97 
-2.08 
2.98 
6.08 
-0.63 
4.75 
Actual 
Value 
8117 
71 60 
7737 
8269 
16043 
25134 
72460 
77201 
9382 
4883 
3424 
3019 
13021 
33729 
49443 
-3~731 
-27758 
1 978 
Predicted Errors as a 
Value Percent of 
Actual 
7500 
7017 
6955 
8905 
1 61 81 
23440 
69998 
76412 
8317 
3237 
31 49 
2924 
13601 
31223 
43319 
-38770 
-33093 
7.60 
2.00 
1 0 • 11 
-7.69 
-0.86 
6.74 
3.40 
1 .02 
11 .35 
33. 71 
8.03 
3.15 
-4.45 
7.41 
1 2.39 
0.10 
19.22 
N 
l.n 
~ 
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only, 0.10 percent. 
Prediction from the component equations for merchandi-
se imports is slightly worse than that from the overall equa-
tion. This, of course, does not mean that there is little to 
be gained by working with the disaggregated equations even from 
the point of view of prediction. The advantage of disaggrega-
tion is that commercial policies and other structural changes 
can be more readily incorporated into the disaggregated system. 
Moreover, with the disaggregated form we are able to obtain 
adittional information, that is, to introduce and evaluate the 
importance of factors which are submerged at the aggregate 
level. 
On the other hand, the prediction from the component 
equations for merchandise exports is clearly better than that 
from the overall export demand equation. However, these pre-
dictions are not quite comparable since the groups of exported 
commodities "excluded" from the analysis account for about 29 
percent of total exports during the period 1977-1978 (in the 
case of imports the omitted categories account for only 6 per-
cent of total imports). As mentioned in chapter VI section 1., 
these omitted commodity groups, being unimportant in Greek 
export trade, are not listed for the period before 1972. How-
ever, since 1972 they started to have a noticeable share in 
total exports. About 50% of these commodity groups consists 
of exports of machinery and transport equipment as well as mi-
scellaneous manufactures. The latter groups of exports appear 
to have a non-erratic path of growth. However, the remaining 
50% of these "omitted" commodity groups, consists of exports 
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of fuels and lubricants, and these exhibit a highly erratic 
growth path over time. Therefore, in view of data limitation, 
it is difficult to forecast the growth of the above three 
groups taken together. 
Finally, it appears from the above table that all equa-
tions, except the import demand equation for manufactures, the 
overall import demand equation and the export demand equation 
for chemicals, perform better in 1977 than in 1978. 
It should be mentioned that the preferred forms of the 
import and export demand equations, which were used for the 
predictions, are in log-linear form, and so, the forecasts 
were obtained from the antilogs of the predicted values. This 
introduces an upwards bias since, though in the log-linear 
form the predictor is unbiased, the antilog of the predictor 
-is not. If the predictor log(Y) is normally distributed with 
mean E{log(Y)} and variance 0 2 , then exp{log(Y)} is log-normally 
distributed with mean 
= Y e (1/2)0
2 
where log(Y) denotes the value of the prediction from the log-
linear form with known population parameters. Thus, taking 
(1/2) 0 2 
the series expansion for the bias is e , 
1 4 1 
6 
E{ expQ og (Y)] } 1 2 0 0 + ) Y Y(-o + + . . . - = 4 2 ~ 8 3 ! 2 
Hence, the transformation from logarithms to levels 
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has increased the forecast errors as a percentage of the actual 
values. In particular, the percentage errors in logarithms were 
about four times smaller than those in levels which are presen-
ted in the above table. 
The values of the post-sample parameter stability test 
statistics, as estimated from the above ex-post predictions, 
are shown in the table below. Since the data used are annual 
averages, the asymptotic variance of the forecast error is 
2 1/12 of that in the case of monthly data. Thus, the X (2) test-
statistics computed from the relevant programs have been mul-
tiplied by 12. 
TABLE 3 
POST SAMPLE PARAMETER STABILITY TESTS 
(1977 and 1978 Annual Average Data) 
ImfDrt Dfflrurl Equation for: X 2 ( 2) E>qx>rt D6narrl Equation for: X 2 (2) 
(i) Food 2.342 (i) Food 5.136 
* (ii) Raw Haterials 0.1 98 (ii) Beverages arrl Tobacco 9.434 
(iii) Fuels 1 .054 (iii) Raw Materials 2.875 
(i v) Chemicals 2.861 (iv) Chemicals 1 .262 
(v) Manufactures 1 .970 (v) Manufactures 0.408 
(vi) Machinery and (vi) Overall Export 
* Transport Equipnent 5.388 Demand Equation 9.576 
(vii) Overall Import 
Demand Equation 4.522 
* Significant at the 1% level 
(The 5% and 1% critical values of the X2(2) distribution are 
5.99 and 9.21 respectively) 
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We can see from the above table that in all equations, 
except the export demand equation for beverages and tobacco, 
and the overall export demand equation, the post-sample para-
meter stability test (for annual average data) took a non-si-
gnificant value. 
In summary, with the exception of the fairly large 
error in the predicted value for the exports of beverages and 
tobacco in 1978, all equations fit the (annual) data of the 
post-sample period quite well, and this suggests acceptance 
of the model for ex-ante predictions. 
2. Ex-ante Predictions for 1982 
Predictions from an econometric model are conditional 
forecasts and their validity depends on the realism and rele-
vance of the assumptions on which they are based. 
It is assumed that the structural equations observed 
in the past will continue to hold into the future, that is, 
no structural changes take place between the observed and fu-
ture period. Generally, the postulate of an unchanged struc-
ture is highly plausible for relatively short-term predictions. 
, 
In the absence of specification error in the estima-
ted equation, we may distinguish three possible sources of 
forecast error. In the first place, the values of the expla-
natory variables in the prediction period are usually not 
known at the time forecasts are made. The explanatory vari-
ables, namely the activity and relative price variables of 
this study, are assumed to have certain values. If these assump-
tions are not valid, our predictions cannot be regarded as esti-
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mates of Greece's trade balance. For these reasons, alterna-
tive values for the explanatory variables were used and various 
predictions under these hypotheses were made. Therefore, range 
estimates rather than single estimates of Greece's trade balan-
ce are calculated, revealing the sensitivity of the country's 
balance of trade to various alternative values of the activity 
and relative price variables. As was mentioned above, such 
forecasts are conditional forecasts, showing alternative esti-
mates of alternative assumptions. 
The second source of forecast error is the contribution 
of the error in the estimation of the parameters of the fore-
cast equation and reflects the random variation of the sample 
period disturbances. The parameters of the forecast equation 
are only estimates of the population parameters and, since they 
are based on finite samples, they are subject to sampling errors. 
The third source of forecast error arises from the 
disturbance term in the forecast period. This is set equal to 
zero for forecasting purposes but its actual value will be 
different from zero. Thus, improvements in estimation will re-
duce the (conditional) forecasting error but this error cannot 
be reduced below the disturbance term in the prediction period 
(see Wallis (1979), ch. 4, for a fuller treatment of prediction 
problems) . 
A further difficulty in forecasting arises from the 
dynamic form of our import and export demand functions. The 
preferred forms of our equations are either of the original 
equation, autoregressive error specification form, where dyna-
mics are introduced through error dynamics, or of the unrestric-
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ted transformed equation form, where dynamics are expressed 
through lagged values of the dependent and explanatory vari-
ables. In few cases we have a mixture of dynamics, that is, 
both systematic and error dynamics. Thus, in calculating a 
sequence of forecasts, using the above equations, the forecast 
for one or more periods enter into the calculation of the next 
(if error dynamics are introduced into the equation, best li-
near unbiased predictions are obtained from the corresponding 
restricted transformed equation). 
In order. to obtain predictions of Greece's imports and 
exports for the year 1982, we have generated a sequence of 
annual (average) values of the explanatory variables entering 
our import and export demand equations, for the period 1977-
1982 according to a given rate of annual change. Then we apply 
to these series of data the preselected preferred form of the 
particular import or export demand equation. However, in this 
way a model with a dynamic structure describing monthly move-
ments, is applied to annual data. 
To avoid this, two alternative procedures might be 
used. Firstly, instead of generating a sequence of annual values 
of the explanatory variables, we can generate a sequence of 
monthly values. For instance, if r is the assumed annual rate 
of growth of the activity variable, we can generate a sequence 
of monthly data for this variable using the monthly rate of 
growth s = (1+r)1/12_1 . Then, instead of predicting an annual 
index of volume of imports (or exports) for 1982 we predict 12 
monthly indices and their average will be our prediction for 
that year. However, experiments made, applying this procedure, 
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produced unacceptable results, since this approach requires 
a fairly big number of dynamic forecasts (i.e. 72) (for instan-
ce, as the index of industrial production was increasing the 
volume of imports (or exports) was either increasing at a rate 
lower than what was expected, or it was remaining almost un-
changed; in some cases where the assumed annual rate of growth 
of the activity variable was small, i.e. 1% or 3%, the volume 
of imports (or exports) was decreasing rather than increasing). 
An alternative approach is to obtain forecasts applying 
to the generated annual data, only the structural part of an 
import or export demand equation. That is, to use only the 
structural coefficients, ignoring the autocorrelation parame-
terse However, such an approach could be used only if for all 
import and export demand equations, the preferred form was the 
original (static) equation, autoregressive error specification. 
A final pOint to be made is about the bias involved 
due to the transformation from logarithms to levels, as already 
mentioned in the previous section. Since the expected value of 
the antilog of the prediction equals to the true value of the 
prediction times exp{ (1/2)02}, where 0 2 is the variance of the 
predictor in logs, the forecast of the trade balance is, in 
absolute terms, biased upwards. However, to the extend that 
the forecasts of the balance of trade presented below, aim only 
to indicate the relative position of the country's trade ba-
lance under different assumptions, the above defficiencies of 
our approach can be overlooked. 
The table below shows Greece's balance of trade in 
1982 (at 1970 prices) for various combinations of industrial 
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production growth rates in Greece and O.E.C.D. countries. It 
is assumed that the relative prices prevailing in December 
1976 (the last month of the sample period) will also prevail 
in 1982. 
We should mention here, that for imports and exports 
of chemicals, predictions were obtained from the preferred 
forms of these equations, but where the indices of total indu-
strial production of Greece and the O.E.C.D. countries respec-
tively, were used as activity variables instead of the corre-
sponding indices of chemical production which were initially 
employed. We also recall, that the groups of exported con~odi­
ties excluded from the analysis accounted for about 25 percent 
of total exports during the last three years of our &Eple period. 
Thus, on the assumption that they will continue to contribute 
the same percentage to total exports in the future, to allow 
for these "excluded" exports, the sum of the predicted values 
of exports from the disaggregated functions has been increased 
by 33.3 percent. 
The main conclusions that can be drawn from the above 
predictions may be suoonarized as follows. 
(i) Each 2 percent increase (decrease) in the annual 
rate of growth in Greece's industrial production 
deteriorates (improves) the country's trade balan-
ce by 7,558 million dracmas on average (this margi-
nal deterioration of the trade balance increases 
along with the Greek growth rate) 
(ii) For each 2 percent decline "(rise) in the annual rate 
of growth in the industrial production of the OECD 
Greek 
Growth 
Rate 
TABLE 4 
GREECE'S TRADE BALANCE IN 1982, ASSUMING DIFFERENT 
COMBINATIONS OF AVERAGE ANNUAL GROWTH RATES BETWEEN 
1976 AND 1982 FOR INDUSTRIAL PRODUCTION IN GREECE 
AND O.E.C.D. COUNTRIES 
(In million Drachmas at 1970 prices) 
O.E.C.D. Growth Rate 
% 1 3 5 7 9 
3 -28928 -22636 -15444 - 7233 + 2138 
5 -35903 -29611 -22419 -14208 - 4837 
7 -43446 -37154 -29962 -21751 -12380 
9 -51602 -45310 -38118 -29907 -20536 
N 
0"1 
0"1 
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countries, Greece's balance of trade deteriorates 
(improves) on average by 7,767 million drachmas 
(this increment in the deterioration of trade ba-
lance increases along with the OECD growth rate) . 
(iii) If the annual rates of growth of both the Greek and 
O.E.C.D. industrial productions increase (decrease) 
by 2 percent, the country's trade balance improves 
(deteriorates) by an average of only 209 million 
drachmas. On the other hand, uniform rates of growth 
in both the Greek and O.E.C.D. industrial productions 
improve Greece's balance of trade by an average of 
only 700 million drachmas. The above result from the 
fact that the income elasticity of domestic demand 
for commodity imports divided by the export-import 
ratio is slightly lower than the income elasticity 
of foreign demand for Greek goods (for the period 
1954-1976, excluding imports of ships, the export-
import ratio amounted to 0.462, whereas, using the 
average shares, the total income elasticities of 
domestic and foreign demand for imports and exports, 
are 0.847 and 1 .977 respectively). Thus, at constant 
prices, the outcome of the country's balance of tra-
de depends on the income growth rates of Greece and 
O.E.C.D. countries, the income elasticities of 
imports and exports, as well as on its export-import 
ratio (see prodromidis (1974), p p. 32-36). 
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Let us now try to assess the sensitivity of Greece's 
balance of trade to changes in relative prices. The table below 
shows the predicted values of Greece's trade balance in 1982 
for various combinations of import and export relative price 
changes, but at growth rates of 7 and 3.3 percent in the indu-
strial production of Greece and O.E.C.D. countries respectively. 
These growth rates are slightly lower than those experienced 
during the 1970-1976 period. As far as Greece's industrial pro-
duction is concerned, the assumption of an annual rate of growth 
of 7 percent is consistent with the five year (1978-1982) eco-
nomic development plan for Greece (Center of Planning and Eco-
nomic Research, Social and Economic Development Plan for Greece 
1978 - 1982, Athens, 1978) 0 On the other hand, the annual rate 
of growth of 303 percent in the industrial production of the 
OoE.C.D. countries, is the average of the realised one in the 
period 1976-1978 and the one suggested for the period 1978-1982 
by the Centre for Economic Forecasting of The London Business 
School (Economic Outlook 1979-1983, Forecast Release, Volume 4, 
Number 1, October 1979, po 1) 0 
The major findings that emerge from these predictions 
may be summarized as follows: 
(i) Each 2 percent increase (decrease) in the annual 
rate of change in relative import prices improves 
(deteriorates) the country's trade balance by 9,084 
million drachmas on average (this marginal impro-
vement of the trade balance declines as the annual 
rate of change in relative import prices increases) 
(ii) Each 2 percent increase (decrease) in the annual 
TABLE 5 
TRADE BALANCE OF GREECE IN 1982 UNDER DIFFERENT RATES OF CHANGE 
IN RELATIVE IMPORT AND EXPORT PRICES AND FOR'7% AND 3.3% RATES 
OF GROWTH OF INDUSTRIAL PRODUCTION IN GREECE AND O.E.C.D. COUN-
TRIES RESPECTIVELY 
(In million Drachmas at 1970 prices) 
------
Annual Rate of Change in Relative Import Prices 
% -9 -7 -5 -3 -1 1 3 5 
-9 - 76435 -62150 -49641 -38658 -28977 -20416 -12825 - 6077 
-7 - 81234 -66949 -54440 -43457 -33776 -25215 -17624 -10876 
-5 - ~5503 -71 218 -58709 -47726 -38045 -29484 -21893 -15145 
Annual -3 - ti9322 -75037 -62528 -51545 -41864 -33303 -25712 -18964 
Rate of 
-1 -_92750 -78465 -65956 -54973 -45292 -36731 -29140 -22392 Change 
in Rela- 1 - 95839 -81554 -69045 -58062 -48381 -39820 -32229 -25481 
tive . 3 - 98633 -84348 -71839 -60856 -51175 -42614 -35023 -28275 Export 
Prices 5 -101170 -86885 -74376 -63393 -53712 -45151 -37560 -30812 
7 -103483 -89198 -76689 -65706 -56025 -47464 -39873 -33125 
9 -105597 -91312 -78803 -67820 -58139 -49578 -41987 -35239 
7 
61 
- 4860 
- 9129 
-12948 
-16376 
-19465 
-22259 
-24796 
-27109 
-29223 
9 
+ 5318 
+ 519 
- 3750 
- 7569 
-10997 
-14086 
-16880 
-19417 
-21730 
-23844 
I'V 
0"1 
\.0 
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rate of change in relative export prices deteriora-
tes (improves) Greece's balance of trade by an ave-
rage of 3,240 million drachmas (this increment in 
the deterioration of trade balance declines as the 
annual rate of change in relative export prices 
increases) . 
(iii) From the above it results that a 2 percent increase 
(decrease) in the annual rate of change in relative 
import prices and a 2 percent decrease (increase) 
in the annual rate of change in relative export pri-
ces, improve (worsen) the country's balance of trade 
by an average of 12,324 million drachmas. 
(iv) If the annual rates of change in relative import 
and export prices increase (decrease) by 2 percent, 
the country's trade balance improves (deteriorates) 
by an average of 5,843 million drachmas. This sug-
gests two things; first, the relative price elasti-
city of import demand for goods is sufficiently 
higher than that of export demand for goods (see 
chapter V, section 2.7. and chapter VI, section 2.6.); 
and second, these price elasticities are large enough 
for a devaluation to improve the country's balance 
of trade. 
In summary, our analysis indicates that, other things 
being equal, disparities in the rates of inflation in Greece and 
its trading partners cause (through the changes in relative 
prices) substantial changes in the country's trade balance. It 
appears, also, that the increase (decrease) in the annual rate 
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of change in relative export prices, should be, on average, 
, 
; 
2.8 times the increase (decrease) in the annual rate of change 
in relative import prices, if Greece's trade balance is not to 
deteriorate. 
During the period 1970 - 1978, export prices have increa-
sed at an annual rate approximately equal to that of Greece's 
domestic prices, whereas the annual rate of growth of import 
prices is about 1.4 times the average annual rate of growth of 
the domestic prices of the O.E.C.D. countries (similar relations 
hold for the whole sample period). If these relations between 
the increases of the prices will hold approximately in the futu-
re, Greek prices should rise at a rate not more than 20 percent 
of that in the O.E.C.D. countries, if the deterioration (in 
constant prices) of Greece's balance of trade is to be avoided. 
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CHAPTER IX 
CONCLUSIONS 
In the preceding chapters we described model selection 
procedures for the empirical specification of dynamic models, 
and an attempt was made, applying these procedures, to obtain 
the preferred specifications and their numerical estimates of 
the import and export demand functions of Greece. We, also, 
tried to assess the effects on Greece's trade balance at various 
growth rates in Greece and the O.E.C.D. countries, and diffe-
rent relative price changes. 
In section 1. of this final chapter we discuss the expe-
rience gained from the application of the above model selection 
procedures in the context of a large scale study as the present 
one. In section 2. we deal briefly with the implications of the 
empirical findings for Greek trade policy_ 
1. Conclusions from the Application of the Model Selection 
Procedures 
Thus far, we have tried to obtain the preferred speci-
fications and their numerical estimates for thirteen import 
and export demand equations of Greece. As already mentioned in 
chapter IV, two model selection procedures have been applied 
for each import and export demand equation. In the first proce-
dure we start with the simplest (static) model and we test if 
it is necessary to consider a more general one, whereas in the 
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second we begin with a general unrestricted dynamic model and 
then an attempt is made to reduce the number of parameters 
needed to specify the data generation process. 
In many cases the application of the two different model 
selection procedures has resulted in different dynamic specifi-
cations. To facilitate the presentation of the various prefer-
red specifications, we tabulate the orders of dynamics of all 
the import and export demand equations we have reported earlier 
in the chapters V and VI. In particular, the table below shows 
the order of the systematic and error dynamics as suggested by 
the likelihood ratio, Wald and difference Wald criteria, for 
each import and export demand equation. 
The "common factor" analysis has been applied to both 
the a priori specified unrestricted dynamic model and the sim-
plified one (by testing for zero roots from the set of r cornmon 
roots initially extracted from the general unrestricted dynamic 
model). Thus, with regard to the Wald and difference Wald cri-
teria, the orders of dynamics suggested by the application of 
these criteria in both the general and simplified unrestricted 
dynamic models are shown in the table below. We also recall that 
when the Wald or the difference Wald criteria suggested that a 
structural equation form with lagged values of the variables 
should be considered, then the error dynamics were determined 
after this structural equation was estimated subject to an 
autoregressive error term, and in likelihood ratio tests the 
preferred autoregressive error form was selected. 
A number of interesting points arise from this table. 
In only two cases did all the methods lead to the same specifi-
TABLE 1 
DYNAMICS OF THE PREFERRED SPECIFICATIONS FROM THE 
APPLICATION OF THE MODEL SELECTION PROCEDURES 
Equation Likelihood Ratio Tests Wald Criteria Difference Wald Criteria 
General UTE Simplified UTE General UTE Simplified UTE 
q m q-m q m q-m q m q-m q m q~m q m q-m 
M 0 9 9 0 9 9 0 9 9 0 6 5 1 6 5 1 
M 2 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 13 1 2 1 13 12 1 
M 3 1 2 1 2 0 1 2 1 2 0 12 12 0 13 1 2 1 13 12 1 
M 5 1 2 1 2 0 1 2 12 0 12 1 2 0 13 12* 1 13 12* 1 
M 6 4 4 0 4 4 0 4 4 0 4 3* 1 4 4 0 
M 7 3 0 3 4 3 1 4 3 1 5 3 2 4 3 1 
M 0-9 9 9 0 9 9 0 9 9 0 1 0 9 1 10 9 1 
X 0 1 3 1 1 2 1 3 13* 0 13 1 2* 1 
X 1 4 4 0 4 4 0 4 4 0 4 4 0 4 4 '0 
X 2 2 2 0 2 2 0 2 2 0 2 0 2 2 2 0 
X 5 6 6 0 6 6 0 6 6 0 6 6 0 6 6 0 
X 6 7 0 7 7 7* 0 7 7* 0 1 - 1 
X 0-9 1 2 0 1 2 1 2 12* 0 1 2 12* 0 1 1 
Definitions: q is the overall dynamics of the equation 
m is the error dynamics 
q-m is the systematic dynamics 
M i (X i) is the import (export) demand equation for the ith SITC group of 
traded con~odities 
M 0-9 (XO-9 ) is the aggregate import (export) demand equation 
~ the autoregressive error hypothesis is rejected in favour of the unrestricted 
transformed equation 
- an equation was not estimated because of convergence difficulties 
~ 
-..J 
.c:. 
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cation (equations X 1 and X 5). Except for the difference Wald 
criteria, as used in the general unrestricted model, the other 
criteria suggested the same order of systematic and error dyna-
mics in only 2 cases (equations M 6 and X 2). Notice the rela-
tively low order of the overall dynamics of these preferred spe-
cifications. 
In 9 out of 12 cases (equation X 0 is excluded) the 
application of the difference Wald criteria suggested the same 
order of systematic dynamics in both the general and the simpli-
fied unrestricted dynamic models. Notice that in those 3 cases 
where the difference Wald criteria suggested different syste-
matic dynamics (i.e. equations M 6, M 7 and X 2), the maximum 
number of lags in the simplified unrestricted equation was much 
lower than that of the general dynamic model. Also, in all the 
above 12 cases, the Wald criteria led to the same specification 
regardless of whether they were applied to the general form or 
the simplified form of the unrestricted dynamic equation. 
The Wald and difference Wald criteria, applied to the 
general unrestricted dynamic model, suggested the same facto-
rization of the overall dynamics into error and systematic dy-
namics, in only two cases (equations X 1 and X 5). But, when 
they were applied to the simplified version of the general dy-
namic model, they suggested the same specification in 5 cases 
(equations M 6, M 7, X 1, X 2 and X 5). Notice that in these 5 
cases the corresponding simplified unrestricted models have the 
lowest overall dynamics comparing with the other equations. 
Finally, the likelihood ratio and the Wald criteria suggested 
the same order of systematic and error dynamics, in 9 out of 
13 cases. 
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Considering now the kind of dynamics suggested from 
the above criteria, we can see from the above table, that in 
all cases except one (equation M 7) the Wald criterion had 
a non-significant value suggesting that the overall dynamics 
in the equation should be expressed only through error dyna-
mics. With regard to the likelihood ratio tests, the autore-
gressive error hypothesis was accepted against the unrestricted 
transformed equation in 9 out of 13 cases. It appears then, 
that there is a tendency in the cornmon factor analysis to reject 
the cornmon factor restrictions too infrequently (see also Hendry 
and Mizon (1978». This is related to another revealing result 
of our empirical analysis, that is the Wald criterion took in 
all cases a value smaller than that of the likelihood ratio. 
This contradicts what has been established for general linear 
constraints in the multivariate linear regression model - that 
W > LR. In the context of the dynamic specification problem 
with first order error dynamics, Mehta (1979) examined, in a 
simulation study, the behaviour of these two tests and found 
the same relationship between the Wald and likelihood ratio 
criteria for non-linear restrictions (i.e. W < LR). (see also 
Savin (1976) and Berndt and Savin (1977) ). 
Another point to be mentioned is the overall dynamics 
of the equation in those cases where the difference Wald cri-
teria suggested that a structural equation form with lagged 
values of the variables should be considered. In most of these 
cases, when the new structural equation was reestimated subject 
to an autoregressive error term, the selected autoregressive 
error specification had the same (or higher) order as the ini-
tially selected autoregressive error form, where no systematic 
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dynamics were introduced into the equation (e.g. equations M 2, 
M 3, M 5, M-7, M 0-9). That probably reflects the fact that, in 
general, there is a one-to-one correspondence between i periods 
lagged values of all the variables and ith order error dyna-
mics, so that even though lagged values of all the variables 
(of order lower than t) are introduced into the equation, the 
order of error dynamics remains the same. In other words, it 
seems that the order of the overall dynamics is increased rather 
than remaining the same as it should be expected from its facto-
rization into systematic and error dynamics. 
It also appears that the Wald difference criterion is 
more sensitive than the Wald criterion to the maximum number 
of lags included into the general unrestricted model. That is, 
as the order of overall dynamics in the general unrestricted 
dynamic model is reduced, due to its simplification, it is more 
likely that the difference Wald criterion will take smaller 
values than the ones previously obtained (e.g. equations M 6, 
M 7 and X 2) - i.e. it suggests systematic dynamiCS of lower 
order than that initially suggested when it was applied to the 
general unrestricted dynamic model. 
Finally, in the context of estimation from monthly data, 
our empirical analysis gives rise to the following pOints. The 
use of monthly data implies that (systematic or error) dynamiCS 
of high order (i.e. 13 or even more) should be considered 
and this may be the cause of the following problems. 
First, it was observed that the higher the order of 
dynamiCS, the bigger the difference between the computed Wald 
and likelihood ratio criteria (with likelihood ratio criterion 
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being persistently bigger). However, this increasing difference 
between the two criteria might be due to the increasing number 
of degrees of freedom and therefore to the increasing variance 
of the asumptotic x2 distribution. To study this we computed 
the average difference between the two criteria for all the 
~rders of dynamics (which, as mentioned in chapter IV, we have 
considered for every import and export demand equation, but 
not reported), i.e. for m ~ 1, ... , 13, where m denotes the 
order of error dynamics. Then, we divided these average diffe-
rences by 12m (the standard deviation of the asymptotic x2 
distribution) and we found that this ratio was increasing 
slightly along with the order of dynamics. This indicates that 
there is a tendency for the (actual) difference between these 
two tests to increase slightly more than what one would expect 
from using the number of the degrees of freedom (and therefore 
the variance of the asymptotic x2 distribution) as a rough 
guide . 
Mehta (1979) found that, under the null hypothesis that 
a common factor polynomial of degree one exists, compared to 
the asymptotic x2 distribution, the Wald criterion is downward 
biased whereas the likelihood ratio criterion is upward biased. 
That is, the size of the Wald test was smaller than the nominal 
one whereas the size of the likelihood ratio test was bigger. 
Our results indicate that, under the null hypothesis 
that a common factor polynomial of degree m exists, the di',:er-
sion of the Wald or likelihood ratio criterion (or both) from 
the asymptotic (central) x2 distribution increases along with 
the number of degrees of freedom (i.e. the order of dynamics) . 
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Of course this indication is based on the assumption that in 
the cases which we have examined the null hypothesis is true· , 
but this is not known (though in most cases both the Wald and 
the likelihood ratio test had a non-significant value). If the 
null hypothesis is not valid, then the observed increasing 
difference between the two tests, can be interpreted as an 
increasing difference between the powers of the two tests along 
with the increasing order of dynamics. If Mehta's (1979) results, 
mentioned above, are also valid for higher order dynamics, then 
in view of our results it seems that as the order of dynamics 
increases, compared to the nominal size of the test, either 
the size of the Wald test decreases or the size of the likeli-
hood ratio test increases (or both). 
Of course, it is difficult to say which of these two 
tests has a size closer to the nominal size of the test (as 
well as which is the exact direction of the diversion from the 
nominal size of the test) in cases of higher order dynamics 
(for first order dynamics, Mehta (1979) found that under the 
null hypothesis the distribution of the Wald criterion is closer 
than that of the likelihood ratio criterion to the asymptotic 
x2 distribution). A simulation study is required in order to 
illuminate this point and also to examine, under the alterna-
tive hypothesis, the power of these tests. Hence, in view of 
the above it appears that for higher order dynamics (and there-
fore for a bigger number of degrees of freedom) the actual size 
of these tests may differ more than in lower order dynamics 
from the nominal size of the test. 
Secondly, another proLlffilis that estimating autoregres-
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sive error forms of high order the problem of multiple minima 
becomes more serious: whenever we failed to obtain acceptable 
results the general autoregressive error specification was of 
order higher than three. Thirdly and finally, in addition to 
the computational expense of estimating autoregressive error 
forms of high order, we are restricted not to include seasonal 
du~y variables in the model (see chapter IV, section 1.3.) if 
we are to estimate the seasonal variation within the model. 
In conclusion we can say that the two procedures should 
be considered as supplementary rather than competitive, since 
whatever is the indication from the conrnon factor analysis, 
a non-linear estimation of the suggested specification will 
follow and a likelihood ratio test for the discrimination 
between the restricted and unrestricted forms will too (in 
fact this test is automatically computed from the relevant com-
puter programs). Of course, as far as the power properties of 
the sequential testing procedure (i.e. cornmon factor analysis) 
are concerned, this test of the accepted hypothesis against 
the maintained hypothesis is irrelevant. The optimal procedure 
for an ordered nested structure is the sequential one without 
the, so called, final check (see Mizon (1977), p. 1226). 
Thus, the question arising is whether in practice the 
researcher will be restricted either to the Wald testing prin-
ciple or to the likelihood ratio testing principle, or can he 
use both in an effort to select the model most consistent with 
the data. In view of our observed discrepancies between the 
selected models from the two procedures it becomes apparent that 
one will be tempted to check a decision from one procedure 
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against that from the other seeking, as it were, a second opi-
nion. In view of the former discussion, such an approach does 
not seem to be unreasonable in the sense that if both tests 
take a significant (or non-significant) value then one feels 
more secure that the decision reached is correct. If, however, 
the two tests contradict each other (i.e. the Wald test accepts 
the autoregressive error hypothesis whereas the likelihood 
ratio test rejects it) then the choice between the two models 
could be done on other grounds (e.g. post-sample parameter sta-
bility test). Moreover, the adequacy of a model suggested by, 
say, the common factor analysis, is tested using various dia-
gnostic tests (e.g. Box-Pierce test statistic for random cor-
relogram, etc.). However, these tests are rather tests of mis-
specification and are related to the "specific-to-general" 
modelling approach. 
In view of this discussion it becomes apparent that 
the performance of these criteria should be exploited further. 
In particular, further research might be worthwhile along the 
following lines. First, more applications of the Wald and dif-
ference Wald criteria to the dynamic specification problem are 
necessary, in order to gain more experience on their perfor-
mance in comparison with that of the likelihood ratio testing 
principle. Second, further Monte Carlo studies on the behaviour 
of the above criteria are required. Specifically, it will be 
worthwhile to look at cases where the true order of systematic 
and error dynamics of the relationship under study is larger 
than 1, paying attention to the difference Wald criteria. For 
the latter criterion it will be interesting to examine its per-
formance in relation with different number of maximum lags 
in the unrestricted dynamic model. 
2. Implications for Trade Policies 
Our predictions in the previous chapter indicated a 
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.tendency towards a deterioration in the country's balance of 
trade in the years to corne. In particular, under the basic 
assumptions of 7 and 3.3 percent growth rates in the industri-
al production of Greece and O.E.C.D. countries respectively, 
the trade balance deficit is expected to exceed the amount of 
35,000 million drachmas (at 1970 prices) in 1982 (see chapter 
VIII, table 5). 
However, it appears that, in terms of trade imbalances, 
the performance of the Greek economy could be more encouraging 
in the further future. This is partly supported by our empi-
rical results. In particular, it was found in this study, that 
the income elasticity of foreign demand for Greek goods is 
substantially greater than the income elasticity of domestic 
demand for commodity imports. On the contrary, we found that 
imports are, in general, more sensitive to changes of relative 
prices than exports. These two taken together, are expected 
to have a favorable effect on the trade balance of Greece in 
the future. 
On the other hand, the efforts of Greece to change the 
commodity composition of exports in favor of goods of high 
income elasticity, such as chemicals, manufactures, etc., has 
met with success. This was the result of a number of measures 
taken in the sixties by the goverarent, which intended to indu-
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strialize the country and promote commodity exports. The con-
sequence of this policy was a shake-up of the traditional eco-
nomic structure of the country (until the early sixties Greek 
economy was based primarily on the agricultural sector) mani-
fested by the construction and operation of several large 
plants throughout the country. Thus, exports of chemicals and 
basic metal products, which were unimportant in the earlier 
years of the sample, became quite impressive in later years. 
Furthermore, the prospects for an accelerated industrializa-
tion of the country in the next ten to fifteen years appear to 
be brighter than past achievements seem to indicate. 
There are, however, some obstacles which may hinder 
improvements in the country's trade balance in future. The 
income elasticities of the import demand for raw materials, 
fuels and machinery and transport equipment were found to have 
a value higher than one. At the same time, the import demand 
for raw materials and fuels was found to be price inelastic. 
These indicate that industrialization in Greece generates a 
direct import demand for raw materials, fuels and capital equip-
ment, and an attempt to interrupt the flow of these imports 
would undoubtedly destroy the country's efforts for economic 
development. Moreover, the recent price increases of raw mate-
rials and particularly of crude oil are expected to affect 
unfavorably the country's trade balance in the future. Thus, 
the process of economic development in Greece cannot be su-
stained without an adequate supply of for~ign exchange to fi-
nance the rising import requirements of the country. It, there-
fore, appears that a relatively high rate of growth in Greece's 
export earnings is of strategic importance for its internal 
development. 
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Thus, Greece, a small country poor in soil and subsoil 
resources, is highly dependent on international trade and its 
strategy for economic development seems to be concentrated on 
the expansion of trade. In general, small countries, or coun-
tries with limited natural resources, are more likely to find 
that economic growth can be accelerated by international trade 
and, consequently, by international specialization. Interna-
tional trade, especially in small countries, intensifies com-
petition, promotes technical efficiency and progress, and con-
tributes in turn to rapid productivity advances and consequen-
tly to higher standards of living. 
Greece's further export orientation is of vital impor-
tance, not only from the pOint of view of trade balance equi-
librium, but also because it will set in motion a process of 
further technical progress and efficiency and it will provide 
the necessary conditions for a sustained process of develop-
ment. It is apparent, therefore, that efforts should be made 
to increase and diversify the export capacity of the country. 
In view of the above and the results of the preceding 
analysis, it appears that in order to improve the trade balance 
in the future, Greece may choose to pursue a policy aiming at 
the following: 
(i) To try, in a positive way, to affect the income 
elasticity of foreign demand for Greek products. 
This could be attained by (a) improving the qua-
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lity of exportable commodities through undertaking 
market research in foreign markets, and (b) adver-
tising Greek products abroad. 
(ii) Greater effort has to be made to change the compo-
sition of exports in favor of goods of high income 
elasticity, such as agricultural products, chemi-
cals and manufactures. With regard to exports of 
agricultural products, there is a large market for 
fresh fruits and cotton in Europe. Therefore, it is 
proposed that the production of these more dynamic 
agricultural products be increased with a subsequent 
increase in their exports to follow. Such an increa-
se in exports of the latter products will be at the 
expense of other traditionally exported agricultu-
ral commodities (tobacco, raisins, oil) for which 
the world demand is rather sluggish. On the other 
hand, the rising importance of chemical products, 
throughout the sample period, among the country's 
exportable commodities is an indication that Greece 
may become in the future a net exporter of chemicals 
in general. Finally, attention should be focused 
upon the further expansion of exports of manufactu-
res. The export expansion of manufactures is imp~r­
tant not only from the point of view of trade balan-
ce but also from the point of view of industrial 
development. Such a policy implies that an increase 
in capital investments in manufacturing is necessary 
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for the export promotion of manufactures. Moreover, 
efforts should be made to reduce exports of raw 
materials per se (e.g. products of mining) or even 
semi-finished goods (e.g. basic metal products) in 
favor of more exports of finished manufactured goods 
which will help close, to a large extend, the trade 
gap of the country. 
(iii) It was pOinted in the previous chapter that diffe-
rent rates of inflation in Greece and its trading 
partners exert an important influence on the coun-
try's balance of trade. Thus, cost-wage and price 
policies should be designed to prevent Greek prices 
from rising faster than those of the country's main 
importers. 
(iv) To control imports, given the income elasticities 
of demand for imports, Greece could choose to adopt 
a slower income growth. However, such a proposition 
is not desirable on other grounds. 
(v) Finally, the above suggested policy measures would 
be substantially facilitated by goverment grants 
aiming at promoting research in general. That is, 
to develop better ways of exploiting the known natu-
ral resources of the country, to search throughout 
the country for new raw materials, etc. 
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It is obvious, that the above suggested policy measures 
aim to influence only those variables or parameters of the import 
and export demand equations, which can be affected by domestic 
policies. These variables or parameters which are exogenous to 
the Greek economic system (e.g. import prices, rate of growth 
of foreign income , price level of foreign substitutes and fo-
reign income elasticities of Greek exportable con~odities) and, 
consequently, cannot be influenced by domestic policies, depend 
on each time international economic conditions and Greece should 
adapt its trade policy to these conditions for a more favorable 
effect on its trade balance. 
Greece must also continue its efforts to increase the 
rate of growth of invisible receipts. As mentioned in chapter 
II, international tourism and shipping have become important 
export industries and major sources of the country's foreign 
exchange earnings, financing about 25 percent of its merchandise 
imports. The expansion of these services will help to cover a 
great part of the trade deficit. Prospects are favorable both 
because world demand for tourist services is growing rapidly 
and because Greece is suited to supply these services (the inco-
me elasticity of foreign demand for tourism has been found to 
have a value higher than 2 - see paraskevopoulos (1970), ch. 
VI). On the other hand the increasing share of Greek-controlled 
tonnage in the total world tonnage (6.1 percent in 1954, 12.0 
percent in 1976) in relation to the expansion of world trade 
are both expected to contribute to the increase of the country's 
shipping exchange earnings. 
A final point to be made concerns the effect on Greece's 
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trade balance from the country's association with European 
Economic Community (the Greek accession treaty was signed in 
June 1979 for entry on January 1st 1981). Though the preceding 
analysis does not allow for clear-cut inferences about the trade 
relations of Greece with the E.E.C. countries (this can be the 
object of another study where separate import and export demand 
equations per country of origin in the case of imports, and of 
destination in the case of exports, will be specified, so that 
the special commercial relations of Greece with, say, the E.E.C. 
countries would be brought into focus), it is useful to mention 
briefly the prospects for Greece of joining the E.E.C .. 
In November 1962 agreement was reached with the Euro-
pean Economic Conununi ty whereby Greece becarlle its fir s t Euro-
pean associate member. Since July 1968 Greek industrial goods 
have been admitted to the original m~lber states of the E.E.C. 
free of duty and certain agricultural products receive special 
treatment. Under an interim agreement signed in July 1975 the 
provisions of the 1962 aggreement were extended to the three 
new members of the E.E.C. (United Kingdom, Denmark and the Irish 
Republic). Since 1st July 1977 Greek industrial goods are granted 
duty-free entry into these three countries, and certain Greek 
agricultural goods are accorded duty-free treatment. 
Under a financial Protocol between Greece and E.E.C. 
signed in 1977, Greece will receive a loan of 280 million Euro-
pean monetary units (i.e. about $ 350 million) until 1981. The 
main productive sector which will be supported by these funds 
is agriculture with the purpose of modernizing it and increasing 
its productivity. It is planned to bring about changes in the 
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structure of Greek agriculture with emphasis being laid on those 
crops which will not compete with European crops but will fill 
complementary needs of the Community. 
In view of the above Greek agricultural products are 
expected to face a less risky export market and over all more 
optimistic economic conditions. 
On the other hand, the technological assistance and funds 
for remodeling and updating the Greek productive machinery, pro-
vided by the community authorities, will contribute to the 
expansion of Greek exports of manufactured products. 
Thus, the expansion of markets due to the Greek mamer-
ship of the E.E.C. (E.E.C. provides about 41 percent of the coun-
try's imports and absorbs about 50 percent of its exports) and 
the positive results entailed, are surely going to give new 
dimensions to the Greek economy and will contribute to accele-
rate the growth of Greek exports. 
Concluding, we can say that it is not out of reach, to 
try to increase domestic production and, hence exports, with pro-
spects of an improved trade balance. 
APPENDIX 
TIME SERIES 
In this appendix we present the final series 
of data used for the estimation of our equations. For 
the sources and the construction of these series see 
section 1 of chapters V and VI respectively, as well as 
the relevant sections of the same chapters. 
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JAN FEB 
1954 33.9 26.9 
1955 36.2 34.2 
1956 46.5 81.1 
1957 55.2 45.9 
1958 52.3 47.2 
1959 52.0 45.3 
1960 44.2 44.9 
1961 61.4 45.2 
1962 62.3 44.0 
1963 50.7 69.0 
1964 66.0 65.2 
1965 71.4 73.0 
1966 123.6 67.7 
1967 79.3 90.0 
1968 96.8 111.9 
1969 113.3 78.1 
1970 102.4 114.1 
1971 75.1 58.7 
1972 78.3 96.0 
1973 105.2 79.2 
1974 108.3 126.8 
1975 99.1 125.3 
1976 108.5 97.5 
TABLE A.1 
• 
INDEX OF VOLUNE OF IMPORTED FOOD (SITe: Section 0) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
29.4 48.1 46.0 43.2 35.9 26.4 20.6 18.9 
32.3 40.0 65.9 102.3 33.4 25.3 29.5 34.6 
72.3 64.7 57.6 51.7 44.7 36.1 34.9 58.9 
36.5 111.6 76.0 47.2 95.4 43.3 37.9 35.5 
91.7 76.8 64.5 39.5 40.1 51.6 42.3 67.1 
63.5 65.8 40.4 47.4 39.0 28.9 46.3 65.2 
42.8 61.2 49.0 43.5 37.1 41.6 45.6 45.1 
53.1 66.0 72.7 55.3 57.1 57.5 63.2 69.8 
62.9 53.9 50.8 41.9 82.5 49.7 54.7 67.8 
89.2 70.6 56.0 81.2 70.7 62.5 54.3 83.6 
72.0 83.1 50.1 62.0 80.1 70.7 87.6 78.6 
75.6 65.4 101.1 168.8 92.0 65.7 99.5 96.1 
92.8 58.8 93.9 122.8 110.9 117.8 93.6 95.8 
130.8 98.2 120.1 85.9 99.7 82.9 108.5 77.8 
95.4 71.9 123.6 93.9 84.4 87.1 76.6 96.9 
138.2 97.6 197.8 104.6 105.1 90.6 113.1 102.1 
108.5 107.1 81.4 87.1 98.7 87.7 100.7 110.3 
85.0 102.8 106.2 98.6 112.1 98.4 103.8 112.6 
90.0 108.5 119.0 109.3 94.8 88.4 104.1 131.4 
125.2 102.9 131.5 137.4 123.5 128.0 134.4 290.9 
95.0 67.1 66.2 268.4 53.1 70.2 64.5 101.1 
297.0 106.7 55.5 123.0 92.7 78.5 102.0 100.9 
133.3 119.1 123.9 71.0 110.7 110.5 107.2 100.2 
NOV 
24.4 
45.7 
57.2 
38.3 
56.1 
53.1 
68.3 
65.8 
59.9 
79.1 
78.8 
135.3 
107.4 
116.9 
149.6 
114.8 
98.7 
248.4 
86.3 
113.4 
64.2 
61.5 
133.1 
DEC 
34.8 
67.2 
86.5 
55.2 
57.2 
57.7 
69.9 
72.3 
75.2 
100.2 
87.2 
88.8 
85.1 
140.9 
144.7 
125.4 
112.6 
230.8 
111.3 
93.5 
376.1 
149.5 
241.0 
tv 
\0 
~ 
JAN 
1954 23.1 
1955 22.4 
1956 25.0 
1957 28.4 
1958 32.7 
1959 29.8 
1960 28.2 
1961 29.8 
1962 35.4 
1963 37.6 
1964 36.1 
1965 50.3 
1966 72.9 
1967 47.7 
1968 59.7 
1969 85.3 
1970 62.8 
1971 80.4 
1972 88.8 
1973 154.1 
1974 118.5 
1975 104.5 
1976 144.5 
TABLE A.2 
It-IDEX OF VOLUME OF IMPORTED RAW MATERIALS (SITe: Section 2) 
(1970 = 100) 
FEB MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
29.5 19.6 24.0 24.4 25.3 21.7 23.5 26.9 22.8 
22.1 29.8 24.8 24.7 26.1 26.2 27.4 20.7 19.7 
24.0 21.4 26.6 23.5 25.7 26.3 29.6 23.8 29.2 
26.2 23.4 27.5 33.0 29.7 40.2 . 40.8 39.1 28.9 
28.3 29.9 30.6 28.6 27.1 32.5 29.5 29.4 35.6 
22.2 22.6 27.6 27.8 28.1 26.9 28.1 28.3 28.1 
25.8 37.1 26.4 37.5 39.0 38.3 38.8 36.0 30.4 
41.6 32.5 35.0 36.3 35.2 36.7 30.4 31.2 27.4 
31.7 42.4 27.2 31.8 33.5 35.1 32.4 29.4 46.2 
39.2 33.7 45.4 34.9 40.6 44.8 43.2 53.0 58.2 
34.4 41.5 41.6 25.4 52.8 51.5 50.5 50.5 49.6 
54.1 57.8 58.8 56.1 63.1 50.1 49.7 71.9 61.8 
50.3 72.8 45.5 62.9 75.1 66.1 58.7 72.0 63.1 
64.9 72.1 51.0 67.1 56.2 64.2 64.3 58.2 54.4 
71.8 55.9 57.6 82.5 67.1 74.0 59.9 72.9 79.2 
75.9 102.7 67.6 92.1 81.1 88.2 77.1 80.6 92.8 
75.7 80.9 89.7 89.0 95.5 101.9 73.4 98.3 84.2 
76.6 82.9 80.3 140.4 114.0 102.8 77.5 101.3 94.9 
90.4 86.5 103.3 154.9 137.3 106.1 104.6 146.0 108.1 
130.7 143.7 131.9 157.1 117.0 189.7 151.4 142.3 138.6 
107.9 140.2 126.3 129.3 129.3 112.4 104.8 102.4 201.1 
115.0 101.0 110.6 137.8 150.6 116.6 97.1 151.2 154.4 
114.9 122.2 144.4 148.4 106.1 164.5 120.8 128.8 133.3 
NOV 
27.6 
24.2 
28.9 
29.4 
35.5 
26.8 
31.2 
38.1 
31.8 
44.6 
55.1 
58.8 
79.0 
75.5 
90.9 
84.0 
98.1 
114.3 
127.5 
128.0 
68.2 
103.2 
177.8 
DEC 
28.2 
24.9 
21.7 
35.2 
35.5 
29.8 
41.4 
28.8 
41.0 
53.9 
53.3 
63.4 
75.2 
74.4 
96.2 
92.2 
93.1 
125.6 
130.8 
152.8 
128.5 
191.1 
156.8 
N 
\.0 
N 
JAN FEB 
1954 31.4 23.6 
1955 32.7 27.8 
1956 29.9 22.6 
1957 34.2 27.1 
1958 38.8 28.1 
1959 21.2 15.1 
1960 32.2 29.3 
1961 59.4 32.3 
1962 71.2 18.1 
1963 21.7 20.6 
1964 17.5 31.2 
1965 24.1 33.5 
1966 45.3 29.0 
1967 24.2 31.0 
1968 27.9 24.6 
1969 40.7 19.7 
1970 54.3 6.7 
1971 82.5 75.1 
1972 92.1 96.6 
1973 128.6 141.1 
1974 149.1 164.8 
1975 131.2 163.2 
1976 96.9 137.6 
TABLE A.3 
INDEX OF VOLUME OF IMPORTED FUELS (SITe: Section 3) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
29.3 24.2 27.7 27.9 33.0 28.9 34.3 30.6 
30.7 31.7 31.0 30.7 26.5 33.4 38.3 33.7 
27.1 28.9 34.0 29.5 38.8 29.8 31.6 35.4 
26.8 35.9 29.3 25.9 37.4 33.1 28.7 36.6 
39.2 32.3 34.7 35.1 40.5 31.6 35.4 49.7 
9.6 8.2 109.2 32.6 24.5 27.1 19.6 33.6 
30.7 63.9 44.0 31.6 19.0 30.5 56.9 45.7 
54.0 51.8 38.8 27.2 38.5 11.1 52.2 49.1 
21.4 34.1 13.0 24.9 18.1 15.6 45.7 21.0 
16.0 15.5 92.0 47.9 22.4 21.1 85.4 51.6 
24.8 35.9 22.9 64.5 25.7 21.6 19.4 32.3 
152.1 37.6 68.4 81.3 25.8 24.8 53.4 120.1 
59.3 30.1 59.5 72.8 33.4 27.4 77.7 38.8 
56.2 52.7 66.3 52.0 34.1 51.4 34.6 39.7 
14.9 60~3 36.4 21.8 69.7 34.8 26.3 148.7 
174.9 52.0 60.5 120.8 74.2 44.9 25.1 104.1 
90.1 149.3 68.1 82.2 154.3 65.7 120.9 123.0 
73.9 96.2 64.2 62.6 54.1 83.0 78.0 93.5 
64.2 64.5 124.0 103.5 40.6 107.5 84.8 371.1 
140.1 84.9 265.6 158.4 187.9 163.7 167.6 281.5 
181.1 131.3 298.9 194.2 212.7 125.3 149.1 196.6 
254.7 211.5 209.0 188.4 126.7 96.8 183.1 202.6 
121.1 122.5 185.5 189.7 135.8 131.8 277.7 255.6 
NOV DEC 
34.5 32.8 
32.3 37.4 
33.5 28.7 
37.2 35.0 
32.7 41.9 
42.2 25.3 
37.2 42.7 
43.8 25.9 
19.2 163.6 
87.8 115.4 
24.0 199.9 
34.1 168.4 
49.2 298.4 
75.8 391.0 
175.0 246.1 
48.3 270.2 
124.2 . 168.1 
154.4 371.3 
237.2 345.2 
208.4 439.7 
226.5 171.0 
228.3 258.5 
162.6 333.1 
'" \0
W 
JAN FEB 
1954 18.9 16.8 
1955 11.0 14.5 
1956 12.1 16.8 
1957 17.9 16.6 
1958 34.0 37.9 
1959 33.9 15.8 
1960 34.8 26.9 
1961 31.9 24.1 
1962 34.8 31.0 
1963 49.1 43.3 
1964 35.5 59.0 
1965 54.3 56.4 
1966 74.4 57.0 
1967 44.6 68.0 
1968 63.2 69.9 
1969 72.8 59.0 
1970 98.3 81.0 
1971 107.6 98.6 
1972 99.0 95.5 
1973 140.1 125.3 
1974 146.6 118.5 
1975 127.1 125.8 
1976 164.7 144.6 
TABLE A.4 
INDEX OF VOLUrm OF IMPORTED CHEMICALS (SITC: Section 5) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT, 
10.6 10.4 6.6 8.0 13.5 12.1 18.8 12.4 
9.9 16.9 11.9 8.7 14.6 15.0 16.4 16.8 
10.4 10.5 13;3 9.5 11.3 11.3 13.9 31.6 
16.0 22.0 23.4 14.8 17.5 16.0 26.6 25.7 
31.2 23.7 26.8 20.3 30.7 14.6 26.9 46.6 
18.0 25.4 16.4 18.2 26.5 32.9 32.2 37.7 
33.0 21.6 24.5 21.9 25.9 38.0 24.4 32.6 
30.6 26.3 24.9 29.4 34.9 32.1 40.7 41.0 
36.9 28.7 41.6 37.9 32.7 43.5 48.1 50.7 
38.4 42.9 42.4 43.4 51.1 58.3 49.5 68.0 
52.7 41.2 44.6 50.7 58.0 57.2 52.4 58.2 
54.8 48.6 63.0 51.7 54.9 67.9 52.4 63.8 
63.3 46.8 66.4 62.1 65.8 51.9 74.9 59.3 
68.5 65.1 72.3 59.9 56.4 52.6 52.1 56.1 
60.2 64.7 77.1 63.0 62.1 48.7 62.7 86.9 
87.1 75.9 94.9 80.1 75.3 75.9 81.6 79.5 
91.2 79.6 96.4 114.6 93.4 75.8 88.0 92.7 
85.8 92.5 114.1 107.9 117.6 77.6 107.8 124.5 
114.5 120.3 128.6 117.3 120.7 112.3 127.2 122.1 
157.7 139.4 150.1 169.0 162.8 143.5 168.0 167.5 
143.7 131.8 141.3 126.4 133.5 110.8 114.3 133.1 
119.1 147.6 120.6 152.9 122.1 118.1 148.4 146.2 
168.5 157.4 155.4 97.2 149.7 128.0 196.2 163.1 
NOV 
27.7 
17.0 
23.5 
29.1 
28.5 
28.7 
36.3 
35.0 
42.8 
67.6 
63.5 
54.0 
75.0 
81.6 
80.1 
88.8 
98.0 
169.4 
131.1 
158.1 
80.6 
166.7 
179.3 
DEC 
13.5 
11.7 
23.6 
17.9 
36.3 
38.0 
33.1 
27.9 
42.4 
51.4 
56.1 
62.8 
64.7 
92.2 
74.4 
91.7 
117.8 
139.1 
160.7 
132.7 
85.8 
162.6 
170.2 
tv 
\0 
~ 
JAN FEB 
1954 26.0 23.9 
1955 31.7 29.9 
1956 28.7 30.4 
1957 41.5 40.8 
1958 41.9 42.8 
1959 46.1 45.7 
1960 42.2 42.9 
1961 58.7 48.9 
1962 60.7 61.4 
1963 62.7 59.7 
1964 55.2 68.6 
1965 72.6 98.1 
1966 99.9 75.1 
1967 70.4 95.7 
1968 82.6 108.4 
1969 110.2 90.6 
1970 84.8 88.0 
1971 103.2 89.2 
1972 127.5 92.4 
1973 136.7 158.5 
1974 194.6 149.7 
1975 137.7 112.5 
1976 140.3 132.7 
TABLE A.S 
INDEX OF VOLUME OF IMPORTED MANUFACTURES (SITC: Section 6) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV 
27.8 30.3 30.5 26.8 29.9 34.2 40.5 36.1 42.6 
36.2 30.7 34.1 35.3 30.6 27.4 30.0 32.3 35.8 
31.8 37.3 33.1 31.9 40.3 39.5 36.2 50.3 41.5 
37.8 42.2 47.5 40.9 41.2 42.7 43.7 36.8 49.0 
49.2 50.7 58.4 44.0 48.1 44.7 50.4 54.4 51.0 
44.8 53.2 42.5 44.2 54.9 46.3 51.7 49.0 45.6 
55.5 47.7 56.7 48.9 53.6 53.7 53.5 56.5 58.8 
67.4 51.3 62.1 57.2 56.9 50.4 55.2 60.9 64.7 
71.0 62.2 66.1 63.7 62.9 69.9 64.0 66.6 71.2 
59.4 70.4 55.1 72.4 69.5 88.3 79.8 80.1 70.5 
71.5 68.2 77.2 91.5 100.7 85.2 82.7 81.0 100.3 
93.4 105.0 108.2 89.9 88.4 103.4 109.5 97.6 110.6 
114.7 74.8 102.3 111.6 114.1 96.8 59.2 107.7 123.9 
97.9 94.1 105.8 101.9 76.2 117.6 100.2 104.3 120.6 
92.4 87.1 107.5 92.8 89.4 79.4 119.4 115.2 98.4 
103.6 106.9 115.0 101.3 109.1 90.9 108.5 107.9 92.4 
117.0 103.2 130.5 103.7 94.8 95.7 114.6 102.9 128.7 
95.1 91.7 139.1 127.5 116.4 98.1 108.5 138.2 167.4 
121.5 120.6 150.8 141.7 127.6 124.3 154.8 128.5 142.7 
153.2 141.3 162.4 130.4 179.8 159.4 149.8 179.8 157.4 
201.7 137.1 182.7 175.4 129.9 127.7 147.6 150.1 117.8 
103.8 189.5 134.8 160.0 122.4 112.7 165.6 135.5 152.0 
142.9 .135.8 150.6 160.7 158.7 138.7 161.9 163.7 144.6 
DEC 
33.7 
32.8 
34.1 
55.9 
49.9 
42.3 
60.1 
47.7 
62.9 
75.0 
101.3 
99.6 
102.6 
119.0 
117.0 
95.3 
104.7 
141.8 
167.2 
239.0 
122.6 
142.6 
179.5 
r-v 
\D 
V1 
JAN FEB 
1954 13.5 12.0 
1955 14.7 13.7 
1956 15.0 17.6 
1957 17.8 17.5 
1958 21.4 20.1 
1959 20.6 16.4 
1960 19.4 19.2 
1961 26.4 21.6 
1962 31.7 32.3 
1963 27.7 27.1 
1964 26.7 40.4 
1965 43.6 48.0 
1966 44.3 36.6 
1967 43.9 49.1 
1968 47.4 52.1 
1969 95.9 102.3 
1970 73.5 71.1 
1971 76.1 73.9 
1972 79.9 84.9 
1973 126.6 102.0 
1974 157.4 149.5 
1975 154.0 141.5 
1976 141.1 117.2 
TABLE A.6 
INDEX OF VOLUME OF IMPORTED MACHINERY AND 
TRANSPORT EQUIPMENT (v.7ithout Ships) (SITe: Section 7) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
11.8 13.9 14.3 13.7 14.2 13.4 14.9 13.3 
14.8 15.1 17.9 20.1 14.8 14.8 .14.5 15.2 
16.4 17.6 17.8 18.0 17.7 16.4 15.2 23.4 
15.5 24.5 23.1 18.8 23.7 19.7 19.7 17.9 
25.8 23.7 24.8 19.3 22.1 21.6 20.7 27.2 
18.1 21.5 23.8 19.3 19.9 18.2 20.1 22.6 
20.1 21.9 28.1 22.6 19.3 22.7 23.2 24.2 
27.1 26.3 28.2 26.7 28.0 22.8 26.5 29.2 
37.3 31.5 34.6 30.1 28.4 30.3 29.1 35.6 
28.6 37.9 34.9 36.5 35.6 47.0 36.2 38.6 
39.8 36.3 51.2 52.4 57.4 55.6 42.0 41.7 
50.0 59.1 69.1 57.6 45.7 52.1 56.5 47.5 
46.1 49.9 64.8 66.5 47.8 52.4 52.1 49.5 
55.9 53.8 70.0 63.1 46.8 67.2 63.1 61.2 
54.9 63.7 83.9 94.8 70.9 62.9 61.3 99.7 
66.3 71.7 90.2 81.3 83.2 77.8 69.1 76.1 
108.0 90.8 86.0 93.5 80.1 77.0 92.3 78.9 
75.5 98.2 107.0 96.7 104.0 71.0 89.8 94.5 
111.4 125.4 136.0 114.1 118.4 117.7 123.7 113.2 
148.3 169.5 135.5 248.0 156.2 132.5 177.8 149.0 
162.4 143.9 168.7 164.1 139.6 124.7 119.1 150.5 
145.8 125.8 123.7 141.4 124.0 119.7 140.5 145.0 
124.3 138.7 151.4 94.8 167.5 146.9 160.9 188.6 
NOV 
16.4 
16.6 
20.1 
20.1 
23.9 
22.3 
25.6 
28.9 
34.7 
40.9 
49.7 
51.2 
68.7 
56.3 
62.7 
82.1 
102.0 
99.0 
128.9 
152.8 
106.4 
125.2 
172.7 
DEC 
15.0 
18.1 
19.5 
22.5 
24.9 
21.6 
27.3 
23.6 
30.4 
43.5 
48.8 
59.8 
60.5 
60.2 
97.5 
101.6 
100.4 
106.5 
140.9 
160.8 
108.9 
145.7 
180.1 
f\J 
\0 
0'1 
JAN FEB 
1954 19.1 17.1 
1955 20.8 19.5 
1956 21.3 25.0 
1957 25.2 24.9 
1958 30.3 28.5 
1959 29.2 23.4 
1960 27.6 27.3 
1961 37.5 30.7 
1962 43.1 35.8 
1963 39.:1. 39.0 
1964 36.4 47.0 
1965 51.9 57.9 
1966 67.9 49.4 
1967 50.2 62.6 
1968 59.1 68.4 
1969 88.2 78.9 
1970 77.5 74.5 
1971 84.7 78.3 
1972 91.0 89.1 
1973 129.6 119.5 
1974 153.3 140.7 
1975 132.7 130.1 
1976 136.8 123.0 
TABLE A.7 
INDEX OF VOLUME OF TOTAL IMPORTS (SITe: Sections 0-9) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
16.8 19.8 20.4 19.5 20.2 19.0 21.1 18.9 
21.0 21.4 25.4 28.6 21.0 21.0 20.6 21.6 
23.2 25.0 25.2 25.6 25.1 23.2 21.6 33.3 
22.0 34.7 32.8 26.6 33.7 28.0 28.0 25.4 
36.6 33.7 35.2 27.5 31.4 30.6 29.4 38.6 
25.7 30.5 33.8 27.5 28.2 25.8 28.6 32.1 
28.6 31.1 39.9 32.0 27.4 32.2 33.0 34.4 
38.6 37.3 40.0 37.9 39.8 32.4 37.6 41.5 
43.6 37.2 40.2 37.5 39t2 38.5 40.5 45.2 
39.9 45.3 45.8 48.2 47.2 52.6 53.0 57.1 
47.9 46.2 47.2 59.8 62.4 57.1 52.6 53.5 
71.1 62.3 74.7 73.9 56.0 60.1 69.3 73.6 
68.1 51.4 72.2 79.2 66.9 63.2 71.5 64.7 
72.7 64.9 79.9 68.4 58.5 71.5 67.5 65.8 
61.3 66.2 85.3 78.1 73.0 62.2 69.8 100.7 
95.7 77.3 101.5 88.6 86.7 76.4 77.6 88.0 
100.1 97.2 91.9 95.2 94.5 78.2 98.2 92.0 
80.6 93.1 112.1 101.0 102.5 81.2 96.8 105.4 
102.7 111.3 135.5 118.9 108.2 110.9 125.2 139.7 
145.4 140.7 155.7 176.4 163.2 142.8 159.8 184.7 
161.4 129.5 163.9' 173.8 129.9 114.7 118.6 150.0 
156.7 146.2 125.4 149.3 118.6 108.6 145.9 143.6 
139.2 138.2 151.3 114.6 153.7 134.9 164.5 169.3 
NOV 
23.2 
23.6 
28.5 
28.6 
33.9 
31.7 
36.4 
41.1 
41.7 
56.9 
60.2 
68.2 
80.8 
79.7 
92.5 
84.7 
110.6 
139.4 
135.7 
151.5 
104.8 
134.9 
163.2 
DEC 
21.3 
25.7 
27.7 
31.9 
35.4 
30.7 
38.8 
33.6 
55.0 
61.8 
75.6 
79.5 
93.5 
113.8 
114.2 
114.5 
111.8 
154.9 
160.3 
188.4 
147.4 
162.2 
198.1 
f\J 
\0 
-...J 
TABLE A.8 
RELATIVE IMPORT PRICES OF FOOD 
JAN FEB MARCH APRIL MAY JUNE JULY AUG 
1954 145.8 142.6 143.7 149.2 151.0 148.9 143.6 143.8 
1955 135.8 153.1 151.7 149.5 148.1 142.8 139.8 133.5 
1956 124.0 128.9 125.3 132.3 123.1 122.9 124.3 127.5 
1957 120.4 113.5 119.0 124.2 127.7 124.4 138.3 129.1 
1958 127.1 132.4 127.9 121.6 126.7 120.8 119.3 112.7 
1.959 120.4 115.4 109.7 107.4 123.6 112.2 121.9 118.2 
1960 113.0 112.6 118.3 108.5 115.1 122.3 122.5 122.2 
1961 94.7 104.9 107.9 96.7 91.8 110.1 110.3 104.1 
:l962 103.3 115.6 108.0 111.0 113.8 120.5 104.0 104.1 
:1.963 99.4 84.4 81.6 94.8 84.6 111.4 94.3 107.0 
1964 86.9 90.9 123.9 1.02.0 111.1 112.5 107.4 100.8 
1965 97.0 98.1 104.5 96.1 92.4 82.7 99.4 98.8 
1966 85.2 88.3 91.0 95.2 87.6 84.9 93.3 87.6 
1967 88.4 88.3 78.0 86.3 92.1 99.6 92.2 105.4 
1968 94.9 89.5 91.5 93.2 94.6 97.3 101.8 94.6 
1969 82.4 82.3 76.7 83.2 75.9 87.5 89.4 90.5 
1970 91.0 84.5 89.8 77.2 115.6 97.0 104.0 99.7 
1971 93.9 94.2 93.9 99.7 87.5 98.9 97.6 97.5 
1972 99.8 102.9 100.2 95.8 112.2 118.5 114.6 113.6 
1973 103.4 105.5 107.0 116.8 122.2 119.9 110.3 108.2 
1974 92.6 100.9 98.4 102.8 98.9 118.0 113.2 113.6 
1975 97.2 98.5 103.2 95.5 100.4 117.8 113.0 115.6 
1976 107.3 96.2 109.6 105.0 100.0 105.0 101.2 103.5 
SEPT OCT 
150.1 158.6 
131.8 137.1 
127.2 127.4 
130.4 128.2 
116.7 105.9 
109.4 128.2 
111.1 113.6 
103.7 99.0 
105.1 90.2 
102.9 85.2 
91.3 96.0 
87.3 90.8 
94.4 86.0 
89.0 95.9 
90.7 87.7 
89.5 90.2 
95.8 87.5 
97.7 96.4 
108.4 86.1 
103.5 88.1 
103.0 105.2 
115.8 161.2 
102.0 104.0 
NOV 
139.3 
135.0 
117.2 
134.4 
112.7 
111.3 
93.4 
108.8 
92.7 
89.5 
99.7 
84.9 
89.5 
95.7 
80.0 
83.8 
91.8 
78.7 
102.1 
90.8 
99.4 
108.6 
101.4 
DEC 
131.5 
123.1 
124.0 
127.3 
123.1 
112.9 
103.3 
99.3 
91.7 
94.0 
100.6 
91.9 
84.1 
92.5 
80.8 
91.6 
91.1 
80.4 
102.9 
92.0 
113.3 
135.3 
120.4 
"-> 
\0 
eX> 
TABLE A.9 
RELATIVE IMPORT PRICES OF RAW MATERIALS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT 
1954 137.7 128.0 139.3 134.8 135.1 131.5 133.8 134.1 138.5 
1955 131.8 127.2 109.2 111.5 126.6 121.3 123.3 133.0 137.5 
1956 130.2 127.3 128.6 125.5 133.0 123.4 133.0 136.0 136.8 
1957 128.1 126.5 130.6 128.0 124.7 125.8 127.1 130.6 132.5 
1958 133.2 125.6 128.8 125.4 129.3 130.4 128.7 131.4 130.8 
1959 124.5 133.7 130.2 127.4 123.8 122.7 123.9 131.2 13:1..6 
1960 11.4.9 119.1 110.8 123.3 125.0 117.9 120.4 127.1 126.6 
1961 1.22.2 113.4 116.2 115.9 114.1 121.3 121.7 113.3 135.7 
1962 125.7 124.9 124.1 126.4 125.4 121.9 128.0 124.4 128.7 
1963 116.5 122.2 121.4 120.4 124.0 125.6 115.9 127.8 127.2 
1964 123.4 125.5 122.9 124.9 122.6 127.6 124.1 126.9 127.0 
1965 119.0 115.4 :1.16.5 119.1 121.1 115.7 118.8 114.8 119.5 
1966 117.3 116.7 120.2 114.9 116.0 113.4 120.9 113.2 118.0 
1967 114.3 110.8 112.6 115.3 110.8 111.7 112.8 115.4 114.5 
1968 111 .2 104.4 104.9 114.4 111 • 1 108.5 107.8 108.2 107.8 
1969 103.0 101.7 107.9 103.0 99.3 103.6 102.3 107.6 104.5 
1970 102.3 102.7 103.7 109.0 104.7 106.5 113.3 113.9 118.4 
1971 103.2 103.1 101.4 91.8 106.4 101.3 102.8 100.8 100.0 
1972 98.5 92.6 96.1 99.3 94.9 95.5 87.8 95.9 93.8 
1973 84.7 81.2 95.5 79.9 84.2 82.3 89.4 89.9 83.9 
1974 76.1 69.7 75.4 81.3 87.4 85.1 85.5 88.5 90.2 
1975 102.1 99.4 107.7 104.0 131.2 88.5 91.1 93.1 101.2 
1976 94.1 83.1 83.6 85.3 83.5 87.7 85.9 85.2 86.5 
OCT NOV 
130.5 132.6 
123.5 126.9 
132.5 137.2 
135.8 132.5 
127.9 128.2 
130.4 130.4 
123.3 125.2 
130.8 129.3 
122.6 121.1 
130.1 125.5 
123.3 115.1 
119.7 118.4 
121.6 120.8 
115.6 113.8 
111.6 110.6 
103.8 106.8 
109.4 106.3 
101.1 93.8 
82.2 87.1 
78.1 73.6 
97.4 104.3 
93.2 93.2 
84.1 83.3 
DEC 
128.9 
130.0 
133.9 
130.8 
126.8 
123.3 
126.7 
128.6 
119.3 
130.5 
113.8 
118.0 
113.7 
105.3 
114.0 
109.8 
111.6 
96.1 
88.6 
69.2 
100.6 
87.5 
91.4 
N 
\0 
\0 
TABLE A.10 
RELATIVE IMPORT PRICES OF FUELS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG 
1954 210.5 212.6 210.1 211.0 206.7 208.4 209.6 206.5 
1955 204.6 207.3 214.6 202.0 204.2 190.1 200.5 201.6 
1956 200.2 201.5 192.6 202.8 194.1 193.7 208.2 196.9 
1957 242.2 254.1 260.5 265.7 255.5 260.8 237.6 230.9 
1958 207.0 210.7 201.5 205.7 207.9 214.1 191.9 194.9 
1959 200.5 170.8 169.9 177.0 134.6 123.6 139.4 138.1 
1960 125.6 140.9 108.1 102.2 109.0 117.1 114.1 112.8 
1961 100.0 93.4 94.2 95.8 105.4 100.7 106.4 112.5 
1962 111.1 161.6 127.4 108.6 130.6 112.0 135.9 133.6 
1963 123.4 111 • 1 115.7 126.8 108.1 103.8 122.9 134.3 
1964 109.8 123.9 115.0 109.6 127.8 106.7 117.5 124.2 
1965 124.8 115.5 100.8 103.0 99.0 96.5 120.2 120.7 
1966 124.3 124.2 104.8 104.2 103.7 94.4 107.8 109.8 
1967 1.24.5 113.5 97.7 92.0 94.3 95.9 109.5 101.7 
1968 129.2 137.2 141.4 95.1 101.1 114.3 97.0 95.7 
1969 116.3 131.0 97.1 102.2 96.1 98.2 104.0 89.3 
1970 107.7 103.7 89.5 88.2 85.5 94.0 93.3 91.5 
1971 110.1 104.5 96.8 101.1 99.7 105.9 88.2 106.3 
1972 98.0 110.6 100.9 99.6 97.7 101.6 138.8 119.6 
1973 110.7 113.1 122.4 103.1 106.7 118.7 117.0 102.9 
1974 109.0 127.0 112.6 190.7 221.4 210.5 179.4 205.6 
1975 228.8 214.3 167.8 215.2 234.2 204.0 210.0 214.2 
1"976 271.7 238.2 232.5 231.7 242.4 236.1 241.8 217.4 
SEPT OCT 
198.6 198.3 
202.0 206.5 
209.2 205.6 
227.6 215.3 
143.0 183.0 
144.0 127.2 
98.6 105.1 
102.1 102.7 
101.4 104.2 
108.2 104.2 
129.0 108.6 
98.2 98.8 
96.4 107.2 
111.3 109.8 
117.6 93.4 
114.8 94.0 
89.6 97.6 
106.9 104.9 
94.3 107.7 
98.2 93.5 
183.9 229.2 
244.8 224.1 
255.2 241.3 
, 
NOV 
195.2 
211.8 
199.7 
219.8 
210.7 
130.2 
102.0 
115.6 
126.3 
107.1 
133.7 
114.9 
105.4 
106.3 
94.3 
113.4 
87.8 
87.9 
104.4 
100.3 
242.1 
254.4 
242.1 
DEC 
199.8 
203.7 
216.4 
223.1 
181.7 
129.4 
109.7 
126.9 
90.3 
103.0 
98.4 
92.6 
77.0 
78.0 
93.9 
89.4 
93.1 
93.7 
111.9 
101.4 
212.0 
256.0 
262.8 
l.tJ 
o 
o 
TABLE A.11 
RELATIVE IMPORT PRICES OF CHEMICALS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT 
1954 161.2 147.5 169.7 160.5 179.1 166.6 180.3 181.0 160.1 
1955 178.1 154.2 172.4 185.4 171.9 162.6 166.0 163.5 173.1 
1956 185.5 210.0 154.2 176.3 148.2 170.1 145.2 161.7 152.8 
1957 128.7 122.1 122.3 125.9 135.8 136.5 131.1 138.5 143.6 
1958 144.1 112.7 98.0 107.4 121.9 135.8 119.3 150.8 131.4 
1959 119.8 157.8 151.3 126.6 153.1 146.4 132.3 125.8 121.6 
1960 125.4 113.0 122.7 130.6 144.9 154.4 135.2 120.6 138.1 
1961 123.3 131.6 141.8 130.6 141.5 134.8 132.0 118.9 122.3 
1962 129.6 130.9 122.1 130.1 102.3 121.2 130.7 126.1 121.2 
1963 102.6 103.4 112.5 110.6 113.9 117.7 103.8 110.1 113.5 
1964 112.8 106.7 115.6 109.8 107.0 121.0 113.0 106.8 100.8 
1965 107.2 112.1 105.7 113.6 108.1 112.3 110.6 107.8 113.1 
1966 104.2 117.3 95.8 122.2 115.3 114.3 104.7 110.9 107.8 
1967 104.2 106.2 114.7 112.1 116.3 117.7 116.5 125.6 123.7 
1968 110.6 109.1 116.2 117.5 113.2 137.4 127.4 125.3 123.0 
1969 107.9 110.6 117.6 112.6 103.0 118.5 140.3 104.7 107.2 
1970 96.1 110.2 108.8 111.4 109.5 82.7 97.1 102.4 104.9 
1971 89.2 97.9 107.2 101.4 107.4 106.9 94.1 108.3 106.8 
1972 112.0 106.6 103.5 108.1 114.2 115.5 111.9 103.9 96.8 
1973 93.8 97.0 95.6 113.3 92.9 99.4 98.7 92.7 91.7 
1974 82.6 90.8 94.7 93.5 102.2 112.0 112.3 111.5 106.5 
1975 109.9 112.4 104.7 113.7 116.1 111.8 108.1 109.1 104.9 
1976 101.0 106.0 101.9 107.4 106.2 113.0 108.2 104.9 89.3 
OCT NOV 
164.7 172.0 
190.2 167.5 
131.5 124.4 
137.4 137.7 
118.7 129.9 
128.6 119.9 
131.4 112.9 
132.8 133.4 
116.7 113.8 
96.8 99.3 
104.8 99.1 
106.8 110.4 
111.2 106.9 
125.2 117.8 
106.5 101.8 
108.7 105.4 
104.2 105.4 
85.7 81.9 
98.6 102.5 
86.3 79.7 
108.2 113.1 
103.1 97.6 
101.1 102.8 
DEC 
164.3 
170.5 
124.2 
165.7 
118.7 
120.4 
118.5 
132.9 
110.8 
113.6 
103.9 
113.0 
115.4 
113.4 
106.2 
95.8 
88.6 
87.6 
86.1 
82.9 
106.2 
98.6 
103.3 
w 
o 
-10 
TABLE A.12 
RELATIVE It-lPORT PRICES OF MANUFACTURES 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT 
1954 109.3 106.7 104.5 105.3 106.0 101.2 99.8 98.8 94.6 
1955 100.4 97.0 100.7 99.9 97.9 97.9 94.9 98.2 98.9 
1956 98.1 98.5 95.1 96.4 96.9 101.7 102.3 102.2 94.8 
1957 92.8 93.5 91.2 94.8 96.5 96.6 97.0 96.7 92.7 
1958 94.8 93.4 94.3 89.0 87.4 88.9 87.8 85.0 101.4 
1959 87.2 85.4 85.5 87.5 87.0 88.3 82.8 86.8 88.8 
1960 89.3 89.7 85.2 92.5 91.6 89.0 83.1 89.9 86.7 
1961 83.3 84.5 85.7 88.2 86.5 88.3 86.5 83.8 88.1 
1962 81.4 82.5 85.3 81.2 82.5 82.1 82.0 81.7 80.9 
1963 78.8 79.5 83.1 79.0 80.4 75.7 76.5 77.5 78.6 
1964 77.0 76.7 80.9 76.1 78.7 74.6 77.5 79.1 79.2 
1965 83.2 70.5 78.2 70.5 76.3 78.2 76.3 73.2 79.2 
1966 73.5 76.8 73.4 79.8 77.9 75.4 70.2 71.8 78.8 
1967 78.7 76.4 77.6 78.1 72.4 72.0 78.0 73.1 76.5 
1968 82.5 78.9 79.0 77.8 78.9 79.4 80.9 80.6 81.2 
1969 79.3 83.2 85.4 86.5 83.7 85.1 81.0 86.4 87.4 
1970 93.1 89.1 88.7 87.7 89.2 89.3 86.7 87.5 86.9 
1971 85.5 85.7 85.9 86.9 86.1 77.4 81.2 84.8 98.7 
1972 82.4 88.7 82.6 86.3 88.5 91.8 85.9 92.9 85.3 
1973 92.7 88.3 96.2 97.9 92.8 93.2 89.2 90.8 88.7 
1974 81.5 81.8 81.2 83.9 89.6 92.2 89.6 93.8 97.5 
1975 104.5 99.0 86.8 90.9 88.0 92.6 86.7 89.9 90.0 
1976 88.9 87.9 82.2 86.3 85.3 88.4 80.5 84.3 84.0 
OCT NOV 
98.8 100.2 
96.7 99.4 
98.1 96.7 
94.3 93.3 
88.2 85.1 
90.6 93.4 
87.7 86.4 
86.7 84.7 
80.3 76.9 
78.6 78.8 
80.9 73.2 
80.4 76.4 
73.2 75.6 
77.7 76.3 
80.1 80.7 
85.8 87.9 
85.7 87.9 
72.3 80.4 
86.7 97.0 
78.9 78.2 
97.2 91.0 
84.8 86.7 
85.0 87.9 
DEC 
101.5 
98.8 
100.8 
96.0 
84.9 
95.3 
87.1 
83.7 
77.4 
70.7 
69.5 
72.4 
76.7 
77.1 
77.2 
87.7 
85.6 
79.9 
83.2 
83.1 
94.7 
85.8 
86.0 
w 
o 
"-l 
JAN FEB 
1954 143.9 153.2 
1955 122.6 127.2 
1956 130.4 125.9 
1957 130.9 115.4 
1958 132.2 141.6 
1959 133.1 142.2 
1960 137.5 131.6 
:1.961 110.8 117.1 
1962 123.2 125.8 
1963 123.9 118.4 
1964 121.5 118.0 
1965 116.8 106.1 
1966 120.9 120.5 
1967 129.4 122.7 
1968 116.7 120.7 
1969 102.2 108.7 
1970 100.1 109.6 
1971 110.3 102.3 
1972 116.4 114.0 
1973 103.9 111.4 
1974 72.5 76.9 
1975 80.3 83.0 
1976 88.1 98.0 
TABLE A.13 
RELATIVE IMPORT PRICES OF MACHINERY 
AND TRANSPORT EQUIPMENT (Without Ships) 
MARCH APRIL MAY JUNE JULY AUG SEPT 
150.8 153.0 128.2 144.3 147.3 151.7 155.1 
142.0 128.9 117.7 127.5 128.6 121.3 119.0 
134.1 130.0 118.2 127.1 133.5 125.0 126.3 
128.2 130.1 128.9 129.7 128.9 142.3 136.7 
141.0 132.9 135.8 137.3 125.9 129.2 129.2 
130.0 140.3 141.0 137.5 139.5 137.9 130.5 
147.3 133.5 115.3 121.7 130.1 123.4 112.4 
118.5 118.8 122.8 121.3 124.9 121.1 128.9 
117.4 124.3 132.8 135.9 133.5 133.1 140.2 
113.6 125.0 130.1 118.3 130.5 128.3 125.3 
118.7 122.2 118.1 123.2 124.2 118.8 119.9 
117.1 110.4 105.0 112.9 113.2 118.0 116.6 
122.2 118.5 111.9 103.1 117.3 130.7 129.1 
123.6 122.3 117.9 123.9 131.0 124.1 119.8 
111.5 117.5 118.7 120.2 127.6 120.3 121.6 
116.7 110.4 109.7 114.8 107.6 107.1 108.9 
101.5 108.1 108.0 114.1 118.1 109.9 98.6 
105.5 97.9 110.3 115.8 115.1 123.7 115.8 
110.8 109.1 110.8 115.0 115.0 114.3 109.9 
105.2 91.3 97.4 97.2 102.7 98.2 95.7 
80.8 80.6 81.1 77.9 77.8 80.5 84.9 
87.2 85.2 90.0 91.1 91.1 98.8 92.0 
94.1 94.6 93.9 102.9 86.3 99.6 87.1 
OCT NOV 
143.8 140.2 
116.8 126.0 
142.6 132.9 
137.3 136.5 
122.3 126.6 
135.2 141.3 
122.9 114.1 
124.8 123.5 
121.5 111.6 
127.0 117.1 
120.4 119.0 
121.3 120.7 
123.1 118.4 
116.7 121.9 
109.2 117.1 
109.3 102.4 
114.2 109.8 
111.6 108.7 
113.1 102.1 
85.6 82.3 
83.1 81.3 
96.6 91.8 
87.6 94.8 
DEC 
141.7 
108.3 
124.6 
141.4 
121.5 
126.9 
123.2 
120.9 
125.8 
115.5 
112.8 
170.6 
118.4 
116.0 
100.3 
97.7 
105.5 
106.8 
100.6 
77.7 
84.2 
95.9 
100.4 
w 
o 
w 
TABLE A.14 
RELATIVE PRICES OF TOTAL IMPORTS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG 
1954 153.8 150.3 154.2 154.6 150.8 151.6 152.6 153.4 
1955 141.8 145.3 148.0 145.8 141.2 141.8 140.2 139.4 
1956 140.8 142.4 136.9 139.9 132.7 136.1 141.1 140.3 
1957 136.6 131.2 136.4 137.2 138.0 139.3 140.2 143.6 
1958 138.2 134.8 135.9 131.3 135.9 137.3 128.8 131.1 
1959 127.5 132.7 127.0 126.1 129.2 125.9 126.9 124.5 
1960 122.7 122.0 129.5 122.7 117.1 121.2 122.3 119.6 
1961 106.7 110.4 112.6 109.9 112.8 116.7 117.5 113.4 
1962 113.2 119.5 114.2 115.5 115.7 117.7 119.3 116.5 
1963 107.0 103.8 105.3 108.7 107.5 110.4 108.2 112.8 
1964 106.7 105.0 114.0 109.6 109.6 110.2 111.6 108.2 
1965 106.5 99.8 102.6 99.9 99.9 101.7 105.9 103.5 
1966 103.1 106.0 102.3 106.9 102.7 97.8 102.4 107.0 
1967 108.4 103.5 102.9 104.4 103.1 106.6 110.1 109.1 
1968 107.4 105.4 104.6 104.3 106.0 110.1 109.7 107.5 
1969 97.1 100.4 100.8 102.5 98.1 103.2 103.1 100.9 
1970 100.0 103.7 99.4 98.6 105.8 100.8 103.8 104.1 
1971 99.6 97.3 100.0 97.2 101.1 102.1 101.0 107.2 
1972 103.5 104.5 101.4 101.9 103.7 107.7 106.8 108.5 
1973 98.0 98.9 102.9 96.7 98.6 99.0 100.6 98.5 
1974 79.9 84.4 84.2 92.7 106.9 101.6 99.4 100.6 
1975 104.3 104.4 102.7 106.5 113.2 106.3 103.8 106.8 
1976 102.3 107.2 101.0 103.1 107.2 115.8 99.9 104.6 
SEPT OCT NOV 
150.6 148.9 148.0 
141.4 141.2 142.6 
137.2 140.7 134.1 
141.2 140.9 141.1 
129.9 123.3. 127.2 
122.7 128.6 1"26.4 
112.6 116.5 110.5 
118.0 117.9 119.8 
115.6 108.1 105.7 
109.0 105.4 103.5 
107.3 107.6 104.5 
104.4 103.4 105.5 
107.9 104.6 104.3 
107.6 107.8 107.1 
107.4 . 98.7 98.8 
104.3 101.4 101.4 
98.9 102.5 102.7 
107.! 96.8 93.6 
99.3 99.6 99.4 
94.9 86.5 83.3 
101.4 107.8 116.7 
110.8 113.8 114.2 
111.4 106.9 104.0 
DEC 
145.8 
133.9 
134.5 
144.2 
125.2 
122.2 
115.4 
116.7 
101.5 
103.8 
98.6 
100.0 
93.4 
94.1 
94.4 
94.7 
97.6 
93.4 
96.3 
83.8 
109.9 
117.2 
120.4 
w 
o 
A 
JAN FEB 
1954 26.9 26.5 
1955 28.5 27.6 
1956 '">8 r .:.. • .J 27.2 
1957 29.6 29.0 
1958 32.8 30.5 
1959 35.8 37.1 
1960 36.6 39.7 
1961 39.2 41.8 
1962 42.6 44.4 
1963 43.4 46.9 
1964 49.5 51.2 
1965 54.5 56.0 
1966 60.3 65.6 
1967 68.3 70.7 
1968 67.3 74.4 
1969 75.2 82.1 
1970 87.2 93.5 
1971 96.0 103.7 
1972 107.7 116.6 
1973 125.8 136.9 
1974 139.0 152.8 
1975 134.6 144.4 
1976 147.2 155.0 
TABLE A.1S 
INDEX OF INDUSTRIAL PRODUCTION OF GREECE 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG 
27.4 27.4 27.1 27.2 28.4 28.4 
29.2 28.8 30.1 30.3 30.5 29.7 
28.8 29.4 29.9 30.3 30.3 29.4 
29.7 30.8 32.3 30.8 32.8 32.5 
33.4 33.8 34.7 34.8 36.9 37.0 
38.5 40.4 38.9 39.2 38.0 39.0 
40.5 41.0 42.6 42.8 43.7 43.5 
43.8 46.0 49.9 55.6 56.4 52.8 
45.7 47.5 48.6 57.5 58.5 55.5 
48.8 48.6 51.3 59.5 62.1 62.8 
53.9 57.5 55.3 66.0 72.4 69.9 
60.8 60.5 64.2 76.9 76.7 69.6 
69.7 70.3 82.1 89.7 87.8 79.5 
74.4 73.8 82.6 88.9 86.4 82.0 
77.4 77.0 84.1 96.2 95.1 88.9 
85.4 85.7 93.1 104.0 104.6 99.0 
96.7 98.0 101.5 108.4 112.1 107.1 
106.3 104.1 109.4 119.0 125.1 121.1 
118.8 119.4 127.1 137.0 138.9 128.9 
142.2 146.4 148.1 149.9 151.7 147.6 
149.4 144.1 148.0 144.4 131.1 136.9 
152.1 152.2 145.5 151.2 148.4 145.4 
165.4 165.0 160.9 173.2 162.7 155.6 
SEPT OCT 
29.5 30.5 
29.2 29.0 
30.3 30.8 
32.8 34.7 
37.2 37.8 
41.0 41.0 
46.2 46.6 
51.9 50.5 
55.6 54.9 
63.5 60.6 
66.2 63.6 
70.7 66.5 
78.4 76.0 
77.1 78.1 
85.5 85.4 
97.9 95.6 
110.0 105.2 
118.8 114.1 
134.1 129.5 
162.2 156.0 
151.4 145.7 
161.0 154.0 
180.6 175.2 
NOV 
29.9 
29.2 
30.5 
34.7 
37.4 
41.2 
45.7 
49.0 
50.6 
54.9 
61.1 
64.7 
73.9 
78.2 
83.1 
94.5 
106.5 
116.4 
131.3 
149.6 
142.5 
159.5 
179.1 
DEC 
30.1 
28.6 
29.9 
32.7 
36.3 
38.7 
44.3 
47.2 
47.5 
54.1 
59.5 
62.3 
71.0 
74.1 
81.4 
89.6 
102.3, 
114.1 
134.9 
147.7 
144.9 
158.2 
176.6 
w 
o 
lJl 
JAN FEB 
1954 14.5 14.3 
1955 17.5 15.7 
1956 16.7 13.8 
1957 16.4 15.1 
1958 18.0 15.2 
:1.959 20.0 23.3 
1960 24.7 28.3 
1961 25.8 27.3 
1962 32.1 33.3 
1963 31.2 32.6 
1964 38.6 39.5 
1965 42.3 40.6 
1966 44.4 47.2 
1967 55.0 59.8 
1968 58.2 72.7 
1969 72.8 77.6 
1970 83.5 85.3 
1971 90.0 95.3 
1972 106.4 114.2 
1973 126.7 140.4 
1974 151.6 157.7 
1975 152.3 173.3 
1976 170.3 180.0 
TABLE A.16 
INDEX OF CHEMICAL PRODUCTION OF GREECE 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG- SEPT 
14.9 14.1 13.3 13.9 16.2 16.2 16.8 
17.4 18.3 19.0 18.2 18.9 16.9 16.5 
15.0 16.9 16.9 16.0 14.9 13.9 14.0 
15.0 16.9 18.1 15.8 18.1 19.2 18.7 
18.2 18.3 17.9 17.7 20.2 19.6 19.6 
23.9 26.0 24.6 22.6 21.7 23.4 25.5 
27.4 26.8 27.6 27.6 27.3 27.8 30.5 
28.8 26.9 27.5 27.7 27.2 25.8 28.4 
31.3 32.1 30.3 30.6 29.1 26.8 30.8 
33.4 33.9 32.8 33.8 32.4 29.8 32.9 
39.7 41.4 39.5 36.9 38.1 34.2 38.5 
41.7 40.9 40.1 42.7 41.1 34.8 40.9 
49.3 47.6 47.1 46.8 47.8 45.1 50.1 
61.2 59.4 55.9 56.3 57.7 49.5 56.5 
72.4 68.7 67.5 71.1 73.9 63.6 73.2 
79.4 84.7 78.3 80.3 82.9 70.7 83.5 
87.1 88.8 83.7 88.5 89.5 78.6 94.2 
99.5 99.8 94.5 97.7 100.3 87.2 107.0 
109.5 117.3 114.4 119.2 122.8 100.8 130.6 
147.4 145.0 140.6 154.9 163.4 122.3 164.8 
154.8 146.2 160.0 149.6 147.5 122.2 152.6 
176.1 168.6 150.6 151.3 168.1 120.8 162.7 
182.3 180.0 168.4 176.4 168.8 141.3 194.1 
OCT NOV 
18.6 18.5 
17.0 17.4 
14.3 15.5 
21.5 22.2 
20.2. 21.2 
24.8 28.4 
28.3 31.1 
31.1 32.5 
33.0 34.3 
36.7 37.8 
38.9 44.5 
45.2 48.6 
58.0 61.5 
67.8 67.5 
74.2 77.8 
90.4 88.9 
99.5 99.0 
109.0 114.5 
124.7 129.2 
160.0 164.6 
153.5 147.7 
174.3 179.5 
187.5 186.8 
DEC 
19.3 
16.2 
16.7 
19.9 
18.7 
27.6 
30.1 
34.0 
33.2 
39.7 
43.9 
45.7 
58.0 
65.1 
78.5 
83.5 
97.1 
108.4 
135.1 
151.6 
157.9 
174.8 
191.4 
w 
o 
0'1 
JAN FEB 
1954 32.2 22.1 
1955 25.1 21.3 
1956 23.7 18.3 
1957 27.9 25.8 
1958 39.2 32.6 
1959 34.3 33.9 
1960 52.6 34.9 
1961 37.8 34.2 
1962 56.7 60.7 
1963 68.4 71.7 
1964 55.5 48.6 
1965 70.1 90.4 
1966 70.6 79.0 
1967 84.0 69.8 
1968 55.9 90.8 
1969 68.2 60.6 
1970 94.8 61.2 
1971 90.2 76.5 
1972 108.7 87.0 
1973 109.0 98.5 
1974 102.9 91.2 
1975 150.8 119.1 
1976 167.2 150.2 
l'ABLE A.17 
INDEX OF VOLUME OF EXPORTED FOOD (SITe: Section 0) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
27.2 16.3 19.2 16.2 13.3 10.3 49.4 98.2 
17.7 19.7 16.1 16.2 8.7 10.2 57.4 92.9 
16.7 16.3 16.3 15.2 5.5 7.6 36.8 98.0 
29.6 21.1 16.8 15.3 16.2 15.3 76.1 98.8 
25.7 19.5 18.6 17.1 13.3 19.4 71.0 70.0' 
23.0 15.1 28.4 41.8 31.4 23.6 65.8 82.0 
36.8 31.0 33.8 30.2 21.1 23.2 68.1 57.5 
31.3 24.8 22.9 23.4 24.1 19.7 82.6 85.7 
45.4 44.0 42.7 37.3 27.4 28.0 92.5 109.2 
59.8 41.6 40.3 38.3 39.9 40.8 47.6 103.1 
45.8 40.1 39.2 30.2 34.9 38.0 57.9 113.0 
81.0 56.3 53.6 37.7 37.9 29.9 60.8 130.8 
64.8 59.2 102.2 73.0 69.8 47.9 96.0 129.J, 
53.9 86.6 65.3 62.4 76.8 85.0 170.3 180.5 
71.9 44.8 56.3 46.9 41.6 85.2 137.1 109.9 
52.7 50.0 60.1 69.7 91.1 114.9 86.9 143.4 
71.0 57.0 67.4 106.4 109.1 96.3 109.7 154.3 
60.3 68.5 62.0 75.9 97.8 119.3 152.8 183.9 
115.4 89.9 103.7 133.2 144.7 101.5 144.4 168.8 
111.1 72.8 82.3 106.3 162.7 115.9 122.8 162.0 
83.6 71.9 88.7 141.2 145.0 144.0 106.3 155.4 
99.7 97.4 109.0 205.5 246.5 208.4 163.7 184.7 
123.1 124.5 150.2 202.7 188.0 169.1 200.7 233.5 
NOV 
50.1 
52.0 
49.5 
73.1 
39.5 
69.1 
46.1 
74.1 
72.5 
88.8 
87.7 
86.4 
116.7 
96.8 
102.1 
127.1 
118.0 
176.9 
201.4 
124.4 
lCP1.~ 
202.2 
302.7 
DEC 
39.5 
32.0 
48.1 
. 64.2 
52.8 
62.1 
54.4 
81.5 
87.1 
57.5 
107.5 
102.2 
172.6 
105.6 
126.5 
135.8 
153.1 
176.4 
246.1 
167.0 
219.3 
341.9 
390.4 
w 
o 
'" 
JAN 
1954 110.5 
1955 104.4 
1956 89.4 
1957 170.5 
1958 76.0 
1959 66.8 
1960 58.5 
1961 74.8 
1962 98.7 
1963 98.2 
1964 162.6 
1965 173.0 
1966 163.2 
1967 233.5 
1968 83.5 
1969 88.5 
1970 115.7 
1971 129.6 
1972 113.9 
1973 167.6 
1974 56.0 
1975 199.8 
1976 83.7 
TABLE A.18 
INDEX OF VOLUME OF EXPORTED BEVERAGES AND TOBACCO (SITC: Section 1) 
(1970 = 100) 
FEB MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV 
68.6 45.4 41.2 38.9 18.9 10.6 8.0 42.2 99.7 201.7 
66.7 42.8 24.5 38.2 14.8 5.1 8.9 31.8 124.7 224.5 
42.1 20.2 16.7 14.6 18.6 13.2 10.9 26.0 43.4 166.5 
105.7 71.6 63.3 42.6 14.8 6.1 5.7 24.0 123.2 229.3 
49.1 87.6 56.8 48.2 34.7 24.2 16.8 36.9 159.1 279.7 
68.0 36.5 50.4 34.4 29.8 24.2 6.9 35.5 122.0 181.3 
75.3 80.0 31.5 37.3 37.3 25.8 22.4 37.6 67.6 235.0 
100.2 67.7 70.6 43.0 14.2 11.2 12.0 22.1 141.4 263.1 
125.0 61.3 39.8 22.0 6.2 16.5 15.7 12.9 55.4 153.1 
108.0 63.8 78.4 60.6 11.4 17.0 9.8 46.1 64.6 227.8 
103.9 92.3 36.5 35.9 16.2 12.5 7.7 19.0 28.8 362.7 
110.1 64.6 90.1 85.8 53.8 57.3 19.6 20.2 123.5 222.8 
151.1 118.8 99.8 76.2 37.8 13.3 11.0 28.8 158.9 196.6 
154.2 106.5 119.2 61.3 42.5 35.4 17.3 49.6 158.7 245.9 
71.1 77.8 82.8 61.1 60.1 25.9 29.6 58.5 163,.2 176.0 
97.4 72.8 94.5 133.9 62.0 39.5 26.5 42.7 64.5 161.1 
73.5 87.3 62.8 87.6 82.9 60.5 58.8 47.3 90.2 208.2 
90.2 52.0 92.0 52.9 64.0 51.0 53.0 34.4 94.0 220.4 
199.7 102.0 110.7 83.1 80.1 35.1 52.2 46.6 156.3 187.7 
98.6 158.1 80.2 50.8 44.6 87.2 76.3 20.8 71.5 52.3 
73.1 250.6 115.9 221.5 36.9 33.6 79.7 35.4 27.7 141.6 
209.7 100.9 156.7 45.0 16.0 15.7 7.1 23.7 23.8 146.7 
96.5 131.6 139.6 130.0 52.9 49.8 40.5 67.3 166.7 197.5 
DEC 
180.2 
208.4 
163.5 
240.3 
269.8 
192.6 
264.1 
241.6 
199.6 
232.0 
266.8 
195.8 
175.8 
229.4 
299.1 
352.6 
227.6 
204.0 
239.7 
84.6 
155.3 
128.4 
260.8 
w 
o 
CD 
JAN FEB 
1954 28.1 14.8 
1955 34.8 30.7 
1956 70.7 61.0 
1957 68.9 50.7 
1958 75.8 48.1 
1959 94.8 56.9 
1960 71.6 52.0 
1961 38.0 40.8 
1962 124.0 129.0 
1963 100.3 91.2 
1964 110.9 77.7 
1965 66.3 56.2 
1966 89.7 80.6 
1967 128.0 86.0 
1968 90.6 138.0 
1969 68.9 87.1 
1970 93.9 121.2 
1971 103.7 91.4 
1972 110.4 101.9 
1.973 84.3 74.3 
1974 102.3 82.2 
1975 112.4 82.0 
1976 106.3 74.2 
TABLE A.19 
INDEX OF VOLUME OF EXPORTED RAW MATERIALS (SITe: Section 2) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV 
15.6 15.9 20.4 24.7 18.3 18.0 17.9 13.4 50.8 
32.7 39.5 33.7 29.7 28.3 25.2 38.4 79.8 88.2 
65.6 61.7 46.4 39.7 35.8 35.0 35.8 83.3 106.3 
53.2 48.2 34.5 31.4 28.5 27.2 20.7 36.5 35.1 
53.7 59.9 35.8 50.3 62.3 42.7 33.5 51.7 57 .. 7 
72.1 67.9 81.8 48.9 39.2 33.6 31.4 71.0 88.4 
65.6 57.2 58.2 43.8 32.4 38.5 25.7 40.4 57.0 
76.7 77.5 76.7 45.3 54.3 47.9 44.3 46.3 87.7 
122.5 92.3 82.4 62.7 39.7 45.3 33.0 52;5 79.7 
60.3 91.0 75.3 56.5 74.0 34.0 40.1 48.2 92.2 
105.8 117.4 101.1 50.0 56.4 68.3 34.4 32.6 59.7 
62.1 77.3 63.0 115.9 56.7 42.8 46.9 47.1 53.8 
111.2 88.2 94.1 74.1 53.7 47.7 45.6 59.4 62.5 
122.0 75.7 60.1 56.1 51.9 38.0 47.5 58.4 83.3 
80.3 135.0 62.6 72.0 52.5 53.2 42.9 43.3 77.8 
87.9 9:1..0 92.8 66.8 71.3 47.0 42.2 76.6 107.1 
124.9 101.2 95.3 93.7 81.1 56.2 59.8 78.4 105.0 
102.9 147.7 132.8 94.1 91.8 63.4 43.9 55.9 111.3 
106.2 104.5 89.7 108.4 79.6 66.5 65.6 64.3 81.3 
193.3 120.3 147.1 100.8 111.3 118.9 98.5 91.5 109.0 
135.9 102.2 130.7 121.6 66.6 85.4 89.6 88.9 87.3 
107.7 95.0 99.5 97.9 97.6 98.7 95.7 70.9 66.5 
94.8 119.4 109.7 149.0 76.8 85.8 92.2 112.9 88.~ 
DEC 
50.0 
74.0 
86.4 
55.5 
118.8 
112.2 
146.3 
139.7 
122.0 
104.6 
98.9 
87.9 
92.2 
218.9 
141.6 
170.3 
188.8 
262.4 
142.8 
142.0 
141.2 
133.3 
134.1 
w 
o 
\D 
JAN FEB 
1954 10.4 14.3 
" 1955 18.0 11.1 
1956 12.8 18.0 
1957 18.6 17.4 
1958 16.0 25.4 
1959 21.7 20.7 
1960 12.9 16.0 
1961 8.1 13.6 
1962 14.3 25.1 
1963 6.7 15.0 
1964 8.8 12.9 
1965 27.0 30.6 
1966 17.8 16.6 
1967 24.7 22.2 
1968 18.0 106.3 
1969 82.0 44.9 
1970 98.2 62.6 
1971 29.3 111.7 
1972 132.7 118.2 
1973 59.4 132.2 
1974 62.7 129.7 
1975 265.7 109.2 
1976 64.0 86.8 
TABLE A.20 
INDEX OF VOLU~lli OF EXPORTED CHEMICALS (SITC: Section 5) 
(1970 .. 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
15.5 5.4 9.0 21.8 26.3 20.7 19.3 20.8 
23.2 6.6 15.0 20.2 25.9 33.2 27.1 '21.9 
27.8 21.9 6.3 21.5 38.2 39.6 23.5 27.1 
14.9 10.4 7.4 20.1 18.7 19.1 12.2 26.8 
13.7 13.7 8.9 26.2 31.7 18.2 20.2 27.0 
19.6 8.7 6.7 17.7 30.1 29.9 36.3 23.5 
11.2 12.1 3.4 20.2 35.0 22.8 25.8 12.6 
31.2 21.7 13.9 22.0 29.3 23.0 22.4 17.,5 
12.9 7.9 9.6 28.4 15.4 24.2 21.0 30.5 
16.6 10.9 6.1 12.5 12.3 12.4 15.0 8.0 
18.2 21.5 8.6 16.4 17.9 13.1 18.2 9.0 
37.0 24.4 11.6 20.4 14.9 12.9 15.9 16.2 
16.9 19.2 14.6 17.6 20.4 7.8 18.6 19.4 
35.1 31.7 28.0 18.8 29.8 79.7 38.8 70.0 
105.6 53.5 121.1 61.6 25.8 98.7 49.8 136.8 
66.6 77.7 63.5 57.0 84.0 76.7 221.7 46.2 
73.4 125.9 146.6 108.0 120.6 48.6 88.9 123.7 
53.2 74.7 88.8 80.2 64.2 225.2 36.0 57.9 
159.0 182.2 50.8 120.5 145.1 111.6 104.8 64.7 
153.6 169.9 105.3 78.9 151.2 182.9 128.0 180.6 
137.9 130.3 132.4 116.7 127.3 152.0 66.2 194.3 
72.5 152.9 190.4 166.1 117.6 llS.5 151.0 62.2 
105.4 159.7 140.2 103.9 97.3 109.3 130.9 264.4 
NOV DEC 
17.6 15.3 
21.0 13.6 
20.7 18.5 
22.5 32.1 
18.1 27.4 
15.3 17.1 
13.5 40.2 
33.8 22.5 
11.4 16.4 
16.8 14.0 
32.8 20.4 
12.4 21.4 
31.8 27.7 
87.1 71.8 
76.2 214.0 
84.9· 83.7 
74.0 137.2 
164.4 191.2 
208.1 182.4 
143.0 142.6 
82.8 232.8 
113.4 442.9 
144.0 629.4 
w 
~ 
o 
JAN FEB 
, 1954 3.8 2.4 
1955 2.5 5.0 
1956 1.7 4.1 
1957 2.3 3.3 
1958 4.1 4.9 
1959 2.1 2.4 
1960 2.0 3.5 
1961 3.7 2.8 
1962 9.7 5.7 
1963 5.8 8.2 
1964 8.2 12.6 
1965 8.8 12.5 
1966 26.7 12.7 
1967 51.9 21.6 
1968 29.6 53.7 
1969 67.9 72.3 
1970 83.7 87.9 
1971 66.9 58.2 
1972 83.8 94.7 
1973 171.2 175.2 
1974 174.6 180.6 
1975 162.1 154.4 
1976 225.8 224.8 
TABLE A. 21 
INDEX OF VOLUME OF EXPORTED MANUFACTURES (SITC: Section 6) 
(1970 = 100). 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV 
2.9 2.3 2.6 2.0 8.5 1.9 11.1 2.1 2.1 
3.0 3.1 3.1 4.2 2.8 3.5 2.3 2.4 2.1 
3.2 3.2 2.3 2.7 2.9 3.1 3.7 6.7 6.7 
2.3 2.7 3.3 4.3 3.2 3.4 2.4 3.4 3.9 
4.7 3.1 3.3 4.2 4.4 3.7 4.4 5.5 2.8 
3.0 3.1 4.1 2.4 3.2 3.6 2.8 4.0 3.4 
4.5 5.1 3.4 5.1 5.0 3.9 3.5 4.6 5.3 
6.3 5.8 5.5 4.0 5.6 9.0 7.1 4.3 6.5 
10.7 9.0 6.9 5.8 6.3 9.0 9.2 9.7 8.6 
7.9 11.5 8.3 9.0 9.7 6.7 11.6 8.2 13.3 
9.7 14.1 9.2 7.5 9.9 11.0 13.3 12.5 13.4 
14.2 10.3 13.5 16.0 14.7 13.0 22.2 20.7 16.4 
18.9 16.2 23.8 21.2 34.1 25.8 27.1 23.1 50.1 
50.0 41.0 35.4 36.0 56.2 34.0 36.0 35.9 42.5 
31.0 48.7 46.5 34.0 .56.1 55.8 29.3 43.3 41.8 
43.5 64.9 53.6 51.9 73.5 87.1 65.2 97.9 75.9 
89.5 101.3 95.7 68.8 166.0 77.9 84.4 126.2 107.9 
70.5 81.0 85.2 79.5 91.1 108.4 69.9 116.6 121.7 
115.9 144.4 158.0 102.2 122.0 156.6 161.7 129.6 159.4 
207.3 189.9 169.3 148.4 182.8 240.1 143.7 198.2 306.0 
242.1 180.7 305.2 274.5 205.4 213.5 250.3 238.8 291.7 
218.5 197.2 184.9 207.7 241.8 204.1 222.6 241.8 208.3 
170.2 286.6 224.5 244.3 233.1 262.7 240.1 256.9 254.3 
DEC 
4.1 
3.3 
2.0 
4.4 
4.6 
6.1 
9.6 
8.6 
11.7· 
10.4 
13.4 
29.9 
44.6 
44.7 
46.2 
227.9 
108.8 
132.1 
168.3 
292.2 
462.5 
413.7 
426.4 
w 
~ 
~ 
JAN FEB 
1954 34.1 23.4 
1955 32.4 25.3 
1956 34.6 25.3 
1957 49.9 34.9 
1958 39.1 29.5 
1959 37.8 31.1 
1960 40.1 34.6 
1961 29.8 33.9 
1962 54.9 59.1 
1963 51.8 55.9 
1964 62.6 47.1 
1965 61.6 55.8 
1966 69.4 66.3 
1967 99.8 65.9 
1968 59.7 83.2 
1969 71.9 75.8 
1970 93.0 81.4 
1971 86.6 78.2 
1972 107.4 118.7 
1973 139.4 129.6 
1974 125.9 131.7 
1975 193.6 162.6 
1976 186.8 191.9 
TABLE A.22 
INDEX OF VOLU~lli OF TOTAL ,EXPORTS (SITe: Sections 0-9) 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
20.4 18.1 17.1 15.1 14.5 10.3 27.8 43.3 
21.0 18.2 19.1 15.2 11.9 12.7 27.3 57.5 
23.0 19.9 15.9 15.9 13.3 13.7 21.4 47.4 
31.1 26.6 19.6 15.5 13.9 13.3 26.1 51.9 
34.5 28.0 21.1 22.6 22.4 18.0 30.5 54.3 
26.4 26.1 28.7 24.8 21.1 16.1 29.2 53.9 
36.4 25.8 26.0 24.5 19.4 18.9 28.5 33.8 
36.8 34.6 28.8 18.6 21.2 19.6 33.3 53.9 
46.4 36.1 32.6 24.9 20.5 23.2 34.7 49.7 
40.3 43.5 35.9 24.6 29.0 20.8 31.4 45.7 
49.8 42.0 35.9 22.2 25.2 27.5 28.3 41.3 
48.1 47.4 44.2 44.2 35.9 25.0 35.0 68.6 
63.6 53.2 61.8 46.7 40.4 32.2 47.3 80.5 
74.1 71.5 54.6 47.0 57.3 48.7 79.3 107.0 
64.1 73.6 63.7 54.9 54.1 63.9 67.9 90.6 
59.5 73.9 78.4 65.4 75.1 75.0 75.2 93.2 
88.2 84.0 92.2 86.5 118.3 73.8 81.4 119.9 
71.0 90.2 84.5 198.6 88.0 104.4 78.1 116.7 
120.9 122.6 117.5 116.4 111.7 109.8 124.1 '135.5 
180.6 138.3 129.1 122.2 161.2 172.7 118.2 156.1 
192.9 154.9 212.1 198.6 145.8 165.4 152.7 176.0 
166.0 166.3 144.7 199.8 208.3 184.3 191.2 192.8 
175.0 214.5 216.1 214.3 194.5 189.8 215.8 249.9 
NOV DEC 
55.6 51.7 
66.2 56.4 
61.6 56.9 
63.2 68.9 
66.8 80.5 
62.8 73.6 
61.7 88.5 
81.6 88.1 
63.1 92.2 
80.5 75.4 
99.9 92.9 
74.6 83.8 
91.5 101.7 
103.6 126.9 
90.3 138.7 
109.6 205.0 
126.0 154.7 
157.3 184.2 
171.1 205.0 
175.2 339.2 
215.1 284.2 
209.1 361.9 
256.2 405.5 
w 
~ 
tv 
TABLE A.23 
RELATIVE EXPORT PRICES OF FOOD 
JAN FEB MARCH APRIL MAY JUNE JULY AUG 
1954 102.9 104.9 103.9 105.0 102.1 103.7 97.9 111.0 
1955 119.8 115.4 122.7 116.0 117.6 117.4 115.9 120.7 
1956 137.7 145.1 142.8 147.8 153.9 153.5 1'62.0 152.2 
1957 119.5 120.3 123.4 128.3 126.5 127.4 118.2 120.2 
1958 127.5 131.2 131.0 135.7 134.0 129.8 135.2 133.7 
1959 138.4 141.9 137.4 140.9 130.0 141.4 140.4 135.1 
1960 103.0 102.7 110.9 117.0 112.1 112.0 117.3 95.2 
1961 106.8 107.7 108.6 111.3 109.0 105.3 103.2 99.9 
1962 98.8 95.3 96.0 95.4 95.0 93.3 97.3 92.9 
, 1963 89.8 87.0 91.2 90.3 87.8 95.5 92.2 96.3 
1964 98.4 100.8 102.6 107.9 106.9 112.7 104.7 105.4 
1965 97.0 96.4 97.7 106.1 104.9 109.1 112.1 120.0 
1966 104.8 100.5 168.6 111.3 110.9 107.6 116.5 107.9 
1967 91.1 101.1 107.8 99.6 104.6 104.7 103.1 109.1 
1968 97.0 97.5 100.2 101.8 98.7 103.3 111.4 103.1 
1969 104.2 106.3 105.9 103.4 120.0 102.7 109.4 102.6 
1970 93.7 99.1 96.8 100.1 99.4 106.9 117.0 106.0 
1971 95.6 91.0 96.3 96.6 97.9 108.9 93.6 94.5 
1972 100.2 94.8 92.4 93.5 93.6 96.1 87.7 92.7 
1973 109.6 113.2 122.0 111.4 120.8 141.8 137.8 126.1 
1974 124.4 142.4 137.6 150.1 149.6 150.9 150.8 153.0 
1975 120.8 130.1 135.0 143.2 143.5 150.6 151.9 136.3 
1976 132.4 132.6 130.8 133.9 162.1 147.5 144.7 139.6 
SEPT OCT 
112.8 108.1 
119.4 132.6 
143.8 145.8 
124.3 126.1 
144.2 146.3 
131.8 126.4 
104.9 126.3 
103.6 99.4 
101.6 95.4 
109.8 106.6 
111.7 115.0 
105.2 108.8 
112.2 108.4 
110.8 111.9 
113.2 104.6 
105.6 106.6 
93.9 94.7 
105.6 93.7 
95.6 97.8 
130.2 183.7 
163.2 155.8 
131.2 145.9 
141.5 140.2 
NOV 
104.2 
125.7 
132.5 
123.5 
140.1 
118.1 
116.2 
100.2 
93.4 
105.4 
107.1 
106.6 
103.3 
103.3 
106.2 
102.4 
97.5 
95.7 
98.8 
147.7 
140.2 
121.2 
148.6 
DEC 
118.8 
122.3 
129.1 
120.8 
133.2 
105.5 
103.9 
98.7 
95.9 
102.2 
99.3 
98.2 
95.3 
103.5 
103.9 
95.2 
96.8 
95.9 
99.1 
125.5 
119.1 
127.1 
140.6 
w 
~ 
w 
TABLE A.24 
RELATIVE EXPORT PRICES OF BEVERAGES AND TOBACCO 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV DEC 
1954 101.0 115.5 84.4 81.2 92.8 105.0 111.4 117.3 91.7 106.3 121.2 122.6 
1955 130.0 126.5 106.6 91.5 91.8 88.4 107.5 109.6 121.8 141.3 142.5 141.1 
1956 150.8 174.1 141.3 161.2 145.4 185.0 112.7 145.1 126.1 131.3 166.8 170.7 
- 1957 120.2 118.7 124.8 121.3 116.2 107.7 166.2 104.1 99.4 132.7 123.1 124.7 
1958 118.0 129.4 136'.8 127.3 115.4 145.2 118.7 109.9 109.2 131.0 128.2 121.3 
1959 122.8 118.8 110.9 101.8 98.4 103.3 90.0 145.9 109.9 114.7 128.8 120.4 
1960 117.9 124.4 122.9 97.7 102.3 115.7 99.1 99.8 79.3 93.2 113.5 96.9 
1961 108.8 110.5 110.7 114.1 82.3 54.0 70.2 82.1 57.4 103.6 124.5 113.0 
1962 110.2 135.8 129.8 93.7 105.5 132.3 106.8 111.4 116.3 130.5 126.4 155.3 
1963 156.1 156.3 180.6 177.8 179.4 153.8 124.4 108.0 135.7 146.2 143.9 150.0 
1964 155.4 151.9 140.4 143.8 146.1 159.1 122.1 114.3 116.4 107.4 127.0 131.1 
1965 127.5 " 120.9 114.2 137.5 136.4 112.6 110.3 129.6 105.8 114.2 109.1 113.7 
1966 122.7 131.6 107.7 121.3 102.1 95.0 84.5 101.9 88.3 101.4 106.8 113.3 
1967 125.0 124.0 129.7 112.2 105.3 102.1 101.9 98.8 113.2 117.1 116.8 115.9 
1968 123.7 115.8 127.0 109.5 100.4 93.7 82.2 101.5 98.6 104.1 98.5 .108.7 
1969 96.1 97.1 98.0 109.3 135.4 98.6 95.1 84.8 92.7 97.3 105.4 108.1 
1970 111.3 92.8 103.7 100.3 94.3 95.6 93.1 92.4 87.7 104.1 106.7 95.2 
1971 104.8 107.0 91.1 99.9 80.9 78.3 79.2 88.9 74.1 91.6 97.4 96.7 
1972 90.3 106.9 97.5 87.6 87.4 90.6 96.0 80.5 89.4 94.5 89.9 92.3 
1973 95.9 100.2 103.8 88.8 95.9 114.3 98.5 109.1 93.6 87.6 92.2 86.6 
1974 100.0 109.6 128.3 129.4 124.3 113.3 101.4 97.4 108.3 114.9 103.6 133.2 
1975 124.8 119.8 119.0 133.7 121.1 135.1 100.8 260.2 138.4 122.2 157.2 '130.5 
1976 146.8 109.9 129.7 128.7 132.9 114.3 84.7 110.2 136.7 98.4 127.6 105.5 
w 
~ 
~ 
TABLE A.2S 
RELATIVE EXPORT PRICES OF RAW MATERIALS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT 
1954 113.1 131.9 124.2 114.2 103.4 118.7 115.1 109.9 115.7 
1955 115.5 118.8 118.3 104.3 108.9 117.3 116.3 119.3 109.9 
1956 107.1 104.3 97.7 104.3 104.9 112.6 117.0 124.4 118.9 
-1957 103.2 114.7 106.4 109.1 116.4 115.4 125.3 121.0 122.8 
1958 100.9 106.7 108.4 104.1 128.9 112.6 106.8 126.3 114.4 
1959 81.6 88.5 96.2 86.6 86.7 99.5 123.6 116.1 108.3 
1960 82.9 84.7 97.5 103.7 108.8 111.1 112.6 114.7 119.2 
1961 97.3 96.7 99.5 100.2 101.3 100.4 101.1 99.5 96.6 
1962 97.3 98.4 99.0 99.7 103.3 106.1 102.4 102.4 102.5 
1963 94.3 96.6 97.9 97.7 99.1 100.3 101.3 104.0 105.0 
1964 93.7 96.5 92.0 97.4 91.8 103.4 107.5 106.3 102.9 
1965 100.7 99.5 97.4 101.5 108.3 98.3 106.1 106.4 114.1 
1966 94.5 94.9 96.9 99.6 95.0 109.5 111.6 114.2 121.0 
1967 93.3 92.4 98.7 107.0 109.5 116.6 119.0 115.7 117.2 
1968 96.4 96.2 105.1 106.7 112.8 111.4 126.7 123.2 117.0 
1969 98.7 102.6 101.4 103.5 117.1 123.6 132.5 127.0 127.3 
1970 100.4 88.7 93.8 97.9 103.4 99.4 118.1 112.9 116.8 
1971 93.7 91.6 107.2 91.5 100.6 113.7 104.4 124.0 124.8 
1972 107.6 118.3 122.2 111.4 117.5 113.0 108.5 115.4 111.7 
1973 108.0 111.3 119.2 123.7 122.6 121.3 126.7 120.2 141.1 
1974 133.6 128.6 131.0 100.4 120.7 112.7 108.5 95.6 101.3 
1975 98.8 108.5 112.6 114.8 116.6 124.3 114.9 116.6 128.0 
1976 122.7 124.5 124.8 123.3 136.7 123.3 117.4 120.6 125.9 
OCT NOV 
114.1 120.5 
103.4 104.1 
99.8 95.5 
113.4 111.0 
101.9 89.2 
92.5 87.9 
107.9 90.1 
96.9 98.8 
101.5 94.8 
98.1 93.9 
101.0 101.1 
99.4 109.4 
113.3 100.5 
104.1 97.0 
117.8 10~.S 
114.9 97.4 
107.7 96.2 
110.5 99.8 
111.3 126.9 
124.9 141.3 
100.0 105.8 
135.0 120.0 
120.6 130.5 
DEC 
120.0 
100.1 
101.7 
104.6 
87.4 
84.1 
85.8 
97.5 
96.1 
94.2 
95.0 
96.6 
94.1 
95.3 
100.6 
86.9 
92.1 
100.1 
113.3 
144.8 
106.2 
129.6 
134.9 
o· 
w 
~ 
U1 
TABLE A.26 
RELATIVE EXPORT PRICES OF CHEMICALS 
JAN FEB MARCH APRIL- MAY JUNE JULY AUG SEPT OCT NOV DEC 
1954 57.5 82.9 85.3 85.9 78.2 85.7 87.8 87.5 86.0 80.1 77.2 79.2 
1955 78.3 81.3 76.4 78.1 71.7 71.4 70.2 69.7 76.1 72.9 71.9 76.2 
1956 94.6 83.8 84.6 83.9 78.2 81.8 82.0 80.9 78.5 78.3 78.1 77.4 
1957 76.5 74.8 75.6 79.0 74.0 75.5 71.2 71.7 69.8 66.4 69.6 68.5 
1958 75.8 72.4 75.2 75.8 70.2 66.3 67.2 65.0 67.3 66.0 63.0 78.5 
1959 66.4 64.1 71.7 68.6 68.7 66.7 68.8 73.2 72.0 80.3 82.0 89.2 
1960 90.3 93.5 93.4 97.7 82.7 95.3 106.0 114.3 128.0 106.6 123.2 109.4 
1961 112.3 119.2 109.5 116.3 103.5 103.5 94.3 100.2 89.5 85.9 84.1 92.6 
1962 92.0 86.0 97.3 101.5 93.5 81.9 75.9 83.5 68.2 73.6 95.6 75.4 
1963 76.0 69.8 69.3 100.5 89.6 78.1 74.4 75.3 69.2 79.6 71.4 85.9 
1964 82.4 78.0 78.5 81.0 91.4 82.2 82.3 123.3 77.7 87.7 72.1 90.5 
1965 71.0 73.5 73.5 82.8 97.9 81.3 80.5 90.4 75.2 80.9 77.2' 81.6 
1966 87.2 78.9 84.5 93.7 98.2 80.5 81.6 136.1 86.6 90.5 78.7 84.9 
1967 83.0 77.9 85.2 98.9 107.7 81.7 81.3 67.9 95.5 97.2 59.9 67.5 
1968 102.5 93.0 78.0 104.8 80.7 91.0 77.7 89.2 76.0 72.1 72.2 68.0 
1969 53.0 63.7 75.4 63.4 93.2 81.3 96.0 91.6 91.9 92.6 98.5 100.8 
1970 102.6 92.3 103.8 94.8 95.1 82.8 100.0 107.3 114.6 98.8 107.6 94.0 
1971 124.8 112.0 97.7 96.5 81.2 106.3 111.9 109.2 111.0 118.7 101.8 82.7 
1972 92.9 102.7 99.3 96.8 126.5 101.3 91.2 102.4 104.2 111.3 99.4 95.0 
1973 128.3 111.5 105.9 104.3 119.0 105.2 118.1 115.1 109.6 90.5 110.2 112.4 
1974 104.5 105.0 97.8 101.1 100.8 115.4 85.0 102.4 145.7 106.5 143.8 112.7 , 
1975 106.0 115.0 111.1 112.3 115.2 95.8 107.8 118.7 118.1 113.6 117.9 . 120.9 
1976 98.8 115.7 102.6 124.6 115.1 118.3 112.5 111.3 110.8 110.3 119.6 109.6 
w 
~ 
0'\ 
TABLE A.27 
RELATIVE EXPORT PRICES OF ~1ANUFACTURES 
JAN FEB MARCH APRIL MAY JUNE JULY AUG SEPT OCT NOV DEC 
1954 157.7 148.2 149.4 143.3 147.1 157.0 180.1 166.8 131.9 140.8 157.4 149.0 
1955 138.5 146.7 138.5 171.6 147.5 154.0 142.3 146.5 133.2 147.1 146.6 143.6 
1956 190.4 163.0 156.4 175.'0 162.5 170.5 186.0 157.5 140.4 165.7 146.0 146.8 
1957 129.6 139.6 139.6 145.2 149.8 143.3 147.9 161.6 124.4 162.5 166.2 140.5 
1958 148,.9 150.2 130.0 123.2 124.2 126.1 138.7 105.8 120.4 113.5 113.2 122.4 
1959 103.0 127.7 102.0 116.6 123.2 116.9 117.5 116.3 137.0 130.9 125.0 115.9 
1960 128.2 118.2 129.1 119.2 133.7 117.0. 102.2 121.1 164.6 118.6 120.5 107.5 
1961 101.8 112.0 116.3 105.6 100.8 106.7 111.3 122.9 106.6 120.5 118.7 112.5 
1962 114.0 102.4 109.7 110.7 108.0 119.1 110.6 112.4 111.6 99.5 114.7 96.1 
1963 98.2 111.3 116.2 132.3 119.5 121.5 111.2 107.3 125.1 124.6 114.2 102.5 
1964 106.2 110.1 134.2 104.7 107.3 114.6 97.6 107.5 106.7 106.3 101.0 108.2 
1965 102.3 114.3 108.8 114.3 100.4 111.4 97.0 105.0 105.2 102.4 107.1 92.1 
1966 102.4 124.4 119.3 101.7 107.4 107.9 112.2 118.3 126.9 125.7 107.7 101.1 
1967 99.1 120.3 105.8 112.1 103.8 99.5 99.1 103.0 106.1 108.5 103.6 r 105.5 
1968 98.1 105.3 114.1 102.1 102.8 106.7 104.0 101.1 115.9 111.4 107..0 113.0 
1969 111 • 1 113.8 110.3 111.6 112.0 108.5 97.8 101.3 102.8 100.6 99.4 I 87.3 
1970 101.9 108.2 102.8 101.6 96.9 98.4 97.8 100.7 104.2 102.2 95.9 93.0 
1971 94.4 99.2 94.5 90.7 92.9 93.1 87.4 91.7 92.7 92.5 88.5 89.1 
1972 89.2 87.2 92.5 83.9 83.6 94.0 85.7 78.2 81.2 87.7 86.9 87.1 
1973 79.0 87.9 88.7 93.3 83.5 85.5 89.7 75.1 98.8 91.4 80.3 88.1 
1974 100.0 111.4 110.4 112.8 99.0 103.4 118.9 118.5 107.8 119.7 101.4 91.2 
1975 116.7 117.1 112.0 112.7 112.3 111.4 100.0 104.9 112.1 123.5 115.5. 119.1 
1976 120.3 125.9 119.1 120.8 121.6 129.0 128.3 128.2 125.1 134.5 124.6 128.7 
w 
~ 
~ 
TABLE A.28 
RELATIVE PRICES OF TOTAL EXPORTS 
JAN FEB MARCH APRIL MAY JUNE JULY AUG 
1954 105.6 116.0 102.5 98.7 100.9 111.4 115.5 113.2 
1955 122.3 120.1 112.2 105.3 104.5 110.1 111.2 113.3 
1956 131.6 133.6 116.9 130.1 122.7 135.8 119.8 126.1 
1957 117.8· 120.0 120.2 119.9 ·120.5 118.9 124.1 118.3 
1958 114.3 120.5 125.0 117.5 122.6 121.7 110.1 118.7 
1959 104.5 112.0 105.2 97.3 101.5 114.1 116.7 118.5 
1960 100.4 103.8 111 • 1 105.7 108.1 112.1 110.9 107.1 
1961 104.8 106.4 107.2 108.1 99.1 98.4 101.4 102.8 
1962 103.0 108.9 107.3 99.6 103.0 103.9 101.2 100.9 
1963 115.3 116.3 121.1 125.7 123.4 106.9 103.3 101.9 
1964 125.0 120.9 114.0 109.3 107.0 116.2 107.8 110.2 
1965 113.1 107.4 103.4 117.6 119.0 107.3 109.2 112.5 
1966 112.0 117.4 108.2 114.0 108.1 109.0 113.6 115.1 
1967 108.1 111.8 111.0 108.8 107.6 106.7 104.4 104.5 
1968 106.7 103.4 :1.08.9 107.2 100.9 104.3 107.2 104.7 
1969 99.7 104.0 102.5 104.1 112.7 107.0 108.5 103.8 
1970 102.8 98.3 99.9 99.1 97.8 100.2 103.8 103.6 
1971 98.3 98.8 98.0 93.8 93.0 99.7 92.9 98.0 
1972 95.0 100.3 98.1 91.6 93.4 97.9 90.9 89.4 
1973 96.7 100.3 105.2 102.9 105.5 109.4 111.0 105.4 
1974 124.9 123.8 126.6 141.1 117.9 128.4 125.0 124.2 
1975 128.6 116.2 118.0 123.0 119.7 134.0 125.4 129.0 
1976 123.9 126.0 127.8 127.3 125.1 128.5 131.5 127.3 
SEPT OCT 
107.4 110.7 
116.9 129.3 
128.5 128.1 
121.1 128.7 
129.4 130.5 
119.5 113.3 
107.7 111.5 
97.5 100.3 
102.9 103.0 
115.8 118.5 
110.3 113.3 
109.3 111.6 
116.5 110.6 
113.8 113.7 
112.8 104.1 
103.1 105.6 
101.3 99.9 
102.3 96.0 
92.3 97.1 
116.7 120.9 
114.7 121.6 
128.9 123.6 
131.2 129.3 
NOV DEC 
119.1 121.4 
130.2 128.8 
135.9 142.5 
124.8 . 122.1 
124.8 114.0 
115.5 104.7 
111.2 95.4 
111.9 105.0 
108.1 120.4 
123.7 126.6 
117.4 115.2 
110.3 106.2 
106.2 103.8 
106.1 105.4 
102.9 103.9 
103.4 96.0 
99.6 94.2 
95.7 95.1 
96.8 97.2 
105.5 136.3 
122.4 107.8 
128.1 128.9 
129.8 125.0 
w 
~ 
co 
JAN FEB 
1954 40.0 40.7 
1955 44.0 44.7 
1956 48.0 48.7 
1957 50.0 51.3 
1958 48.0 48.7 
1959 50.7 52.7 
1960 55.0 56.0 
1961 54.0 56.0 
1962 59.0 61.0 
1963 62.0 64.0 
1964 68.0 70.0 
1965 73.0 75.0 
1966 78.0 80.0 
1967 81.0 84.0 
1968 85.0 89.0 
1969 93.0 96.0 
1970 96.0 100.0 
1971 99.0 102.0 
1972 102.0 106.0 
1973 112.0 118.0 
1974 117.0 122.0 
1975 105.0 109.0 
1976 111.0 118.0 
TABLE A.29 
INDEX OF INDUSTRIAL PRODUCTION OF O.E.C.D. 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG 
42.0 42.0 43.3 42.7 39.3 38.7 
46.0 46.0 46.7 47.3 44.0 44.7 
49.3 49.3 49.3 50.0 45.3 46.7 
52.0 50.7 51.3 52.0 48.7 48.7 
48.7, 48.0 48.0 49.3 46.7 46.7 
53.3 54.7 55.3 56.0 51.3 50.7 
57.0 57.0 57.0 57.0 53.0 53.0 
57.0 58.0 58.0 59.0 56.0 55.0 
62.0 62.0 63.0 63.0 59.0 58.0 
66.0 66.0 67.0 68.0 63.0 63.0 
71.0 72.0 73.0 73.0 67.0 60.0 
76.0 76.0 77.0 78.0 72.0 72.0 
83.0 82.0 83.0 84.0 77.0 77.0 
84.0 85.0 85.0 86.0 79.0 86.0 
91.0 89.0 91.0 93.0 86.0 87.0 
98.0 98.0 99.0 101.0 93.0 93.0 
102.0 102.0 102.0 103.0 95.0 94.0 
103.0 103.0 103.0 105.0 97.0 95.0 
109.0 110.0 110.0 112.0 102.0 103.0 
120.0 120.0 120.0 123.0 113.0 113.0 
124.0 123.0 123.0 126.0 114.0 113.0 
110.0 109.0 109.0 112.0 103.0 104.0 
120.0 121.0 121.0 123.0 113.0 111.0 
SEPT OCT NOV DEC 
44.7 46.0 46.7 46.0 
48.0 49.3 50.0 48.7 
50.7 51.3 52.0 50.7 
52.0 52.0 51.3 49.3 
50.7 51.3 52.7 51.3 
54.7 56.0 56.0 56.0 
57.0 58.0 '58.0 56.0 
60.0 61.0 62.0 61.0 
64.0 64.0 65.0 63.0 
68.0 70.0 71.0 69.0 
73.0 74.0 75.0 74.0 
78.0 81.0 81.0 79.0 
84.0 86.0 86.0 83.0 
86.0 89.0 90.0 89.0 
93.0 96.0 98.0 95.0 
100.0 102.0 103.0 100.0 
101.0 103.0 102.0 100.0 
104.0 107.0 107.0 103.0 
112.0 117.0 117.0 115.0 
123.0 126.0 126.0 122.0 
122.0 122.0 124.0 111.0 
114.0 117.0 118.0 114.0 
124.0 125.0 126.0 122.0 
w 
~ 
\.0 
JAN FEB 
1954 47.4 ·46.6 
1955 49.6 50.4 
1956 52.6 54.1 
1957 54.9 56.4 
1958 56.4 57.9 
1959 58.6 60.2 
1960 62.0 64.0 
1961 64.0 66.0 
1962 67.0 68.0 
1963 71.0 71.0 
1964 75.0 76.0 
1965 77.0 78.0 
1966 79.0 81.0 
1967 82.0 84.0 
1968 85.0 88.0 
1969 90.0 91.0 
1970 93.0 96.0 
1971 98.0 98.0 
1972 100.0 102.0 
1973 102.0 105.0 
1974 108.0 109.0 
1975 103.0 105.0 
1976 109.0 112.0 
TABLE A.30 
INDEX OF INDUSTRIAL PRODUCTION OF FOOD, 
BEVERAGES AND TOBACCO OF O.E.C.D. 
(1970 = 100) 
MARCH APRIL MAY JUNE JULY AUG 
49.6 51.1 52.6 54.1 50.4 50.4 
52.6 51.1 53.4 55.6 54.9 57.1 
55.6 54.1 56.4 57.9 57.1 59.4 
57.9 56.4 58.6 60.9 60.2 61.7 
58.6 57.9 60.2 62.4 61.7 63.9 
61.7 60.9 63.2 64.7 63.9 66.9 
66.0 64.0 66.0 69.0 67.0 69.0 
68.0 66.0 68.0 70.0 68.0 71.0 
71.0 69.0 71.0 74.0 72.0 73.0 
74.0 74.0 76.0 78.0 76.0 77.0 
76.0 78.0 80.0 81.0 79.0 80.0 
80.0 80.0 81.0 84.0 81.0 83.0 
84.0 83.0 85.0 88.0 85.0 87.0 
87.0 88.0 89.0 91.0 89.0 90.0 
90.0 90.0 91.0 94.0 91.0 93.0 
95.0 93.0 95.0 97.0 94.0 97.0 
98.0 98.0 100.0 102.0 98.0 100.0 
101.0 101.0 101.0 105.0 102.0 103.0 
105.0 105.0 106.0 108.0 104.0 107.0 
108.0 109.0 111.0 114.0 109.0 113.0 
112.0 113.0 114.0 119.0 111.0 114.0 
108.0 110.0 112.0 116.0 112.0 116.0 
114.0 117.0 117.0 123.0 118.0 120.0 
SEPT OCT 
52.6 60.9 
57.9 59.4 
61.7 63.2 
63.2 63.2 
64.7 66.2 
68.4 68.4 
72.0 74.0 
73.0 75.0 
76.0 77.0 
79.0 82.0 
83.0 86.0 
86.0 88.0 
89.0 92.0 
93.0 95.0 
96.0 99.0 
100.0 102.0 
104.0 106.0 
110.0 109.0 
111.0 114.0 
119.0 120.0 
120.0 120.0 
121.0 123.0 
129.0 129.0 
NOV 
64.7 
58.6 
61.7 
61.7 
64.7 
66.9 
71.0 
75.0 
77.0 
82.0 
85.0 
89.0 
91.0 
94.0 
98.0 
101.0 
104.0 
108.0 
113.0 
120.0 
117.0 
121.0 
127.0 
DEC 
63.2 
55.6 
57.9 
58.6 
61.7 
63.9 
69.0 
70.0 
73.0 
79.0 
82.0 
84.0 
87.0 
91.0 
93.0 
97.0 
101.0 
103.0 
109.0 
114.0 
110.0 
116.0 
120.0 
W 
tv 
o 
JAN FEB 
1954 24.7 24.7 
1955 27.4 28.0 
1956 30.1 30.1 
1957 32.3 32.8 
1958 32.8 33.3 
1959 36.6 37.6 
1960 41.0 42.0 
1961 42.0 43.0 
1962 47.0 48.0 
1963 50.0 52.0 
1964 57.0 58.0 
1965 63.0 64.0 
1966 68.0 69.0 
1967 74.0 74.0 
1968 80.0 83.0 
1969 89.0 92.0 
1970 96.0 98.0 
1971 100.0 104.0 
1972 109.0 112.0 
1973 121.0 126.0 
1974 128.0 133.0 
1975 112.0 113.0 
1976 123.0 131.0 
TABLE A.31 
INDEX OF INDUSTRIAL PRODUCTION OF CHEMICALS OF O.E.C.D. 
(1970 - 100) 
MARCH APRIL MAY JUNE JULY AUG SEPT OCT 
25.8 25.8 26.3 26.3 25.3 25.3 26.9 27.4 
29.0 29.0 29.0 29.6 28.0 28.5 30.1 30.6 
31.2 31.2 31.2 31.2 29.6 29.6 31.7 32.3 
33.3 32.8 33.3 32.8 31.7 31.7 33.9 34.4 
33.3 33.3 33.3 34.4 32.8 32.8 35.5 36.6 
38.2 38.7 39.2 39.8 37.6 37.6 40.3 40.9 
42.0 42.0 42.0 43.0 41.0 41.0 42.0 43.0 
44.0 44.0 45.0 45.0 43.0 44.0 45.0 47.0 
49.0 49.0 50.0 50.0 4a·O 48.0 50.0 51.0 
53.0 55.0 55.0 56.0 53.0 54.0 55.0 58.0 
59.0 60.0 61.0 62.0 59.0 59.0 62.0 63.0 
65.0 65.0 66.0 67.0 64.0 65.0 67.0 69.0 
72.0 72.0 73.0 74.0 69.0 70.0 73.0 75.0 
76.0 75.0 76.0 77.0 73.0 74.0 78.0 81.0 
84.0 84.0 85.0 87.0 83.0 84.0 88.0 90.0 
93.0 94.0 95.0 97.0 92.0 92.0 96.0 98.0 
100.0 100.0 100.0 102.0 99.0 97.0 101.0 104.0 
105.0 106.0 105.0 108.0 103.0 102.0 108.0 111.0 
115.0 115.0 116.0 118.0 112.0 112.0 113.0 123.0 
128.0 128.0 129.0 131.0 125.0 124.0 130.0 134.0 
134.0 135.0 135.0 137.0 129.0 127.0 133.0 132.0 
,113.0 114.0 115.0 119.0 114.0 113.0 123.0 128.0 
133.0 135.0 133.0 136.0 130.0 125.0 138.0 138.0 
NOV 
27.4 
30.6 
32.3 
34.4 
36.6 
40.9 
43.0 
47.0 
51.0 
·58.0 
63.0 
68.0 
75.0 
81.0 
91.0 
98.0 
103.0 
111.0 
124.0 
134.0 
125.0 
128.0 
139.0 
DEC 
26.9 
30.1 
31.7 
33.3 
36.0 
40.3 
42.0 
47.0 
50.0 
56.0 
62.0 
67.0 
74.0 
80.0 
90·.0 
97.0 
101.0 
109.0 
122.0 
128.0 
115.0 
124.0 
135.0 
" 
W 
"-J 
~ 
JAN 
1954 38.4 
1955 42.4 
1956 47.0 
1957 49.0 
1958 47.0 
1959 49.7 
1960 54.0 
1961 53.0 
1962 58.0 
1963 61.0 
1964 67.0 
1965 72.0 
1966 77.0 
1967 81.0 
1968 85.0 
1969 92.0 
1970 96.0 
1971 98.0 
1972 101.0 
1973 1.11.0 
1974 117.0 
1975 104.0 
1976 109.0 
TABLE A.32 
INDEX OF INDUSTRIAL PRODUCTION OF THE MANUFACTURING INDUSTRIES OF O.E.C.D. 
(1970 = 100) 
FEB MARCH APRIL HAY JUNE JULY AUG SEPT OCT NOV DEC 
39.1 40.4 40.4 41.7 41.1 38.4 37.1 43.0 43.7 44.4 43.7 
44.4 45.7 45.7 46.4 46.4 43.7 43.7 47.0 49.0 49.0 47.7 
47.7 48.3 48.3 48.3 49.0 45.0 45.7 49.7 51.0 51.0 49.7 
50.3 51.0 50.3 51.0 51.0 47.7 47.7 51.0 51.0 50.3 48.3 
47.7 47.7 47.0 47.7 48.3 45.7 45.7 49.7 51.0 51.7 50.3 
51.7 53.0 53.6 55.0 55.0 50.3 49.7 53.6 55.6 55.0 55.6 
56.0 57.0 56.0 57.0 57.0 53.0 52.0 57.0 58.0 57.0 55.0 
55.0 57.0 57.0 58.0 59.0 55.0 54.0 59.0 61.0' 61.0 60.0 
60.0 62.0 62.0 63.0 63.0 58.0 58.0 63.0 64.0 64.0 62.0 
63.0 65.0 66.0 67.0 68.0 62.0 63.0 68.0 70.0 71.0 68.0 
70.0 71.0 72.0 72.0 73.0 67.0 67.0 73.0 75.0 75.0 73.0 
75.0 76.0 77.0 78.0 78.0 72.0 72.0 78.0 81.0 81.0 79.0 
80.0 83.0 83.0 84.0 85.0 78.0 78.0 84.0 87.0 86.0 83.0 
83.0 85.0 85.0 85.0 86.0 79.0 80.0 87.0 89.0 90.0 88.0 
88.0 91.0 90.0 91.0 93.0 86.0 87.0 94.0 97.0 98.0 95.0 
96.0 99.0 99.0 100.0 102.0 93.0 93.0 101.0 103.0 103.0 99.0 
100.0 102.0 102.0 103.0 103.0 95.0 94.0 101.0 103.0 102.0 100.0 -
101.0 101.0 101.0 103.0 105.0 97.0 95.0 105.0 108.0 107.0 102.0 
·105.0 109.0 110.0 110.0 112.0 102.0 103.0 113.0 118.0 118.0 115.0 
117.0 121.0 120.0 121.0 124.0 114.0 113.0 124.0 127.0 127.0 121.0 
122.0 125.0 124.0 125.0 127.0 115.0 113.0 123.0 123.0 120.0 110.0 
107.0 108.0 109.0 109.0 112.0 103.0 103.0 114.0 118.0 117.0 112.0 
117.0 120.0 121.0 121.0 124.0 114.0 111.0 125.0 126.0 126.0 120.0 
W 
f\J 
f\J 
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