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Abstract
This thesis describes the application of advanced computational and 
experimental techniques to the detailed analysis of the defect chemistry and ion 
transport properties of mixed metal oxides. Attention is focused on two complex 
oxide materials containing tetrahedral and octahedral units: Sc2 (W0 4 )3 , which is a 
proposed trivalent cation conducting material; and LiFePCU, which is a potential 
lithium battery cathode material.
Computer simulations of Sc2 (WC>4 )3  first reproduce the complex crystal 
structure, with the calculated unit cell parameters within 0 .8 % of experimental 
diffraction data. Frenkel and Schottky defect energies have been calculated 
suggesting that such intrinsic defects are not significant within the structure. Vacancy 
migration (O2' or Sc3+) has been calculated to be unfavourable. Modelling the 
pathways of interstitial O ‘ and Sc migration suggests that either mechanism is 
possible, although the process to create these defects is still not clear. Isovalent 
doping onto the Sc3+ site is shown to be energetically favourable for a range of ions 
(e.g. Ga3+, In3+, Yb3+). In terms of experimental doping studies, a range of strategies 
have been tried to introduce either vacancies or interstitial ions. These attempts were 
unsuccessful showing that aliovalent doping on either cation site is extremely 
difficult and so deviations from the ideal stoichiometry appear unfavourable. 
Isovalent doping was favourable for a range of ions (e.g. Ga3+, Al3+, Fe3+, In3+) which 
support the modelling results. Impedance data suggests that the main conduction 
mechanism is ionic rather than electronic in agreement with previous studies.
The simulation model of LiFePC>4 shows good reproduction of the observed 
olivine-type crystal structure. The most favourable intrinsic defect is the Li-Fe “anti- 
site” pair in which an Li ion and an Fe ion are interchanged. This type of anti-site 
defect or “intersite exchange” has been observed in olivine silicates. The lowest Li 
migration energy is found for the pathway along the [0 1 0 ] channel, with a non-linear, 
curved trajectory between adjacent Li sites. Trends in dopant substitution energetics 
of a range of cations with charges varying from +2 to +5 are also examined. Low 
favourable energies are found only for divalent dopants on the Fe site (such as Mn), 
which is in accord with experimental work. Our results suggest that, on energetic 
grounds, LiFeP0 4  is not tolerant to aliovalent doping (e.g., Al3+, Ga3+, Zr4+, Ti4+, 
Nb5+, Ta5+) on either Li or Fe sites.
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Chapter 1 
Introduction
1.1 Introduction
Inorganic solid-state chemistry research is generally concerned with discovering new 
materials, or improving the performance of existing ones, for technological 
applications such as fuel cells, lithium batteries, catalysts and gas sensors, to name 
but a few. The work in this thesis concerns two such materials:
(i) Sc2 (WC>4 )3  has been known for well over 1 0 0  years, but it was only in the
1990s that it was investigated as a good ionic conductor [1 - 8 ];
(ii) LiFePCL is a naturally occuring mineral (known as triphylite) which was
found recently to be a potential cathode material for use in Li-ion batteries [9
-15].
There is some relationship between these two materials in that both their crystal 
structures consist of a framework of linked octahedra and tetrahedra, and they both 
exhibit ionic conduction. There is also significant disagreement over certain 
properties of both materials:
• Sc2 (W0 4 ) 3  has been proposed as a trivalent-cation conductor; however, much of 
the evidence used to support this claim can, in principle, be explained in other 
ways.
• Claims have been made that the electronic conductivity of LiFePC>4 (essential for 
a Li-ion battery cathode material), can be improved by introducing “supervalent” 
dopants (e.g., Zr4+, Nb5+) on the Li site [15]. However, other groups have 
reported evidence to suggest that this may not be the case [17-18].
It has become increasingly clear that the investigation of defect phenomena and 
atomistic diffusion mechanisms in complex oxides underpins both the fundamental 
understanding of macroscopic behaviour and the ability to predict their transport 
parameters. Computer modelling techniques are now well established tools in this 
field of solid state ionics, and have been applied successfully to studies of structures 
and dynamics of solids at the atomic level. A major theme of modelling work here 
has been the strong interaction with experimental studies (e.g., synthesis, doping and 
conductivity).
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By a combination of computer modelling and experimental techniques, Sc2 (W0 4 ) 3  
and LiFeP0 4  have been investigated with the principal aim of elucidating their 
defect, dopant and transport properties and helping to resolve the disputes 
surrounding them. The remainder of this chapter discusses some of the background 
science and the specific aims of the study with regard to each material. Chapter 2 
describes the simulation and experimental techniques employed in the investigations 
whilst chapters 3 and 4 discuss the findings of the comprehensive studies on the 
Sc2 (W0 4 ) 3  and LiFeP0 4  materials. Chapter 5 summarises the results and conclusions 
from these computational and experimental studies, and suggests avenues for further 
work on these, and other closely related, systems.
1.2 Scandium Tungstate, Sc2(W0 4 ) 3
Scandium tungstate (Sc2 (WC>4)3) is a complex semi-layered material belonging to the 
A2M3 O12 family, where A is a trivalent cation and M is either Mo or W [19]. The 
material has several interesting properties related to (i) ionic conductivity, and (ii) 
negative thermal expansion. The following summarises some of the properties of the 
A2M3 O12 family of materials and the current opinion concerning conductivity in 
Sc2 (W 04)3.
1.21 The A2M3 O12 Family
The A2M3O12 family of materials has attracted interest in recent years since several 
of its members have the unusual property of negative thermal expansion. In the 
tungstates that exhibit negative thermal expansion, the A cation is octahedrally 
coordinated with oxygen, while the M cation (in this case, W) is tetrahedrally 
coordinated with oxygen. These tungstates have an open framework structure with 
comer sharing AC>6 and W O4 polyhedra (Figure 1.1). Negative thermal exapansion in 
these materials has been attributed to transverse thermal vibrations perpendicular to 
the A-O-M linkages.
The phase formation, stability and melting point of a large range of A2W3 O12 
compositions with various rare-earth and trivalent ions have been studied in depth by 
X-ray diffraction, thermogravimetry and differential thermal analysis [20]. The 
tungstates studied adopt various structural modifications as a function of temperature
9
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(a) (b)
Figure 1.1: Comparison of A2M3O12 crystal structures: (a) Orthorhombic (Pnca), as 
observed for Sc2(W0 4 )3, consisting of ScC>6 octahedra (red) corner linked to WO4 
tetraheda (blue); (b) Monoclinic (C2/c) as observed for Eu2(W0 4 )3 , consisting of 
edge-sharing EuOs dodecahedra (red) comer linked to WO4 tetrahedra (blue).
and the ionic radius of the octahedral ion. Trivalent cations in six-fold coordination 
can vary in size from 0.535 A (Al) to 1.032 A (La) according to Shannon [2 1 ].
Figure 1.2 shows the various structure types exhibited by A2W3O 12 compounds as a 
function of the ionic radius of the A site cation and the associated melting points and 
transition temperatures of these compounds.
Group I tungstates (A = La to Eu) have a monoclinic structure at room temperature, 
while group II (A = Gd to Dy) also have a monoclinic structure at room temperature 
but this becomes orthorhombic at high temperature [22], This orthorhombic phase is 
reported to be hygroscopic if stabilised at room temperature [22]. Group III 
tungstates (A = Ho to Lu) are highly hygroscopic and form a stable, trihydrated, 
orthorhombic phase at room temperature [22]. Group IV tungstates (A = In to Al) 
adopt an orthorhombic structure at room temperature [22]. These group IV 
orthorhombic tungstates crystallize in the Pnca space group [23] and the group I, 
monoclinic tungstates crystallize in the C2/c space group. In the orthorhombic 
structure, the A site cation is six-coordinate with the oxygen atoms. As the ionic
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Figure 1.2 Schematic of various A2W3 O12 structure types as a function of melting 
point and transition temperature. Roman numerals refer to group type (see text); M = 
monoclinic; O (H) = orthorhombic (hygroscopic); O = orthorhombic; U = unknown. 
[22]
radius increases, however, the coordination number increases from 6  to 8 . This 
increase in coordination number results in a monoclinic structure with edge-sharing 
polyhedra. La2W3 0 i2 and EU2W3 O12 are reported to have such an edge sharing 
structure [24, 25]. A comparison between the two structure-types is given in Figure 
1.1.
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1.22 Conduction in Sc2 (WC>4 )3
The orthorhombic structure of scandium tungstate (Sc2 (WC>4)3) was first described 
by Abrahams [26] and contains comer sharing ScC>6 octahedra and WO4 tetrahedra 
such that all the polyhedral comers are shared. The material has been shown to 
exhibit a conductivity in the region of 6.5 x 10' 5 S cm*1 at 600 °C, with an activation 
energy of about 44 kJ mol*1 [1]. The nature of conduction in Sc2 (W0 4 ) 3  is not fully 
understood, but it has been attributed by Imanaka et al. [1 - 5] to migration of the 
trivalent cation (Sc3+). This is unusual, as trivalent cations are usually considered to 
be an extremely poor migrating species due to their high electrostatic interactions 
with the constituent anions of the surrounding framework. Within the scandium 
tungstate stmcture, however, the oxide anions are strongly bound to the hexavalent 
tungsten cations, which, in theory, may render them immobile. This is likely to 
greatly reduce interactions with the trivalent cations, and thus may allow mpbility.
Evidence to support the proposal that scandium ions are responsible for conduction 
in the pure compound has been detailed by Imanaka [1]. In this work electron probe 
micro analysis (EPMA) measurements of a deposit noticed on the cathodic surface of 
a sample of Sc2 (WC>4 )3  after dc electrolysis revealed enrichment of scandium. This 
was confirmed by micro-X-ray diffraction analysis which showed the deposits to be 
SC6WO12, whose Sc/W ratio corresponded exactly to that observed by EPMA. The 
formation of SC6WO12 deposits rather than Sc deposits was attributed to immediate 
oxidation of the scandium ions as they deposit on the cathodic surface by air in the 
operating atmosphere. This SC2 O3 reacts with Sc2 (WC>4 )3  in the bulk phase to form 
SC6WO12. This suggests that Sc3+ is a mobile species in this compound, although it 
does not confirm conclusively that it provides the only, or indeed, the dominant, 
conduction mechanism.
Further evidence from the same group [2] describes a polarisation experiment carried 
out on a cell with a Pt (cell A) or an Sc metal electrode (cell B) and an Sc2 (WC>4 )3  
single crystal. Clear polarisation behaviour was observed for cell A suggesting the 
presence of some ionic polarisation. In contrast, no polarisation was observed for cell 
B. This appears to be convincing evidence to support Sc3+ ion migration, although 
again it may not be the only/dominant conduction mechanism.
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Further studies to determine the conducting species have compared the resistivities 
determined by ac and dc methods using irreversible electrodes. When ac current is 
applied both electrons and ions migrate in a solid. In the dc case ions are blocked at 
the electrode leading to polarisation at the irreversible electrode, while no 
polarisation occurs when electrons are the conducting species. If electrons were the 
main conducting species then the resistivities of the two methods would be equal. 
However, the resistivity obtained from the ac measurement was considerably lower 
than that from the dc, indicating that the main conducting species is ionic. There are, 
however, two ions available to act as charge carriers, Sc3+ and O2'. In order to 
determine if O ' ions were responsible for the conduction, polarisation measurements 
have been carried out in different atmospheres (O2 , He and N2) on an Sc2 (WOs)4 - 
AI2 O3 composite [4]. The data showed a sharp decrease in dc conductivity 
approaching a steady value after 5 to 10 minutes in all three cases. If O ' were the 
main mobile charge carrier then the conductivity in the oxygen atmosphere would 
have been expected to be the same as that obtained from ac methods due to the 
steady supply of oxygen. However the observed dc conductivity was about three 
orders of magnitude lower. This evidence appears quite compelling in suggesting 
that oxide ions are not the main mobile charge carrier in Sc2 (W0 4 )3-A l2 0 3  
composites and strongly suggests that the same is true of pure Sc2 (W0 4 )3 . If the 
oxygen surface exchange is slow, however, then even if the material was a pure 
oxide ion conductor, polarisation might be expected. Nevertheless, the results are 
consistent with the conduction mechanism being ionic.
1.23 Polyvalent Cation Conduction in Other Materials
As noted earlier, conduction of trivalent cations is not expected to be high due to 
their high electrostatic interactions with the constituent anions of the surrounding 
framework. In addition to Sc2 (W0 4 )3 , however, there have been a number of 
materials reported which apparently show di-, tri-, or even tetravalent cation 
conduction, which will now be discussed.
Na+-P-Alumina (with the general composition Nai+xAliiOi7+x/2) was discovered in 
1967 [27]. It has a layered structure with conducting NaO planes between AlnOi6 
layers (Figure 1.3). Na+-pM-Al2 0 3  (composition N ai+xM xA ln _xO i7, M  = divalent 
cation) has a similar structure to Na+-p-Al2 C>3 , the main difference being in the
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Figure 1.3: Schematic of Na+-p-Al2C>3 showing the NaO planes between layers of y- 
AI2O3
arrangement of the atoms within the Al-0 layers. Due to the fast diffusion of the 
sodium cations in the conduction planes, it is relatively easy to replace them with 
other mono-, di- or trivalent cations by a simple ion-exchange process [28]. Eu2+-p"- 
alumina has been prepared with more than 99% ion exchange [28]. This gave high 
conductivity at 400 °C (4.7 x 10' 2 Scm"1), although the results should be treated with 
caution as some Na+ remained in the sample, so this can not be conclusively ruled 
out as the conducting species.
Another proposed divalent cation conductor is Y PO 4-M 15PO 4 (M = Ca, Mg) [28]. 
Samples containing Mgi 5PO4 and Cai.sPCU give maximum conductivities of 5 x 10° 
and 1.2 x 10' 3 Scm' 1 respectively [29], the Ca2+-containing sample having a 
conductivity three orders of magnitude higher than CaS [28].
Trivalent cations can also be exchanged into (V'-AbCE [30 - 37] with conductivities 
for lanthanide ion exchanged samples in the region of 10‘4 to 10' 6 S cm ' 1 between 
400 and 500°C. The identity of the charge carrier has still not been conclusively 
identified, as some Na+ may still remain (left over from the ion-exchange process) 
[28]. Protons, oxide ions or even electronic charge carriers could also contribute to 
the conductivity [28].
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Replacing Al3+ with Ga3+ to give the corresponding, isomorphous, p/p1'-gallates is 
also possible [38, 39]. These gallates often exhibit faster cation conduction due to the
O j ^  |
larger radius of Ga . The presence of Ga in the spinel blocks causes an 
enlargement of the interlayer separation, reducing the steric hindrance to the 
conducting cations [28]. However, since the gallates are not as thermally stable as the 
aluminas and are considerably more expensive, their applications are limited.
Trivalent cation conduction in perovskites has been reported for P-LaNbsOg [40]. 
This compound is A-site deficient which is assumed to be a key prerequisite for the 
conduction process. The material is a mixed ionic-electronic conductor with the 
latter appearing above 577 °C. The evidence for La3+ conduction comes from dc 
electrolysis performed above 700 °C, which caused an observed increase in the La 
concentration at the cathode.
Yx(Ta3XWi-3x) 0 3  (0 < x < 0.33) is another perovskite structured solid which has been 
reported to be a trivalent cation conductor [41 - 45 ]. Oxide ions have been ruled out 
as the conducting species through polarisation studies in oxygen atmospheres 
(polarisation occurred, suggesting O ' is not a charge carrier) [28].
NASICON-type phases have also attracted significant attention. NASICON (Na- 
Super-Ionic-Conductor, Nai+xZr2 (P0 4 )3-x(Si0 4 )x) has a three-dimensional structure 
consisting of comer-sharing P0 4 /Si0 4  tetrahedra and Zr06 octahedra [28]. Various
I |
trivalent cations can be substituted for Na , for example, Sc , to give Sci/3Zr2 (P0 4 )3 . 
Imanaka et al. have claimed that in Sci/3Zr2(P0 4 ) 3  the Sc is the main mobile charge 
carrier, based on detailed experiments [28]. Polarisation behaviour in O2 and He 
atmospheres was shown to be similar, suggesting O ' is not the key charge carrier. In 
addition, the ac conductivity was shown not to vary with oxygen partial pressure, 
suggesting that no electronic conduction occurs. Finally, dc electrolysis experiments 
showed an increased Sc concentration at the cathode [28]. However, these 
electrolysis experiments were performed at high voltages and temperatures and over 
long timespans, which, although suggesting that trivalent cation migration may have 
occurred, does not conclusively confirm the trivalent cation to be the predominant 
charge carrier.
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Tetravalent (Zr4+, Hf 4+) cation conduction has also been reported in the NASICON 
structured materials ZrNb(P0 4 ) 3  and HfNb(P0 4 ) 3  by the same researchers [46, 47]. 
The conclusions that Hf44- and Zr4+ are the conducting species were again based on a 
combination of conductivity and polarisation studies and electrolysis. The Hf 
containing phase is reported as having the higher conductivity of the two, and so the 
following discussion of the evidence reported for tetravalent cation conductivity 
focuses on this phase.
Electronic charge carriers (holes and electrons) were ruled out by measuring the 
electrical conductivity dependency on oxygen partial pressure, p(C>2), at two different 
temperatures. The conductivity maintained an almost constant value across a wide 
p((>2) range (10‘8 to 105 Pa), which the authors maintain rules out hole and electron 
conduction [46]. However, a close inspection of the data shows a small change in 
conductivity from low p(C>2) to higher p(C>2). This suggests that there is some n-type 
conduction at low p(0 2 ), which could be due to partial reduction of Nb5+ to Nb4+.
Oxide ion conduction has been ruled out after experiments measuring the time 
dependencies of the dc to ac conductivity ratio in helium and oxygen atmospheres 
[46]. The results of these experiments show a similar reduction in the ratio in both 
atmospheres, suggesting oxide ions are not the main charge carrier. However, this is 
not conclusive evidence for discounting oxide ion conduction, since if the oxygen 
surface exchange is slow, then polarisation might be expected to occur in both 
atmospheres.
A similar polarisation phenomenon was observed for the dc/ac conductivity ratio in 
both dry and wet air atmospheres, which the authors state rules out protons (H+) as 
charge carriers [46].
Chemical evidence for Hf4 4  being the charge carrier included dc electrolysis
experiments at relatively high temperatures, 700 °C, and nearly twice the
decomposition voltage, 3 V, which showed an increase in the concentration of Hf at
the cathode [46]. However, there is no indication of the current supplied and so no
way of being sure that the increase in Hf concentration at the cathode was that
expected. Furthermore, the activation energies quoted for these proposed tetravalent
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cation conductors are in the region of 0.6 eV, which seems somewhat low when it is 
considered that the activation energies of the monovalent Na+ cation conducting 
NASICON-type materials are in the region of 0.3 eV for Na3Zr2 (P0 4 )(Si0 4 ) 2  [48].
In summary, although there have been a number of reports of high divalent, trivalent 
and even tetravalent cation conduction in solids, it has not been shown conclusively 
that the high valence cations are the conducting species, as other explanations exist 
for each of the experimental phenomena observed. This is not to say that there is no 
such polyvalent cation conduction in these materials, rather that the conduction 
mechanism is not proven.
1.24 Negative Thermal Expansion in Sc2 (WC>4 )3  materials
The majority of materials known to man expand on heating, i.e., they have a positive 
coefficient of thermal expansion [49]. At the very simplest level this phenomenon 
can be attributed to the asymmetric shape of a typical interatomic potential well. In a 
simple diatomic molecule, increasing temperature leads to a gradually increasing 
population of higher energy vibrational levels, which leads to an increase in bond 
distance [50, 51]. For more complex systems, such as inorganic solids, the 
population of the entire phonon density of states as a function of temperature must be 
considered, but the simple picture remains generally true; the population of higher 
energy vibrational modes tends to lead to thermal expansion. There are, however, 
certain materials for which the underlying thermal expansion of chemical bonds is 
compensated by other factors, which can lead to a contraction in volume. Such 
materials can, over certain temperature ranges, show the more unusual property of 
negative thermal expansion.
The structure of Sc2 (WC>4 )3  has been shown by neutron powder diffraction to exhibit 
a contraction in its a and c axes and an expansion in its b axis over a wide 
temperature range. The magnitudes of these effects are such that Sc2 (W0 4 ) 3  shows a 
notable volume contraction (av = -6.5 x 10' 6 K '1) over the temperature range 10 to 
450 K [23]. This behaviour has been attributed to librations of the relatively rigid 
polyhedra in the material.
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As previously mentioned, it is possible to substitute a wide range of cations on the Sc 
site, while Mo may be substituted on the W site. It has also been mentioned that 
some of the members of this family undergo volume-reducing phase transitions to a 
monoclinic structure (see Figure 1.1). The temperature of this phase transition (7c) 
varies considerably with the type of trivalent cation; for example, Sc2 (W0 4 ) 3  
experiences the transition at below 10 K while Gd2 (WC>4 )3  experiences a similar 
transition at above 1400 K. Tc can be related directly to the electronegativity of the 
trivalent cation. One explanation for this observation is that a significant driving 
force for these volume-reducing phase transitions is an increase in the 0 - 0  
dispersive interactions. The magnitude of such forces depends on the polarisability of 
the O atoms, which in turn depends on the electronegativity of the trivalent cation.
It should be noted that the thermal expansion properties of a ceramic bar made from 
these materials can differ significantly from changes observed at the unit cell level 
[23]. Intergrain effects and microcracking can lead to bulk samples showing 
enhanced negative thermal expansion, which may not, therefore, be reproducible. It 
has also been shown that the magnitude of the negative coefficient of thermal 
expansion can be related to the size of the constituent polyhedra, which is related to 
the size of the central cation. For example, Lu2 (W0 4 ) 3  (r(Lu3+) = 1 . 0 0 1  A) has been 
shown to exhibit a bulk contraction of av = -6 . 8  x 10' 6 K"1, while Y2 (WC>4 )3  (r(Y3+) = 
1.040A) has av = -7 x 10‘6 K"1, both of which are more negative than for Sc2 (WC>4 )3  
(r(Sc3+) = 0.885A).
1.25 Aims of the Studies on Sc2(W(>4 )3
Despite investigations into ionic conduction in these Sc2(WC>4 )3  materials, there is 
still limited information on the precise defect and transport properties, particularly on 
the microscopic scale. The aim of this work is to address the lack of understanding of 
the conduction mechanism and basic defect chemistry in this system at the atomic 
level by combined experimental and computer modelling studies. These studies are 
the first investigation of the complex Sc2 (WC>4 )3  system using advanced modelling 
methods.
One unusual feature of the work so far performed is that it has concentrated on the
fully stoichiometric material, Sc2 (W0 4 )3 . As such, the only defects present will be
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intrinsic, and so the defect concentration is likely to be low. Doping studies are 
therefore required to try to introduce a higher concentration of Sc and/or O vacancies 
or interstitial ions. Depending on the conduction mechanism there should be an 
increase in conductivity caused by one of the doping strategies. For example, if 
conduction is by a scandium interstitial ion mechanism, then samples containing a 
higher level of this type of defect should have a higher conductivity. Such studies 
may then lead to phases with significantly higher conductivities than the 
stoichiometric phase.
1.3 Lithium Iron Phosphate (LiFePCL)
Lithium iron phosphate (LiFePO^ occurs naturally as the mineral triphylite. It has 
been proposed as a cathode material for Li-ion batteries due to its low price, 
negligible toxicity and the ease with which lithium can be extracted from, and 
reversibly reinserted back into, the structure [13, 14]. The following describes a brief 
history of rechargeable Li-battery technology, the properties of LiFeP(> 4  which make 
it suitable as a Li-ion cathode material, and the recent debate that has arisen 
regarding supervalent doping onto the Li site.
1.31 Battery Cell Types
Electrolytic cells, the individual units within a battery, are split into two categories, 
primary and secondary. A primary cell can only be used once and creates electricity 
from a chemical reaction that permanently changes the cell. During the discharge 
process, the anode, cathode and electrolyte may be permanently and irreversibly 
altered, so that the battery has to be discarded.
Secondary cells are rechargeable. In this case, the reactions between the different
elements of the cell can be readily reversed by passing electricity, with reverse
polarity, through the cell rather than drawing it out. Such cells would seem to be a
better option from a technological point of view as they can be re-used, thus cutting
down on waste; however, there are a number of disadvantages when compared to
primary cells. For example, many secondary cell systems use dangerous or expensive
materials and few can hold their charge as long as primary cells. However for high
usage devices, such as mobile telephones or laptop computers, rechargeable batteries
are the power source of choice, as it would be extremely inconvenient to have to
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continuously change the batteries, rather than simply plug the device into a 
recharger.
1.32 Lithium Batteries
Lithium is the most reactive, electropositive, and lightest metal, thus facilitating the 
design of high energy density storage systems. The development of rechargeable 
lithium battery technology came from several sources. By 1972 the concept of 
electrochemical intercalation had been clearly defined, although the information had 
only been reported in conference proceedings [9]. Around the same time, solid-state 
chemists had been collecting structural data on inorganic layered chalcogenides [52, 
53]. A merger between the two communities soon followed and was immediately 
fruitful.
In 1972 Exxon embarked on a major project using TiS2 (the best intercalation 
material available at the time) as a cathode, lithium metal as an anode and lithium 
perchlorate in dioxolane as an electrolyte [54, 55]. In spite of the impecable 
operation of the cathode, the system was not viable due to problems associated with a 
lithium metal/liquid electrolyte combination -  the main problem being dendritic Li 
growth. During charge-discharge cycling, lithium was unevenly re-plated on the 
anode, leading to explosion hazards [9]. In the meantime, researchers at Bell 
Laboratories had realised that metal oxides could give higher capacities and voltages 
than metal chalcogenides [9]; moreover, the previously held belief that only low­
dimensional materials could allow sufficient ion diffusion disappeared as a V6O13 
framework structure was shown to function perfectly [56].
Two approaches to circumventing the safety issues of using lithium metal were 
pursued, in which either the anode material or the electrolyte was modified.
The first approach involved substituting a second insertion material for lithium
metal. The concept was first demonstrated by Murphy et al. [57] and then by Lazzari
and Scrosati [58], and led to so-called Li-ion technology. Because lithium is present
in its ionic state, rather than as a metal, the problem of dendritic growth is avoided,
and Li-ion cells are inherently safer than lithium metal cells. To compensate for the
increase in potential of the anode, high potential insertion compounds were needed
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for the cathode, and emphasis shifted away from the layered transition-metal 
disulphides to layered or three-dimensional transition metal oxides [59]. 
Nevertheless, it took a further ten years to implement the Li-ion concept, due to the 
lack of suitable materials for the anode and the failure of electrolytes to meet the 
costs and performance required for a succesful battery technology [9]. Finally the 
discovery of the highly reversible, low-voltage lithium intercalation-deintercalation 
process in carbon (provided that the right electrolytes were used) led to the creation 
of the C/LiCo0 2  cell commercialised by Sony Corporation in 1991 [60]. This type of 
Li-ion cell is found today in most modem high-performance portable electronic 
devices, such as mobile phones and lap-top computers.
The second approach involved replacing the liquid electrolyte by a dry polymer 
electrolyte, leading to the so-called Li solid polymer electrolyte (Li-SPE) batteries 
[61]. This technology is, however, restricted to large systems, and not portable 
devices as it requires temperatures of up to 80 °C to operate efficiently due to the 
lower conductivity of the electrolyte. Other focuses of attention have been the 
development of an Li hybrid polymer electrolyte (Li-HPE) battery [9], in the hope of 
benefiting from the advantages of a polymer electrolyte while avoiding the hazards 
associated with lithium metal. “Hybrid” in this case meant that the electrolyte 
included three components: a polymer matrix, swollen with liquid solvent, and a salt. 
HPE systems have, however, never been manufactured on an industrial scale, 
because lithium metal dendrites are still a safety issue.
With the aim of combining the success of liquid Li-ion batteries with the
manufacturing advantages presented by polymer technology, Bellcore introduced
polymeric electrolytes into a liquid Li-ion system [62]. They developed the first
reliable and rechargeable Li-ion HPE battery, called plastic Li ion (PliON), which
differs considerably from the traditional coin, cylindrical or prismatic type cell
configurations, in that it contains no free electrolyte. Such thin-film battery
technology, which offers shape versatility, flexibility and lightness, has been in
commercial development since 1999, and has many applications in the continuing
drive towards electronic miniaturisation [9]. The latest developments are bonded
liquid-electrolyte Li-ion cells, which are derived from the PliON concept. Somewhat
confusingly referred to as Li-ion polymer batteries, these cells use a gel-coated,
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Figure 1.4: Schematic of Li-ion cell charge/discharge operations.
microporous poly-alkene separator bonded to the electrodes, rather than the 1 ,1 - 
difluoroethene/hexafluoropropene copolymer-based membrane used in PliON cells
[9].
Improvements in the cell components, and the search for the best-performing 
electrode-electrolyte-electrode combination, are the main challenges facing lithium 
battery technology. There has consequently been, and continues to be, much work 
into improving the properties of anode, cathode and electrolyte materials [9, 11].
Lithium ion battery operation
Figure 1.4 is a schematic representation of a Li-ion cell, showing the charge and 
discharge operations. The cell is manufactured in the discharged state, so that all of 
the lithium ions are at the cathode. In this case the cathode material is LiCo0 2  which, 
as can be seen from the schematic, is composed of layers of lithium ions between 
layers of C0 O2’. When the cell is charged, the lithium ions migrate across to the 
anode and intercalate between the layers of graphite. As this process is occuring, the 
cobalt is oxidised from CoJ+ to Co4+. The energy of the transition metal redox couple 
is therefore of importance when considering materials for Li-ion cell cathode 
materials. On discharging, the reverse process occurs, with Li ions migrating from 
the anode to the cathode.
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(a) (b)
Figure 1.5: (a) The layered structure of LiCoC>2 showing Li ions (green spheres) 
between C0 O2 layers; (b) the spinel structure of LilVh^CL consisting of MnCL 
tetrahedra (red) comer-linked to LiC>6 octahedra (grey).
1.33 Oxide Cathode Materials
The most commonly used cathode material in Li-ion batteries at present is LiCo0 2 , 
which has proved very successful (Figure 1.5(a)). Flowever, this Co-based material 
poses several problems: cobalt is becoming increasingly expensive (due, ironically, 
to the high demand for Li-ion batteries), and there are safety issues related to cobalt’s 
toxicity and the potentially explosive reaction of LiCo0 2  with the electrolyte if the 
cell is short circuited -  although occurences of such cases have been largely 
attributed to the use of counterfeit batteries (i.e., batteries not produced by Sony).
A number of other materials have been investigated [9, 13], including LiNiCL [63] 
and the spinel-based LiMh^CL [64], as illustrated in Figure 1.5(b). Unfortunately 
these materials are metastable when the cell is fully charged; M^CL converts to 8 - 
MnCL at 190 °C [65], while fully charged phases of Lii.xCo0 2  and Lii_xNi0 2  lose O2 
above 180 and 250 °C respectively [6 6 ]. Furthermore, Lii_x(Mn2 ) 0 4  suffers from 
structural changes associated with a Jahn-Teller deformation of the framework, 
which reduces the capacity irreversibly on repeated cycling [67].
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Figure 1.6: Structure of LiFePCL, showing FeC>6 octahedra (yellow) corner- and 
edge-linked to PO 4 tetrahedra (blue). The Li+ ions are shown as layers of spheres.
These considerations, when added to the cost of the transition metals used in the 
compounds and the safety issues mentioned above, motivated investigations into 
iron-based oxides.
'y
Iron-based oxides containing O " as the anion were unsuitable as cathode materials as 
the Fe4+/FeJ+ redox energy tends to lie too far below the Fermi energy of a lithium
• 3 _j_ 9 +anode, while the Fe /Fe couple lies too close to it [13]. For example, layered 
LiFe0 2 , which would use the Fe4+/Fe3+ redox couple, had been investigated and 
found to be metastable and give unimpressive battery performance [6 8 ]. The other 
iron-based compounds proposed, FePS3 [69], FeOCl [70] and FeOOH [71], were 
found to have poor rechargeability and/or too low a discharge voltage to be of 
interest. The use of polyanions, such as (SO4)2', (PCL)"3', (As0 4 )J‘ or even (M0 O4)2" or
9 9-1- 9+
(W O 4) ', has been shown to lower the Fe /Fe redox energy to useful levels [13].
The energy of the Fe3+/Fe2+ couple can thus be tuned through the choice of the
countercation within the polyanion. Polarisation of the electrons on the O ‘ ions
through strong covalent bonding within the polyanion reduces the level of covalent
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bonding to the iron, which lowers its redox energy. Thus, the stronger the covalent 
bonding within the polyanion, the lower the Fe3+/Fe2+ redox energy and the higher 
the open circuit voltage (Voc) versus lithium for that couple. Taking all of this into 
account, Padhi et al. [13] proposed LiFeP0 4 , which has an olivine-type structure 
(Figure 1.6 ), as a potential cathode material for Li-ion batteries.
1.34 LiFeP( > 4  as a Cathode Material
Padhi et al. [13] showed that approximately 0.6 lithium atoms per formula unit could 
be extracted at a closed-circuit voltage of 3.5 V versus lithium, and the same amount 
could be reversibly inserted back into the structure on discharge. Furthermore, the 
capacity seemed to improve slightly with cycling. Adding this performance to the 
other benefits already mentioned made LiFeP0 4  seem a very promising material for 
use as a cathode.
The main drawback, however, is that LiFePC>4 possesses very poor electronic 
conductivity [9, 16, 72], which is desirable for a solid electrolyte, but not for 
electrode applications. At the atomic scale, mixed electronic-ionic conductivity is 
necessary for maintanance of overall charge neutrality during lithium ion transport, 
the diffusion coefficient being rate-limited by the slower species. At the meso- and 
microscales, a high electronic conductivity is required so as to prevent excessive 
impedance of the electrodes [16]. This drawback has been overcome commercially 
by various processing approaches, including coating the particles with carbon, or co- 
synthesising the compound with carbon, so as to surround each particle with a good 
electronic conductor [16]. These approaches do not, however, increase electronic 
conductivity at the atomic scale or increase the diffusion coefficient of lithium within 
the crystal. Additional drawbacks include the need for extra processing and the loss 
in energy density due to the addition of the additive material, which can account for 
up to 30% of the resulting composite’s volume.
1.35 Aims of the Studies on LiFePC>4
It is clear that the underlying defect and transport properties of oxide cathode
materials are complex on the atomic-scale, but are crucial to the greater
understanding of their structure-property relationships and electrochemical
behaviour. This study uses atomistic simulation techniques to investigate key issues
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related to point defects, dopants and lithium ion migration in the LiFeP0 4  material. 
In particular this study has examined the relative energetics of the formation of 
intrinsic defects, the incorporation of dopants and corresponding charge- 
compensation mechanisms, and the possible pathways for lithium ion migration. 
These simulation results could then be used as a basis for experimental investigations 
with the aim of demonstrating whether supervalent doping of the material is indeed 
possible. This work extends analogous computational studies of other lithium battery 
materials including LiMn2 C>4 spinel [73] and layered LiNio.5Mno.5O2  [74].
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Chapter 2
Experimental and Computer Simulation
Techniques
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2.1 Experimental Techniques
2.11 Solid State Synthesis: “Shake and Bake”
Traditionally ceramic materials are prepared by the standard solid-state “shake and 
bake” technique. The starting compounds are ground together in the required 
quantities to form a fine powder, and then fired for several hours, or even days, at 
high temperatures, typically more than 800 °C. Intermediate grinding between firings 
is often required to ensure a homogeneous product.
As an example, the preparation of Sc2 (W0 4 ) 3 is carried out at 1100 °C:
Sc20 3(s) + 3W 0 3(s) -> Sc2(W 04)3(s) (2 . 1)
Although this method of compound preparation is easy and mostly effective, it is not 
without its drawbacks. This is mostly because the difference in structure between 
reactants and products is often considerable. Usually major structural reorganisation, 
involving the breaking and making of many bonds and considerable ion migration, is 
required for complete product formation. The greater the structural similarity 
between the product and reactants, the less structural reorganisation is necessary. As 
a consequence, nucleation and ion diffusion occur more rapidly in similar structures 
than in dissimilar structures. Ion diffusion between reactant particles can be a 
difficult and energy intensive process. Growth of a product layer occurs on the 
surface of the reactants and ions have to migrate through this layer in order for 
complete product formation to occur. High surface area contact between grains aids 
this diffusion process, and so the smaller the reactant particle size, the less ion 
diffusion is necessary.
There are other disadvantages with this synthesis method, such as the high energy 
demand, due to the high temperatures and lengthy reaction times required. 
Furthermore, any impurities, such as unreacted starting materials that have not been 
eliminated through regrinding and reheating, will be present in the product materials. 
Another drawback is that volatile materials such as alkali metals can be lost during 
the reaction because of the high temperatures involved. The use of excess reactants
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and / or sealing the reactants in a suitable reaction vessel can help overcome this 
problem.
High temperature synthesis leads to the formation of the most thermodynamically 
stable product phase. Sometimes, however, metastable phases can be produced, due 
to slow reaction kinetics, where product compounds are not necessarily in their most 
thermodynamically stable state. Some inorganic phases are only stable at low 
temperatures and therefore have to be synthesised via different routes.
2.12 Solid State Synthesis: Other Methods
There are a number of other synthesis methods available to inorganic chemists, some 
of these are discussed briefly in the following paragraphs.
Co-precipitation -  this is used when a high degree of homogenisation and small 
particle size is required. This synthesis method is, however, rarely used due to 
problems which can arise if there is a difference in solubility and / or precipitation 
rate between reactant components. This can lead to incorrect reactant ratios or an 
inhomogeneous mixture.
Sol-Gel synthesis -  this method incorporates low synthesis temperatures with small 
particles size and homogeneity of product compounds. Gels can be prepared by the 
addition of water to metal alkoxides. For example, the apatite-type material 
LaioSi6 0 2 7  can be prepared from stoichiometric quantities of tetraethoxysilane and 
La2 C>3 dissolved in an aqueous solution of ethanol, ethanoic acid and nitric acid [75]. 
The process starts with a homogeneous solution of all the cationic ingredients and, 
providing the correct conditions of pH and concentration have been selected, an 
amorphous translucent gel is eventually produced, in which none of the crystalline 
phases have precipitated out. To obtain the final product, the gel is fired at the 
appropriate temperature, removing any volatiles from the gel matrix. This method is 
widely used when lower temperature synthesis or particle size control is required. A 
disadvantage of this method is that it can be more expensive (due to the fact that the 
alkoxide precursers tend to be expensive) and is often a time-consuming process.
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Hydrothermal synthesis -  this technique involves using water at high pressures and 
temperatures between 100 and 250 °C. The elevated temperatures increase the rate of 
reaction, because of the higher solubility of the reactants. Furthermore, reactions can 
occur in the liquid/vapour phases owing to the partial solubility of the reactants in the 
pressurised water. This method of synthesis is ideal for producing phases that are 
unstable at high temperatures, such as zeolites.
2.13 Powder X-ray Diffraction
Distances between atoms or ions in a solid are typically in the region of Angstroms 
and so are comparable to the wavelengths of X-rays produced from metals by 
bombardment with high-energy electrons [76]. Thus the diffraction of X-rays by 
solids will occur. Crystalline materials can therefore be identified by their 
characteristic X-ray diffraction fingerprint, thus the technique is a useful and readily 
available method for checking sample purity. If X-ray diffraction methods are 
combined with profile refinement techniques, the technique can be used to determine 
crystallographic structures, although, ideally, high-resolution data is needed for this.
Generation o f X-rays
A  beam of energetic electrons striking a metal plate will cause an electron to be 
ejected from one of the metal atom core orbitals. An electron from a higher energy 
orbital will then fill this hole, the necessary decay resulting in the emission of X- 
radiation [76 - 78]. The spectrum of X-rays obtained contains a number of intense 
peaks corresponding to the energies of the various possible transitions. For 
moderately heavy metal ions, for example first and second row transition metals, the 
transitions such as 3p-»ls correspond to an emitted radiation wavelength in the range 
of 0.5 to 3.0 A.
The slowing down of the electrons in the beam as they enter the metal target can also 
generate X-rays. This leads to a background of white X-radiation (Bremsstrahlung). 
A typical X-ray spectrum obtained from the bombardment of a copper target is 
shown in Figure 2.1. The spectrum shows a few intense, sharp maxima, 
corresponding to the quantised electron transitions, above a broad background 
(Bremsstrahlung).
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Figure 2.1: The X-ray Spectrum obtained from a copper target [76]
The maxima are labelled with respect to the electron shells that are involved in the 
transition. The filling of a vacant Is orbital, principal quantum number one, is given 
the symbol K; this can be achieved in a copper atom by electron decay from the 2p or 
3p levels. The X-ray produced by the transitions 2p-»ls and 3p-»ls are termed Ka 
and Kp respectively. Both these lines are actually close doublets due to the spin 
multiplicity of the electrons in the p shells, hence the CuKa line (X= 1.54 A) in the 
copper spectrum consists of two lines at 1.5406 A and 1.5444 A, termed Kai and K^. 
A transition that fills a 2s or 2p shell, principal quantum number 2, is given the 
symbol L, and so on through the alphabet for higher principal quantum number 
shells.
The above description has shown that an X-ray source will give a number of 
wavelengths of X-rays. However, a single X-ray wavelength is required to carry out 
a diffraction measurement and so it is necessary to “filter out” the other wavelengths. 
This may be achieved by using a crystal monochromator in which the X-ray beam 
strikes a single crystal at a fixed orientation. According to Bragg’s Law, for a 
particular strike angle, 0, only one wavelength will be diffracted from the crystal. By 
adjusting 6  it is therefore possible to select one wavelength from the X-ray spectrum, 
normally the most intense Ka is used. A second way of selecting only the desired 
wavelength from the X-ray beam is to use a filter. This normally consists of a metal 
foil whose atomic number is one or two below that of the X-ray source metal. In the 
foil metal, the transitions between energy levels will require slightly less energy than
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the corresponding transitions in the source metal due to a reduced nuclear charge and 
this leads to a high absorption coefficient for these X-rays. Hence, for an X-ray beam 
generated by a copper source, use of a nickel filter will result in strong absorption of 
X-rays with wavelengths less than 1.5 A. This will remove the majority of the 
Bremsstrahlung radiation and, more importantly, lines such as Kp from the copper X- 
ray spectrum. The X-ray beam emerging from the filter is thus almost 
monochromatic, consisting chiefly of Ka radiation. Due to the closeness of the Kai 
and K(x2 peaks it is not easy to separate them and typically the “monochromatic” X- 
ray beam will contain both. This does not, however, prove to be a serious problem 
experimentally.
Diffraction o f X-rays by Powders
A powder sample contains a vast number of very small particles that will typically 
randomly adopt the whole range of possible orientations. Therefore an X-ray beam 
striking a powder sample will be diffracted in all possible directions as governed by 
the Bragg equation [76, 78]. The effect of this is that each lattice spacing in the 
crystal will give rise to a cone of diffraction. Each cone actually consists of a set of 
closely spaced dots, each of which represents diffraction from a single crystallite 
within the powder sample. With a large number of crystallites these dots join 
together to form the cone.
So as to obtain useful X-ray powder diffraction data the positions of the various 
diffraction cones need to be determined. This can be done in two ways, by using a 
photographic film or by using an X-ray sensitive detector. In both cases the idea is to 
determine the diffraction angle, 20, of the various cones. The photographic method 
makes use of a Debye-Scherrer camera, which is a very simple way of collecting 
powder X-ray diffraction data, but can be relatively difficult to readily interpret. The 
other, more commonly used, method makes use of an X-ray sensitive detector, such 
as a scintillation counter, to measure the positions of the diffracted beams. The 
detector moves around the sample along the circumference of a circle cutting through 
the diffraction cones, a schematic of the setup is illustrated in Figure 2.2. This shows 
a standard 26 diffractometer in which the X-ray source (S) is kept fixed and the
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Figure 2.2: Schematic of a typical 2 ^ powder diffractometer
detector is moved around the measuring circle by 26. In order to keep the sample 
tangential to the focusing circle and so maintain focus, the sample is also rotated by 
6 . This system does have some inherent problems, such as the possibility of the 
sample falling out of the holder at high angles. In order to avoid this, it is possible to 
employ the slightly different 6 - 6  system, illustrated in Figure 2.3. In this system, the 
sample is kept fixed and the source and detector are both simultaneously rotated by 
6 , ensuring focusing geometry is maintained throughout the range of Bragg angles 
collected. The diffractometer used in this work was such a 6 - 6  system: Seifert XRD 
3003TT diffractometer. Data is usually represented as the intensity of X-rays 
detected versus 26, an example of which is given in Figure 2.4.
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Figure 2.3: Schematic of a 6 - 6 powder diffractometer
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Figure 2.4: X-ray Diffraction profile of Sc2 (WC>4 )3
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The Laue equation
There are two methods for interpreting signal data from diffraction experiments. The 
mathematically correct way to account for diffraction of X-rays by a crystal lattice is 
the Laue equation: a sin 6  = nX (where a = atomic separation, 6  = diffraction angle 
and X = wavelength). Because crystals are three-dimensional arrays, three Laue 
equations have to be satisfied simultaneously for diffraction to occur, i.e.:
ai sin 6 1= nX; a2 sin 6 2  = nX\ 0 3  sin 6 3  = nX
This makes the Laue method cumbersome to use. The second approach, which is 
used extensively today, is based on Braggs Law.
Braggs law
X-ray scattering by crystalline solids can be demonstrated by considering the 
diffraction from a set of lattice planes, such as those shown in Figure 2.5 [76, 77]. 
According to this figure, the incident X-ray beams, 1 and 2, are scattered by the two 
planes, X and Y. In phase diffracted X-ray beams are produced if the additional 
distance travelled by the X-ray photon 1 is an integral number of wavelengths; this 
leads to constructive interference.
The path difference, BD + DC, depends on the lattice spacing, (dhki, where hkl are the 
Miller indices for the planes under consideration -  see later in this chapter) and the 
angle of incidence of the X-ray beam, 9. For an integral wavelength path-length 
difference the following relationship (Equation 2.2) between 6  and dhki can be 
obtained:
where n is an integer and X is the X-ray wavelength. This then is the Bragg equation 
(Equation 2.3).
BD + DC = 2dhkl sin 6  -  nX (2.2)
2dhkl sin# = nX (2.3)
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YFigure 2.5: Derivation of Bragg’s Law [76, 77]
100 200 100
<-------- ^ ---- >2X
Figure 2.6: Equivalence of n=2 for the [100] reflection and n=1 for the [200] 
reflection
It is usual to take n= 1 and so express the Bragg equation as 2 d m ^ 0  = L  This is a 
valid simplification since the second order diffraction from the [100] plane is 
identical to the first order diffraction from, for example, the [200] plane. This can be 
explained by expressing the Bragg equation as 2 = 2.(dhk/n).smO and considering 
Figure 2.6. This shows that the higher order diffraction maxima, n=2, is 
representatively equivalent to diffraction from a set of planes with half the 
separation.
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Figure 2.7: Lattice planes for the (222) plane
Miller indices
Simple structures, such as a metal or ionic structure, may, if orientated correctly, be 
regarded as being built up of layers (or planes) of atoms stacked to form a three 
dimensional structure [77]. These layers sometimes relate directly to the unit cell; for 
example a layer of atoms may coincide with a unit cell face. In more complex 
structures the reverse may not necessarily be true and unit cell faces or sections 
through the unit cell do not coincide with layers of atoms in the crystal. Lattice 
planes are a concept introduced with Braggs law of diffraction and are defined by the 
unit cell parameters. They are entirely imaginary and simply provide a reference grid 
from which the position of atoms in the crystal structure can be identified.
Lattice planes can be defined in three dimensions by the use of Miller indices, which 
are the recirocals of the points at which a lattice plane intersects the axes of the unit 
cell. Miller indices are identified by three integers, one for each unit cell axis, each of 
which is the reciprocal of the fraction at which the lattice plane intersects the unit cell 
axis. Figure 2.7 illustrates a plane in a simple orthogonal system. In this case the 
plane intersects the ‘a’, ‘b’ and ‘c’ axes at Vi the unit cell dimension of each axis,
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which corresponds to h, k and / values of 2, 2 and 2 respectively. Thus the Miller 
index for this series of planes is [222].
A near infinite number of sets of lattice planes exist in a crystalline material, each 
with different Miller indices. Each set of planes has a particular separation, duu, and 
the various d-spacings for each set of lattice planes can be obtained from Table 2.1 
for a particular crystal system.
Table 2.1: Expressions for d-spacings in the different crystal systems [76]
Crystal System Expression for dhki in terms of lattice parameters and Miller 
indices.
Cubic Vd1 = (h1 +1?  + ll) ! a1
Tetragonal \ l S  = {(h2 +A2) / a2} + (I2 / c2)
Orthorhombic 1 / t f  = (h2 / a2) + C*2 / b2) + (12 / c2)
Hexagonal 1/rf2 = (4/3).{(h2 +hk + kl) / a2} + (/2/c2)
Monoclinic 1 I S  = (l/sin2p).{(/i2 / a2) + (A W p  / b2) + ( 12 / c2) -  (2Wcosp/ac)}
Triclinic Complex expression.
An X-ray pattern for a solid will consist of a number of diffraction maxima at 
particular angles, 0. The position of these lines, in terms of 6 , can be obtained by 
using the Bragg equation with the expression for the d-spacing for a particular 
system (from Table 2.1). Thus for a cubic system this would give:
sin2 0 -  ~ ^r{h 2 + k 2 + 12) (2.4)
Crystal scattering of an X-ray beam will thus give rise to a large number of 
diffraction maxima, the positions of which are related to the unit cell dimensions. 
Diffraction of X-ray beams by crystalline solids can therefore give information about 
the phases present in the solid and can also potentially give structural information.
Systematic absences
Braggs’ law defines which sets of lattice planes are available for diffraction of the 
incident beam. It does not state, however, that diffraction will occur, only that it may.
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Figure 2.8: (a) a-Fe unit cell; (b) [100] planes; (c) [200] planes
For a primitive cubic unit cell diffraction from all integral values of h, k and 1 are 
possible with the exception of those for which (h2 + k2 + 12) ^ 7, 15, 23, 28 etc. These 
values are forbidden by arithmetic and have nothing to do with the structure. 
Consequently it is easy to identify a primitive cubic system and to assign indices to 
each of the reflections [78].
The diffraction patterns for the other cubic systems (face-centred and body-centred) 
are different to that of the primitive system because the centring leads to destructive 
interference in the case of certain reflections. These missing reflections are described 
as systematic absences and occur if the lattice type is non-primitive or if space 
symmetry elements (such as screw axes or glide planes) are present.
As an example, consider a-Fe (Figure 2.8a) which has a body centred lattice (I). 
Experimental studies show that reflections from the [100] plane (Figure 2.8b) are 
absent, whilst the [200] plane (Figure 2.8c) reflections are present. This is because, at 
the Bragg angle for the [100] reflection, the body centred atom lies exactly half way 
between the [100] planes and consequently diffracts incident radiation 180° out of 
phase relative to the comer atoms, thus resulting in zero overall intensity. The [200] 
plane diffraction peak is present, however, because all atoms now lie on the [200] 
planes (Figure 2.8c).
39
)
▼
Figure 2.9: 2i screw £
--------►zN------------5 -----------►-o ►
2i
•0
< 0 1 2  ►
ixis along c
screw
axis*o
h
Figure 2.10: An a gli<
------► x
------------a-----------►!
glide •w glide
plane*o
4 — — —►
ie perpendicular to b
direction*o
Screw axes and glide planes are symmetry elements that both involve translation. 
They can be detected in a crystal structure because they also lead to systematic 
absences in the hkl reflections. Figure 2.9 illustrates part of a unit cell with a twofold 
screw (2i) axis along z. The effect of this screw axis is to introduce a plane of atoms 
exactly halfway between the [001] planes. Reflections from these planes 
destructively interfere with the [0 0 1 ] reflections resulting in the systematic absence 
of reflections from the [0 0 1 ] plane from the diffraction pattern, indeed any [0 0 /] 
reflection for which / is odd will be absent. Similar arguments can be applied to 
higher order axes resulting in further systematic absences.
A glide plane effectively halves the unit cell length in the direction of the glide. 
Figure 2.10 shows an a glide perpendicular to b, and it can be deduced that the [hOl] 
reflections will only be present when h is even. A summary of some of the 
systematic absences due to translational symmetry elements is presented in Table 
2 .2 .
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Table 2.2: Some systematic absences due to translational symmetry elements
Symmetry element
Affected
reflection
Condition for reflection to be 
present
Primitive lattice P hkl none
Body-centred lattice I hkl h + k + 1  = even
Face-centred lattice A hkl k + 1  = even
B hkl h + 1  = even
C hkl h + k = even
Face-centred lattice F hkl h k 1 all odd or all even
Twofold screw, 2\ along a hOO h = even
Glide plane perpendicular to b
translation ^  (a glide) h = even
ctranslation — (c glide) hOl 1 = even
—+ — (n glide) 
2  2
h + 1  = even
Form factors
Diffraction of X-rays occurs as a result of Thompson scattering, which initially 
involves an elastic interaction of an X-ray photon with the electron density of an 
atom. The transfer of energy from the incident photon to the atom causes the 
electrons in the target atom to oscillate about their mean positions [79] and, because 
of this, emit an X-ray photon of the same energy; hence the target atom acts as a 
secondary emission source. Scattering thus depends on the electron density of the 
atom and so increases with increasing atomic number. The practical result of this is 
that in compounds containing both heavy and light atoms, such as WO3 , the heavy 
atom dominates the X-ray scattering from the sample and it becomes difficult to 
“see” the lighter atoms. Electrons are not, however, point charges and are distributed 
over the whole of the atom, the diameter of which is comparable to the wavelength 
of the incident X-ray. Partial destructive interference occurs between X-rays 
scattered from different parts of the atom due to the different path lengths. It thus 
follows that as 0  increases, the path length difference increases and so the degree of
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Figure 2.11: (a, b) [100] planes for an orthogonal cell (a=p=y=90°). Atoms A, B, C 
and A' lie on the a cell edge, (c) [200] planes for the same unit cell as in (a, b)
destructive interference also increases. This leads to a significant decrease in 
scattered X-ray intensity with increasing 26.
The dependence of X-ray scattering on angle and atomic number is quantitatively 
described by the form factor,/
The Structure Factor 
Phase Difference
Each atom in a crystal scatters X-rays according to the form factor, /  of that atom. 
When summing the individual waves to give the resulting diffracted beam, the 
amplitude and phase of each wave are important. The relative phase of each atom can 
be illustrated with the aid of Figure 2.11.
Atoms A, B, C and A' lie on the a-axis of a crystal with an orthogonal unit cell, 
perpendicular to the [100] planes. A and A' lie at the origin of adjacent unit cells 
(Figure 2.7(a)). For the [100] reflection, A and A' scatter in phase because their 
phase difference is exactly one wavelength, 2n radians. Atom B is exactly half way 
between the [100] planes with a fractional x  coordinate of Vi, relative to A. The phase 
difference between waves diffracted from A and B is lA X 2% = 7i, i.e. A and B are 
exactly out of phase. Atom C has fractional coordinate x, at a distance xa from A, 
and a phase of 2nx relative to A (Figure 2.11(b)).
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If the (200) reflections for the same unit cell are considered (Figure 2.11(c)), it can 
be seen that J 200 = ^  dm , therefore A and B have a phase difference of 2n for the 
(2 0 0 ) reflection and scatter in phase, whereas their phase difference is n for the [1 0 0 ] 
reflection. Thus, the effect of halving d  is to double the relative phase difference 
between pairs of atoms such as A and B. A and C, therefore, have a phase difference 
of (2x-27i) for the [200] reflection.
The same reasoning can be extended to 3-dimensions so that for the general case of 
an \hkl] reflection, the phase difference, 8 , between atoms depends on the indices of 
the considered reflection [hkl] and the fractional coordinates of the atoms in the unit 
cell. Therefore for a reflection from the set of planes [hkl], the phase difference 
between atoms at the origin and those with position x, y, z is given by:
8  = 2n(kx + ky + lz) (2.5)
This is applicable to all unit cell shapes.
Structure Factor and Intensities
Consider an atom in the unit cell, 7 . This atom diffracts a wave with amplitude f  and 
phase Sj so that it has the form given by:
Fj= f j smiat -dj )  (2.6)
Waves diffracted by other atoms in the unit cell have the same angular frequency, co, 
but may differ in /  and 8 . The intensity of the resultant diffracted beam is obtained 
from the summation of the individual waves. Addition of waves can be carried out 
mathematically by using complex numbers to give:
Fj = f j  (cos 8 j  + i sin 8 }) = f } exp(iSj) (2.7)
The summation over j  atoms in the unit cell gives the structure factor, Fhkl, for the 
(hkl) reflection to give (substituting for S):
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Fm = ^  f  j  [cos I t t Q i x  + ky + lz) + i sin 2n ifx  + ky + Iz)] (2.8)
The structure factor allows the diffraction pattern of any normal crystal to be 
calculated, and by comparing the calculated patterns with the observed one, the 
structure of a compound can be derived [77].
The intensity of a wave is proportional to the square of its amplitude, as shown by:
w ; (2.9)
It therefore follows that the intensity of the diffracted beam, Ihkh is proportional to the 
structure factor, \Fhki\ and is obtained from:
T oc \F —J h k \  ^  \r h k i \ X/,(cos<?, +ismSj) YfjfaSj-isrnSj)
J J_
= z  if j °os sj )2+e  if j sin 5 j y
(2.10)
Equation 2.10 is very important in crystallography because, if  the atomic coordinates 
of the unit cell are known, the intensity of any [hkl] reflection can be calculated.
Other factors influencing diffraction intensity
1. Temperature factors (thermal displacement parameters) -  Thermal vibrations of 
atoms can cause an increase in background scattering and a decrease in the scattered 
intensity of diffracted radiation. Diffraction techniques can be used to give some 
measure of such thermal motion.
2. Preferred orientation -  The powder diffraction experiment assumes a completely
random distribution of crystallite orientations. This may not necessarily be the case,
for example, if the crystals are needle or plate-like in nature they may tend to pack in
a specific manner. If this occurs, the intensity of some peaks may be
disproportionately high or low depending on the sample orientation. Preferred
orientation effects may be kept to a minimum by using an appropriate sample holder.
44
3. Peak multiplicities -  In a powder diffraction experiment, the number of lattice 
planes contributing to the reflection affects the intensity of a diffraction line. For 
example, in a material with a cubic unit cell, the [100], [010] and [001] diffractions 
all have the same ^-spacing. As a consequence, diffraction from all these planes 
contributes to the same peak.
2.14 A.C. Impedance Spectroscopy
Use of the complex impedance plane for the analysis of electrochemical reactions 
was introduced in 1960 by Slutyers [80], who used it to explain polarisation 
phenomena in aqueous media. The first impedance data from cells containing a solid 
electrolyte were collected in the mid 1960’s [81, 82] and the first extensive analysis 
of polarisation behaviour was completed by Bauerle [83] on data collected from an 
yttria-doped zirconia sample with platinum electrodes. Impedance spectroscopy is 
now a widely used technique for characterising cells containing solid electrolytes, as 
the method provides a measurement of bulk conductivity without needing complex 
analysis of data involving polarisation phenomena (as in some d.c. conductivity 
studies). This is because use of a low amplitude wave at a sufficiently high frequency 
avoids electrode-electrolyte polarisation problems; hence electrodes that are 
reversible to the mobile current carrying ions are not required. The study of the 
temperature dependency of conductivities leads to information on activation energies 
and transport mechanisms for ion transport.
Basic principles o f a.c. circuits
Equation 2.11 [84] is an expression for a purely sinusoidal voltage:
v(t) = Vmmsrn(aX) (2.11)
where v(t) is the observed voltage at any time and co is the angular frequency (in 
radians), which is 2% times the conventional frequency in Hz. It is convenient to 
consider this voltage as a rotating vector (or phasor) quantity with length Vmax and 
frequency of rotation co; this is demonstrated in Figure 2.12.
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Figure 2.12: Phasor diagram for an alternating voltage, v(t) = Vmax sin(cot)
If one wishes to consider the relationship between two related sinusoidal signals, 
such as current, i, and voltage, v, then each can be represented as a separate phasor 
( I  or V respectively) with the same co. These signals will usually not be in phase 
and so their phasors are separated by a phase angle cp as shown in Figure 2.13.
Usually V is taken as a reference signal and cp is measured relative to it. If, as in 
Figure 2.13, the current lagged the voltage it could be expressed as:
'  =  / m » si n(cOt + <f>) (2 -12)
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Figure 2.13: The relationship between a.c. and voltage signals at frequency co
The relationship between two phasors at the same frequency remains constant as they 
rotate, therefore the phase angle is constant. Consequently the relationships between 
phasors can be studied by plotting them as vectors with a common origin, and 
separated by the appropriate angles.
These concepts can now be applied to the analysis of simple circuits. As an example, 
consider a pure resistance, R, across which a sinusoidal voltage, v(t) = Vmax sin cot, is 
applied. As Ohm’s Law cannot be broken, the current is (Vmax/R)sin cot or, in phasor 
notation:
V
►
Figure 2.14: Vector diagram of voltage across a resistor and current through it
which can be rearranged to give :
The phase angle in this case is zero and the vector diagram is that of Figure 2.14.
If a pure capacitance, C, is substituted for the resistor, the fundamental relationship 
of interest is i = C(dv(t)/dt) so that:
✓v c
where %c is the capacitive reactance, 1/coC.
Because the vectors are now separated by a phase angle of 7c/2, plotting them results 
in the situation shown in Figure 2.15, and so it is convenient to represent the phasors 
in terms of complex notation with the associated arithmetic benefits. Components 
along the abscissa are real and those along the ordinate are assigned as imaginary and
are multiplied by j (=V=T). Use of complex notation is an aid in helping to keep the 
vector components straight. Mathematically they are handled as real or imaginary, 
but both are real in the sense of being measurable by a phase angle. By convention 
the current phasor is plotted along the abscissa in vector diagrams; if this is done 
Equation 2.17 results:
V =IR (2.14)
'  =  m ax  C O S C O t (2.15)
(2.16)
V = -JzJ
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(2.17)
I
•    ►
V = - j x J
m ax
v(t).
v(t)
Figure 2.15: Relationship between an alternating voltage across a capacitor and the 
alternating current through it.
This holds true regardless of where I  is plotted with respect to the abscissa, as only 
the relationship between V and I  is significant. If Equation 2.17 is compared to 
Equation 2.14 it can be seen tha t/c  carries dimensions of resistance, but, unlike R, its 
magnitude decreases with increasing frequency.
It is now possible to analyse multicomponent circuits such as a resistance, R, and a 
capacitance, C, placed in series. Consider a voltage, V , applied across them, then at 
all times it must equal the sum of the individual voltage drops across the resistor and 
capacitor as in Equations 2.18 -  2.20;
V = V R +VC (2.18)
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Vp = R I
Vc = -j
Figure 2.16: Phasor diagram of current and voltage relationships in a series RC 
network.
V = l { R - j Xc) (2.19)
V = I Z  (2.20)
From this it can be seen that the impedance, Z , is a vector equal to (R -  jxc) and that 
voltage is linked to current through this vector. Figure 2.16 shows the relationship of 
the impedance to the other two quantities, the voltage across the network is V , and 
VR and Vc are its components across the resistance and capacitance. The general 
representation of impedance is shown by:
Z(m) = ZRe- j Z M (2.21)
where ZRe and ZIm are the real and imaginary parts of the impedance respectively. In 
Equation 2.21 ZRe= R and ZIm= xc = 1/coC. The magnitude of Z is given by 
Equation 2.22 and the phase angle by Equation 2.23.
\ Z \ = 4 ¥ T 7 c  (2.22)
tan^ = ^ -  = ^ -  (2.23)
R e  R
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Impedance is effectively a form of generalised resistance and Equation 2.20 can be 
regarded as a generalised Ohm’s Law. The phase angle expresses the balance 
between capacitative and resistive components in the series circuit, for a pure 
resistance $ = 0, while for a pure capacitance $ = 7t/2, and for a combination of the 
two intermediate phase angles are observed. More complex circuits can be analysed 
by combining impedances according to the same rules as used for resistors.
In some circumstances it is advantageous to analyse a.c. circuits in terms of the 
admittance, Y , which is the inverse of impedance and therefore represents a form of 
conductance. Equation 2.20, the generalized Ohm’s Law, can be rewritten as 
I  = V Y . These concepts are most useful when analysing parallel circuits, as the 
overall admittance of the elements is simply the sum of the individual admittances.
Impedance spectroscopy is the study of the variation of impedance with changing 
frequency of the applied voltage. Plotting ZIm against ZRe for a series of frequencies 
gives an impedance spectrum, the locus of which shows distinctive and characteristic 
features of a combination of circuit elements [83, 85, 86]. This is further discussed in 
the section entitled “The impedance spectrum”.
Ideal models
There are two models used when discussing solid electrolytes, the Point Charge 
Model [87] and the Finite Ion Size Model [88]. The former was proposed by 
MacDonald in the 1970’s [87] and considers all the mobile ions to be point charges 
of negligible size within a continuous dielectric. The distribution of the ions and 
counterions in the electrolyte and at the electrode surface is ignored. The latter model 
was adapted from theoretical models of aqueous electrolyte systems. The size of the 
mobile ions and the distance of closest approach to the electrode are taken into 
account. In the case of cation conductors this model assumes that the electrolyte 
consists of mobile cations and immobile equivalent anions, or vice versa in the case 
of anion conductors. Both models predict the same response when there is only one 
mobile species and blocking electrodes [85].
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Figure 2.17: The equivalent circuits for (a) the Point Charge Model and (b) the Finite 
Ion Size Model; (c) shows the impedance and (d) the admittance plots given by both 
of these equivalent circuits. The arrows denote increasing frequency.
Both models make similar predictions for the equivalent circuit, which is a network 
of resistors and capacitors that can represent a simple two electrode electrochemical 
cell consisting of a conducting solid and two contacts. The equivalent circuits are 
shown in Figure 2.17 along with their predicted complex plane plots. For high 
conductivities and good electrode -  electrolyte contact, C<ji (the double layer 
capacitance) is usually an order of magnitude larger than Cg (the geometric 
capacitance). Thus at low frequencies the system is dominated by Cdi and Rbuik (the 
bulk resistance) in series, whereas at high frequencies Cg and Rbuik dominate.
The equivalent circuit models for solid electrolytes assume the use of a single crystal 
of an ideal solid electrolyte between two perfectly flat electrodes. An ideal solid 
electrolyte can be visualised as a compound in which conduction is a series process 
involving consecutive hops of an ion over equal potential energy barriers along the
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direction of the applied electric field. Its equivalent circuit can be simulated by a 
single parallel RC element. Real solid electrolytes cannot be represented ideally. 
Inter-particle impedances, surface roughness at the electrodes and charge transfer 
processes across the interface (if non-blocking electrodes are used) all affect the 
conduction process and cause deviations in the shape of the complex impedance 
plane plot.
The impedance spectrum
The impedance spectrum [89] is typically measured over a frequency range of 1 to 
107 Hz. The in and out of phase components of the applied alternating voltage are 
measured as a stepwise function of frequency (normally logarithmic) over this range.
It is usually possible to identify different RC elements from the impedance spectrum, 
if the time constants vary enough, and assign them to appropriate regions of the 
sample, the separate R and C components can then be quantified.
Impedance data are usually presented in the form of ZIm (capacitative) against ZRe 
(resistive) impedances on an Argand diagram. Ideally each parallel RC element gives 
rise to a semicircle from which individual R and C values can be extracted. R values 
are obtained from the intercepts on the ZRe axis. C values are obtained by applying 
Equation 2.17 to the frequency at the maximum of each semicircle, resulting in 
Equation 2.24.
a>^RC = -l (2.24)
where RC gives the time constant, x.
The obtained R and C values can then be assigned to regions of the sample according 
to Table 2.3. The assignment is based on the magnitudes of the capacitances.
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Table 2.3: Capacitance values and possible interpretations [89]
Capacitance / F Phenomenon Responsible.
Minor, second phase 
Grain boundary 
Bulk ferroelectric 
Surface layer
Sample - electrode interface 
Electrochemical reactions
Bulk
10" “  - 10'8 
10'10-  10‘9 
10' 9 - 10'7 
10'7- 1 0 '5 
10-4
As can be seen in Table 2.3, the capacitance assigned to the grain boundary covers 
quite a wide range of values. The higher capacitances occur in well-sintered 
materials with narrow intergranular regions. The lower capacitances are often found 
with poorly sintered samples containing narrow, possibly contacting, “necks” 
between grains.
A typical impedance spectrum for a solid electrolyte shows two distinct features 
(“humps”), which can be attributed to intragrain (or bulk) and intergrain (or grain 
boundary) regions, as shown in Figure 2.18.
Calculation o f  conductivity and activation energy
The previous section explained how the resistance and capacitance of a sample can 
be derived from the impedance spectrum. The former can be converted into the 
conductivity by using the following equation:
(2.25)
where Fg is the so-called “geometric factor” (cm'1) which is determined by Equation
2.26.
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Figure 2.18: Ideal representation of an impedance spectrum for a solid electrolyte 
showing the bulk and grain boundary features.
where / is the sample thickness and A is the surface area of the sample. The 
temperature dependence of the conductivity of the solid electrolyte typically has a 
dependence, oT = Ae'Ea/Rr, related to the Arrhenius-type function a = Be'Ea/Rr. The 
activation energy, Ea, of ion migration can then be determined from the slope of a 
plot of logio(oT / S cm'1 K) versus T l / K '1.
2.2 Computer Simulation Techniques
Computer simulation techniques have become established tools within the fields of 
solid state chemistry and materials science. The techniques are increasingly being 
used to examine the structures, defect chemistry and transport mechanisms of 
technologically important materials due to their being ideally suited to probing the 
structure at the atomic level, yielding data which may be difficult to obtain 
experimentally. Such techniques have made major contributions to the study of a
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wide range of materials, including catalysts [90, 91], high-temperature
superconductors [92 - 94] and ion-conducting oxides [95 - 97].
2.21 Potential Model
Atomistic simulation techniques are typically based on a potential model, i.e., a 
mathematical description of the energy of a system as a function of particle 
coordinates. The reliability of a simulation depends on the degree to which these 
models represent the system under study. Once a reliable model has been developed, 
the structural and physical properties of a system can be investigated.
One of the most useful properties that can be determined by computational 
techniques is the lattice energy, El. This is defined for an ionic crystal as the energy 
of the crystal with respect to the component ions at infinity. In theory, calculation of 
the energetics of a three-dimensional system involves evaluating the interactions 
between all species within the unit cell and their periodic replications. The lattice 
energy is calculated using the Bom model, which partitions the total energy of the 
system into long-range Coulombic interactions and a short-range term which models 
the repulsions and van der Waals attractions between electron charge clouds. The 
general expression for this model is given as:
where the summed terms refer to all pairs of ions / and j  and all triplets of ions z, j  
and k  in the crystal.
The first term on the right hand side of Equation 2.27 is the sum of the Coulombic
interactions between pairs of ions i and j  separated by distance ry. The summation of
this term can present problems due to slow convergence as the number of
interactions increases rapidly with distance. The remaining terms on the right hand
side refer to short-range interactions; these include repulsive forces due to charge
cloud overlap and attractive terms, for example, due to induced-dipole-induced-
dipole, or ‘London’, interactions. The two-body contributions to the short-range
energy vary only with the distance between pairs of ions and have no angular-
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dependent components. They are the dominant component of the short-range energy 
in all ionic and semi-ionic systems. Three-body terms are functions of the 
coordinates of three atoms and are known to have significant effects on the 
vibrational properties of ionic materials. However their contribution to the lattice 
energy is small.
Coulombic interactions
To evaluate the Coulombic contributions to the lattice energy (which accounts for 
approximately 80% of the total), charges must be assigned to all the ions present 
within the system. If the Coulombic interactions are calculated using direct methods 
the results obtained can be unreliable due to the slow convergence of this term, as 
there is significant contribution to the Coulombic energy at long distances, as 
mentioned above.
Since the Coulombic contributions are the dominant term for many inorganic 
materials, particularly oxides, it is important to evaluate them accurately. This is 
most efficiently achieved through the Ewald summation [98, 99], in which the 
inverse distance is rewritten as its Laplace transform and then split into two series, 
one in reciprocal space (q-space) and one in real space (r-space), both of which are 
rapidly convergent [98].
The Ewald summation replaces the lattice of point charges by a new lattice in which 
each point charge becomes associated with a spherically symmetric charge 
distribution of opposite sign. This distribution is usually taken to be of a Gaussian 
type [101]. These extra charges allow the point charges to be summed directly in r- 
space by screening them so that their interactions become short-ranged. So that the 
original situation of an array of point charges can be restored, a second set of charge 
distributions, identical in nature to the first set but with the sign of the original point 
charges, is also added. The energy, <Dq, of this second set of charge distributions is 
evaluated by summing their Fourier transforms in q-space and then transforming the 
result back into r-space.
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Short-range interactions
The short-range potential used for most ionic materials is of the Buckingham form 
(Equation 2.28), which comprises a repulsive exponential term and an attractive 
dispersion term between pairs of species.
/x  ( - A  (C „ \cb (r) = 4 , exp
P 'j j r 6 , V '
(2 2 %)
where r is the interatomic distance (between ions i and j)  and A, p  and C are the 
potential parameters assigned to each ion-ion interaction.
For the potential model to accurately describe a system, it is crucial that suitable 
values are assigned to the potential parameters. The exponential repulsive term of 
Equation 2.28 describes the Pauli repulsion that occurs when charge clouds overlap 
and the attractive r6 term describes the interaction of induced dipoles that occur when 
electron charge clouds are in close proximity.
Ion polarisation
It is essential to include the electronic polarisability of ions in the potential model 
since many of the crystal properties, such as elastic and dielectric constants, are 
dependent on its accurate reproduction.
Ion polarisation is caused by distortion of the valence shell electron distribution of an 
atom by an electric field. Short-range repulsion, which arises from overlap of valence 
shell orbitals on different ions, is in turn affected by polarisation. The simplest model 
that includes this coupling is the shell model, originally developed by Dick and 
Overhauser [102]. The model consists of a simple mechanical representation of the 
ion dipole. The polarisable valence shell electrons are represented by a mass-less 
shell of charge 7, which is connected to the core (of charge X) by a harmonic spring 
with force constant k, as shown in Figure 2.19; the formal charge on the ion is given 
by X +  Y. The development of a dipole moment is shown by the displacement of the 
shell relative to the core. The polarisability of the free ion (ar) is related to the shell 
charge, 7, and the spring constant, k, by the following equation:
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Figure 2.19: Schematic diagram of the shell model in which X  is the ion’s core, Y  is 
its shell and k represents the harmonic spring joining the two
Coupling between the short-range forces and electronic polarisation is achieved by 
allowing the short-range potentials to interact exclusively between the shell species.
2.22 Perfect Lattice Simulation
Once suitable interatomic potentials for the system being studied have been 
established, it is possible to determine valuable structural and defect properties. This 
is achieved by utilising energy minimisation techniques to calculate the equilibrium 
geometry of the system, i.e., the minimum energy configuration with respect to ion 
coordinates. Efficient energy minimisation is, therefore, an essential part of any 
simulation and is necessary before any physical properties can be accurately 
calculated.
Energy minimisation
Energy minimisation is a relatively simple concept in which ionic coordinates and 
cell dimensions are adjusted until a minimum energy configuration is achieved [103].
Q ^ v . c o , e
•  M a ss le ss  shell
The energy of a crystal is, however, a complicated, multidirectional function of the 
ionic coordinates which results in a complex energy surface. The minimum point on 
this energy surface refers to the most stable arrangement of the ions. Deviation from 
this minimum would result in a structure of higher energy and less stability. There 
are numerous minimisation algorithms available, the most widely used of which are 
based on gradient techniques. These involve the use of first derivatives of the energy 
function with respect to the structural parameters.
Two of the most frequently used first-order minimisation algorithms are the steepest 
descents method and the conjugate gradients method. Both of these methods 
systematically alter the ionic coordinates of the system as it approaches the minimum 
point. The starting point of each subsequent iteration (p) is the configuration obtained 
from the previous step. The starting point for the first iteration is the initial 
configuration of the system, x f
The steepest descents method simply moves down the direction of the greatest 
gradient, i.e., it locates the minimum along the path of steepest descent and calculates 
new directions from the minima until the ground state is found. This method is 
limited by the fact that each direction is chosen using information regarding the 
present sampling point only, disregarding the knowledge of previous search 
directions. This inefficiency means that a large number of iterations may be needed 
and convergence in a finite number of steps can not be guaranteed [104].
The conjugate gradients method is a more rapid minimisation method that does not 
exhibit the oscillatory behaviour of the steepest descents method in narrow energy 
“valleys”. Whereas in the steepest descents method all consecutive searches are 
perpendicular, the conjugate gradients method combines the information from all 
previous directions in such a way as to create a subsequent search direction that is 
independent (conjugate) to all previous directions. To put it another way, the set of 
search directions form a linearly independent set. The conjugate gradients method 
also guarantees that the minimum of an ^-dimensional vector will be determined 
after n iterations. This is because each step reduces the dimensionality of the problem 
by 1 and after n iterations the dimensionality will be reduced to zero leaving no 
further directions in which to minimise, i.e., the minimum has been reached [105].
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Convergence may be greatly accelerated by making additional use of second 
derivatives [103]. Of these methods the most widely used is the Newton-Raphson 
procedure in which variables, x, are updated making use of their gradients, g, and a 
Hessian matrix of second derivatives of the energy functions, W, as:
*(/»« = x p _ (jv p y 'g p (2.30)
When the energy drops below a certain criterion in one step or the angle between the 
gradient and search vectors becomes too large, the Hessian is explicitly recalculated, 
leading to rapid convergence within a few cycles. Probably the most intensive (and 
therefore computationally expensive) part of the calculation is the inversion of the 
Hessian matrix, especially if the unit cell contains a large number of ions. It is, 
however, possible to update the matrix according to the Fletcher and Powell 
approximation [106]. This method updates the forces at each cycle, but only inverts 
the matrix at predetermined intervals, thus improving the rate of convergence 
without the loss of too much accuracy.
There is one major disadvantage in the use of Newton-type methods and that is the 
necessity of storing the matrix, the dimensions of which are 3N  * 3N, where N  is the 
number of atoms whose coordinates are being adjusted. If the shell model, for 
example, is being used to describe ion polarisation then a 6 N  * 6 N  matrix is used. 
For structures containing large numbers of atoms per unit cell the resulting matrix 
will be enormous. Under such circumstances gradient methods may be more suitable.
The static lattice calculations in this study were carried out using the GULP (General 
Utility Lattice Program) code [107], which uses a symmetry-adapted energy 
minimisation technique. Symmetry information can be used to identify the minimum 
set of variables needed for the minimisation procedure. This increases the rate of the 
energy calculation, and its first and second derivatives, during optimisation. The list 
of variables for the minimisation only contains the fractional coordinates of the 
assymmetric unit as the internal parameters. This is because the total number of 
positions can be related to those of the asymmetric unit through the space group.
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Minimisations performed under constant pressure conditions occur through the use 
of a strain matrix, rather than by consideration of the cell parameters [99]. Strain is 
applied by multiplying the Cartesian cell vectors by the matrix:
*1 2S6 1 p2 5
2S6 s2 ~2SA
.2" S5 2 £3
(2.31)
where the strains si to 86 correspond to xx, yy, zz, yz, xz, and xy components 
respectively. The use of a strain matrix reduces the number of variables in the 
minimisation and therefore lowers the number of optimisation cycles.
Physical properties
Once the bulk structure has been optimised it is possible to calculate the second 
derivatives with respect to both internal and external strains [99]. A number of 
properties are attainable which are functions of the second derivatives and play an 
important role in describing the response of the lattice to different types of 
perturbation. These properties can be compared directly with experimental data.
Elastic Constants -  The elastic constant matrix is a 6 x 6 matrix which contains the 
second derivatives of the energy density with respect to external strain [99, 108], and 
is calculated as:
where Wss is the strain-strain second derivative matrix, Wcc is the Cartesian 
coordinate second derivative matrix, Wes is the mixed Cartesian-strain second 
derivative matrix, and V is the unit cell volume. The elastic constant matrix, in 
general, depends on the orientation of the unit cell relative to the Cartesian axes.
Dielectric Constants -  The dielectric constants are calculated in the high and low 
frequency (or static) limits [99]. The elements of the 3 x 3 matrices are given by:
O T  TTT —1
a/3 ~  ap +  ~ y ~ y  CcQ (2.33)
where q is a vector containing the charges of each species and a, /? are the Cartesian 
directions. For the static dielectric constant matrix the summation covers all species, 
both cores and shells. For the high frequency case the sum is only over shells.
Other physical properties such as phonon modes, dispersion curves and density of 
states, can be derived in a similar manner. The calculation of these other properties 
provides a useful test of the potential model, as well as providing predictive data in 
cases where there is little, or no, experimental data.
2.23 Derivation of Interatomic Potentials
The validity and reliability of any atomistic simulation technique is inherently 
dependent on the availability of effective interatomic potentials. The application of 
atomistic simulation models to complex solid-state problems demands that the 
potentials be transferable from the system from which they were derived to the 
system under examination. Interatomic potentials can be derived empirically or 
theoretically and these are described below.
Empirical fitting
Empirical potentials are usually derived by fitting the short range A, p and C 
parameters and the shell model Y  and k  parameters to experimental structural data 
and other data such as elastic and dielectric constants (if available) [108]. 
Conventional fitting procedures involve adjusting the parameters until good 
agreement between the calculated and observed experimental properties is achieved. 
This can be accomplished by using a least-squares procedure which minimises the 
difference between the calculated and experimental properties.
Empirical fitting procedures have been used succesfully in the derivation of 
potentials for a wide range of oxide materials [92-95, 109-111]. Despite this success 
there is an inherent weakness in empirically derived potentials in so much as they 
only extract information on the potential at interatomic spacings close to those in the
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perfect lattice. Their use for separations widely different from perfect lattice values 
relies on the validity of the analytical potential over a wide range of interatomic 
distances, something which can only be verified indirectly by the success of the 
empirically derived potentials in studying, for example, defect properties, which 
depend on the potentials at non-perfect lattice spacings [103]. Nevertheless, 
numerous studies have shown the success of empirical potentials in the investigation 
of ion transport and interstitial defects in polar solids.
Theoretical methods
The most widely used theoretical technique for deriving interatomic potentials is 
based on the electron-gas method developed by Wedepohl [112], and Gordon and 
Kim [113]. This method involves obtaining the wave functions, and hence electron 
density distribution, of the isolated interacting ions, usually by a Hartree-Fock 
procedure. The interaction energy, Oy(ry), of pairs of ions is then calculated 
according to:
= + Ec + Eex + Eke (2.34)
where Ec is the Coulomb interaction between two ions, i and j ,  and Ex, E e x  and E k e  
are, respectively, the nuclear repulsion, exchange, and correlation contributions to 
the interaction energy. These expressions include a number of approximations so as 
to give them in terms of densities [103]. It is also impossible to include a 
representation of dispersion effects, i.e., long-range terms which arise from 
correlated instantaneous fluctuations of electron density. The method is thus crude, 
due to the inherent approximations and the fact that no allowance is made for 
electron charge cloud distortion caused by overlap. Despite this, electron-gas 
methods have been successful in generating short-range potentials [113,114].
2.24 Defect Modelling
Lattice relaxation around a charged defect causes extensive perturbation of the 
surrounding lattice. Defect energies are calculated by minimising the potential 
energy function, O ,^ of the defective lattice with respect to the displacements of the 
ions surrounding the defect, and then calculating the difference between the
64
Region ITb ►
(Extends to Infinity)
Figure 2.20: Schematic diagram of the two-region strategy for defect modelling
minimum ® for the perfect and defective lattices. Minimising is simplified by 
using the two-region strategy (Figure 2.20), which partitions the crystal lattice into 
three spherical regions.
Ions (typically more than 300) in the central inner region (region I) surrounding the 
defect are simulated atomistically, i.e., using specified interatomic potentials. All 
coordinates are adjusted systematically (which means core and shell coordinates for 
each ion if the shell model is being used) until the minimum energy configuration is 
reached. An atomistic approach is essential in region I since the forces exerted by the 
defect are such that only an atomistic model can accurately describe the response of 
the surrounding crystal.
In contrast the outermost region of the crystal (region lib), where the defect forces 
are relatively weak, is treated by more approximate methods. One of the simplest of 
these, which has been used extensively in ionic crystal studies, is the Mott-Littleton 
approximation [115]. This makes the assumption that the response of region lib is 
essentially a dielectric response to the effective charge of the defect, i.e., the energy 
depends only on the distance and a couple of lattice site related parameters, and can 
be calculated in a manner similar to the Ewald sum.
The total defect formation energy may therefore be written as:
D efec t
Region I Region Da
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E = E1 (x )  +  E2 (x,y)  +  E3 (y ) (2.35)
where Ej is related to the coordinates, x, of the ions in region I, and E3 depends 
solely on the displacements, y, of the ions in region II. y) arises from interaction 
between the inner and outer regions, i.e., it is the energy of the interface region 
(region Ha), which allows for a smoother convergence during minimisation. 
Displacements of the ions within this interface region are treated assuming that the 
pertubations are small and each ion lies in a harmonic well, with interactions with 
region I handled explicitly. In this way local relaxation is effectively modelled and 
the crystal is not considered simply as a rigid lattice through which ion species 
diffuse.
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Chapter 3
Simulation and Conductivity Studies of 
Defects and Ion Transport in Sc2(W04)3
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3.1 Introduction
The structure of Sc2(W(>4)3 consists of W O4 tetrahedra comer sharing with Sc06 
octahedra to give a semi-layered, relatively open framework structure (space group 
Pnca) as illustrated in Figure 3.1. As outlined in Chapter 1, the majority of the work 
published on this material has concerned either its negative thermal expansion 
behaviour [19, 23, 49] or its ion conduction properties [1 - 5].
Conduction within Sc2 (W0 4 ) 3  is believed to be ionic in nature and has been
o  1
attributed to Sc ion migration [1 -5 ] . Conduction by such a highly charged species 
is unusual due to the expected strong electrostatic interactions with the surrounding 
structural oxygens. It has been proposed, however, that as the oxide anions are 
strongly bound to the hexavalent tungsten cations they are effectively rendered 
immobile and their potential interactions with the trivalent cations are greatly 
reduced. Experimental evidence for this unusual trivalent conduction has been 
presented, including microanalysis of deposits observed on the cathodic surface of a 
sample of the pure compound after being subjected to dc electrolysis [1] and dc 
polarisation measurements. The microanalysis confirmed that there was an 
enrichment of Sc at this surface. However, in the case of the electrolysis 
experiments, the voltage was relatively high (3 V) and the timespan was more than 10 
days (250 hours). Therefore the enrichment observed could have been due to 
decomposition of the sample and subsequent migration of the constituent ions.
In the dc polarisation measurements a comparison between oxygen-rich and oxygen- 
deficient atmospheres was performed [4]. Polarisation was observed in both 
atmospheres and, based on those results, oxide ion conduction was discounted. 
However, this may not necessarily be correct since if the oxygen surface exchange is 
slow, then, even if the material was a pure oxide ion conductor, polarisation might be 
expected. Nevertheless, the results do support the conduction mechanism being ionic.
It should also be noted that all of these studies were carried out on the fully 
stoichiometric material. There are no reported attempts to vary the stoichiometry, so 
there is no experimental knowledge of the key defects (vacancies or interstitials) or 
mechanisms involved in conduction.
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Figure 3.1: Structure of Sc2(W0 4 ) 3  consisting of comer sharing ScC>6 octahedra and 
W O 4 tetrahedra to give a semi-layered framework structure.
Despite the recent research on these materials there is still limited information on the 
precise defect and transport properties particularly on the microscopic scale. The aim 
of this work is to address the lack of understanding of the conduction mechanism and 
basic defect chemistry in this system at the atomic level by combined experimental 
and computer modelling studies. To our knowledge, these studies are the first 
investigation of the complex Sc2(W0 4 ) 3  system using advanced modelling methods. 
Initial computational studies were aimed at modelling the stmctural features and 
defect chemistry to identify the dominant disorder in these Sc2(WC>4)3 based 
materials. Experimental work focused on doping studies to try to introduce vacancy 
or interstitial defects, as well as examining the effect on conductivity to provide an 
improved understanding of the conduction mechanism.
3.2 Results and Discussion: Computer Simulation Studies
3.21 Structural Model
As noted in Chapter 2, lattice simulations are based on the specification of a potential 
model which describes the potential energy of the system as a function of atomic
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coordinates. The starting point of any modelling study is thus the derivation of 
effective interatomic potentials that correctly reproduce the crystal structure of the 
material of interest. No previous modelling studies have been carried out on 
Sc2(W0 4 )3 , although significant experimental work has been reported and is 
discussed in Chapter 1.
As noted, Sc2 (WC>4 )3  adopts an orthorhombic structure with space group Pnca. 
Structural data has been reported by Abrahams and Bernstein [26] and, more 
recently, by Evans et al [23]. For the purposes of this study the more recent structural 
data of Evans et al was used, collected by powder neutron diffraction (at Brookhaven 
National Laboratory). The structural data at 300 K is summarised in Table 3.1.
Although no previous modelling work has been carried out on Sc2 (WC>4 )3  there have 
been a number of studies which yielded applicable interatomic potentials. These 
studies involved modelling of phases such as Bi2 WC>6 [116] and ZrC>2 [117] while 
other potentials were taken from the work of Lewis and Catlow [118]; the initial 
potentials for the Sc-O, W -0 and 0 -0  interactions are listed in Table 3.2
Perfect lattice simulations were carried out using the GULP code [107], with 
structural optimisations achieved as the systems were allowed to relax. The 
experimental (initial) and final (calculated) structures were compared to examine the 
quality of the interatomic potentials.
It was found that no combination of interatomic potentials from Table 3.2 reproduced 
the structure to within an average of less than 1%. Empirical fitting methods were 
then used to refine the Sc3+ "0 2‘ and W6+ O2" potentials, with the O2'" 0 2‘ potential 
parameters of Lewis and Catlow [118] also used. The interatomic potentials 
employed in the subsequent simulations are listed in Table 3.3. The differences in the 
observed and calculated unit cell parameters and bond distances (Table 3.4) indicate 
that the potentials reproduce the complex structure well with an average difference of 
less than 0.13 A. This provides a valid potential model for the subsequent defect 
simulations (GULP dataset given in Appendix B).
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Table 3.1: Unit cell parameters and fractional atomic coordinates of Sc2 (WC>4 )3  from 
neutron diffraction experiments at 300 K [23]
Unit cell parameter
a (A) 
b (A) 
c(A)
9.6720
13.3180
9.5795
Ion X y z
Sc 0.46688(22) 0.38110(17) 0.24937(31)
W1 0.25000 0 . 0 0 0 0 0 0.4743(8)
W2 0.1188(6) 0.3557(4) 0.3949(5)
0 1 0.0917(5) 0.14199(39) 0.0770(5)
0 2 0.1302(5) 0.06284(35) 0.3693(5)
03 0.0118(5) 0.26323(38) 0.3215(5)
04 0.3358(5) 0.41072(34) 0.0787(5)
05 0.0733(5) 0.47255(36) 0.3226(5)
06 0.2923(5) 0.33169(35) 0.3608(5)
Table 3.2: Initial interatomic potential parameters
short range parameters shell model
Interaction A (eV) P(A) C (eV/A6) Y (  |e|) k  (eV/A2) ref.
Sc3+ O2' 1299.40 0.3312 0 . 0 0 3.00 99999.00 [118]
Sc3+ O2- 1575.85 0.3211 0 . 0 0 3.00 99999.00 [119]
w 6+ o 2- 767.43 0.4386 0 . 0 0 5.89 7.69 [116]
O2' O2' 9547.96 0.2192 32.00 -2.040 6.30 [116]
O2' 0 2‘ 22764.30 0.1490 43.00 -2.2389 42.00 [118]
O2' O2' 22764.30 0.1490 27.89 -2.077 27.29 [117]
Table 3.3: Final interatomic potentials for Sc2 (W0 4 ) 3  used in this study
short range parameters shell model
Interaction A (eV) P (  A) C (eV/A6) r(M) k(eV /A2) ref.
Sc3+ O2- 2 0 0 0 . 0 0.3116 0 . 0 3.00 99999.00 this work
W6+ O2' 777.43 0.4386 0 . 0 5.89 7.69 this work
O2' O2' 22764.3 0.1490 43.0 -2.2389 42.00 [118]
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Table 3.4: Experimental and calculated structural parameters of Sc2 (WC>4 ) 3
Unit cell parameter Experimental [23] Calculated |A|
Volume (A3) 1233.9516 1230.1613 3.7903
a (A) 9.6720 9.5617 0.1103
b (A) 13.3180 13.4450 0.1270
c (A) 9.5795 9.5547 0.0248
Bond distance (A) (A) (A)
Sc 01 2.0781 2.0984 0.0203
Sc 02 2.0845 2.0943 0.0098
Sc 03 2.0843 2.0853 0 . 0 0 1 0
Sc 04 2.1062 2.1324 0.0262
Sc 05 2.1076 2.1458 0.0382
Sc 06 2.1032 2.1324 0.0292
W Ol 1.7643 1.6700 0.0943
W 02 1.7478 1.6670 0.0808
W 03 1.7556 1.6744 0.0812
W 04 1.7614 1.6797 0.0817
W 05 1.7593 1.6737 0.0856
W 06 1.7392 1.6823 0.0569
3.22 Intrinsic defects.
Calculations were first performed on the energies of isolated point defects (vacancies 
and interstitials). The results are listed in Table 3.5 and where there are non­
equivalent vacancy sites, such as for W and O, the vacancy energies for each are 
shown. In all cases, the lattice ions surrounding the defect were allowed to relax in 
the energy minimisation procedure. The procedure followed the two region strategy 
described in section 2.24 with a region I radius of 1 2 . 0  A  (corresponding to 
approximately 400 ions) and a region Ha radius of 2 0 . 0  A (corresponding to 
approximately 1400 ions).
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Table 3.5: Calculated energies of isolated atomic defects in Sc2 (WC>4 ) 3
Defect Energy (eV)
Sc vacancy (V™ ) 58.68
W1 vacancy (F^'w) 187.07
W2 vacancy (F^'w) 187.54
Ol vacancy (FJ*) 23.05
0 2  vacancy (v “ ) 23.21
03 vacancy (v “ ) 24.65
04 vacancy (v “ ) 21.71
05 vacancy (FJ*) 22.29
06 vacancy (FJ*) 22.45
Sc interstitial (Sc“ *) -38.53
O interstitial (of) -11.05
A vacancy defect corresponds to the removal of a lattice ion from the perfect lattice 
to infinity, whereas an interstitial defect corresponds to the introduction of an ion 
from infinity into the lattice at an interstitial site. The interstitial sites in a complex, 
low symmetry oxide material such as Sc2 (W0 4 ) 3  are not necessarily obvious and thus 
the structure may require a degree of probing to determine the lowest energy site. 
Such an approach was used to determine interstitial sites for Sc3+ and O2" ions. The 
same technique failed to yield any possible sites for W6+ ions due to non­
convergence of the calculation at the energy minimisation stage. This was most 
likely due to the high charge of the ion and the resulting interactions with the lattice.
O I ^
The lowest energy interstitial sites for Sc and O ‘ are at coordinates (0.5788, 
0.7143, 0.0686) and (0.00, 0.00, 0.00) respectively and are indicated in Figure 3.2.
The isolated point defects of lowest energy were combined to give the energies of 
formation for Frenkel and Schottky-type defects, which are presented in Table 3.6. 
The Frenkel defects can be represented by the following equations in Kroger-Vink 
notation [1 2 0 ].
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Figure 3.2: Location of lowest energy O2" (green sphere) and Sc3+ (purple sphere) 
interstitials in the Sc2(WC>4)3 structure.
s c i ^ v smc+ sc;
o s  -+ v ~ + o :
TTfx yy'yy w ^  v w ^  yy i
(3.1)
(3.2)
(3.3)
The Schottky defect can be similarly expressed and is given in Equation 3.4. Two 
“Schottky-like” defects are also possible within Sc2(W0 4 )3, involving the formation 
of SC2O3 or WO3 at the surface and are represented by Equations 3.5 and 3.6.
2Sc* + 3W$ + 120% 2VI + 3 V r +  12F~ + 5c2 (W04\ {swf) (3.4)
2S c i  + 3OS -> 2V’  + 3V“ + Sc20 Xsurf) (3.5)
w ;  + 30g -> V’ ’ +3V’’ + W03Uulf) (3.6)
Schottky defect energies can be calculated from a combination of the appropriate
point defect and calculated lattice energies. The lattice energies for SC2O3 and WO3
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were calculated from the newly developed potentials using the observed structures 
[121,122] and are -144.996 eV and -210.64 eV respectively.
The high energies associated with the formation of Schottky and Sc-Frenkel defects 
(Table 3.6) suggest that such intrinsic defects are unlikely to be significant in this 
material. The lowest energy is found for the O Frenkel defect but the magnitude is 
still relatively high. However, it is possible that small numbers of such defects could 
be created at high temperatures.
Table 3.6: Calculated energies of Frenkel and Schottky defects
Defect Total Energy (eV) Energy (eV per defect)
Sc Frenkel 20.15 10.08
0  Frenkel 10.29 5.33
Schottky 157.57 9.27
Sc20 3 Schottky-like 37.49 7.50
WO3 Schottky-like 41.53 10.38
Redox reactions provide other routes for the formation of interstitial ions and 
vacancies, which may become significant under different oxidising or reducing 
conditions. Several defect reactions for oxidation (Equations 3.7 -  3.9) and reduction 
(Equations 3.10 and 3.11) were considered, all of which are normalised to x/ 2  O2 .
l / 2 0 2(g) - > 0 ; + 2 /z#
1 / 2  02(g) + 2/3 -*  2/3 V' + 2 h’+1/3 Sc203
1/202(g) +1/30// -+ 1/3F*' + 2h’ + 1/3WO,
0 *o V "  + 1/ 2 0 2(s) + 2 e 
1/3 Sc203+ -> 2/3 Sc’"' +1/2 02(g) + 2e
(3.7)
(3.8)
(3.9)
(3.10)
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Figure 3.3: Schematic representations of formation energies of electronic species: (a) 
oxygen hole and (b) W5+ electron centre.
Incorporation of interstitials or vacancies by redox type reactions can be charge 
compensated by the inclusion of electronic defects such as positive hole centres or 
negative electron centres. Hole centres (IT) were modelled as localised O' species. 
The relevant electron affinity energy was then combined with the calculated defect 
energy to derive the total hole formation energy. Electron centres (e') were modelled 
as W5+ and were simulated in a similar fashion. The Vz O2 term was calculated from a 
combination of electron affinity and ionisation terms. The calculation of h* and e1 are 
shown graphically in Figure 3.3. Using these electronic terms, the energies of the 
redox reactions were calculated and are given in Table 3.7.
Table 3.7: Calculated redox process energies
Process Energy (eV per electronic defect) 0
Oxidation 3.7 9.35
Oxidation 3.8 10.27
Oxidation 3.9 10.94
Reduction 3.10 3.32
Reduction 3.11 3.78
a Isolated electronic terms: e ' (-2.61 eV); h’ (9.94 eV); O2 —» Vz O2 (-9.86 eV)
The results suggest that the oxidation reaction (Equation 3.7) is unlikely to be the 
method responsible for the formation of any oxygen interstitials. The formation of 
oxygen vacancies is shown to be more favourable by a redox process in reducing 
conditions (Equation 3.10) than by a Frenkel-type method. The formation of
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scandium interstitials via the reduction process (Equation 3.11) is also relatively 
favourable, suggesting that this may be a possible defect mechanism. These 
reduction reactions suggest that n-type conduction may be exhibited in Sc2 (W0 4 ) 3  
particularly at low oxygen partial pressure, which merits further experimental 
investigation. This result is supported by recent work on the A1 analogue, AECWO^ 
[123], which shows ion conductivity above 950 K with n-type electronic 
conductivity becoming more prominent on decreasing oxygen partial pressure, p(C>2).
3.23 Ion Migration
Calculations in this area can enhance the understanding of the atomistic mechanism 
of ion transport. The simulation approach is able to model lattice relaxation about the 
migrating ion and to derive energy profiles. Calculations of the activation energies 
for O and Sc vacancy migrations were first carried out. There are two O vacancy 
migration routes to nearest-neighbour vacant sites. These two routes involve an 04 
oxygen migrating to the nearest-neighbour (nn) 04  site or an 05 oxygen migrating to 
an 06 site; both routes are along the edge of W O4 tetrahedra. There are also two 
potential Sc vacancy migration mechanisms to nearest- (nn) and next-nearest- 
neighbour (nnn) sites. The ion start and finish positions can be seen in Figure 3.1. 
Calculations of the activation energies of the Sc and O vacancy migration routes 
reveal high unfavourable energy barriers, as listed in Table 3.8.
Since the vacancy migration mechanism was found to be unfavourable, possible 
interstitial migration mechanisms were investigated. The interstitial migration route 
first examined was along the a-axis within a wide channel of the structure as 
indicated in Figure 3.4. The potential energy surface was examined for linear and 
non-linear paths along this channel. A linear migration pathway was found to have 
the lowest activation energies for both scandium and oxide ions, and are presented in 
Table 3.8.
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Figure 3.4: Interstitial ion migration route down a-axis channel
Table 3.8: Calculated ion migration energies
Mechanism Activation energy (eV)
Sc—>nn-Sc vacancy 8.31
Sc—>nnn-Sc vacancy 7.72
04—>nn-04 vacancy 3.17
0 5 —>06 vacancy 2.44
O interstitial 0.72
Sc interstitial 1.02
9The results reveal O ' interstitial migration as the lowest energy mechanism with a 
migration energy of 0.72 eV. As discussed later in this chapter, conductivity 
measurements on undoped Sc2(W0 4 ) 3  derive an activation energy of 0.67 eV at low
• 9 • •temperatures (<600 °C) which correlates with the calculated O ' interstitial migration 
activation energy. Studies of Kohler et al [5], however, find lower activation energies 
of 0.46 eV for ionic conductivity in the temperature range 400 - 700 °C. A low 
temperature (<400 °C) activation energy is not reported even though a change in 
slope is observable in their Arrhenius plots [5] making it difficult to compare results. 
The calculated activation energy for Sc interstitial migration (1.02 eV) suggests 
that some Sc conduction may be present in this material. For both mechanisms, 
however, the generation of interstitial defects is required and since an energetically
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favourable route to these defects has not been found, the conduction mechanism still 
remains uncertain.
3.24 Dopant Incorporation
Following on from the calculations on intrinsic defects, the energetics of dopant 
substitution on the scandium and tungsten sites by a wide range of divalent and 
trivalent cations was investigated. The energetics of such substitutions can give an 
idea of which cations are the most favourable in the structure. The simulation 
approach follows that of several successful studies of impurities in oxide materials 
[124, 125, 97].
Charge neutrality when substituting lower valent ions onto the Sc or W site was 
maintained by the creation of oxygen vacancies. For divalent dopants on the Sc site 
charge-compensation by Sc interstitials was also considered. Similar Sc interstitial 
charge-compensating mechanisms for aliovalent doping on the W site were found to 
give higher solution energies than oxygen vacancy mechanisms and so were 
disregarded. Divalent and trivalent ion substitution at the Sc and W sites can be 
represented by the following defect reactions which have been normalised to a single 
dopant ion, M.
1 / 2 M 20 3 + Scsc -> M l  + l/2 & 2 0 3 (3.12)
1/2M 20 3 +W* -> M £  + 3/2FJ' +WO} (3.13)
MO + S c l  -+ M l  + 1/2 V "  +1/2Sc2 Oi (3.14)
MO + S c l  - > M l  +1/3Sc"" +l/3Sc2 0 } (3.15)
MO + r ;  M "'+  2 Vg + wo3 (3.16)
The energies of reaction or “solution” can be evaluated by combining appropriate 
defect and lattice energy terms (listed in Appendix A). Such an approach provides a 
useful guide to the relative energies for different dopants on the same site. The 
interatomic potentials for the dopant ions are those of the corresponding metal oxides 
[118, 126 - 129] (listed in Appendix A). SC2 O3 and WO3 lattice energies were the 
same as those used in calculating the Schottky defects.
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Figure 3.6: Calculated solution energies of M2+ and M3+ dopants at the Sc and W 
sites as a function of dopant ionic radius (lines are a guide to the eye)
The solution energies for incorporation of a wide range of divalent and trivalent 
dopants onto the Sc and W sites are shown in Figure 3.6. It should be noted that the 
effective ionic radii for six-coordination from Shannon [21] are used since 4- 
coordination values (for W site doping) are not available for all the ions considered. 
In any case, the main concern was to examine any trends in energetics between 
substitution at the Sc and W sites.
Three main points emerge from the results in Figure 3.6. First, the results indicate
that low solution energies are found for several trivalent dopants (e.g. Al, Mn, Y, Nd)
on the Sc site, but that they are highly unfavourable on the W site. The results
suggest that the rare earth cations are slightly more favourable than the p-block and
transition group metals on the Sc site. This suggests that ion size is not the crucial
factor in determining incorporation of dopants on this site. Synthetic work (as
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discussed in section 3.32 of this chapter) has found that substitution of many ions of 
this range, from Al to La, for Sc is indeed possible.
Second, divalent dopant substitution by either oxygen vacancy (Equation 3.14) or 
scandium interstitial (Equation 3.15) compensation is predicted to be less favourable 
on the Sc site than the trivalent dopants. This was also demonstrated experimentally 
for Ca and Mg, where attempts at doping on the Sc site were not successful (as 
shown in section 3.32). These findings suggest that doping on the Sc site is 
controlled by stoichiometry rather than by ion size.
Third, none of the dopant ions examined are predicted to be favourable at the W site. 
Experimental evidence supports this result for trivalent cation doping. It is also 
predicted that divalent ions will not be incorporated at this site due to the high 
solution energies. These results are most likely a further demonstration of 
stoichiometric control of allowable dopants.
r  ■ c i
Calculations also considered Nb and Ta doping, represented by the following 
defect reactions:
1/2M 2 0 5 +W* -*M 'w + 1 /27“ + W03 
1/2M 2 Os + Scxsc -»• M Z + Or+ 1/2&J0,
The solution energies for these two dopants are listed in Table 3.9.
Table 3.9: Solution energies for M5+ dopants at the Sc and W sites.
Solution energy (eV per defect)
Dopant Sc site W site
Nb5+ 8.01 7.36
Ta5+ 7.56 5.64
The results suggest a slight preference for the W site, although the magnitudes of the 
solution energies are still high suggesting they are unlikely to be incorporated in the 
structure.
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(3.17)
(3.18)
In general, the modelling studies suggest that most trivalent dopants can be 
incorporated into the material at the Sc site. Divalent dopants, however, are 
unfavourable at this site which is in accord with experiment (as investigated in 
section 3.32). Pentavalent dopants are also unfavourable. None of the divalent, 
trivalent or pentavalent dopants examined are favourable at the tungsten site. All of 
these results indicate a high resistance to any doping which suggests using extrinsic 
doping methods to introduce defects, and thus alter the conductivity, is highly 
unfavourable. Experimental studies to explore this topic of doping are discussed in 
the next section.
3.3 Results and Discussion: Experimental Studies
3.31 Structural Studies
As mentioned in Chapter 1, Sc2 (W0 4 ) 3  is known to exhibit negative thermal 
expansion. Previous experimental work has explored this phenomenon up to 450 K 
[19, 23, 49]. The present study has expanded that range up to 1200 K with cell 
parameters determined by X-ray diffraction using a Bruker D 8  Diffractometer with 
an Anton Parr temperature stage in 15° temperature steps.
Figure 3.7 illustrates the change in structural parameters with respect to temperature. 
It is evident that negative thermal expansion occurs in the [100] and [001] directions 
but that positive expansion occurs in the [010] direction. The overall expansion is, 
however, negative as can be seen from the reduction in unit cell volume illustrated in 
Figure 3.7(d). From the data, it is also clear that negative thermal expansion in this 
material is not a linear process and that as the temperature increases, the degree of 
negative expansion decreases.
Similar studies were carried out on an iron doped sample, (Sci.5Feo.5)W3 0 i2 , up to 
-1100 K and back to -300 K in 20° temperature steps. These results are shown in 
Figure 3.8. The results show that the Fe doped sample has similar negative thermal 
expansion properties to the undoped material up to approximately 1100 K, with an 
overall reduction in unit cell volume due to reductions in the unit cell a and c 
parameters outweighing the increase in the unit cell b parameter.
82
Un
it 
ce
ll 
vo
lu
m
e 
(A
3) 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A)
 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A)
 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A
) 9.68
9.67
9.66
9.65
9.64
9.63
9.62
9.61
300 400 500 600 700 800 1000 1100 1200 1300900
Tem perature (K)
13.38
13.36
13.34
13.32
13.3
13.28
600300 400 500 700 800 900 1000 1100 1200 1300
Temperature (K)
9.6
9.59
9.58
9.57
9.56
9.55
9.54
9.53
300 400 500 600 700 800 1200 1300900 1000 1100
Temperature (K)
1236
1234
1232
1230
1228
1226
1224
600 700300 400 500 800 900 1000 1100 1200 1300
Temperature (K)
Figure 3.7: Change in SC2 W3 O12 unit cell parameters, with respect to temperature; 
(a) a parameter; (b) b parameter; (c) c parameter; (d) cell volume
Un
it 
ce
ll 
vo
lu
m
e 
(A
3) 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A)
. 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A)
. 
Un
it 
ce
ll 
pa
ra
m
et
er
 (
A)
. 9.68
9.66
9.64
9.62
9.6
9.58
9.56
9.54
heating
cooling
1300500 600 700 1000 1200300 400 800 900 1100
Temperature (K)
* ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦
heating
cooling
(b)
300 400 500 600 700 800 900
Temperature (K)
1000 1100 1200 1300
9.58 '
9.56 •
9.54 - 
9.52 '
9 .5- 
9.48- 
9.46 -
300 400 500 600 700 800 900 1000 1100 1200 1300
Temperature (K)
heating
cooling
(c)
1235 
1230 
1225 
1220 
1215 
1210 
1205 
1200 
1195
300 400 500 600 700 800 900 1000 1100 1200 1300
Temperature (K)
Figure 3.8: Change in (Sci.5Feo.s)W3 0 i2 unit cell parematers, with respect to 
temperature: (a) a parameter; (b) b parameter; (c) c parameter; (d) cell volume.
.heating
cooling
84
3000
Before Decomposition 
After Decomposition2500 -
^  2000 -
S  1500 -
1000
500 -
i t  Aa/l A jiAaI __
10 20 30 40 50
2 theta / degrees
Figure 3.9: Comparison of the XRD profile of (Sci.sFeo.sXWO^ before and after 
heating cycle.
In this system, however, a large decrease in cell volume was observed at -1125 °C, 
suggesting either a phase transition or decomposition. The appearance of several new 
peaks when the X-ray diffraction profiles taken at the beginning and end of the 
heating cycle are compared (Figure 3.9) confirms that the sample has decomposed. 
This is unusual as the material was synthesised at 1100 °C. It is therefore not clear 
whether this decomposition is due to the material being unstable at high temperatures 
or whether the sample container within the X-ray diffractometer heating chamber 
may have interacted with the sample leading to partial reduction of the iron. 
Thermogravimetric analysis of the same iron doped sample showed no change in 
mass, suggesting decomposition is not due to temperature alone. Therefore, further 
work investigating the stability of this material in reducing atmospheres may be 
required.
3.32 Doping Studies
The previous studies of Imanaka et al [1 - 6 ] have not examined the feasibility of 
deviations from stoichiometry in Sc2(WC>4)3 , and have instead concentrated on 
performing measurements on the stoichiometric A2M3O12 composition. This is a 
fundamental deficiency of the previous literature work, since such doping studies 
might be expected to: (a) help to identify the key defect responsible for conduction in
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these materials; (b) improve the conductivity by incorporating a higher concentration 
of these defects. In order to rectify this, a series of doping strategies have been 
investigated to probe the effect of introducing a range of defects (vacancies and 
interstitials):
Strategy 1. Doping to introduce scandium excess (interstitial Sc)
Strategy 2. Doping to introduce scandium vacancies 
Strategy 3. Doping to introduce oxygen excess (interstitial O)
Strategy 4. Doping to introduce oxygen vacancies 
Strategy 5. Isovalent doping onto the scandium site
Samples were prepared by the standard solid-state “shake and bake” technique (as 
described in section 2 .1 1 ) from the constituent oxides by repeated grinding and firing 
for 12 hours at 1100 -  1200 °C.
Strategy 1 . Scandium excess: SC2.025W3O12+X, Sc2.i(Sco.iW2.9)O i2, Sc2.2(Ga0.2W2.8)Oi2, 
SC2.2(Alo.2W2.8) O i2, SC2.lOV2.7P0.3) 0 12
In order to try to introduce scandium excess co-doping on the tungsten site with a 
lower valent cation (Sc, Ga, Al, P) is necessary so as to maintain charge neutrality. 
SC2 .025W3 O12+X (x = -3/80) is an exception to this general rule and should 
theoretically contain a small amount of excess oxygen to balance the increased 
scandium content. Excess scandium ions may occupy interstitial sites within the 
structure such as those shown by the modelling data (illustrated in Figure 3.2).
Strategy 2 . Scandium vacancies: (Sci6Zro.3)W30i2, (Sci^Wo.i)W30i2 
Scandium vacancies can potentially be created by doping on the scandium site with a 
supervalent cation (Zr, W) such that charge neutrality is maintained by the creation 
of vacancies..
Strategy 3 . Oxygen excess: (Sc],8Zro.2)W30 12.i, (Sc1,8Zro.iFeo.i)W3Oi2.o5 
Oxygen excess can potentially be introduced by doping supervalent cations onto the 
scandium site without the creation of cation vacancies. Excess oxygen is therefore 
required to ensure charge neutrality and these may occupy interstitial sites within the 
structure such as those predicted by the modelling (see Figure 3.2).
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Figure 3.10: X-ray diffraction pattern of Sc2(W0 4 ) 3  and selected doped samples. 
Vertical arrows indicate impurity peaks, horizontal arrows indicate a reduction in 
unit cell volume as a result of succesful dopant incorporation.
Strategy 4. Oxygen vacancies: (Scj^Caoj)W3O11.9, (Scl.sMgo^W,3O119 
Oxygen vacancies can potentially be created by doping subvalent cations onto the 
scandium site. The lower positive charge is balanced by the creation of oxygen 
vacanies.
Strategy 5. Isovalent Sc site doping: Sci^Gao.5W30i2, ScuFeojW30]2,
GaAlWsOn
Isovalent ions can potentially be doped onto the scandium site without creating any 
further defects.
Phase purity of each sample was assessed by powder X-ray diffraction (Seifert 
3003TT diffractometer).
The X-ray diffraction pattern from 10 -  50 0 for pure, undoped Sc2(WC>4)3 is shown 
in Figure 3.10. This represents the pattern to which all other X-ray diffraction
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patterns were compared. The presence of any peaks not observed in the Sc2 (W0 4 ) 3  
pattern could indicate impurities in the sample. A significantly different pattern 
would indicate the presence of a different phase which had been formed 
preferentially to Sc2 (WC>4)3 . The diffraction patterns of selected representative 
samples from the five strategies outlined above are also shown in Figure 3.10, with 
selected impurity peaks indicated where relevant.
As can be seen from Figure 3.10, all of the doping experiments, with the exception of 
isovalent doping (strategy 5), appeared unsuccessful with the observation of small 
impurities and no observed change in cell parameters for the parent phase. These 
observations suggest that the Sc2 (WC>4 )3  structure is resistant to the introduction of 
extrinsic defects (Sc / O vacancies or Sc / O interstitials) in complete agreement with 
the results from the modelling studies. This resistance to doping to introduce vacancy 
or interstitial defects raises key questions on the mechanism of conduction if such 
defects cannot be introduced to a significant degree. The results for isovalent doping 
(e.g. Ga on Sc) are also consistent with the simulation work, with such substitutions 
being favourable.
The experimental doping studies therefore confirm that the Sc2 (W0 4 ) 3  structure is 
resistant to doping strategies aimed at deviating from the A2M3 O12 stoichiometry, as 
initially predicted by the modelling work.
3.33 Conductivity Studies
Conductivities of single phase samples were determined using a.c. impedance 
measurements (Solartron SI 1260 impedance analyser). Pellets (1.6 cm diameter, ~1 
mm thick) of such samples were obtained by pressing at 1 0 , 0 0 0  kg cm' and sintering 
at 1100°C for 12 hours. Both sides of the pellet were then coated with Pt paste to act 
as an electrical contact for the measurements.
The conductivity data for a selection of single-phase samples (Sc2 (WC>4)3 ,
Sci.75Feo.5(W04)3, Sci.5Fe0.5(WO4)3, In2(W04)3, Sci.5Gao.5(W04)3) are presented in
Table 3.11 and Figure 3.11. Most samples showed a decrease in activation energy at
higher temperatures (>600°C), suggesting possible defect trapping at lower
temperatures (<600 °C). The activation energies quoted in Table 3.11 are averages
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Figure 3.11: Conductivity plots of selected single phase samples: Sc2(W0 4 )3, 
Sci.5Feo.5(W0 4)3, In2(W 04)3, and Sci.5Gao.5(W0 4)3
Table 3.11: Conductivities and activation energies of selected single phase samples.
Sample a (S cm' 1 at 600°C) Low Temp. Ea (eV) High Temp. Ea (eV)
Sc2(W 04) 3 3.2 x lO' 5 0.67 0.49
SCl.5Feo.5(W0 4)3 8.3 x 10' 5 0 . 6 8 0.56
Sc,.75Feo.5(W0 4)3 6.4 x 10‘5 0.69 0 . 6 6
Sci.5Gao.5(W0 4)3 5.8 x 10' 7 0.89 0 . 6 8
In2(W 04) 3 2.4 x lO’5 0.74 0.77
over the two temperature ranges. This is because closer examination of the 
conductivity plots in Figure 3.11 reveals curvature over the whole temperature range.
This suggests a non-Arrhenius (non-linear) temperature dependance and that the 
activation energy reduces constantly with increasing temperature. This observation 
requires further investigation
Sci.5Gao.5(W0 4)3 and In2(W0 4)3 were shown to have lower conductivity than 
Sc2(W0 4)3 at 600 °C. This ties in with previous reports [7, 8 ] that suggest that the
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scandium phase has the highest conductivity across the M2 (W0 4 ) 3  series. These 
previous reports have shown that there is a conductivity dependency on the ratio of 
the trivalent cation size relative to the unit cell volume, with Sc3+ being the most 
favourable. This might support the conclusion that the conduction is due to the 
trivalent cations.
A significantly higher conductivity at 600 °C was observed for the Fe doped sample, 
(Sci.5Feo.5)(W0 4)3 . This higher conductivity may be caused by an electronic 
contribution to the overall conductivity at lower temperatures due to the presence of 
Fe. To investigate the higher conductivity exhibited by the iron doped phase more 
fully, the synthesis of the range of phases Sc2 -xFex(W0 4 ) 3  (with x = 0, 0.25, 0.5, 0.75, 
1, 1.25, 1.5, 1.75, 2) was attempted. X-ray diffraction patterns show that if the ratio 
of Sc:Fe exceeds 3:1, a secondary phase (identified as Fe2 (W0 4)3) starts to appear 
which increases in intensity with increasing iron content. A reduction in the peaks 
observed for the parent phase is also noted, further suggesting the formation of a 
secondary phase. Selected X-ray diffraction patterns showing these phenomena are 
given in Figure 3.12.
The conductivity plots for the single phase samples along with Sc2 (W0 4 ) 3  for 
comparison, are given in Figure 3.13 and the activation energies and conductivity at 
600 °C are given in Table 3.11. These results do indeed suggest that increasing the 
amount of iron in the system increases the conductivity without significantly 
affecting the activation energy.
Direct evidence that ionic conduction is occurring is given by the complex 
impedance plane plots from ac impedance spectroscopy, an example of which is 
given in Figure 3.14. The plot shows a low frequency spike inclined at approximately 
45°, which can be attributed to diffusion of ions through the electrode [130]. If 
conduction were purely electronic, then this spike would not be expected to occur 
and so this supports previous conclusions that the main conduction mechanism is 
ionic under these conditions [1 - 8 ]. Further work is required to determine if this 
conduction is due to trivalent cations or O ‘ ions, although, as mentioned previously, 
recent work on Al2 (W0 4)3  has suggested oxide ion conduction [123].
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Figure 3.12: X-ray diffraction profiles of Fe doped Sc2(WC>4 )3 showing how 
increasing doping level leads to the formation of a secondary phase and loss of peak 
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Figure 3.14: Complex plane impedance spectra for Sc2 (WC>4 )3  at 330 °C and (inset) 
530 °C.
3.4 Summary
Combined atomistic simulation and experimental (conductivity) techniques have 
been used to investigate the defect and ion transport properties of undoped and doped 
Sc2 (WC>4 )3  materials. The following main points emerge:
1. The interatomic potential model for the simulation study reproduces the 
observed complex structure of Sc2 (W0 4 )3 . Calculated energies for Schottky and 
Frenkel defects are high suggesting that such intrinsic defects are not significant 
within this system.
2. Experimental and modelling studies have suggested that the introduction of 
defects (Sc vacancies, Sc excess, O vacancies, O excess) by aliovalent doping is 
energetically unfavourable. In contrast, isovalent doping proved favourable (e.g. Ga 
at the Sc site to form Sci.sGao^WC^). Impedance results support the presence of
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ionic conduction in these phases, although whether this is due to Sc or O ' ion 
conduction is unclear.
3. Both O and Sc vacancy migration mechanisms are unfavourable, whereas 
interstitial ion migration via a linear pathway shows low calculated migration
0 34-energies for both O " (0.72 eV) and Sc (1.02 eV). Conductivity measurements on 
undoped Sc2 (W0 4 ) 3  derive an activation energy of 0.67 eV at low temperatures 
(<600 °C), which indicates some correlation with the oxide ion interstitial migration 
mechanism predicted by the modelling.
4. AC impedance measurements show that (Sci.sGao.sXWO^ and In2(W0 4 )3  
have lower conductivity than Sc2(WC>4)3, whereas Fe doped samples (e.g. 
(Sci.5Feo.5)(W04)3) have higher conductivities.
5. Negative thermal expansion studies have considered a wider temperature 
range than previous reports and reveal that the rate of negative thermal expansion in 
Sc2 (W0 4 ) 3  is not a linear process, but decreases as temperature increases. Similar 
studies on (ScuFeo.sXWCUX show decomposition at -1125 °C, although whether 
this is due to instability or an experimental error is unclear.
4. The precise defect process to produce Sc or O interstitials is still not certain.
Reduction is calculated to be the most favourable redox process so it is possible that 
some n-type conduction will be exhibited at lower oxygen partial pressures, p(0 2 ), 
which requires further investigation. The high calculated oxidation energies suggest 
that the materials are resistant to oxidation.
In conclusion, experimental and modelling studies suggest that the dominant 
mechanism for conduction is ionic, but it still remains to be conclusively shown
O i J
whether this is by Sc or O ' ions, or whether both contribute.
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Chapter 4 
Defects, Dopants and Lithium Ion 
Transport in the LiFePCL Olivine-Type 
Battery Material
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4.1 Introduction
The search for alternative cathode materials to replace the layered LiCo0 2  system 
conventionally used within rechargeable lithium batteries has generated considerable 
research activity [10, 11]. As noted in Chapter 1, the Co-based materials pose 
problems associated with cost and safety, particularly for large-scale applications 
(such as hybrid electric vehicles and back-up power systems). In this context, the 
olivine phosphates LiMPCL (e.g. M = Fe, Mn, Ni) have become a promising family 
of cathode materials exhibiting favourable electrochemical properties [13-15].
The olivine structure is built up of PO4 ' tetrahedra, with the divalent M ions 
occupying comer-shared octahedral positions, and the Li ions located in chains of 
edge-sharing octahedra. Within this class of olivine phosphate, significant renewed 
activity [16 -  18, 131 - 150] has focused on the Fe-based member, LiFePC^; this is 
largely due to the high operating voltage (3.45 V vs Li+/Li) for the Fe3+/Fe2+ couple, 
the large theoretical capacity (170 mA hg'1) and the good stability when in contact 
with common organic electrolytes. Such Fe-based oxides are also relatively low in 
cost and environmentally benign.
One of the key drawbacks with using LiFeP0 4 , however, is its low intrinsic 
electronic conductivity. Various synthesis and processing approaches have been 
employed to overcome this problem, which include using LiFeP0 4 /carbon 
conductive composites, [138, 141, 144] addition of dispersed metal powders [142] 
and doping with “supervalent” cations [16]. In particular, Chung et al [16] reported 
that low-level doping of LiFeP0 4  by a range of aliovalent ions (e.g. Mg2+, Al3+, Ti4+, 
Zr4+, Nb5+) increases the electronic conductivity by a factor of more than 108
9 1(reaching values of greater than 10' Scm' at room temperature). They argued that
o 1
this doping strategy leads to charge-compensation by Fe , thereby introducing p- 
type conductivity, although they also acknowledged that the precise site-occupancy 
(Li vs Fe ) of specific dopants has yet to be established.
Not surprisingly these doping results have stimulated considerable interest and
controversy in the lithium battery field. There is much debate concerning the precise
defect chemistry, and whether the observed increase in electronic conductivity is a
true lattice doping effect or due to other effects such as carbon contamination from
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carbon-containing precursors [17] and/or the formation of highly-conducting metal 
phosphides from LiFePC>4 reduction [17, 18]. With regards to the latter, enhanced 
conductivity in doped (and undoped) LiMPC>4 (M = Fe, Ni) has recently been found 
via a non-carbon “nano-network” of metal-rich phosphides [18].
In terms of the defect chemistry, studies of related Lii-3XFexNiP0 4  phases suggest 
that cation vacancies can be accommodated in the olivine structure, [150] while 
DFT-based calculations [134, 138] on LiMP0 4  (M = Fe, Mn, Co, Ni) have found low 
activation barriers for Li ion motion through one-dimensional channels. More 
recently, experimental evidence for the existence of a solid-solution LixFePC>4 (0 < x 
< 1) at 450°C, and two room temperature metastable phases (with x = 0.75 and 0.5) 
has been reported [131].
It is clear that the underlying defect and transport properties of oxide cathode 
materials are complex on the atomic-scale, but are crucial to the greater 
understanding of their structure-property relationships and electrochemical 
behaviour. This study uses atomistic simulation techniques to investigate key issues 
related to point defects, dopants and lithium ion migration in the LiFePCL material. 
The study focuses on a detailed examination of the relative energetics of the 
formation of intrinsic defects, the incorporation of dopants and corresponding 
charge-compensation mechanisms, and the possible pathways for lithium ion 
migration. These studies are the first detailed survey of the defect chemistry of 
LiFePCL employing atomistic simulation methods. The computer modelling work 
has also been supported by a range of experimental doping studies.
4.2 Results and Discussion: Computer Simulation Studies
4.21 Structural Model
The starting point for the computational study was the simulation of the crystal 
structure. The olivine structure of LiFePC^ is orthorhombic (space group Pnma) 
[148, 151] with a slightly distorted hexagonal close-packed oxygen array. The P 
atoms occupy tetrahedral sites, while the Li ions are located in chains of edge- 
sharing octahedra (denoted as Ml sites) and the divalent Fe ions occupy comer-
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Figure 4.1: Structure of LiFePCU consisting of FeC>6 octahedra (yellow), PO4 (blue) 
tetrahedra and layers of Li ions (grey spheres)
sharing octahedra (M2 sites), as shown in Figure 4.1. Recent XANES and Mossbauer 
studies [132, 133] of LiFePCL confirm that iron is present in the 2+ state.
Two models have been developed, one representing a formal charge (ionic) structure 
and one using partial charges within the PO 4 sub-units in to account.
Formal Charge Model
As there is limited previous work relating to the atomistic modelling of olivine 
phosphate materials, the initial approach to simulating the LiFePCL structure was to 
use a selection of published interatomic potentials. The best structural reproduction 
was achieved using potentials for the Li-0 and Fe-0 interactions transferred from 
analogous lithium insertion studies of LiM^CL [150] and FesCL [152], and an O-P-O 
three-body term from recent studies on apatite phosphates [153] with slight 
refinement of the P-0 and 0 -0  pair-potentials transferred from simulations of 
aluminophosphates [154].
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An additional three-body term was also used in this work, which has been widely 
employed in the modelling of silicates [100], aluminosilicates (zeolites) [100, 154, 
156] and, more recently, apatite materials [153, 157, 158]. This is necessary to take 
account of the angle-dependent nature of the SiCL or PO4 tetrahedral units. Here it is 
defined for each O-P-O bond and takes the form of a harmonic angle-bending 
potential about the central P ion:
V3-b0dy= '/2  k(0 -0 o) 2 (4.1)
where k is the force constant and 0O is the equilibrium bond angle. It should be 
stressed (as argued previously [1 0 0 ]) that employing such a formal charge model 
does not necessarily mean that the electron distribution corresponds to a fully ionic 
system and that the validity of the potential model is assessed primarily by its ability 
to reproduce observed crystal properties. In practice, it is found that such models 
work well, even for compounds such as aluminophosphates [154], gallium 
phosphates [159] and olivine silicates [160] in which there is a significant degree of 
covalency. For example, recent studies of Henson et al [154] have used such 
potentials to reproduce a whole series of experimental structures and stability trends 
of aluminophosphates. Another key benefit of the formal charge model is that there 
are no ambiguities about the charge state when considering isovalent or aliovalent 
dopant substitution.
The final refined interatomic potentials used in the present study are listed in Table 
4.1 (GULP dataset shown in Appendix Cl). The structure of LiFeP0 4  was first 
optimized (energy minimized) under constant pressure conditions, which allows both 
lattice parameters (cell volume) and ion positions to relax. The calculated structural 
parameters are listed with experimental data in Table 4.2, and show good agreement. 
It can be seen that the calculated unit cell parameters deviate by less than 0.04 A 
from experimental values, and all bond lengths and bond angles are reproduced to 
within 0.06 A and 2.5° respectively. The calculated dielectric constants are also 
listed, indicating relatively low values. Despite the lack of any corresponding 
experimental data for LiFePCU, the calculated dielectric constants are consistent with 
measured values for other inorganic phosphates (such as AIPO4 , NaBePC>4 and
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LiAlPO^OH)), which fall in the range 4.6 to 10.7 (as listed in the detailed 
compilation of Shannon [161]).
Table 4.1: Short-range potential parameters for LiFePCU 
a) Two-body
Interaction A (eV) p(A) C(eV.A6 ) 7(e) k  (eV. A'2)
Li+ - O2' 632.1010 0.2906 0 . 0 1 . 0 99999.0
Fe2+ - O2' 1105.2409 0.3106 0 . 0 2.997 19.26
P5+ - O2' 897.2648 0.3577 0 . 0 5.0 99999.0
O2' - O2' 22764.3 0.149 44.53 -2.96 65.0
b) Three-body
Bonds k  (eVrad’2) % n
o 2- - P ^  - O2' 1.322626 109.47
In general, the simulations show good reproduction of the observed complex 
structure of LiFePCU, thus supporting the validity of the potentials used for the 
subsequent defect calculations. This study has focused on defect, dopant and Li 
migration properties; the topic of LixFePC>4 (x < 1.0) phase stability merits future 
investigation.
Partial-charge model
For completion an alternative “partial charge” model was also examined. However, 
due to the inclusion of “partial charges” on the oxygen and phosphorus ions, the 
model cannot be used to calculate the full range of defects. This is because lattice 
terms (especially the lattice energy terms needed when calculating solution energies) 
transferred from previous studies have been calculated using formal charge models 
and so would be incompatible with the type of model described here. However, this 
does not detract from the fact that the present model is worth investigating as a 
possible representation of the LiFeP0 4  structure. Because of the difficulties in 
applying lattice terms described above, the formal charge model was used for the 
subsequent calculation of defect formation energies.
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Table 4.2. Calculated and experimental [151] structural parameters of LiFePCU 
(formal charge model): a) unit cell parameters; b) bond lengths; c) bond angles; d) 
dielectric constants.
a)
Parameter Calculated (A) Experimental (A) |A| (A)
a 10.3713 10.3377 0.0336
b 6.0216 6 . 0 1 1 2 0.0104
c 4.6695 4.6950 0.0255
b)
Ion Pair Calculated (A) Experimental (A) |A| (A)
P-O l 1.510 1.525 0.015
P -02 1.557 1.539 0.018
P-03 1.571 1.558 0.013
Li-01 2.189 2.174 0.015
Li-02 2.103 2.086 0.017
Li-03 2.235 2.194 0.041
Fe-Ol 2.190 2.199 0.009
Fe-02 2.050 2.115 0.065
Fe-03 2.057 2.061 0.004
c)
Ion Trimer Calculated (°) Experimental (°) |A| 0
03-P -03 101.059 103.585 2.526
0 2-P -03 105.220 106.466 1.246
O l-P -0 2 114.204 113.184 1 . 0 2 0
01-P -0 3 114.615 113.189 1.426
d)
Calculated
Static, s0 11.58
High freq., sinf 4.74
It is possible to regard the phosphate units in LiFeP0 4  as complex, trivalent anions, 
PO43', which display a degree of covalency. Modelling such a species can involve
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using a three body term and a Morse potential. The Morse and three-body potential 
parameters were taken from the work of Mkhonto and de Leeuw’s on fluoroapatites 
[153] as the spectral data necessary to calculate the specific parameters for LiFePCU 
does not exist.
The Morse potential is given by:
®ij(rii) = D ( l - e '- a(r«-'»))2 - D  (4.2)
where, D is the dissociation energy of the bond, ro is the equilibrium seperation and a 
is a variable that can be determined by spectroscopic data. The value of D was taken 
by Mkhonto and de Leeuw [153] as the experimental bond dissociation energy for a 
single P-0 bond. The four P-0 bondlengths in the experimental fluoroapatite 
structure are not quite equal (varying from 1.5 -  1 . 8  A), but as the Morse potential 
can model anharmonicity, interionic distances different from the equilibrium bond 
distance can also be simulated, ro was therefore set at 1 . 6  A and a was fitted to the 
mean value of the four Raman active P-0 vibrational frequencies.
The charges on the constituent parts (cores and shells) of the ions within the complex 
anion do not necessarily need to add up to the formal charge of the ion. It is possible 
to manipulate the various core and shell charges, so as to improve the fit to 
experimental data, so long as the overall charge of the complex anion remains 
unchanged (-3 in this case). The oxygen and phosphorus charges in the Mkhonto and 
de Leeuw model [153] were manipulated in such a way, which is why this particular 
LiFePCU model has been referred to as a “partial-charge” model.
The interatomic potential for the O ' "O ' interaction was also taken from Mkhonto 
and de Leeuw’s work [153] so as to maintain consistency with the Morse and three-
i  I ^  o  i j
body potentials. The interatomic potentials for the Li " O ' and Fe " O ' 
interactions where fitted by empirical methods. The full series of interatomic, Morse 
and three-body potentials and ion charges used in this model of LiFeP0 4  are listed in 
Table 4.3 (GULP dataset shown in Appendix C2). A comparison between 
experimental and calculated unit cell parameters and metal -  oxygen bond distances
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is given in Table 4.4. The results again show good reproduction of the observed 
structure of LiFeP04. However, as mentioned above, the model cannot be used to 
calculate the full range of defects because of the use of partial charges on the oxygen 
and phosphorus ions and their incompatibility with lattice terms calculated from 
formal charge models.
Table 4.3: Potential parameters used in the partial charge model
short range parameters
Interaction A (eV) p ( A) C (eV/A6)
Li1+ -02' 1447.5078 0.2416 0 . 0
Fe2+ 0 2‘ 794.9984 0.3098 0 . 0
O2' O2'" 16372.0000 0.2130 3.47
Morse potential parameters"
Ion pair D (eV) a ( A ' 1) ro( A)
P core- Ocore 3.47 2.0300 1.6000
Three-body potential parameters"
Bond k (eV rad'2) 0 0
O core"P "Ocore 1.322626 109.4700°
Charge (e)
Ion Core Shell k (eV/A2)
Li 1 . 0 0 99999.00
Fe -0.997 2.997 60.8119
O" 0.587 -1.632 507.40
P" 1.18
" Potential parameters from Mkhonto and de Leeuw [153]
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Table 4.4: Calculated and experimental [151] structural parameters of LiFePCU 
(partial charge model): a) unit cell parameters; b) bond lengths; c) bond angles, d) 
dielectric constants
a)
Parameter Calculated (A) Experimental (A)a |A| (A)
a 10.3508 10.3377 0.0131
b 6.0835 6 . 0 1 1 2 0.0723
c 4.6422 4.6950 0.0528
b)
Ion Pair Calculated (A) Experimental (A) |A| (A)
P 01 1.535 1.525 0 . 0 1 0
P 02 1.543 1.539 0.004
P 03 1.552 1.558 0.006
Li 01 2.192 2.174 0.018
Li 02 2.082 2.086 0.004
Li 03 2.153 2.194 0.041
Fe 01 2.191 2.199 0.008
Fe 02 2.079 2.115 0.036
Fe 03 2 . 1 1 2 2.061 0.051
c)
Ion Trimer Calculated (°) Experimental (°) |A| (°)
03 -P-03 104.019 103.585 0.434
02-P-03 107.210 106.466 0.744
01-P-02 114.428 113.184 1.244
01 -P-03 111.659 113.189 1.530
d)
Calculated
Static, s0 4.37
High freq., sinf 1.40
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4.22 Intrinsic Defects.
Using the formal charge model, a series of calculations were performed on the 
energies of isolated vacancy and interstitial point defects. The results for these are 
listed in Table 4.5. In all cases, the lattice ions surrounding the defect were allowed 
to relax in the energy minimisation procedure, as was the case for defect calculations 
performed on Sc2 (W0 4 )3 .
Table 4.5: Calculated energies of isolated atomic defects in LiFePC>4
Defect Energy (eV)
Li vacancy ) 7.03
Fe vacancy (V"e) 22.64
P vacancy (V"*} 152.21
0 1  vacancy (Vq ) 24.70
0 2  vacancy (v “ ) 24.00
03 vacancy (v “ ) 23.59
Li interstitial (li* ) -4.88
Fe interstitial (Fe**) -17.06
O interstitial (of) -17.85
A vacancy defect corresponds to the removal of a lattice ion from the perfect lattice 
to infinity, whereas an interstitial defect corresponds to the introduction of an ion 
from infinity into the lattice at an interstitial site. The defect energy is the difference 
in energy between the perfect and defective lattice.
The individual point defect energies were then combined to give formation energies 
for Li, Fe and O Frenkel disorder and Schottky and Schottky-like defects which can 
be represented by the following equations in Kroger-Vink notation [120].
Li Frenkel: Liy -» Vy +Li*
Fe Frenkel: Fe* VF"e + Fe**
O Frenkel: O* -> V " + Of
(4.3)
(4.4)
(4.5)
Schottky: Lix + Fe* + Ppx + 40* -> + v ;e + Vp"”+ 4V~ + LiFeP04 (4.6)
Li20  Schottky-like: 2Lix + Ox -> 2VPi + V " + Li20  (4.7)
FeO Schottky-like: Fe* + O* -> VF"e + V " + FeO (4.8)
Another type of intrinsic defect that may occur is the so called “anti-site” defect. This 
involves Li and Fe ions interchanging lattice positions such that overall charge 
neutrality is maintained. Such a defect process is worth considering since “intersite 
cation exchange” effects have been observed in olivine silicates such as MgFeSiC>4 
[162 - 165], and anti-site behaviour is found in layered battery materials such as 
LiNiC>2 in which some Li is found on the transition metal site [11]. This can be 
represented in the LiFePC>4 system by the following equation:
Li Li + FePe => Li'Pe + Fepi (4.9)
Redox reactions may provide other routes for the formation of interstitial ions and 
vacancies, these types of defects rely on either oxidising or reducing conditions. 
Several defect reactions for oxidation (Equations 4.10, 4.11) and reduction (Equation 
4.12) were considered all of which are normalised to O2 :
2Lipi + Y 2 0 2 => 2V[j + 2h* + Li20  (4.10)
FePe + V2  0 2 => VF"e + 2h* + FeO (4.11)
Li20  => 2Li* + ^ 0 2 + 2e' (4.12)
Incorporation of interstitials or vacancies by redox type reactions can be charge 
compensated by the inclusion of electronic defects such as positive hole centres or 
negative electron centres. Holes (IT) are modelled as localised Fe3+ species and 
electron centres (e1) are modelled as localised Fe+. The O2 term is calculated from 
a combination of electron affinity and ionisation terms.
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Table 4.6: Calculated intrinsic defect energies in LiFePCU: (a) Frenkel, Schottky and 
anti-site defects; (b) redox reactions
a)
Defect Eqn. Total Energy (eV) Energy (eV per defect)
Li Frenkel 4.3 2.15 1.08
Fe Frenkel 4.4 5.58 2.79
0  Frenkel 4.5 5.75 2 . 8 8
Full Schottky 4.6 25.30 3.61
Li2 0  Schottky-like 4.7 6.33 2 . 1 1
FeO Schottky-like 4.8 5.58 2.79
Li/Fe anti-site pair (isolated) 4.9 1.13 0.57
Li/Fe anti-site pair (cluster) 4.9 0.74 0.37
b)
Process Eqn Total Energy (eV) Energy (eV per electronic defect)"
Oxidation 4.10 10.70 5.53
Oxidation 4.11 9.14 4.57
Reduction 4.12 1 0 . 8 8 5.44
a Isolated electronic terms: e 1 (0.26 eV); h’ (8.38 eV); O2 -> V* O2 (-9.86 eV)
The calculated energies for all these types of intrinsic defect are listed in Table 4.6, 
from which four main points can be made. First, the high energies associated with 
the formation of Fe Frenkel, O Frenkel and Schottky defects suggest that such 
intrinsic defects are not significant in this material. In particular, the results support 
models in which simple oxide ion vacancies and interstitials are unlikely to be 
important in olivine-type phosphates.
Second, the high redox reaction energies suggest that such processes are not 
favourable. This is consistant with the poor electronic conductivity exhibited by this 
material [13,146,16].
Third, the most significant result is that the lowest energy is found for the Li-Fe anti­
site pair defect (Equation 4.10) in which a Li ion (on the Ml site) and an Fe ion (on 
the M2 site) are interchanged. Analysis of the local relaxation around the Li'Fe and
Fe*j defects indicates very small changes in the local M -0 octahedral bond lengths 
of less than 0.08A. This result suggests the possibility of a small degree of anti-site 
disorder of Li and Fe ions over Ml and M2 octahedral sites. Indeed, in the 
mineralogy field this type of anti-site defect or “intersite exchange” has been 
discussed in relation to olivine silicates such as MgFeSiCL and MnFeSiCL; in situ 
neutron diffraction studies have found substantial partitioning of the two divalent 
ions (e.g. Mg-Fe) between the structurally distinct octahedral sites and the 
temperature dependence [162- 165].
The measurements on olivine silicates of Henderson et al. [162] also give Mg-Fe 
intersite “exchange energies” of about 0.1-0.2eV. In comparison, the higher 
calculated Li-Fe anti-site energies (ca. 0.7 eV) for LiFePCL suggest that the degree of 
anti-site disorder is much lower (ca. 1-2 mol%) at ambient temperatures. It is 
noteworthy that Yang et al [149] report that Rietveld analysis of hydrothermally 
formed LiFePCL suggests 3-5% occupation of Li sites by Fe. As discussed previously 
[134, 149], these anti-site defects, particularly Fe on Li sites, could have an effect on 
Li ion conduction, a point discussed in the next section.
It is well known that Coulombic and elastic interactions between defects can lead to 
association or clustering. Therefore the binding (association) energy of nearest- 
neighbour Lipe and Feu anti-site defects in the form of a (Li'Fe, Fe*;) pair cluster 
have also been considered. The calculated binding energy is -0.4 eV with respect to 
the isolated defects, which reduces the energy for formation of an anti-site pair defect 
to 0.74 eV (Table 4.6).
These defect clusters may be too small to be detected by experimental techniques, 
such as neutron powder diffraction. In this context, it is worth noting that X-ray 
absorption studies of (Mg,Ni)2 SiC>4 olivines indicate Ni clustering as well as Ni-rich 
and Mg-rich nanodomains [162]. In any case, the results clearly suggest the need for 
further structural work (e.g. neutron diffraction, Li NMR on a related, non-iron 
containing system) to examine possible Li-Fe anti-site defects and defect clustering 
in LiFeP0 4 . It should be noted, however, that diffraction analysis of local features 
comprised of small Li ions will not be straightforward.
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Finally, Table 4.6 reveals a relatively low energy for the Li Frenkel defect (Eqn 4.3). 
This suggests that a minor concentration of such vacancy and interstitial defects 
could be present, which may contribute to any intrinsic ionic conductivity. From a 
detailed search of the potential energy surface, the unit cell of LiFePC^ is found to 
contain 8  symmetry-equivalent Li+ interstitial positions (one either side of each 
lattice Li site), e.g., the positions (0.38, 0.45, 0.42) and (0.62, 0.55, 0.58) about the 
(0.5, 0.5, 0.5) Li site. The calculations find that such a Li interstitial defect causes 
considerable local relaxation in which the adjacent lattice Li ion is displaced by 
about 1 .3 A into its second neighbouring interstitial position, leading to a separation 
between the two Li ions of 2.6 A. Interestingly, the Li interstitial ion is coordinated 
to four neighbouring O ions in a distorted tetrahedral environment with short Li-0 
separations of 1.85-2.06 A (compared to the average Li- 0  bond length of 2 . 2  A). 
This suggests strong local interactions and possible trapping of the interstitial ion, 
which would inhibit defect mobility.
Such Li interstitial defects would be difficult to probe by X-ray diffraction alone. In 
this context, it is worth noting that there has been conflicting debate about whether a 
minor concentration of lithium is located at “mid-way” sites in NASICON-type 
phosphates (e.g L iZ ^ P O ^ )  [166,167].
4.23 Li Ion Migration
Examination of the intrinsic Li ion mobility in LiFePC>4 is of considerable interest 
when considering its use as a cathode material in lithium batteries. As with the work 
on Sc2 (WC>4 )3  (Chapter 3), simulation methods can greatly enhance our 
understanding of the defect process or migration pathway by evaluating the 
activation energies for various possible mechanisms at the atomic level. It is worth 
recalling that the simulation approach used treats long-range relaxation and 
polarisability about the migrating Li ion, since the structure is not considered simply 
as a hard-sphere lattice with fixed ions.
Three main migration mechanisms were considered within the olivine structure,
involving conventional vacancy hopping between neighbouring Li positions
(illustrated in Figure 4.3). These were mechanism A: migration between adjacent M l
sites along the [010] direction (parallel to the b-axis); mechanism B: migration
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Figure 4.3: Li ion migration paths in a unit cell of LiFePCL. Mechanism A: [010] 
direction; mechanism B: [001] direction; mechanism C: [101] direction.
between the b-axis channels along the [001] direction (parallel to the c-axis); and 
mechanism C: migration across channels but in the [101] direction.
Energy profiles for these mechanisms can be mapped out by calculating the energy 
of the migrating Li ion along the diffusion path. In this way the position of highest 
potential energy (i.e., the ‘saddle-point’ configuration) can be identified from which 
the migration energy is derived; this is an approach used successfully in numerous 
previous studies on oxide ion and cation migration in complex oxides [100, 157, 158, 
168 - 170]. It should be noted that these simulations relate to the very low 
concentration regime (dilute limit) with no interactions between migrating Li ions. 
The resulting migration energies for the three mechanisms considered are reported in 
Table 4.7.
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Table 4.7: Mechanisms and energies of Li ion migration in LiFePC^.
Mechanism" Path Li-Li Seperation (A) Emig (eV)
A: L ii  -*V'U [0 1 0 ] 3.01 0.55
B: Li* -+V'U [0 0 1 ] 4.67 2.89
C: U xLi -> Vi [1 0 1 ] 5.69 3.36
a Illustrated in Figure 4.3
Examination of the results reveals a low energy pathway (0.55 eV) for Li vacancy 
migration along the Li ion channel in the [010] direction (mechanism A in Figure 
4.3). High energy barriers of more than 2.8 eV are calculated for the other two 
mechanisms. These results indicate high Li ion mobility down the [010] channel and 
are consistent with recent DFT-based simulations of Morgan et al., [134] although 
they find a much lower energy barrier of 0.27eV.
It is often assumed that the migrating ion takes the shortest path between adjacent 
sites, i.e. a direct linear jump. However, detailed analysis of the simulations for the 
favoured migration mechanism (A) along the [010] channel reveal a small deviation 
from the linear (straight) route involving a curved path between adjacent Li sites. 
The magnitude of this deviation at the saddle-point is about 0.5 A away from the 
linear path (and away from the adjacent P ion). This produces a “wave-like” 
trajectory for long-range migration as illustrated in Figure 4.4, and results in a lower 
migration energy than if the Li ion followed a direct, linear path; the energy profiles 
for linear versus curved paths are shown in Figure 4.5.
At the saddle-point configuration for this pathway, significant local relaxation is 
calculated. Displacements for the neighbouring P, Fe and O ions of up to 0.1-0.2A 
away from the migrating Li ion (listed in Table 4.8) are found. Such relaxation 
assists lithium ion mobility by modifying the size of the opening at the saddle-point 
“bottleneck”. These results again emphasize the importance of including lattice 
relaxation effects when investigating possible migration paths; such effects would be 
missing in, for example, a purely empirical ion size approach.
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Figure 4.4: Curved trajectories for Li ion migration between sites in the [010] 
direction (mechanism A). The diffusion path lies out of the x-y plane
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Figure 4.5: Energy profile of Li migration via Mechanism A ([010] direction) for 
linear and curved paths between adjacent Li sites
It is worth noting that analogous non-linear, curved paths have been found from 
atomistic simulation [168, 169] and neutron diffraction [171] studies of oxide ion 
migration in the LaGaC>3 perovskite. In addition, recent studies of lithium manganese 
spinel materials using synchrotron X-ray diffraction, electron density distribution 
analysis and EXAFS techniques have found complicated Li hopping routes in 
conjuction with local lattice distortion [172]. Indeed, one of the aims of the present 
study is to stimulate similar experimental work on LiFePCL to probe actual Li 
migration pathways.
I l l
Table 4.8: Displacement of neighbouring ions away from a migrating Li ion at the 
saddle-point configuration for mechanism A
Ion A (A)
Fe 0.175
Fe 0.045
P 0.079
P 0.123
0 (1 ) 0 . 2 0 1
0 (2 ) 0.182
Although there are limited Li ion conductivity data for direct comparison, the 
calculated value of 0.55 eV is consistent with experimental activation energies for 
pure LiFePC>4 of 0.54 eV and 0.63 eV from dc conductivity and impedance 
spectroscopy measurements respectively [150]. The calculated value is also 
consistent with the experimental activation energy for the related Lii.9Mg(Po.9 So.i) 0 4  
system of 0.72 eV from impedance spectroscopy measurements [173]. However, the 
precise carrier species (polaron versus ionic) and the formation term have not been 
clearly established, and some computational studies calculate much lower values 
(<0.3 eV) [134, 138]. Nevertheless, the calculated migration energy is also 
compatible with experimental activation energies for Li ion conductivity in other 
framework-structured or NASICON-type phosphate materials [174].
Relatively low diffusion coefficients (DlO of the order of 1 . 8  x 1 0 ' 14 cm V 1 have 
been found for LiFePC>4 using galvanostatic intermittent titration techniques [143]. 
However, it should be noted that there are difficulties in measuring Li diffusion 
coefficients electrochemically in a two-phase regime (i.e., LiFePCU -  FePCU), since 
the kinetics of migration of the phase boundary itself are incorporated within the 
diffusion data.
In summary, highly anisotropic behaviour with preferential Li ion migration along 
the one-dimensional [010] channels via a non-linear, curved trajectory between Li 
sites is predicted. This mechanism is likely to be general for all LiMPC>4 olivine-type 
materials. With such a one-dimensional diffusion pathway there is also the
possibility that long-range Li conduction will be easily blocked. For instance, since 
the defect calculations suggest that Li-Fe anti-site defects (Equation. 4.9) are intrinsic 
to LiFePC>4 , it may be difficult to avoid Fe on Li sites blocking the diffusion 
pathways down [0 1 0 ] channels, unless the anti-site defect itself is highly mobile. 
This would obviously inhibit long-range Li migration and influence the 
electrochemical kinetics during Li extraction.
Finally, it should be noted that preliminary calculations on Li interstitial migration 
indicate a possible indirect mechanism, although it is recognised that the intrinsic 
concentration of such interstitial defects are unlikely to be high enough to affect the 
diffusion properties. Further work in this area could include molecular dynamics 
(MD) simulations to probe co-operative diffusion mechanisms.
4.24 Dopant Substitution
As noted, compositions with very low dopant levels such as Lio.9 9Mo.oiFePC>4 (where 
M = Mg2+, Al3+, Zr4+, Nb5+) have been reported [16], although it is acknowledged 
that the precise site-occupancy (Li versus Fe) of specific dopants has yet to be 
established. These results have stimulated considerable debate about the precise 
defect properties, and whether the observed enhancement in electronic conductivity 
is due to solid-state cation doping or to other effects such as carbon contamination 
and/or phosphide formation.
Cation doping of the LiFeP0 4  material raises key questions in relation to the 
favoured substitution site (Ml versus M2), the type of compensating defect and 
whether the doping process is favourable on energetic grounds. Simulation methods 
can probe these issues by generating quantitative estimates of the relative energies of 
different modes of dopant substitution. In this way, the results can provide a useful 
systematic guide to the site-selectivity for different dopant species and to trends in 
dopant solubility. A range of dopants including divalent (e.g. Mg, Mn, Co), trivalent 
(e.g. Al, Ga, Y), tetravalent (e.g. Zr, Ti) and pentavalent (e.g. Nb, Ta) ions have been 
examined, which constitutes a wider survey than current experimental reports.
For aliovalent (“donor”) dopants (such as Mg2+ on Li+ or Al3+ on Fe2+), the type of
charge-compensating defect has not been clearly established from experiment, and
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could be either Li vacancies, Fe vacancies or electronic species (Fe+). Calculations 
reveal that the lowest energy compensation mechanism involves Fe vacancies. 
Dopant substitution of M2+, M3+, M4+ and M5+ ions (as MO, M2O3 , MO2  and M2O5 
oxides, respectively) can then be represented by the following series of defect 
equations (normalised to one dopant substitutional, Mu or Mpe):
M2+ on Li: MO + Li ^+ ^Fe J e + l^Li20 + l^ F eO  (4.13)
M2+ on Fe: MO + FeFt -> MFe + FeO (4.14)
M3+ on Li: ^ M 20 3 + 1 ^ +Fe*e ->M “ + v ;e + l^Li20  + FeO (4.15)
M3+ on Fe: K m 20 3 + %Fe*e ->M'Fe + + %FeO (4.16)
M4+ on Li: M 02 + L £ + % FexFe -» M ~  + % v;e + l /L i20  + ^ F eO  (4.17)
M4+ on Fe: M 02 + 2FeFe -> MFj + Vpe + 2FeO (4.18)
M5+ on Li: K m 20 5 + Li*( + 2Fe*e -»M ”“ +2V ; + -^Li20  + 2Fe0 (4.19)
M5+ on Fe: )^ M 20 5 + % FeFe -»• M“‘ +%%,+%FeO (4.20)
As with the work on Sc2 (W0 4 ) 3  (Chapter 3), the energies of these dopant substitution 
or “solution” reactions can be evaluated by combining appropriate defect and lattice 
energy terms; for example, the solution energy for reaction 4.14 is derived using the 
following:
Esoi = E(MFe) + Uiat(FeO) -  Ulat(MO) (4.21)
Although there are some uncertainties in the precise magnitude of the solution 
energies due to the large lattice energies involved, such a systematic approach has 
been applied successfully to a variety of other oxide materials [92 - 97, 175 - 178]. 
These defect simulations are at the dilute limit in which an isolated dopant ion is 
inserted into the lattice. The interatomic potentials are exactly those of the 
corresponding binary oxides that have been derived to reproduce their crystal 
structures [118, 179], and have been used in previous studies of dopants in other
• •  0 Icomplex oxides [92 - 95]. The resulting solution energies for a wide range of M ,
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Figure 4.7: Solution energies of tetravalent ions (Sn, Zr, Ti and Ce using Eqns 4.17, 
4.18) and pentavalent ions (Nb and Ta using Eqns 4.19, 4.20) on Li and Fe sites as a 
function of ion size. (Lines are a guide for the eye only.)
115
M3+, M4+ and M5+ dopants are presented as a function of ion size in Figures 4.6 and 
4.7.
Examination of the results reveals two main points. First, low favourable energies are 
found only for divalent dopants (e.g. Mg, Mn, Co, Ca) on the Fe site (Figure 4.6); the 
most unfavourable divalent dopants are Cu and Ba. This substitution process does 
not require charge-compensation by either ionic or electronic species (Eqn 4.14). 
These results are consistent with experimental studies [13, 150] that have already 
shown compositions with partial or complete substitution of Fe by other divalent 
cations such as Mn and Co. For example, the Li cycling and electrochemical 
behaviour of the solid solution LiFei.xMnxP0 4  (x = 0 to 1) have been reported [13].
Second, high positive values are found for all dopants on Li and for all aliovalent 
(M3+, M4+ and M5+) cations on Fe (Figures 4.6 and 4.7) with the lowest energy found 
for Nd3+ on Fe. It is interesting to note that, although the calculated energies are still 
high, the smallest dopants (such as Al and Nb) do not show a preference for the Li 
site, which suggests that ion size is not the dominant factor for the attempted doping 
of olivine phosphates. The simulations therefore indicate unfavourable aliovalent 
doping (e.g. Al, Zr, Ti, Nb), and suggest insignificant solubility for such dopant 
species on energetic grounds. These results provide support for studies that suggest 
that aliovalent dopant substitution in LiFePC>4 is unlikely [7 - 9], and that any 
enhancement in electronic conductivity may not be a true lattice doping effect.
From experimental studies, Chung et al [16] propose a mechanism whereby cation 
doping on the Ml sites allows the stabilisation of cation-deficient systems such as 
Lii_a.xZrxFePC)4 (where “a” is the Li vacancy concentration); they suggest that this is
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then compensated by mixed-valent Fe , resulting in p-type conductivity. 
However, Herle et al [18] examined the compositions LixZro.oiFeP0 4  (x = 0.87 to
0.99) and found percolating “nano-networks” of metal-rich phosphides within the 
grain boundaries of LiFePCU crystallites, suggesting that these phosphide networks 
are responsible for the enhanced electronic conductivity. Recent structural and 
electrochemical studies of Delacourt et al [150] were unsuccessful in Nb doping of 
LiFePCU; instead they formed crystalline (3-Nb0 P0 4  and/or an amorphous (Nb, Fe,
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C, O, P) coating around LiFeP0 4  particles, which is believed to be responsible for 
the superior conductivity.
Therefore there is growing experimental evidence [18, 150] to contradict the initial 
interpretation of Chung et al [16] of successful supervalent doping in LiFePCL. This 
subsequent work is in complete agreement with the modelling studies which indicate 
such supervalent doping is energetically unfavourable.
In summary, the calculated results suggest that, on energetic grounds, the olivine- 
phosphate LiFePC>4 is not tolerant to aliovalent dopant substitution of either Li (M l) 
or Fe (M2) sites. This is in contrast to the range of dopants that can dissolve into 
spinel-structured oxides such as LiMn2 0 4 .
4.3 Results and Discussion -  Experimental Studies
The complementary experimental work focussed on the synthesis of a series of 
doped LiFePCL samples. The dopants examined were the same as those reported as 
successfully incorporated by Chung et al [16] (i.e., Al3+, Ga3+, Zr4+, Ti4+, Nb5+, Ta5+)
94-with the addition of Ca on the Fe site, as the simulations suggested this as being 
highly favourable. The dopants were examined on both the Li and Fe sites with 
vacancies on the doped site being introduced so as to maintain electroneutrality. 
Calcium was examined only on the Fe site. Thus, the samples were split into two 
studies: Study 1. Doping on the Li site; Study 2. Doping on the Fe site
The samples were prepared by the standard solid state technique from stoichiometric 
amounts of the constituent carbonates, oxides and ammonium hydrogen phosphate 
by repeated grinding and firing at 800 °C in nitrogen. The samples were preheated at 
200 °C to decompose the ammonium hydrogen phosphate starting material before 
continuing heating to higher temperatures. The samples prepared were as follows:
Study 1. (Lio.8Mgo.i)FeP04, (Li0.7Al0 .i)FePO4, (Li0 .6Zr0 .i)FePO4, (Lio.5Nbo.i)FeP04, 
(Lio.4Wo.i)FeP04
Study 2. Li(Feo.9Mgo.i)P0 4 , Li(Feo.9Cao.i)P0 4 , Li(Feo.85Alo.i)P0 4 , Li(Feo.85Alo.i)P0 4 ,
Li(Feo.8Zro.i)P04, Li(Feo.75Nbo.i)P04, Li(Feo.7Wo.i)P04
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As an example, (Lio.8Mgo.i)FeP0 4  was synthesised from:
0.4 Li2 C 0 3 +0.1 MgO + FeO + NH2H2P 0 4
Phase purity was assessed by powder X-ray diffraction using a Siemens D5000 
diffractometer. The X-ray diffraction patterns of the samples, shown in Figure 4.8 
(study 1) and Figure 4.9 (study 2), are clearly different to that of the parent material 
indicating that the intended phases were not formed. There are two explanations for 
this:
(i) It is possible that doping onto the lithium or iron sites with supervalent 
cations is not favourable, as predicted by the computer simulation results, so a pure 
olivine phase has not formed. This does not explain, however, why isovalent doping 
onto the iron site also failed since this is predicted to be favourable. Indeed the 
formation of LiMgP04 olivine is possible using this synthesis route.
(ii) It may be possible that the route used to synthesise the samples is inherently 
unfavourable due to the use of FeO. It is probable that some Fe2 0 3 may have been 
present in small amounts which would affect the stoichiometry of the starting 
mixture. If the iron content was not that expected, then phases other than the 
intended olivine could have formed preferentially.
Further work into the synthesis methods may be required to determine which of the 
above explanations is correct although the unsuccessful isovalent dopant result does 
point to a problem with the synthesis route. It could be that the standard industrial
I
synthesis method of “carbo'thermal reduction” (the use of carbon to reduce an Fe
I
starting material to Fe in the final phase) is required. However, this method leads to 
the inclusion of significant levels of carbon in the final product which is why it was 
avoided in this study. The inclusion of carbon is one of the possible explanations 
suggested by Ravet et al [17] as to why Chung et al [16] observed an increase in 
electronic conductivity. A synthesis method which does not use any carbon-based 
precursors would therefore be desirable so as to eliminate this potential source of 
contamination completely, so that the true effect of any successful dopant on the 
conductivity could be elucidated.
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(b) (Lio.8Mgo.i)FePO,
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Figure 4.8: X-ray diffraction patterns for study 1 (lithium site doping) samples
119
ooN"
ooto
(g) Li(Fe0.7W 0.1)PO4
(f) Li(Fe0.75Nbo.1)P 0 4
oom
£
u
(0
<2 *
42
C©3 °o
o
oo
CM
oo
(e) Li(Feo.8Zro.i)P04
(d) Li(Fe0.85AI0.i)PO4
(c) Li(Feo.9Ca0.i)P 0 4
(b) Li(Fe0.9Mg0.i)PO4
(a) LiFeP04
T
30 35 40
2 theta (degrees)
Figure 4.9: X-ray diffraction patterns for study 2 (Fe site doping)
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4.4 Summary
The present study of the LiFePC>4 lithium battery material has used well-established 
simulation techniques to provide deeper fundamental insight as to the defect, dopant 
and lithium transport properties on the atomic-scale. To complement this work, 
experimental doping studies have also been performed. The following main findings 
emerge from the results:
1. The simulation model shows good reproduction of the observed olivine-type 
structure of LiFePCU. The most favourable intrinsic defect is the Li-Fe “anti-site” 
pair in which a Li+ (on the Ml site) and a Fe2+ (on the M2 site) are interchanged. 
This type of anti-site defect or “intersite exchange” is well known in olivine silicates 
such as MgFeSiC>4 , although the degree of anti-site disorder is predicted to be much 
lower in LiFePC>4 at ambient temperatures. A relatively low Li Frenkel energy also 
suggests that a minor concentration of vacancy and interstitial defects could be 
present.
2. The lowest Li+ migration energy (0.55 eV) is found for the pathway along the
[0 1 0 ] channel indicating high lithium mobility, and is consistent with the available 
measured values. Detailed analysis reveals a non-linear, curved trajectory between 
adjacent Li sites. In view of this type of one-dimensional mechanism, anisotropic 
transport behaviour is expected, and may be a general intrinsic phenomenon in all 
isostructural LiMPCU materials. With such a pathway, however, there is the 
possibility that long-range Li+ conduction will be easily blocked, for instance, by Fey 
anti-site defects, which would influence the electrochemical kinetics during Li 
extraction.
3. A range of dopants with charges varying from +2 to +5 has been examined, 
constituting a wider survey than current experimental reports. Low favourable 
energies are found only for divalent dopants on the Fe (M2) site (such as Mg and 
Mn), which is in accord with experimental work. However, the results suggest that, 
on energetic grounds, LiFePC>4 is not tolerant to aliovalent doping (e.g. Al, Ga, Zr, 
Ti, Nb, Ta) on either Li (Ml) or Fe (M2) sites; this is compatible with some 
experimental findings that attempted incorporation of Zr or Nb dopants was found to 
be unsuccessful.
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Chapter 5 
Conclusions and Further Work
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5.1 General Remarks
In broad terms the research presented in this thesis has demonstrated how a 
combination of computer simulation and experimental techniques can be used to 
investigate the structural, defect and transport properties of Sc2 (WC>4 )3  and LiFePO^ 
As detailed in the Introduction (Chapter 1) and further in Chapters 3 and 4, these 
oxide materials with complex structures consisting of tetrahedral and octahedral units 
exhibit a range of interesting properties and have stimulated significant debate within 
the scientific community, summarised as follows:
• Sc2 (W0 4 ) 3  has been shown to have a relatively high conductivity and is also 
known to exhibit the unusual property of negative thermal expansion. Sc2 (W0 4 ) 3  
consists of WO4 tetrahedra comer-shared with ScC>6 octahedra to give a semi­
layered, relatively open framework stmcture. Conduction within Sc2 (W0 4 ) 3  is 
believed to be ionic in nature and has been attributed to Sc3+ ion migration [1-8]. 
Conduction by such a highly charged species is unusual because of the expected 
strong electrostatic interactions with the surrounding stmctural oxygens. It has been 
proposed, however, that as the oxide anions are strongly bound to the hexavalent 
tungsten cations they are effectively rendered immobile and their potential 
interactions with the trivalent cations are greatly reduced. Despite recent research on 
these materials [1 - 8 ] there is still limited information on the precise defect and 
transport properties, particularly on the microscopic scale. The aim of this work was 
to address the lack of understanding of the conduction mechanism and basic defect 
chemistry in this system at the atomic level by combined experimental and computer 
modelling studies. To our knowledge, these studies are the first investigation of the 
complex Sc2 (WC>4 )3  system using advanced modelling methods. The controversy
*3 1
with this material relates to its conductivity, with this being attributed to Sc 
mobility within the stmcture. Much of the evidence for this assertion has been 
produced by only one research group [1 - 8 ] and can be interpreted in other ways.
• LiFeP0 4  shows potential as a Li-ion battery cathode material as it exhibits
good electrochemical properties and is relatively cheap, non-harzardous and
environmentally benign. The olivine stmcture is built up of PO43' tetrahedra, with the
divalent M ions occupying comer-shared octahedral positions, and the Li ions
located in chains of edge-sharing octahedra. One of the key drawbacks with using
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LiFePCU as a lithium battery cathode material, however, is its low intrinsic electronic
conductivity. Various synthesis and processing approaches have been employed to
overcome this problem, which include using LiFePCVcarbon conductive composites,
[139, 142, 145] addition of dispersed metal powders [143] and doping with
“supervalent” cations [16]. In particular, Chung et al. [16] reported that low-level
doping of LiFeP0 4  by a range of aliovalent ions (e.g., Mg2+, Al3+, Ti4+, Zr4+ and
Nb5+) increases the electronic conductivity by a factor of more than 108 (reaching
0 1values of greater than 10' S cm' at room temperature). They argued that this doping 
strategy leads to charge-compensation by Fe , thereby introducing p-type 
conductivity, although they also acknowledged that the precise site-occupancy (Li+ 
vs Fe ) of specific dopants has yet to be established. Not surprisingly these doping 
results have stimulated considerable interest and controversy in the lithium battery 
field. There is much debate concerning the precise defect chemistry, and whether the 
observed increase in electronic conductivity is a true lattice doping effect or due to 
other effects such as carbon contamination from carbon-containing precursors [17] 
and/or the formation of highly-conducting metal phosphides from LiFePC>4 reduction 
[17, 18].
It is appropriate to conclude this thesis by reviewing the main results obtained from 
the combined computer simulation and experimental studies of these two oxide 
materials and briefly discuss how any future studies could extend the present work.
It is noteworthy that a large component of the work described has been published in 
refereed journals and presented at international conferences (listed in Appendix D).
5.2 Defects and Ion Transport in Sc2 (WC>4 )3
Chapter 3 described combined studies in which computer simulation and
experimental techniques have been used to investigate the defect and ion transport
properties of undoped and doped Sc2 (WC>4 )3  materials. An interatomic potential
model for the computer simulation studies was derived and shown to reproduce the
experimentally observed complex structure of Sc2 (W0 4 )3 . This model was then used
to calculate vacancy and interstitial defect energies which were combined to give
energies for Schottky and Frenkel defects. These calculated defect energies are high,
suggesting that such intrinsic defects are not significant within this system.
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The combined experimental and modelling studies suggest that the introduction of 
defects (Sc vacancies, Sc excess, O vacancies, O excess) by aliovalent doping on 
either metal site (Sc or W) is unfavourable. In contrast, isovalent doping on the Sc 
site proved favourable (e.g., Ga at the Sc site to form (Sci.sGao.sXWO^). Impedance 
spectroscopy results support the conclusion that ionic conduction occurs in these 
phases, although this does not rule out the possibility of an electronic contribution to 
the overall conduction.
Computer simulation studies have shown that both O and Sc vacancy migration 
mechanisms are unfavourable, whereas interstitial ion migration via a linear pathway
0 ^ 4-shows low calculated migration energies for both O ' (0.72 eV) and Sc (1.02 eV). 
Experimental conductivity measurements on undoped Sc2 (WC>4 )3  produced an 
activation energy of 0.67 eV at low temperatures (less than 600 °C), which indicates 
some correlation with oxide ion interstitial migration. The presence of a change in 
gradient in the conductivity plots has not been previously reported and it appears that 
the activation energy changes with temperature. This could indicate a change in the 
dominant conduction mechanism, or it could be related to the negative thermal 
expansion properties of the material; as the unit cell contracts, the conduction 
mechanism may change or defects may become more prominent.
• • ”34-Although computer simulation studies suggest low migration energies for Sc and 
O ' interstitials, the precise defect process to produce them is still not certain as the 
material seems resistant to non-stoichiometry. Reduction is predicted to be the most 
favourable redox process and so it is possible that some n-type conduction will be 
exhibited at lower oxygen partial pressures, p(0 2 ), which requires further 
investigation. The high calculated oxidation energies, however, suggest that the 
materials are resistant to oxidation.
In conclusion, experimental and modelling studies suggest that the dominant 
mechanism for conduction is ionic, but it still remains to be shown conclusively
O I ^
whether this is by Sc or O " ions, or whether both contribute.
Regarding further studies on Sc2 (WC>4)3 , some experimental work has already been
suggested, namely a detailed investigation of conductivity at low oxygen partial
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pressures to determine whether n-type conduction is occuring. Measurement of the 
oxygen transport number (i.e., the fraction of the total conductivity due to oxide ion 
transport) would quantify the level of oxide ion conduction in the system. More 
detailed electrolysis experiments could also be undertaken to determine if the Sc 
increase (if any) at the cathode is consistent with that expected for the charge 
supplied. Further computer simulation studies could employ molecular dynamics 
(MD) simulations to examine migration pathways and rates of diffusion through the 
structure. Simulations of the doped material (e.g., (Sci.sFeo.sXWO^) and the 
associated energetics of interstitial and vacancy defect formation could be performed, 
since this system has higher conductivity than the parent Sc2 (WC>4 )3  phase.
5.3 LiFeP0 4  Lithium Battery Material
Chapter 4 described studies of the LiFePCU lithium battery material using computer 
simulation techniques to provide deeper insight in to the defect, dopant and lithium 
transport properties on the atomic-scale. Experimental doping studies attempted to 
introduce supervalent cations onto either of the two metal sites.
The simulation model shows good reproduction of the experimentally observed 
olivine-type structure of LiFePCU. This model has been used to calculate the 
energetics of vacancy and interstitial defect formation, which have then been used to 
determine the energetics of Schottky and Frenkel defects. A relatively low Li Frenkel 
energy has been found suggesting that a minor concentration of vacancy and 
interstitial defects could be present. However, the most favourable intrinsic defect is
I ^  i
the Li-Fe “anti-site” pair in which an Li (on the Ml site) and an Fe ion (on the M2 
site) are interchanged. This type of “intersite exchange” is well known in the olivine 
silicates (such as MgFeSiCL), although the degree of anti-site disorder is predicted to 
be much lower in LiFePCU at ambient temperatures.
Computer simulations have also allowed the energetics of Li-ion migration to be 
investigated. The lowest Li+ migration energy (0.55 eV) is found for diffusion down 
the [010] channel. This indicates high lithium mobility, and is consistent with the 
available experimentally measured values. Detailed analysis of the pathway reveals a 
non-linear, curved trajectory between adjacent Li sites. In view of this type of one­
dimensional mechanism, anisotropic transport behaviour is expected, and may be a
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general intrinsic phenomenon in all UMPO4 materials. With such a pathway, 
however, there is the possibility that long-range Li+ conduction will be easily 
blocked by, for instance, Fe^ anti-site defects.
A range of dopants with charges varying from +2 to +5 has been examined on both 
Li and Fe sites by computer simulation. This constitutes a wider survey than current 
experimental reports. Low, favourable energies are found only for divalent dopants 
on the Fe (M2) site (such as Mg and Mn), which is in accord with experimental 
work. However, the results suggest that, on energetic grounds, LiFePCU is not 
tolerant to aliovalent doping (e.g., Al3+, Ga3+, Zr4+, Ti4+, Nb5+, Ta5+) on either Li 
(Ml) or Fe (M2) sites; this is compatible with some experimental attempts to 
incorporate Zr or Nb dopants that were unsuccessful.
Experimental doping studies have suggested that incorporation of supervalent ions 
onto either Ml or M2 sites is unfavourable, with all attempted syntheses failing. 
These results are, however, far from conclusive as the synthetic route used may have 
been inherently unsuitable and unlikely to produce single phase samples.
With regards to further work on LiFeP0 4 , alternative synthesis routes for doping are 
required. In particular the determination of successful synthetic routes that do not 
include any carbon, or where the carbon can be completely eliminated after 
synthesis, are required. This would then allow the effect on conductivity in any 
successfully doped sample to be attributed to the dopant rather than any carbon 
contamination. It may also be beneficial to carry out neutron diffraction and/or Li- 
NMR studies (on a related, non-iron conatining system) to probe for the predicted 
anti-site defects. It would also be useful to continue simulation work on Li-ion 
migration in LiFePCL using the molecular dynamics (MD) technique. In this respect 
it would be beneficial to include a level of randomly placed anti-site defects, to 
examine the effect these may have on long-range Li-ion diffusion.
Finally, it would also be of benefit to extend the current computational and 
experimental studies to include other olivine phosphates, LiMPCL (M = Mn, Ni), as 
well as related phases such as LiVPC^F [180 - 182] and Li containing NASICON-
127
based phases [e.g., 183 - 189], which are generating much interest as potential 
cathode materials for lithium battery applications.
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Appendix A: Interatomic Potentials Used in This Study
M O A (eV) P(A) C (eV /A 6) P (le l) K  (eV/ A2) Ul (eV) Ref
Ba2+ 931.7 0.3949 0 . 0 1.46 14.78 -33.74 118
Ca2+ 1228.9 0.3372 0 . 0 1.26 34.00 -35.95 118
Co2+ 696.3 0.3362 0 . 0 2 . 0 0 10.74 -40.83 118
Cu2+ 3799.3 0.2427 0 . 0 2 . 0 0 99999 -43.79 190
Mg2+ 821.6 0.3242 0 . 0 2 . 0 0 99999 -41.29 118
Mn2+ 715.8 0.3464 0 . 0 3.00 81.20 -38.73 118
Ni2+ 683.5 0.3332 0 . 0 2 . 0 0 8.77 -41.58 118
Sr2+ 1400.0 0.3500 0 . 0 1.33 21.53 -33.42 118
Al3+ 1114.9 0.3118 0 . 0 3.00 99999 -160.50 118
Eu3+ 1358.0 0.3556 0 . 0 3.00 99999 -131.56 191
Fe3+ 1156.36 0.3299 0 . 0 4.97 304.70 -150.85 127
Ga3+ 2901.12 0.2742 0 . 0 3.00 99999 -158.62 126
Gd3+ 1336.8 0.3551 0 . 0 3.00 99999 -132.16 191
In3+ 1495.6 0.3310 4.325 -6 . 1 0 1680.00 -144.35 128
La3+ 1545.21 0.3590 0 . 0 -0.25 145.00 -129.06 126
Mn3+ 1267.50 0.3214 0 . 0 3.00 95.00 -150.82 127
Nd3+ 1379.9 0.3601 0 . 0 3.00 99999 -129.22 191
y 3+ 1345.1 0.3491 0 . 0 3.00 99999 -134.74 191
Yb3+ 1309.6 0.3462 0 . 0 3.00 99999 -136.76 191
Ce4+ 1986.83 0.3511 20.40 7.70 291.75 -105.66 177
Sn4+ 1056.8 0.3683 0 . 0 1.58 2037.80 -1 1 0 . 6 8 191
Ti4+ 877.2 0.38096 9.0 -35.86 95.00 -112.55 192
Zr4+ 985.869 0.3760 0 . 0 1.35 169.617 -109.76 177
Nb5+ 1796.3 0.34598 0 . 0 -4.497 1358.58 -322.00 193
Ta5+ 1315.57 0.36905 0 . 0 -4.596 5916.77 -317.51 194
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Appendix B: Sc2(W 04)3 GULP Dataset
opti conp comp dist
cutb 4.00
cell
9.6720 13.318 9.5795 90.0 90.0 90.0 
frac
Sc core 0.4710 0.3856 0.2503 0.00 1.0 
W1 core 0.25 0.00 0.4688 0.11 1.0 
W2 core 0.1051 0.3556 0.3864 0.11 1.0
01 core 0.0709 0.1393 0.0593 0.2389 1.0
02 core 0.1404 0.06682 0.3683 0.2389 1.0
03 core 0.02620 0.2552 0.3161 0.2389 1.0
04 core 0.3441 0.4251 0.07851 0.2389 1.0
05 core 0.04841 0.4625 0.3120 0.2389 1.0
06 core 0.2798 0.3532 0.3530 0.2389 1.0
Sc shel 0.4710 0.3856 0.2503 3.00 1.0
W1 shel 0.25 0.00 0.4688 5.89 1.0
W2 shel 0.1051 0.3556 0.3864 5.89 1.0
01 shel 0.0709 0.1393 0.0593 -2.2389 1.0
02 shel 0.1404 0.06682 0.3683 -2.2389 1.0
03 shel 0.02620 0.2552 0.3161 -2.2389 1.0
04 shel 0.3441 0.4251 0.07851 -2.2389 1.0
05 shel 0.04841 0.4625 0.3120 -2.2389 1.0
06 shel 0.2798 0.3532 0.3530 -2.2389 1.0 
space
p n c a 
buck
Sc shel 0 shel 2000.0 0.3116 0.0 12 
buck
W shel O shel 777.43 0.4386 0.0 12 
buck
0 shel 0 shel 22764.30 0.1490 43.0 12
spring
Sc 99999.0
spring
W 7.69
spring
0 42.0
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Appendix C: LiFePC>4 GULP Datasets
Cl: Formal Charge Model.
opti conp comp dist
cutb 4.00
cell
10.3624 5.9991 4.6840 90.0 90.0 90.0 
frac
Li core 0.0000 0.0000 0.0000 1.00 1.0
Fe core 0.2901 0.2500 0.9799 -0.997 1.0
P core 0.1003 0.2500 0.4302 5.00 1.0
01 core 0.1050 0.2500 0.7516 0.96 1.0
02 core 0.4612 0.2500 0.1994 0.96 1.0
03 core 0.1707 0.0491 0.2809 0.96 1.0
Fe shel 0.2901 0.2500 0.9799 2.997 1.0
01 shel 0.1050 0.2500 0.7516 -2.96 1.0
02 shel 0.4612 0.2500 0.1994 -2.96 1.0
03 shel 0.1707 0.0491 0.2809 -2.96 1.0
space
p n m a 
buck
Li core O shel 632.1018 0.2906 0.0 12 
buck
Fe shel O shel 1105.2409 0.3106 0.0 12 
buck
P core 0 shel 897.2648 0.3577 0.0 12 
buck
O shel O shel 22764.3000 0.1490 44.53 12 
three
P core 0 core 0 core 1.322626 109.47 2.0 2.0 4.0
spring
Fe 19.26
spring
0 6 5 . 0
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C2: Partial Charge Model
opti conp comp dist
cutb 4.00
cell
10.3377 6.0112 4.6950 90.0 90.0 90.0 
frac
Li core 0.0000 0.0000 0.0000 1.00 1.0 
Fe core 0.2825 0.2500 0.9777 -0.997 1.0 
P core 0.0922 0.2500 0.4113 1.18 1.0
01 core 0.09916 0.2500 0.7417 0.587 1.0
02 core 0.4537 0.2500 0.2117 0.587 1.0
03 core 0.1633 0.04892 0.2802 0.587 1.0 
Fe shel 0.2825 0.2500 0.9777 2.997 1.0
01 shel 0.09916 0.2500 0.7417 -1.632 1.0
02 shel 0.4537 0.2500 0.2117 -1.632 1.0
03 shel 0.1633 0.04892 0.2802 -1.632 1.0 
space
p n m a 
buck
Li core O shel 1447.507778 0.241638 0.0 12 0 0 0 
buck
Fe shel O shel 794.9984 0.3098 0.0 12 0 0 0 
buck
O shel 0 shel 16372.0 0.213 3.47 12 0 0 0 
spring
Fe 60.8119 0 
spring 
0 507.4 0 
three
P core 0 shel 0 shel 1.322626 109.47 1.9000 1.9000 3.000 0 0 0 0 0 0 
morse
P core O core 3.47 2.03 1.60 0.0 2.00 0 0 0
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Appendix D: Publications and Conferences Attended
a) Publications arising from this work.
1. Daniel J. Driscoll, M. Saiful Islam and Peter R. Slater, “Simulation and 
conductivity studies of defects and ion transport in Sc2 (WC>4)3”, Solid State 
Ionics, 176 (2005) 539
2. M. Saiful Islam, Daniel J. Driscoll, Craig A. J. Fisher and Peter R. Slater, 
“Atomic-scale studies of defects, dopants and lithium transport in LiFeP0 4  
olivine-type battery material”, Chem. Mater., 17 (2005) 5085
Papers in preparation include the conductivity work on Fe-doped Sc2 (WC>4 )3  
(Chapter 3).
b) Conferences Attended
• RSC, Solid State Group Christmas Conference, 2002 (University of 
Reading): Poster presentation (Sc2 (W0 4 ) 3  work)
• Symposium on Atomic Transport in Complex Materials (Chadish ’02), 2002 
(Royal Institution of Great Britain, London): no presentation
• RSC, Theoretical Chemistry Group / CCP5, Modelling of Materials: 
Atomistic and Ab Initio Approaches, 2003 (Mansfield College, Oxford): 
Poster presentation (Sc2 (W0 4 )s work)
th• 14 International Conference on Solid State Ionics, 2003 (Monterey, CA, 
USA): Poster presented by supervisor (Sc 2  (WO4) 3 work)
• SET for Britain, 2003 (House of Commons, London): Poster presentation 
(Sc2 (W0 4 ) 3  work)
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• RSC, Solid State Group Christmas Conference, 2003 (University of 
Loughborough): Poster presentation (Sc2 (WC>4 )3  work)
• 1st School of Biomedical and Molecular Sciences Festival of Research, 2004 
(University of Surrey): Poster Presentation (Sc2 (W0 4 ) 3  work)
• RSC Dalton Discussion 7, 2004 (University of St. Andrews): Poster 
presentation (Sc2  (WO4) 3 work)
• Patras International Conference on Solid State Ionics -  Transport Properties, 
2004 (University of Patras, Greece): Oral Presentation (Sc2 ^ 0 4 ) 3  work)
• RSC, Solid State Group Christmas Conference, 2004 (University of 
Birmingham): Oral presentation (LiFeP0 4  work)
• 2nd School of Biomedical and Molecular Sciences Festival of Research, 2005 
(University of Surrey): Poster presented by supervisor (LiFeP04 work)
th• 15 International Conference on Solid State Ionics, 2005 (Baden-Baden, 
Germany): Poster presention by supervisor (LiFeP0 4  work)
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