We work with spaces of periodic functions on the d-dimensional torus. We show that estimates for L ∞ -approximation of Sobolev functions remain valid when we replace L ∞ by the isotropic periodic Besov space B 0 ∞,1 or the periodic Besov space with dominating mixed smoothness S 0 ∞,1 B. For t > 1/2, we also prove estimates for L 2 -approximation of functions in the Besov space of dominating mixed smoothness S t 1,∞ B, describing exactly the dependence of the involved constants on the dimension d and the smoothness t.
Introduction
A number of problems in finance, quantum chemistry and related areas are modeled on function spaces of Sobolev type on high-dimensional domains (see, for example, [40] ). For this reason there is an increasing interest nowadays in the study of linear approximation (approximation numbers) in the context of Sobolev and Besov spaces. The main point being now to determine the asymptotically optimal equivalence constants as a function of the dimension, the order of smoothness of the space and its norm.
T. Ullrich and two of the present authors have investigated in [19, 20] linear approximation of functions in the isotropic periodic Sobolev spaces H s (T d ) and in the smaller spaces H s mix (T d ) of dominating mixed smoothness, determining the exact decay rate of constants as the dimension d goes to infinity (see also the paper by Dũng and Ullrich [11] ). The error was measured in L 2 (T d ). Later, the present authors [8] have studied the same problems but measuring the error in the (sometimes preferred) sup-norm. A general method was established which allows to transfer results on L 2 -approximation into results on L ∞ -approximation (see [8] ).
In the present paper we continue that investigation working now in the context of isotropic periodic Besov spaces B This result is unexpected and has some practical use, since the Littlewood-Paley characterization of the target spaces simplifies the computation of approximation or other s-numbers, see, e.g., the monographs by Dũng, Temlyakov and Ullrich [12] or by Temlyakov [35] , [36] . Moreover, for t > 1/2, we establish estimates for the approximation numbers of the embedding
which show the dependence of the involved constant on the dimension d and the smoothness s. We also consider the approximation of tensor products of functions with finite total variation.
We start the paper by fixing the notation in Section 2. Then, in Section 3, we deal with isotropic periodic Besov spaces and, in Section 4, with Besov spaces of dominating mixed smoothness. Finally, in Section 5, we consider spaces of tensor products of functions. 
Preliminaries
We write F d (w) for the Hilbert space of integrable functions on T d formed by all those f having a finite norm
Here w(k) > 0 , k ∈ Z d , are certain weights. If 0 < s < ∞, 0 < r ≤ ∞ and [8] and [20] 
The present authors characterized in [8, Theorem 3.1] boundedness and compactness of embeddings of
Theorem 2.1. The following conditions are equivalent.
Owing to this characterization, subsequently we assume that F d (w) is defined by weights satisfying
Let X, Y be Banach spaces and T : X → Y be a bounded linear operator from X into Y . For n ∈ N, the n-th approximation number a n (T ) of T is defined by a n (T ) = a n (T : X → Y ) = inf{ T − R : rank R < n}.
Here rank R is the dimension of the range of R. See [27] and [28] for properties of these numbers.
The following result was proved in [8, Theorem 3.4] . It provides an exact formula for the approximation numbers of the embeddings of Theorem 2.1.
Then one has for all n ∈ N,
Embeddings of isotropic Besov spaces
There is a rich literature on Besov spaces. We refer, for example, to the monographs by Peetre [26] and Triebel [38] . Special emphasis to the periodic situation is given in the monograph by Schmeisser and Triebel [31] . As there, we shall also use the Fourier-analytic approach to introduce these spaces. However, let us mention that they can be described also in terms of moduli of smoothness (differences) or in terms of best approximation by trigonometric polynomials in the sense of equivalent norms. Clearly, for switching to these other characterizations we have to pay a price, expressed by a constant in the related inequalities, which depends in general on d. This will not be done here, but it would be of certain interest.
Later on we will be forced to deal with spaces with negative smoothness s, that is to say, spaces of tempered distributions. This requires some preparations.
Let D(T d ) denote the collection of all periodic infinitely differentiable complexvalued functions. In particular,
is generated by the semi-norms
and for some N ∈ N 0 and c N > 0. We equip D (T d ) with the weak topology, i.e.,
For every g ∈ D (T d ) there are a constant c g > 0 and a natural number K g with
Furthermore, every g ∈ D (T d ) can be represented by its Fourier series,
For all these facts we refer to [31, 3.2.1 and 3.2.2], but see also [14, Chapter 12] . Starting point of the Fourier-analytic approach to Besov spaces is a smooth dyadic decomposition of unity. By B r we denote the Euclidean ball in R d of radius r, centered at the origin. Let ψ ∈ C ∞ 0 (R d ) be a real-valued non-negative function such that
In addition we mention that in every point x ∈ R d at most two of these functions
Since ϕ j has compact support, the g j are trigonometric polynomials.
Of course, the norm in (3.5) depends on the generating function ψ of the chosen smooth decomposition of unity (ϕ j ) j . All these norms are equivalent. If necessary, we indicate the dependence on ψ by a superscript as in (3.5). Otherwise we simply write g |B 
(iii) Let us also mention that we have, in the sense of equivalent norms,
where the equivalence constants depend on ψ, s, d and r.
By convention if the equivalence class of a measurable function f contains a continuous representative, then we call f itself continuous and work with the continuous representative. Lemma 3.3. We have the following chain of continuous embeddings 
Here we used the non-standard condition ϕ j ≥ 0, see (3.1). Finally, we consider the embedding
, the continuous representative in the equivalence class of g is just the Fourier series of g. It follows
In both cases this proves that the norm of the corresponding embedding operator is ≤ 1. By considering the constant function g(x) = 1, it is immediate that these norms are ≥ 1 as well.
Remark 3.4. (i)
The embeddings stated in (3.6) cannot be improved in the framework of periodic Besov spaces. Indeed, if we replace
contains unbounded functions, see [37, 3.4.3] and [33] .
There are explicit counterexamples, we omit the details.
(ii) We did not indicate the chosen norm in (3.6) in the Besov spaces. The statement is true with respect to all norms of the type · |B
As an immediate consequence of Lemma 3.3 and Theorem 2.2 we obtain Theorem 3.5. Let F d (w) be given by a weight w satisfying
and let (σ j ) j∈N be the non-increasing rearrangement of (1/w(k)) k∈Z d . Then one has for all n ∈ N a n (I d :
This result is true for any norm of the type · |B
Embeddings of Besov spaces of dominating mixed smoothness
As mentioned in the Introduction, Sobolev and Besov spaces of dominating mixed smoothness are helpful when dealing with approximation problems in high dimensions. These spaces are much smaller than their isotropic counterparts. The behaviour of the approximation numbers of embeddings of isotropic spaces into L p (T d ) is closer to the one-dimensional case than to the d-dimensional situation.
Let ψ ∈ C ∞ 0 (R) be a real-valued non-negative function satisfying properties (3.1) in the case d = 1. The associated smooth dyadic decomposition of unity on R is denoted by (ϕ j ) ∞ j=0 , see (3.2) . We shall work with tensor products of this decomposition:
Observe that
and that now for every
is finite.
Remark 4.2. (i)
Of course, the norm in (4.1) depends on the generating function ψ of the chosen smooth decomposition of unity (ϕ j ) j . Again all these norms are equivalent. If necessary, we indicate the dependence on ψ as in (3.5)
(iii) Let us also mention that, in the sense of equivalent norms,
where the equivalence constants depend on ψ, s, r and d.
(iv) One of the most attractive features of these spaces is the following. If
(v) Besov spaces of dominating mixed smoothness are investigated since the seventies of the last century, we refer to the monographs of Amanov [3] and of Schmeisser, Triebel [31] as well as to the article of Lizorkin and Nikol'skij [22] .
Lemma 4.3. We have the chain of continuous embeddings
where the embedding operators are of norm one.
Proof. For g ∈ A(T d ), using (3.3), we have
Next, we turn to the embedding
In both cases this proves that the norm of the associated embedding operator is ≤ 1. Considering g(x) = 1, it is immediate that these norms are ≥ 1 as well.
Similarly as for isotropic Besov spaces (see Theorem 3.5), we can derive the following consequence from Theorem 2.2, where we can use any norm of the type g |S
Next we deal with another situation where now one has some advantage from the flexibility in the target space. Duality will be an important tool for our arguments. Therefore we define
Obviously we have, with equality of norms, the duality
with equality of norms. All these dual spaces are subspaces of
is dense in the original spaces). Next we recall a result due to Hutton [15] (see also [27, Theorem 11.7 .4] and [7, Proposition 2.5.2]). If T : X → Y is a compact linear operator between arbitrary Banach spaces, then a n (T ) = a n (T ) , where T : Y → X denotes the dual operator of T . Besides this symmetry property, in our later computations it will be also useful the so-called ideal property: If the operators T : X → Y , R : Y → Z and S : Z → W are bounded, then a n (SRT ) ≤ T : X → Y a n (R) S : Z → W .
The next result follows by combining the property of symmetry with Theorem 2.2.
Corollary 4.5. Let F d (w) be given by a weight w satisfying
Then one has for all n ∈ N a n (
Proof. The second equality is due to Theorem 2.2, and the other two equalities follow by duality.
The following relation holds between S 
independent of the decomposition of unity as defined at the beginning of this section.
Proof. Step 1. Proof of (i). For every k ∈ Z d we consider the index set
Step 2. Proof of (ii). From Step 1 it follows
To show equality we proceed as follows. Let ψ ∈ C ∞ 0 (R) be the generator of our univariate smooth dyadic decomposition of unity in (3.1). For a moment (ϕ )
denotes the associated univariate decomposition, see (3.2) . By assumption there exists a point t 1 ∈ (2, 4) such that ϕ 1 (t 1 ) = ϕ 2 (t 1 ) = 1/2. Now we shift this point by defining t j := 2 j−1 t 1 , j ∈ N. Because of (3.2) it follows t j ∈ (2 j , 2 j+1 ) and ϕ j (t j ) = ϕ j+1 (t j ) = 1/2. Clearly to each j ≥ 1 there exists a natural number k j such that |t j − k j | ≤ 1. We have
Hence, for any ε > 0 there exists a natural number j 0 with
Now we turn to the tensor product system (ϕ ) and
It follows
is chosen large enough. Hence we have proved
As a direct consequence of Lemma 4.6 and the ideal property of approximation numbers, we get the following.
Lemma 4.7. Let F d (w) be given by a weight w satisfying k∈Z d w(k) −2 < ∞. Then one has for all n ∈ N a n (
In what follows, we work mainly with
For the dominating mixed case that we are dealing with, the standard lifting operator is given by
It is obvious that J σ mix is an isometry from H s,2
Proof. One can follow the arguments used in the proof of [38, Theorem 2.3.8] which describes the isotropic situation.
Next we establish two norm estimates involving the lifting operator. The first one extends Lemma 4.6 to spaces S t 1,∞ B(T d ) with t > 0.
Theorem 4.9. Let t > 0. Then
Proof. Let g by the function defined in (4.4). Since
where L k is the set defined in (4.3). Using that
It remains to compute the factor in brackets.
According to the construction of ϕ j , there are at most two j in L kj . Moreover, if j ∈ N belongs to L kj then |k j | < 3 · 2 j −1 . In this inequality, the number in the right side is integer. Hence 1+|k j | 2 ≤ 3·2 j −1 2 and so 1+|k j | 2 t/2 ≤ (3/2) t 2 j t . If j = 0 and 0 ∈ L kj then |k j | ≤ 1, which yields that 1+|k j | 2 t/2 ≤ 2 t/2 ≤ (3/2) t . Consequently,
This completes the proof.
In the next result we write F for the Fourier transform on R d and F −1 for the inverse Fourier transform. We normalize it as follows
Theorem 4.10. Let t > 0. Then we have
Here c(ϕ, t) = max
Proof. To make the arguments more transparent, we indicate now the dimension in the weights by writing w(
where the second equality follows by using Poisson's summation formula. Whence,
Therefore, it suffices to show that for any ∈ N 0 we have
Assume first that ∈ N. We have
Using the substitution u = 2 − +1 in the inner integral and z = 2 −1 y in the outer one, we get
The integral I 1 can be estimated easily by observing that supp ϕ 1 ⊆ {u ∈ R : 1 ≤ |u| ≤ 3}. We get
Now we proceed with I 2 . The function h(u) = ϕ(u)(u 2 + 2 −2( −1) ) −t/2 has compact support. Hence, using twice integration by parts in the inner integral, we obtain
For simplicity of notation we set now
Since 1 ≤ |u| ≤ 3, we have that |ρ(u)| ≤ 1. Furthermore,
We arrive at
which yields
Collecting all these estimates, we get that for any ∈ N we have
In the case = 0 we proceed in a similar way but now changes of variables are not needed. We have
w(x) t e ixy dx dy
Using the estimate w(x) ≥ 1 we get
, where now h(x) = ϕ 0 (x)/w(x) t . This time we put ρ(x) = (x 2 + 1) −t/2 ≤ 1. We obtain |ρ (x)| ≤ t and |ρ (x)| ≤ t(t + 3). Hence
and therefore
This establishes (4.6) and completes the proof.
Remark 4.11. The proof works (with some simplifications) also for t = 0 where there is no lifting operator. We obtain that
Corollary 4.12. Let F d (w) be given by a weight w satisfying k∈Z d w(k) −2 < ∞, and let (σ j ) j∈N denote the non-increasing rearrangement of (1/w(k)) k∈Z d . Then one has for all n ∈ N
where C(ϕ) is given by (4.7).
Proof. The lower estimate follows from the ideal property of approximation numbers, Remark 4.11 and Theorem 2.2. The upper estimate is a consequence of Lemma 4.7.
The asymptotic behaviour of a n (
We close this section by describing the asymptotic behaviour of approximation numbers of the embeddings from S
) and the decay of the constants as the dimension goes to infinity. 
td where c(ϕ, t) is given by (4.5).
Proof.
Step 1. (Estimate from above.) Observe that (H t,2
mix (T d ) with equality of norms. Using the commutative diagram
we obtain
where we used Theorem 4.9 and that J t mix :
On the other hand, by the symmetry property of approximation numbers and Theorem 2.2, we get
Hence, the upper estimate follows.
Step 2. (Estimate from below.) Using again the symmetry property of approximation numbers, we have
With the help of the commutative diagram
where the last inequality follows by using Theorem 4.10. This gives the estimate from below.
By means of our results in [8, Corollary 4.10] this can be made explicit.
Corollary 4.14. Let d ∈ N and t > 1/2. Then we have
, and
Remark 4.15. Temlyakov [34] and Romanyuk [30] (see also Romanyuk [29] ) have investigated the asymptotic behavior of a n (I d :
). But they did not consider the dependence of the constants on the dimension d. Corollary 4.14 also removes the technical restriction t > 1 which appeared in [34] and [30] . Notice that r > 1/2 is the optimal restriction since
In fact, Temlyakov [34] and Romanyuk [30] investigated Kolmogorov numbers of the operator 
Later, the present authors established in [8, Theorem 4.8] 
For this they apply the general method to transfer L 2 -estimates into L ∞ -estimates developed in [8] . These results show that there are optimal asymptotic constants for approximation numbers of 
where c(ϕ, t) is the constant given in (4.5).
Note that the constants in the last statement
On the approximation of tensor products of functions
We start this section by introducing the family of spaces {B t (T d )} t∈R which are related to B(T d ). As it will be clear later, the space B 1 (T d ) is of special interest because it is also connected with tensor products of functions with finite total variation and with the Sobolev space of dominating mixed smoothness based on L 1 (T d ). Let t ∈ R. We put
Even more is true. The mapping J t mix is an isometry.
Corollary 5.1. Let t > 1/2. Then one has for all n ∈ N a n (I d :
Proof. In view of the commutative diagram
the proof of (5.1) is obvious. Now (5.2) follows from Corollary 4.5 and Theorem 2.2.
From now on we concentrate on t = 1. This seems to be the most interesting case. However, there are natural extensions to higher values as well.
Let
Then the Gagliardo-Nirenberg inequalities show that all derivatives of the form
All derivatives have to be understood in the distributional sense. Let k ∈ Z d be such that all components are different from 0. Iterated integration by parts in the formulaf (k) = (2π)
A similar argument can be applied if a few components of k are 0. More exactly, let k = (k 1 , . . . k , 0, . . . , 0). Then we shall work with the derivative ∂ f ∂x1 · ... ·∂x and argue as above. This gives
There is a further subspace of B 1 (T d ) which is of interest. Let n ∈ N. By Z n we denote a partition of [−π, π], i.e., a set of points
For a function f : R → C we define the total variation of f by
Then BV (T) is the collection of all 2π-periodic functions with finite total variation. We put f |BV (T) := sup t∈R |f (t)| + Varf .
We would like to compare the space BV (T) with some distribution spaces like Besov spaces. This needs some care. We shall use a standard approach, see, e.g. [10, pp. 17] . Functions in BV (T) have at most a countable set of discontinuities and at each point t the left and the right limits f (t−) and f (t+) exist. To each function f in BV (T) we associate a functionf as follows
and define Var
In [10, Theorem 9.3] it is proved that a function f ∈ L 1 (T) belongs to Lip(1, L 1 (T)) if and only if f can be corrected on a set of measure zero to be a function g ∈ BV (T). Moreover
Since f ∈ L 1 (T) and where BV (T) is equipped with the norm
Standard arguments with respect to Riemann-Steiltjes integrals yield and call it the tensor product BV space. For the basics in theory of tensor products of Banach spaces we refer to [9] and [21] . Mathematical induction proves Whereas classically the interest is concentrated on the two-dimensional case, generalizations around the Koksma-Hlawka inequality are mainly interested in the d-dimensional case with d large, we refer to Owen [25] , Aistleitner, Dick [1] and Aistleitner et al. [2] .
L ∞ -norm, where t is a given natural number, see also Novak, Rudolf [24] and Krieg, Rudolf [17] . They have been able to show that there is an algorithm which uses n function values and approximates with a rate n −t . The price they have to pay is a huge constant depending on d in the related inequality. The known rate of a n (I d : W n t , see [35, IV.5] . However, here the dependence of the hidden constants on d is not known.
We conclude the paper with a number of related open questions.
• Is there an analog of the result of Bachmayr et al. [5] for the pair (B 1 (T d ), L 2 (T d )) or even simpler, can the inequality (5.6) be improved by concentrating on tensor products of functions from BV (T) instead of B 1 (T d ) ?
• What about n ≤ max(27 d , e 4(d−1) ) ? From the practical point of view this is the more important range. First results for the so-called preasymptotic range have been obtained in [6] , [32] , [19] , [20] , [18] and [16] . However, up to now related results for a n (I d : H
