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ABSTRACT
Internet of things (IoT) applications have become increas-
ingly popular in recent years, with applications ranging from
building energy monitoring to personal health tracking and
activity recognition. In order to leverage these data, auto-
matic knowledge extraction – whereby we map from ob-
servations to interpretable states and transitions – must be
done at scale. As such, we have seen many recent IoT data
sets include annotations with a human expert specifying
states, recorded as a set of boundaries and associated la-
bels in a data sequence. ese data can be used to build
automatic labeling algorithms that produce labels as an ex-
pert would. Here, we refer to human-specified boundaries
as breakpoints. Traditional changepoint detection methods
only look for statistically-detectable boundaries that are de-
fined as abrupt variations in the generative parameters of
a data sequence. However, we observe that breakpoints oc-
cur on more subtle boundaries that are non-trivial to detect
with these statistical methods. In this work, we propose a
new unsupervised approach, based on deep learning, that
outperforms existing techniques and learns the more subtle,
breakpoint boundaries with a high accuracy. rough exten-
sive experiments on various real-world data sets – including
human-activity sensing data, speech signals, and electroen-
cephalogram (EEG) activity traces – we demonstrate the ef-
fectiveness of our algorithm for practical applications. Fur-
thermore, we show that our approach achieves significantly
beer performance than previous methods.
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1 INTRODUCTION
Changepoint detection is an important, fundamental tech-
nique used in the analysis of time series data. It has been
generally applied in analyzing stock data [19, 22, 33], sen-
sor data from Internet of things (IoT) deployments [34, 45],
physiological data analysis [10, 38], and many others [14, 24,
39, 43]. Changepoint detection is fundamental for discover-
ing how distinct sequences of values might be associated
with states in a process that are not directly observable. By
examining changepoints, analysts can build models of those
sequences or look for paerns of sequences across multiple
data sets. Changepoint detection is a fundamental primitive
for building state-space process models.
As the amount of available data grows, we observe that
a large fraction of it is now annotated with human labels
provided by a domain expert. ese labels are useful for
modeling latent states and state-transition sequences. By
examining the temporal boundaries for states as specified in
the annotated data, analysts can look for similar transition
paerns and feed more complex models that capture the re-
lationship between those states. For example, many IoT mo-
bile phone applications infer a user’s activity using onboard
sensors. In order to train these models, the user must pro-
vide information about their activity. is is recorded as an
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Figure 1: e performance of breakpoint detection under different methods using a smartphone sensor data set
for activity recognition [11]. e green line represents the original signal and the red circle line is the ground
truth of breakpoints. e yellow star lines in (a) and (b) represent the detected breakpoints by using existing
Bayesian method with prior distribution of Gamma and Gaussian, respectively [2]. e blue triangle lines in (c)
represent the detected breakpoints by using our method. We can see that our method significantly outperforms
the previous approaches in finding breakpoints for real-world applications.
annotation in the data with a start time and end time. Simi-
larly, experts spend a great deal of time annotating electro-
cardiogram (ECG) data with labels that separate traces into
the various cardiac states of the patient.
Changepoints are abrupt changes in the trends of a data
sequence. Bayesian techniques [2, 4, 5, 13, 35] discover these
by looking for changes in the parameters of the distribu-
tion that generates the sequence. Considering the gener-
ality of this problem, many techniques exist in the litera-
ture. ese techniques aempt to capture the generative
process through a pre-determined model and aim to look
for changes in the parameters of the generative process. For
learning expert-specified boundaries, thesemodels oen fail
– since such changes are not easily captured by a pre-specified
model of the generative process and changepoints do not
typically fall along parameter-shi boundaries.
e changepoints specified by experts oen arise when
the state transition is a function of latent temporal prop-
erties of an underlying process that are difficult to capture
in a pre-specified model. ese rules are encoded as latent
features in these traces and practically impossible to detect
with the existing generative-model based changepoint de-
tection algorithms [2, 4, 5, 13, 35]. We observe that exist-
ing methods do a poor job of identifying human-specified
changepoints. In summary, existing changepoint detection
methods have two main weaknesses: 1) they rely on a prior
parametric model of the time series data, and 2) they oen
utilize simple features extracted from the input data such
as the mean, variance, spectrum, etc. erefore, previous
methods can only discover statistically-detectable boundaries.
To differentiate from these statistically-detectable change-
points, we hereaer refer to the human-specified change-
points as breakpoints. Furthermore, we propose a novel al-
gorithm that uses deep learning techniques to detect break-
points without any prior assumptions about the generative
process. Our method automatically learns the features that
are most useful to represent the input data and thus can dis-
cover hidden structure in real-world time series data. Note
that our approach has broad applicability for general change-
point detection even outside of its application to breakpoint
detection as considered in this paper.
Figure 1 shows a comparison of our approach to a Bayesian
changepoint detection technique from the literature [2] by
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using a smartphone sensor data set for activity detection [11].
Note that even aer careful tuning of the parameters in [2],
their method still could not accurately detect these break-
point boundaries. Furthermore, their technique is sensitive
to parameter changes and one can easily over or under es-
timate the number of breakpoints. Moreover, it is not at all
clear how to adapt the parameters to capture the statistical
properties of a true segment. In comparison, our approach
learns this automatically. We will explain how we choose
the hyperparameters of our model through a simple set of
heuristics we learn through direct observation and analysis
on real-world traces.
In summary, we make the following contributions:
• We introduce a new kind of changepoint called a
breakpoint and show that it is nearly impossible to
detectwith existing changepoint detection techniques.
• We propose a novel method that utilizes deep learn-
ing to automatically learn useful features that repre-
sent data sequences generated from an expert-specified
sequential segments. Our technique does not rely
on the assumption that the changepoints are caused
by abrupt changes of the parameters in the genera-
tive process as previous methods do, making it ap-
plicable for a broad coverage of real-world applica-
tions.
• Wedemonstrate the effectiveness of ourmethod through
extensive experimental analysis using multiple real-
world data sets. Furthermore, we showhow to choose
the hyperparameters of our model from a simple
heuristic derived from the association between sta-
tistical properties of the data and the performance
of our model. ese experimental analysis demon-
strate that our approach can serve as a key enabler
for real-world applications.
• Furthermore, we compare our method with several
existing approaches and introduce a newmetric that
measures the effectiveness of a changepoint detec-
tion scheme with respect to accuracy in the number
of predicted changepoints and their overlap with
true changepoint coordinates. e experimental re-
sults show the significant advantage our approach
has over existing methods.
2 RELATEDWORK
Changepoint detection has aracted researchers in the sta-
tistics and data mining communities for decades [10, 19, 22,
29, 33, 34, 36, 38, 44, 45, 47]. Changepoint detection tech-
niques have been applied in various applications such as
stock data analysis [19, 22, 33], sensor data analysis in IoT
systems [29, 34, 45], physiological data analysis [10, 38], cli-
mate change detection [36], genetic time-series analysis [44],
and intrusion detection in computer networks [47].
One important thread of changepoint detection compares
the probability distributions of time-series samples over the
past and present intervals. As both the intervals move for-
ward, a typical strategy is to issue an alarm for a change-
point when the two distributions become ‘significantly’ dif-
ferent. Various changepoint detection methods apply this
strategy such as the cumulative sum method [6], the gen-
eralized likelihood-ratio method [17] and the change finder
method [46]. A similar strategy has also been employed in
novelty detection [16] and outlier detection [20].
Another common thread is the subspace method [23, 26,
31]. By using a pre-designed time-series model, a subspace
is discovered by principal component analysis (PCA) from
trajectories in the past and present intervals, and their dis-
similarity ismeasured by the distance between the subspaces.
However, a key challenge for these methods is how to accu-
rately estimate the density. To solve this problem, previous
work tries to estimate the density-ratio instead of the den-
sity itself. e rationale is that knowing the two densities
implies knowing the density ratio, but not vice versa since
such a decomposition is not unique. us, direct density-
ratio estimation is substantially easier than density estima-
tion [41]. Following this idea, methods of direct density-
ratio estimation have been developed such as the kernel
meanmatchingmethod [15], the logistic-regression method
[7] and the Kullback-Leibler importance estimation proce-
dure (KLIEP) [40].
Most of the existing changepoint detection methods are
fundamentally limited in the type of changepoints they can
detect because: 1) they rely on pre-designed parametricmod-
els such as underlying probability distributions [6, 18], auto-
regressive models [46], and state-space models [23, 26]. In
practice, we observe that the pre-specified parametric mod-
els are difficult to parameterize so that the predicted change-
points align with annotation boundaries in the data; and 2)
they utilize simple statistical properties such as the mean,
variance, and spectrum [6, 9, 18, 31, 41] to serve as features
for changepoint detection. However, these features do not
generalize well and performance varies substantially across
different data sets. erefore, existing changepoint detec-
tion methods can only detect statistically-detectable bound-
aries (and not the human-specified breakpoints).
To overcome these problems, we propose a novel break-
point detection scheme to detect human-specified bound-
aries, through learning the most representative features spe-
cific to the input time-series data and exploiting these fea-
tures for segmentation. Our technique utilizes an autoen-
coder model [21, 28, 42] to automatically learn the features
that are most useful to represent the input time-series data,
which can be generally applied to a broad coverage of real-
world applications.
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Figure 2: Pipeline for our breakpoint detection system. We first segment the input data into a series of windows
and then apply autoencoder models in deep learning to extract representative features for the input data. ese
extracted features can then be utilized to calculate the distance between consecutivewindows and the timestamps
corresponding to local-maximal distance can be detected as breakpoints.
3 AUTOENCODER-BASED
BREAKPOINT DETECTION
In this section, we describe our breakpoint detection approach,
which utilizes a deep autoencoder model to extract the most
representative features in time-series data. e key idea is
that the autoencoder models in deep learning techniques
can automatically and effectively extract the unique features
specific to the input data without making any prior assump-
tion about the generative process which produced the data.
In this way, we can obtain a deeper understanding about
the temporal dynamics of the input data and achieve beer
performance for detecting user-specified breakpoints. e
end-to-end pipeline of our method is shown in Figure 2, and
detailed steps are described below.
3.1 Data Preprocessing
For a given time series, consisting of Nc channels (such as
different sensors in an IoT system) acrossT timestamps, the
input data matrix IDM ∈ RNc×T is a real matrix where
IDM(i, j) is the measurement recorded by the i-th channel
at the j-th timestamp. To fully explore the temporal charac-
teristics of the data, we follow common practice and parti-
tion it into a series of segments according to a user-specified
timewindow size, Nw . For the t-th (t = 1, 2, · · · ,T/Nw ) win-
dow, we stack all the recordings within it to form a column
vector which is denoted by st ∈ R
NcNw×1. e input data
matrix can thus be reformulated as S = [s1; s2; · · · ]. Note
that the segmented data may have some overlapping record-
ings as shown in Figure 2.
3.2 Automatic Feature Extraction
Deep learningmodels learnmulti-layer transformations from
the input data to the output representations, which is more
powerful in feature extraction than hand-craed shallow
models. Moreover, deep learning models can progressively
capture more compact features at higher layers, correspond-
ing to the hierarchical human vision systems. Among the
building blocks of these models, autoencoders [21, 28, 42]
automatically learn a non-parametric feature mapping func-
tion by minimizing the reconstruction error between the in-
put and its reconstructed output. erefore, we first aim to
explore the autoencoder techniques to extract features that
are most useful for representing the input data.
Autoencoders [21, 28, 42], as the name suggests, consist
of two stages: encoding and decoding. A single-layer au-
toencoder, which is a kind of neural network consisting of
only one hidden layer, aims to find a common feature basis
from the input data. It was first used to reduce dimensional-
ity by seing the number of the extracted features less than
the input. If the dimension of the encoding output is set
higher, the encoding result will be enriched and more ex-
pressive. e autoencoder model is usually trained by the
back-propagation techniques [8] in an unsupervised man-
ner, aiming at minimizing the error of the reconstructed re-
sults from the original inputs. By stacking multiple autoen-
coders, the deep autoencoders will generate more compact
and higher-level semantic features which are beneficial for
feature representation.
In autoencoder model, the encoder is a function Enc (·)
that maps the input data s ∈ Rds×1 to f ∈ Rdf ×1 hidden
units to obtain the feature representation as
f = Enc (s) = дenc (Ws + be ) (1)
where д(·) is a nonlinear activation function, typically a
sigmoid function:
д(r ) =
1
1 + e−r
(2)
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or a hyperbolic tangent function:
д(r ) = tanh(r ) =
er − e−r
er + e−r
(3)
e parameters of the encoder consist of a weight matrix
W ∈ Rdf ×ds and a bias vector be ∈ R
df ×1.
e decoder function Dec (·) maps the outputs of the hid-
den units (feature representations) back to the original input
space according to
s˜ = Dec (f ) = дdec (W
′ f + bd ) (4)
where дdec (·) is usually the same form as that in the en-
coder. e parameters of the decoder also consist of aweight
matrixW ′ ∈ Rds×df and a bias vector bd ∈ R
ds×1.
Here, we choose both the encoding and decoding activa-
tion function to be sigmoid function and only consider the
tied weights case, in which W ′ = W T (where W T is the
transpose of W ) as most existing deep learning methods
do [21, 28, 42].
e objective of autoencoder model is to minimize the
error of the reconstructed resultDec (Enc (st )) from the input
data st as
min J (W ,be ,bd ,W
′) = min
T /Nw∑
t=1
L(st ,Dec (Enc (st )))
+ λ
∑
t,i
W 2t,i
(5)
where L(u,v) is a loss function which is usually decided
according to the input range. Typical error functions in-
clude the cross-entropy loss:
L(u,v) =
du∑
i=1
ui log(vi ) + (1 − ui ) log(1 −vi ) (6)
or the square loss:
L(u,v) = ‖u −v‖2 (7)
e second term in Eq. 5 is a regularization term (also
called a weight decay term) that tends to decrease the mag-
nitude of the weights, and helps prevent overfiing [21, 28,
42].
Model Learning and Stacking: Our objective for feature
representation is to minimize J (W ,be ,bd ,W
′) in Eq. 5 with
respect toW ,be ,bd ,W
′. We explore the stochastic gradient
descent technique [8] to solve such an optimization prob-
lem, which has been shown to perform fairly well in prac-
tice. To train our autoencoder network, we first initialize
each parameterW ,be ,bd ,W
′ to a small random value near
zero, and then apply the stochastic gradient descent tech-
nique for iterative optimization. Note that we can compute
the exact gradient for this objective function with respect to
each variableW ,be ,bd ,W
′.
Algorithm 1 Our Deep Learning Based Breakpoint De-
tection Approach.
Input: e input data {st }
T /Nw
t=1 , α is the learning rate;
Output: e set of detected breakpoints C;
/*****Optimize W ,be ,bd ,W
′ for Feature Extrac-
tion*****/
1. InitializeW ,be ,bd randomly and set the tied weights
W ′ =W T according to [21, 28, 42];
Initialize the set of breakpoints as C = ∅;
2. For each iteration = 1, 2, 3 · · · do
3. Set ∆W = 0,∆be = 0,∆bd = 0,∆W
′
= 0;
4. Compute the partial derivatives with respect to
W ,be ,bd ,W
′ as
∆W =
∂J (W ,be ,bd ,W
′)
∂W
∆be =
∂J (W ,be ,bd ,W
′)
∂be
∆bd =
∂J (W ,be ,bd ,W
′)
∂bd
∆W ′ =
∂J (W ,be ,bd ,W
′)
∂W ′
(8)
5. UpdateW ,be ,bd ,W
′ by gradient descent as
W :=W − α∆W
be := be − α∆be
bd := bd − α∆bd
W ′ :=W ′ − α∆W ′
(9)
/****************** Breakpoint Detection
*****************/
6. For each segmented time window st do
7. Extract features ft according to Eq. 1;
8. Compute distances Dist t between consecutive
feature vectors according to Eq. 10;
9. If Distt is a local-maximal distance do
10. Classify t as a breakpoint, i.e., C← C ∪ t ;
Although the stochastic gradient descent method is effec-
tive for solving Eq. 5, the learnt result heavily relies on the
seeds used to initialize the optimization process. erefore,
we use multiple hidden layers to stack the model in order to
achieve more stable performance. In other words, similar to
previous autoencoder variants [21, 28, 42], our mechanism
can also be used to build a deep network through model
stacking. For the first layer in the deep learning model, we
find the optimal layer by minimizing the objective function
in Eq. 5 using the stochastic gradient descent technique. e
representations learned by the first layer are then used as
the input of the second layer, and so on so forth.
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Figure 3: Experiments of our approach on a synthetic data produced using generative models and the real-world
Crowdsignal.io data set [11]. e upper figures show the raw input signals (shown as green lines) with the ground
truth of changepoints shown as red lines. e bottom figures show the distance between features in two consec-
utive time windows (shown as blue lines) with the detected changepoints shown as red dash lines. We can see
that our method is effective in detecting both statistically-detectable changepoints (using a synthetic data) and
human-specified breakpoints (using the real-world Crowdsignal.io data).
3.3 Breakpoint Detection
Aer we extract the representative features of the input data
through the deep learning technique described above, we
calculate the distance between two features corresponding
to consecutive time windows. For the t-th timestamp, the
distance between the consecutive features ft and ft−1 can
be computed as
Dist t =
| | ft − ft−1 | |2√
| | ft | |2 × || ft−1 | |2
(10)
where the numerator is the Euclidean distance [12] between
features corresponding to consecutive time windows, and
the denominator serves as a normalization term.
Based on the computed distance of {Dist t }
T /Nw
t=1 in Eq. 10,
we construct a distance curve and select all the peaks (local-
maximal) in the curve as breakpoints detected by our ap-
proach (see details in Figure 2).
We summarize our overall process for automatic break-
point detection in Algorithm 1. It is worth noting that our
approach can be broadly applied for general changepoint de-
tection even outside of its application to breakpoint detec-
tion as considered in this paper. Compared with the state-
of-the-art methods [2, 4, 5, 13, 35], our approach 1) has no
assumption on the generative models for the input data and
2) the features are automatically extracted from the input
data making them representative for analysis. rough ex-
tensive experimental analysis in Section 4, wewill show that
ourmethod significantly outperforms previous approaches.
4 EVALUATION
In this section, we aim to validate the effectiveness of our
deep learning based breakpoint detectionmethod. We apply
our method to real-world data sets including the Crowdsig-
nal.io sensor data set [11], an EEG eye state data set [37],
the UCI human activity recognition data set [3], and the
DCASE2016 sound data set [1]. We systematically analyze
the robustness of our approach under different parameter
seings, with respect to the window size, codebook (feature
set) size, and the number of layers in autoencoder models, in
order to provide practical hyperparameter selection guide-
lines. Furthermore, we show the significant advantage our
method has over the state-of-the-art techniques.
4.1 Fundamental Intuition
We demonstrate the fundamental intuition of our method
for detecting both statistically-detectable changepoints (us-
ing a synthetic data) and human-specified breakpoints (us-
ing the real-world Crowdsignal.io sensor data set [11]), as
shown in Figure 3. For the synthetic data, we generate a
number of changepoints from a uniform distribution and
each segment is generated by sampling from an exponential
Time Series Segmentation through Automatic Feature Learning , ,
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Figure 4: e ROC curve of EEG data set, UCI data set and DCASE data set under different window size Nw . e
best performance occurs at Nw = 25 in EEG data set, Nw = 400 in UCI data set, and Nw = 20000 in DCASE data set,
respectively.
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Figure 5: e CDF of the true segment sizes of the EEG data set, UCI data set and DCASE data set, respectively.
e red dot line represents the average size of true segments for each data.
distribution whose parameter is sampled from a uniform dis-
tribution. e Crowdsignal.io (CI) sensor data set [11] con-
tains mobile sensor recordings associated with users’ activ-
ity information – taking an elevator, riding an escalator and
walking.
In Figure 3, the upper figures describe the raw input sig-
nals (shown as green lines) where the red lines represent
the ground truth of changepoints. e boom figures show
the distance between features in two consecutive windows
(shown as blue lines and recall Distt in Eq. 10), where the
red dashed lines represent our detected changepoints. From
Figure 3, we show that higher distance measurements in
ourmethod correspond to ground-truth changepoints in the
raw data, thus resulting in accurate changepoint detection,
which lays the foundations of our approach for real-world
applications.
4.2 Evaluation on Real Traces
We further demonstrate the effectiveness of our method by
using three more real-world data sets (EEG eye state data
set [37], UCI human activity recognition data set [3] and
the DCASE2016 sound data set [1]).
e EEG eye state data set [37] is constructed from one
continuous EEG measurement with the Emotiv EEG Neu-
roheadset. e duration of the measurement is 117 seconds.
Eye state is classified using camera during the EEGmeasure-
ment phase and manually added to the file aer analyzing
the video. A ‘1’ indicates the eye-closed and ‘0’ the eye-open
state. All values are in chronological order with the first
measured value at the top of the data.
e UCI human activity recognition data set [3] contains
activity mode recordings carried out with a group of 30 vol-
unteers within an age bracket of 19-48 years. Each person
performed six activities wearing a smartphone (Samsung
Galaxy S2) on their waist. Using its embedded accelerom-
eter and gyroscope, it captures 3-axial linear acceleration
and 3-axial angular velocity at a constant rate of 50Hz. e
experiments are video-recorded to generate labels manually.
e DCASE2016 sound data set [1] contains sounds (44.1
kHz) that carry a large amount of information about our ev-
eryday environment and physical events that take place in
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it. Humans identify different sounds scenes (busy street, of-
fice, etc.), and recognize individual sound sources (car pass-
ing by, footsteps, etc.). e data set contains 11 classes of
sound events. Each class is represented by 20 recordings.
We choose a time-series data set by randomly selecting sound
events.
4.2.1 antificationMetrics. For fair comparsionwith the
state-of-the-art techniques, we use the receiver operating char-
acteristic (ROC) curve to measure the performance of our ap-
proach. e true positive rate and false positive rate in the
ROC curve is defined as follows (similar applications can
also be found in [25, 30]).
True Positive Rate (TPR) =
NCR
NGT
False Positive Rate (FPR) =
NAL − NCR
NAL
(11)
where NCR denotes the number of times that the break-
points are correctly detected, NGT denotes the number of
ground-truth breakpoints, and NAL is the number of all de-
tection alarms.
Let us define a toleration distance τ . For each detected
breakpoint a ∈ AL, and its corresponding closest true break-
point b ∈ GT (i.e., b = arдmini ∈GT|a − i |), the detected
breakpoint a can be seen as a correctly detected breakpoint
(i.e., a ∈ NCR) if the following two conditions are satisfied:
Condition 1): a is the closest detected breakpoint of b (i.e.,
a = arдminj∈AL |b − j |) and Condition 2): the time dis-
tance between a,b is smaller than the toleration distance,
i.e., |a − b | < τ . We obtain the ROC curve for our method
through varying the toleration distance τ .
4.2.2 Sensitivity Analysis. We examine the sensitivity of
our method under different parameter seings in order to
provide practical guidelines for hyperparameter selection.
Effects of Window Size: First, we show the sensitivity of
our approach with respect to the window size Nw , by set-
ting the depth of the model to two and the ratio between
the codebook (feature set) size and the input data size as
dim(ft )/dim(st ) = 0.1. Figure 4 shows the ROC curve of
each data set using different window sizes, where each curve
is generated by calculating the false-positive and correspond-
ing true-positive rate as we vary the guard band around the
true breakpoint, as described in Section 4.2.1.
From Figure 4, we observe that the best window size (for
achieving the best breakpoint detection performance) is 25
for EEG data set, 400 for UCI data set, and 20000 for DCASE
data set. To investigate how to select the best window size
for a data set, we show the relationship between the true
segment distribution of the input data and its correspond-
ing best window size. In Figure 5, we describe the cumula-
tive distribution function (CDF) of true segment sizes of the
input data, where the red line is the average size of all the
true segments. By comparing Figure 4 and Figure 5, we ob-
serve that the best window size for a data set is roughly the
true segment size corresponding to CDF = 0.1. erefore,
our experiments suggest that the best window size should
be set to the size which corresponds to CDF = 0.1 in the
true segment distribution.
Effects ofModelDepth: Sincewe use stacked autoencoders
to achieve stable detection results (recall Section 3.2), we
further show how its depth influences our method’s perfor-
mance. We set the ratio between the codebook (feature set)
size and the input data size as dim(ft )/dim(st ) = 0.1 and
the window size to 25 for EEG data set, 400 for UCI data
set, and 20000 for DCASE data set, respectively (according
to Figure 4). From the experimental results as shown in Fig-
ure 6, we can find that the best detection performance is
achieved with two hidden layers in the autoencoder models
for all the three data sets. Similar observations have been
made in related work [32] and the two hidden layers are
most commonly used in existing deep learning research.
Effects of Codebook (Feature Set) Size: We further ex-
amine the effect of the codebook (feature set) size on our
method. We set the model depth to two (according to Fig-
ure 6) and the window size to 25 for EEG data set, 400 for
UCI data set, and 20000 for DCASE data set (according to
Figure 4). Figure 7 shows the ROC curve under different
codebook (feature set) sizes for the three data sets. We can
see that the size of the codebook only has negligible influ-
ence on the detection performance of our method.
Hyperparameter SelectionHeuristic: Figures 4, 6, 7, pro-
vide a guide for choosing hyperparameters in ourmethod: 1)
set the window size to the size corresponding toCDF = 0.1
in the true segment size distribution; 2) set the model depth
as 2; and 3) randomly select the codebook (feature set) size.
e performance of our method can be further improved by
feeding the detection results back into the network, which
will fine-tune these hyperparameters automatically. is
technique will be explored in future work.
4.3 Comparison with Existing Methods
We further compare our method with existing changepoint
detection techniques. Bayesian changepoint detection has
been well studied in the literature and several important
variants have been developed [2, 4, 5, 13, 35]. We compare
our method with these approaches on each of the three real-
world data sets, as shown in Figure 8. BG1 and BG2 repre-
sent online Bayesian method proposed by Adams et al. [2]
with prior distribution ofGamma, andGaussian, respectively.
PE, PM, PV, PP represent the PrunedExact Linear Time (PELT)
method proposed by Killick et al. [27], with prior distribu-
tion of Exponential, Mean-shi, Mean-variance shi, and
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Figure 6: e ROC curve of EEG data set, UCI data set and DCASE data set under different model depth. From the
experimental results, we can observe that the best detectionperformance is achievedwith two hidden layers. Sim-
ilar observations have been found in deep learning community where the two hidden layers are most commonly
used [32].
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Figure 7: e ROC curve of EEG data set, UCI data set and DCASE data set under different codebook (feature set)
size. We can observe that the size of the codebook has negligible influence on the performance of our detection
method.
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Figure 8: e ROC curve of EEG data set, UCI data set and DCASE data set under different methods. BG1 and BG2
represent online Bayesian method proposed by Adams et al. [2] with prior distribution of Gamma and Gaussian,
respectively. PE, PM, PV, PP represent the Pruned Exact Linear Time (PELT)method proposed by Killick et al. [27]
with prior distribution of Exponential, Mean-shi, Mean-variance shi, and Poisson, respectively. DE represents
the density-ratio estimation method proposed by Liu et al. [30]. From the experimental results, we can observe
that our approach significantly outperforms previous techniques.
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Poisson, respectively. DE represents the density-ratio esti-
mation method proposed by Liu et al. [30].
4.3.1 Parameter Seings. Based on the analysis in Sec-
tion 4.2.2, we set the model depth to 2, the ratio between
the codebook (feature set) size and the input data size as
dim(ft )/dim(st ) = 0.1, the window size to 25 for EEG data
set, 400 for UCI data set, and 20000 for DCASE data set. For
fair comparisonwith the state-of-the-art approaches, we use
the same parameter seings used in their papers [2, 27, 30].
Specifically, for BG1, we use a Gamma prior on the inverse
variance, with a = 1 and b = 1. e rate of the exponential
prior on the segment size is 1000. For BG2, we use a univari-
ate Gaussian model with prior parameters µ = 1.15 × 105
and σ = 1×104. e rate of the exponential prior is 250. For
DE, we use n = 50, k = 10, and α = 0.1.
4.3.2 Experimental Results. In Figure 8, we observe that
our method consistently achieves higher TPR’s over other
approaches under the same level of FPR. For instance, when
the FPR equals to 0.2, we achieve significantly higher TPR
over other methods with up to 7×, 3×, and 2× improvement,
corresponding to the EEG data set, UCI data set and DCASE
data set respectively. erefore, our method significantly
outperforms the state-of-the-art approaches.
Table 1 compares them with a different evaluation crite-
ria. Rather than varying the guard band to calculate a true
and false positive rate (recall Section 4.2.1), we use the clos-
est predicted breakpoint to each true breakpoint to calcu-
late the mean-squared error (MSE). To measure the rate of
over/under prediction of breakpoints, we also calculate the
prediction ratio (PR), between the number of detected break-
points NAL and the number of true breakpoints NGT .
prediction ratio =
NAL
NGT
(12)
A higher prediction ratio means that the algorithm tends
to over-predict while a lower one means it under-predicts.
A ratio of 1 means the algorithm predicted the exact num-
ber of actual breakpoints. Algorithms with high prediction
ratios will tend to have lower MSE’s, since there is a higher
probability that a predicted breakpoint will be close to an
actual one. Conversely, algorithms with low prediction ra-
tios will tend to have higher MSE’s. To capture this tradeoff
we introduce a new measure prediction loss (PL) defined as
follows.
prediction loss =
1 − NALNGT
 ×MSE
= |1 − prediction ratio | ×MSE
(13)
e smaller the prediction loss the beer the algorithm is
performing. However, there are two situations where the
prediction loss does not capture the performance well: 1)
when the number of predicted breakpoints is 0; and 2) when
the algorithm predicts a breakpoint at each timestamp. Both
will result in perfect prediction loss of 0. To prevent this the
prediction loss is denoted as undefined when the number of
predicted breakpoints is zero (NAL = 0) or we note a high
prediction ratio. From Table 1, we observe that our deep
learning based method, achieves the lowest prediction loss
among all algorithms, oen producing prediction ratio near
1 and small MSE.ese experimental results further demon-
strate the advantage of our approach over existing methods.
4.4 Discussion
From Section 4.3, we observe that our method achieves sig-
nificant improvement over the state-of-the-art approaches
[2, 27, 30]. e reason is that these previous methods may
suffer from one or several of the following limitations:
• Assume that the input data points are generated from
certain distributions and that each data point is indepen-
dently and identically distributed (i.i.d.).
• Assume that the segments of the input data are generated
from certain distributions.
• Lack of explicit guide for tuning the hyperparameters un-
der different types of data sets.
However, these assumptions may not be applicable for
real-world data sets for the following reasons 1) the input
data points and the segments may not be generated from
certain distributions (as shown in Figure 5 which plots the
CDF of the true segment size in the three data sets, and Fig-
ure 9 which plots the probability density function (PDF) of
the data points in the three data sets); 2) the data points may
be correlated with each other (e.g., smartphone sensor data
corresponding to human activity modes); and 3) fixed pa-
rameter seings may not be optimal for all the data sets. For
instance, the average size of true segments in the three data
sets (EEG data set, UCI data set and the DCASE data set)
is 671, 1574 and 53156, respectively, as shown in Figure 5.
In order to achieve good detection performance, an optimal
window size should be selected to adapt to each data set. As
shown in Figure 4, the optimal window size automatically
tuned in our algorithm is 25, 400, 20000 for the three data
sets respectively.
In summary, our deep learning based method can over-
come all the above limitations of previous work, by enabling
the system to automatically learn the hidden structures and
extract themost useful features of the time-series data. ere-
fore, our approach can be generally applied to a broad cov-
erage of real-world applications.
5 CONCLUSION
In this paper, we propose a novel method to detect human-
specified breakpoints through exploiting deep learning tech-
niques for automatically extracting features that can well
Time Series Segmentation through Automatic Feature Learning , ,
EEG Data Set UCI Data Set DCASE Data Set
PR MSE PL PR MSE PL PR MSE PL
Our Method 0.96 5.11 0.22 1.06 20.04 1.25 1.13 12.82 1.71
BG1 500 6.38 3183 0.66 34.48 11.85 0 inf undef
BG2 0.173 5.95 4.92 4.16 16.19 51.09 23.87 20.03 457.98
PE 0.09 19.27 17.60 1.84 3.01 2.54 3027.6 0.08 234.56
PM 0.09 19.27 17.60 4.19 8.69 27.68 0.93 133.27 8.88
PV 0.09 19.27 17.60 0.06 29.38 27.54 0.93 133.27 8.88
PP 0.087 19.27 17.60 0.06 29.38 27.55 3027.67 0.08 234.57
DE 47.96 5.78 271.8 621 6.52 4043 2052 0.28 576.5
Table 1: Comparison of existing approaches with our deep learning based method. BG1, BG2 represent online
Bayesian method proposed by Adams et al. [2] with prior distribution of Gamma, Gaussian, respectively. PE,
PM, PV, PP represent the Pruned Exact Linear Time (PELT) method proposed by Killick et al. [27] with prior
distributionof Exponential,Mean-shi,Mean-variance shi, andPoisson, respectively. DE represents the density-
ratio estimation method proposed by Liu et al. [30]. We calculate the prediction ratio (PR), mean-squared error
(MSE), and prediction loss (PL) for the EEG data set, UCI data set, and DCASE data set, respectively. We can observe
the significant advantage our approach has over previous methods.
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Figure 9: e PDF of the data points of the EEG data set, UCI data set and DCASE data set, respectively.
represent the input time-series data. It is worth noting that
our approach is of independent interest for general change-
point detection even outside the context of breakpoint detec-
tion as considered in this paper. Unlike previous methods,
our approach does not rely on specifying a prior generative
model of the input data. Furthermore, we introduce a sim-
ple hyperparameter tuning criteria through careful sensitiv-
ity analysis on the window size, codebook size, and depth
of the network. rough extensive experiments on multiple
types of real-world data sets including human-activity sens-
ing, speech, and EEG traces, we demonstrate the effective-
ness of our proposed method and show that it significantly
outperforms existing approaches. Our technique can serve
as a key primitive for analyzing a broad range of real-world
time series data.
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