Abstract. In this article, we propose a class of high-order stochastic partial differential equations (SPDEs) for spatial dimensions d ≤ 5 which might be called high-order stochastic Anderson models. This class of the equations is perturbed by a space-time white noise when d ≤ 3 and by a space-correlated Gaussian noise when d = 4, 5. The objectives of this article are to get some estimates on the Lyapunov exponent of the solutions and to study the convergence rates of the chaos expansions of the solutions for the models.
Introduction
In this section, we start at the following well-known Anderson model:
(1.1)
∂ ∂t u(t, x) = ∆u(t, x) + u(t, x)Ẇ (t, x)
, in [0, ∞) × R, u(0, x) = u 0 (x), x ∈ R, whereẆ (t, x) is a space-time white noise on some probability space (Ω, F, P ) and satisfies E[Ẇ (t, x)Ẇ (s, y)] = δ(|t − s|)δ(|x − y|) with (t, x), (s, y) ∈ [0, ∞) × R formally. There have been extensive studies on this model (see e.g. [6, 7, 8, 9, 10, 11] ). In those articles, the authors proved the existence and uniqueness of the solution and studied at greater length the asymptotic behaviors of the solution to (1.1). The key role in those approaches is the Itô-Wiener chaos expansion. On the other hand, since the mild solution of (1.1) in Walsh's [12] sense is function-valued if and only if d = 1. For higher dimensions d ≥ 2, to get a function-valued solution to (1.1), one has to introduce the stochastic integral of Skorohod type, which might be found in more detail in [6, 10, 11] .
In this article, we are interested in a class of higher order stochastic partial differential equations (SPDEs), which goes back to the well-known (deterministic) Cahn-Hilliard equations in material sciences. By the deterministic model, CardonWeber [3] (see also Bo and Wang [1] ) established a class of higher order SPDEs (called Stochastic Cahn-Hilliard equations). Here we focus a concrete linear highorder SPDE, which might be regarded as a higher-order stochastic Anderson model.
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This equation is described by the following:
where the domain
For Equation (1.2), we say u is a solution of (1.2) in a weak sense as in [12] if u satisfies that
where .2). We notice that the existence and uniqueness have been proved for the function-valued mild solution of (1.2) with d ≤ 3 in Bo et al. [2] .
On the other hand, we shall consider Equation (1.2) for d = 4, 5. In order to get a function-valued solution for (1.2), we have to replace the space-time white noise in (1.2) by a space-correlated Gaussian noise. That is, for d = 4, 5, we consider such an SPDE as follows:
where the random field [5] ). Thus F defines a martingale measure on which the stochastic integrals are well defined in Walsh's [12] sense. Throughout the paper, we take f (r) = |r| −α for some α ∈ 0, d− Our central objective is to estimate the Lyapunov exponents in L 2 (Ω) for the solutions of Equations (1.2) and (1.4). Besides this, the convergence rate of the solutions by their finite chaos expansion terms will also be given in the latter.
Lyapunov exponent estimates for the solution of (1.2)
At first we have to address the existence and the uniqueness of the solution to Equation (1.2) (the proof refers to Bo et al. [2] ).
Consider the following SPDE:
Assume that b(·), a(·) are all Lipschitzian on R satisfying linear growth conditions and the initial
In our model (1.2), set a(u) = u and b(u) ≡ 0 in (2.1). Then by Proposition 2.1, Equation (1.2) possesses a unique solution (u(t, x)) (t,x)∈[0,T ]×D for every T > 0. For this solution, we shall have a Lyapunov exponent uniform estimate, which is explicitly stated as follows:
where the upper bound h(ε, d) is given by
To prove Theorem 2.1, we need the following estimates on the Green function G corresponding to the operator ∂ ∂t + ∆ 2 with a homogeneous Neumann boundary condition as in (1.2).
Lemma 2.1 ([3]). For
and
Now we are in a position to prove Theorem 2.1.
Proof of Theorem 2.1. We first introduce the series {H i (t, x), i ≥ 0} and 
· · ·
Next we are going to estimate
From Lemma 2.1, it follows that for all (t, x) ∈ [0, ∞) × D,
I i (t, x) ≤ const. t 0 s 1 0 · · · s i−1 0 1 |t − s 1 | d 4 × · · · × 1 |s i−2 − s i−1 | d 4 × 1 |s i−1 − s i | d 4 ds 1 · · · ds i = const. t 0 s 1 0 · · · s i−2 0 1 |t − s 1 | d 4 × · · · × 1 |s i−2 − s i−1 | d 4 × s 1− d 4 i−1 ds 1 · · · ds i−1 .
(2.6)
A routine calculation shows that, for α > 0 and j = 1, 2, · · · ,
Thus by (2.6), for all (t,
where we set 
Therefore by (2.7),
and so
From (2.9) and the Hölder inequality, it follows that there exist constants c 1 , c 2 > 0 such that
(1 − dp 4 )
On the other hand, since d ≤ 3, 1 < p < 4/d, 1/p + 1/q = 1, and so
Hence by (2.12), we obtain for all (t,
Recall the definitions of H i (t, x) with i = 1, 2, · · · . By (2.10)-(2.13), we get that u(t, x) defined by (2.10) is a series solution of Equation (1.2). Moreover the uniqueness argument shows that it is the unique solution. In the following, we are going 
Then we apply the estimate (2.13) to conclude that lim sup
.
Then the desired result follows from the definition of h(ε, d).
The next assertion gives the convergence estimate for the solution to (1.2) by its first N -finite chaos terms of (2.10). 
Proof. By (2.10)-(2.11), we obtain for all (t, 
G(t − s, x, y)u(s, y)F (dy, ds).
The existence and uniqueness of (3.1) have been established in [4] in the case of f (r) = r −α (Riesz potential) for α ∈ (0, d −
