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EVALUATION OF MAIN PARAMETERS
Abstract In this paper, we propose an enhanced jk-nearest neighbor (jk-NN) algorithm
for online signature verification. The effect of its main parameters is evaluated
and used to build an optimized system.
The results show that the jk-NN classifier improves the verification accu-
racy by 0.73–10% as compared to a traditional one-class k-NN classifier. The
algorithm achieved reasonable accuracy for different databases: a 3.93% aver-
age error rate when using the SVC2004, 2.6% for the MCYT-100, 1.75% for
the SigComp’11, and 6% for the SigComp’15 databases. These results followed
a state-of-the-art accuracy evaluation where both forged and genuine signatures
were used in the training phase.
Another scenario is also presented in this paper by using an opti-
mized jk-NN algorithm that uses specifically chosen parameters and a proce-
dure to pick the optimal value for k using only the signer’s reference signatures
to build a practical verification system for real-life scenarios where only these
signatures are available. By applying the proposed algorithm, the average error
rates that were achieved were 8% for SVC2004, 3.26% for MCYT-100, 13% for
SigComp’15, and 2.22% for SigComp’11.
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1. Introduction
Biometrics are measurements of the body that are connected to human appearance
or behavior that are commonly used in identification and access control methods.
The signature is a behavioral biometric that represents a person’s specific physical
activity; it is one of the most frequently used biometrics in our lives. The two ways
in which signatures get captured for automatic processing are known as offline and
online approaches. In an offline system, the signer uses a standard paper and pen to
write his signature, which is then scanned and processed as an image file. In online
systems, special devices such as tablets, digital pens, and PDAs [7] obtain real-time
signatures. When used for online signature acquisition, these devices can capture
several real-time features that cannot be captured using the static approach; this
makes it harder to forge online signatures than offline ones. These features can be
categorized as functions and parameters. The function feature is a function of time
features, while the parameter feature is a vector of elements. Some features can be
extracted directly from the signature data (such as position and pressure), while some
features can be derived from other features [13].
There are several public databases that are available, including SVC2004 [32],
MCYT-100 [21], SigCom’11 [15], and SUSIG [12]. These databases differ in their num-
bers of signees, and they also vary in the number of original and forged signatures for
each signee. Thus, the usie of different signature databases is necessary for evaluating
the performance of online signature-verification systems. Although signatures from
the same signee may look very similar, these signatures may have internal variations
that are caused by various factors (such as mood, age, or others). Such internal
distinctions often make it difficult to discern between original and forged signatures;
therefore, discrepancies require careful consideration when developing a signature-
-verification system (SVS)–minimizing the internal differences through preprocessing
methods before extracting the features from a signature. Several preprocessing al-
gorithms can improve the similarity measurements between signatures and reduce
the SVS’s error. Normalization methods include position normalization (translation),
size normalization (scaling), angle normalization, and other preprocessing methods
that are described in the literature (such as zero pressure removal, resampling, or
filtering) [14,16,26].
In addition to data collection, preprocessing, and feature extraction, the verifi-
cation phase defines the critical steps of online signature-verification systems. There
are many methods that are used for similarity measurement and classification, includ-
ing dynamic time warping (DTW) [20], neural networks [10], support-vector machines
(SVM) [9], k-nearest neighbor (k-NN), and many more. During this phase, signatures
are divided into training and testing sets; the chosen algorithm uses the training set
to train the model. By measuring the error, the SVS can then be evaluated using
the test set. In a real-world situation, only the reference signatures of a signee are
available; therefore, we want to build an SVS that relies only on using the refer-
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two categories). A one-class classification algorithm is k-nearest neighbor [4], where
the k-nearest neighbor objects identify whether the examined object belongs to the
training process’s original class. We presented a new optimized formula of the k-NN
algorithm [11], which was used to implement a signature-verification system that rep-
resents real-life situations and outcomes. The work methodology, the SVS main steps,
and the experimental results are investigated extensively in the following sections.
2. Related works
Online signature verification promises comparable verification accuracies to those of
human experts. A crucial step in the verification process is the actual evaluation
and classification of results; for this, we apply several classification approaches. One-
class classification aims to determine the class for a set of objects by using only
that data that is available for one class; objects that do not belong to this class are
treated as outliers. The one-class methodology was discussed and used in several
fields [5, 11, 23]. A study of online signature-verification systems that are based on
one-class classifiers is presented in [19].
Besides being used for multi-class classification, the nearest neighbor is one of the
available methods that are used to solve the one-class classification problem [18] [3].
Here, signatures are labeled according to the class of their nearest neighbors. It is
also useful to consider more than one neighbor. Hence, the approach is generally
referred to as k-nearest neighbor (k-NN) classification, where the k-nearest neigh-
bors are used to determine the questioned sample class. Khan et al. [11] presented
a theoretical analysis of k-NN one-class classification algorithm variants; their re-
sults showed that, by optimizing the parameters, jk-nearest neighbor could achieve
good results (especially with low values of j and high values of k). Their evaluation
tested several datasets but not signature datasets. Pippin [22] suggested a technique
for the online authentication of signatures; it extracts global signature features and
compares these features to stored signature models by using the k-NN classification.
Yang et al. [31] suggested a new writer-dependent online-verification technique for
signature verification based on relief and using the k-nearest neighbor for classifica-
tion. They used the SVC2004 database in their work and achieved an average error
rate of 5.312%. Nanni [19] used k-NN for a one-class online signature-verification
system and achieved 12.2% and 6.3% error rates when using 5 and 20 skilled signa-
tures, respectively, for the training set on the MCYT-100 database. k-NN has also
been used for offline signature-verification systems [8, 27, 28]. Azmi et al. [2] used
k-NN and Freeman chain code (FCC) in their work and achieved a 9.85% AER on
the MCYT-100 database. Abdelrahaman et al. [1] also achieved 80% accuracy by
using k-NN for their offline SVS. k-NN has also been applied in related fields such as
text recognition [29], iris recognition [30], and emotion detection [25]. This work is an
extension of the performance evaluation of the k-NN [24] work and presents a novel
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3. Contribution
This paper proposes and evaluates an online signature-verification approach using
a generalized k-NN algorithm (the jk-NN). k-nearest neighbors (k-NN) is a non-
parametric classification approach that was proposed by Thomas Cover [4]. In the
one-class k-NN algorithm, the k-nearest neighbors of the first-nearest neighbor classify
the tested object. Each distance d between the tested signature (S)-nearest neighbor
(Snn) and its (Sknn)-nearest neighbor is measured, and the average of the latter
(Davg) is calculated. If the distance between the tested signature and its nearest
neighbor is less than or equal to the threshold θ Davg, then S is classified as genuine;
otherwise, it is considered to be forged:






In the one-class k-NN approach, only the distance between the tested signa-
ture and its first-nearest neighbor verifies the signature to be genuine or forged by
comparing the average distances between the first-nearest neighbor and its k-nearest
neighbors. While in the jk-NN method, the j-nearest neighbors are used for the clas-
sification by comparing each Jth neighbor with its k-nearest neighbors (see Figure 1).
We can say that the k-NN and jk-NN are the same if J = 1. Each neighbor j ∈ J
is tested using the k-NN algorithm. If the majority of the J-nearest neighbors of S is
accepted, then the S is classified as genuine; otherwise, it is considered to be forged.
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The jk-NN algorithm can be formalized as the following:∑J
j=1
[








In the following subsections, we start by discussing the main steps of the verifi-
cation system, followed by the proposed algorithm and the automatic calibration of
the main parameters of the algorithm. The contribution and the methodology of the
proposed work and its experimental results are explained in the further sections.
3.1. Data acquisition
In this work, we used four different databases to evaluate the accuracy of the pro-
posed algorithms. The Signature Verification Competition 2004 database (SVC2004)
[32], the Spanish Ministry of Science and Technology database (MCYT-100) [21],
the Dutch subsets of the Signature Verification Competition 2011 database
(SigComp’11) [15], and the German database of the Signature Verification Competi-
tion 2015 (SigComp’15) [17]. Table 1 shows a comparison of these databases.
Table 1
Databases utilized
Database Language Signers/Signatures Sampling frequency
SVC2004 English and Chinese 40/1600 100 Hz
MCYT-100 Spanish 100/5000 100 Hz
SigComp’11 Dutch 64/1905 200 Hz
SigComp’15 German 30/750 75 Hz
3.2. Preprocessing
The Z-normalization algorithm [6] was applied to enhance the accuracy of the similar-
ity measurements. The z-normalization method ensures that all input vector elements
are translated into an output vector with a mean of approximately 0, while the stan-





, where i ∈ N (3)
3.3. Feature selection
Several features are from online signatures. This work features a combination of three
components: horizontal position (X), vertical position (Y ), and pressure (P ). This
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3.4. Verification and evaluation
The jk-NN classifier that was mentioned at the beginning of this section is imple-
mented and used for the classification after applying the preprocessing algorithm to
the acquired signatures and extracting the required features. Each signature is com-
pared to its j-nearest neighbors and their k-nearest neighbors and then classified as
genuine or forged based on the computed thresholds. The test set evaluates the veri-
fier’s output. There are two forms of errors observed; a false acceptance implies that
a forged signature is classified as genuine. Thus, in a false rejection where an au-
thentic signature is identified as forged, the reverse occurs. The evaluation considers
both the false acceptance rate (FAR—Type-II error rate) and the false rejection rate
(FRR—Type-I error rate). The average error rate (AER) evaluates the method for
both of these errors.
4. Experimental results
The experiment starts by using various reference numbers and thresholds to evaluate
and analyze the verification accuracy’s performance. After that, we examine several
j and k values and the effect of adjusting the number of nearest neighbors upon the
results, and we compare the k-NN and jk-NN algorithms. We evaluate the proposed
practical online signature verification using jk-NN and its main parameters.
4.1. Evaluation of parameters
For the jk-NN online signature verifier, the j values, k values, numbers of references
used, and threshold selection (value of θ) are the significant factors that determine
the performance. In the following subsections, each of these factors is discussed and
evaluated.
4.1.1. Number of references and threshold scale
Our experiments show greater accuracy when using more than ten original signatures
as references—particularly between 13 and 15 (see Table 2). A greater number of
reference signatures can provide a better representation of the intra-class variations.
To accept a test signature, the average distance between it and the j-nearest
signatures should be less than the average of the average distance between each j
signature and its k-NN signatures or a predetermined scale of that threshold (e.g., 1.2
or 1.4). As shown in Table 2, the coefficients (θ) that were used in the top-ten results
of each database were between 1.1 and 1.8. The tested threshold coefficients were
between 0.8 and 1.8, but using values that were below 1 showed less accurate results.
We can say that the optimal value of θ was between 1.2 and 1.6. A combination of 15
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Table 2
Best results of experiments









































































15 1.2 3.938 13 1.6 2.605 15 1.5 1.752 13 1.5 6.000
15 1.4 4.063 13 1.7 2.678 13 1.5 1.841 13 1.3 7.000
15 1.5 4.063 13 1.8 2.690 14 1.5 1.917 13 1.2 7.167
15 1.6 4.125 12 1.8 2.691 13 1.8 1.929 13 1.4 7.167
15 1.3 4.188 12 1.6 2.717 13 1.6 1.978 11 1.3 7.250
15 1.1 4.438 14 1.6 2.722 13 1.7 1.978 11 1.5 7.500
15 1.7 4.438 13 1.5 2.738 15 1.6 2.007 10 1.4 7.667
14 1.5 4.729 12 1.5 2.742 11 1.6 2.036 12 1.3 7.667
14 1.2 4.750 14 1.5 2.742 11 1.7 2.057 12 1.4 7.778
14 1.4 4.750 15 1.7 2.760 13 1.4 2.064 12 1.5 7.778
4.1.2. j and k values
The j and k values have different effects on the FAR and FRR. The FRR improves
with small values of j and larger values of k. This effect happens because of the more
distant neighbors that are included by increasing k (which eases the chosen threshold
and accepts more signatures, thereby decreasing the rejection rate).
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Also, this has the exact opposite effect on the FAR for the same reason; more
signatures are accepted in this situation, leading to the acceptance of some forged
signatures, which leads to a higher FAR. Thus, the FAR is smaller with smaller
values of k and greater values of j (see Figure 2).
These two effects require consideration when choosing the values of j and k since
the AER is affected by both the FAR and FRR. In our approach, the parameters’
optimal values will be those values that tolerate both error types.
4.1.3. jk-NN performance
A jk-NN classifier was used for verification instead of k-NN for the proposed algo-
rithm. Although k-NN provides good accuracy, our results showed that using jk-NN
can improve the verification system’s accuracy as compared to the k-NN algorithm.
A comparison between the two algorithms is shown in Figure 3. In the SVC2004
database, the increase in accuracy was 2.02%; this increase was 0.59% for the MCYT-
-100, 0.73% for the SigComp’11, and 10% for the SigComp’15 databases.
Figure 3. Accuracy improvement of jk-NN algorithm compared to k-NN algorithm
Figure 3 shows that the jk-NN algorithm achieved good performance for the
different databases: it had a 3.93% error rate when using the SVC2004 database,
2.6% for MCYT-100, 1.75% for SigComp’11, and 6% for SigComp’15. This approach
would not always be feasible in practice, so we suggest an improved jk-NN in the next
section using the previous evaluation of the parameters and optimizing the k value
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4.1.4. Improved jk-NN
In the previous subsections, we discussed the minimal AER that was achieved in each
experiment. We obtain a minimal AER by selecting the best values of j and k, which
cannot be reliably predetermined under actual circumstances. Nevertheless, we can
use the result for our SVS after examining the effect of the reference number and the
best threshold scale (which can provide good results in most situations).
In this section, we introduce an algorithm that is based on the minimum value of
the FRR that is reached within the training set to choose the best value of k (calcu-
lated under real-life circumstances where a certain number of signature references are
available and used for this purpose). Using the previous evaluation of the algorithm
parameters, values J = 5 and θ = 1.5 are used with 15 reference signatures in the
proposed algorithm. The idea is to divide the references (R) into two groups: the first
group (Rt) is used to calculate the threshold, while the other is used for testing. The
FRR is calculated in each iteration using different values of k from the (Ks) group of
values. The best value is assigned for k (Kopt) to the k that provided the minimum
FRR(K) (the FRR using the k-NN) among all of the Ks values. The SVS can use
these values in the verification phase. The minimum value of (FRR) will not always
provide the optimal value of (k) since references R and Rt are not the same and will
provide different results. Still, it will indicate one of the best values of k that can
produce a very accurate result. The new formula of the algorithm is presented in the
following equations:
j ∈ J∗ :
[









J∗ ∈ {1, 2, 3, 4, 5} (5)




From the previous conclusions, we chose Rt to be 10, J = 5, and θ = 1.5.
The proposed algorithm chooses the best k for each database and applies the SVS. The
achieved accuracies are shown in Table 3.
Table 3
Min. false acceptance rate and average error rate of proposed algorithm
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5. Discussion and conclusion
This work proposed an enhanced algorithm for jk-NN that was based on online
signature-verification systems. We began by evaluating the impact of the proposed
algorithm’s main parameters, then presented and evaluated the verification method.
A comparison was also presented between the use of the k-NN and jk-NN algorithms
and showed that jk-NN enhanced accuracy when using the same verification system
for both methods. The accuracy increased by 2.02% for the SVC2004, by 0.59%
for the MCYT-100, by 0.73% for the SigComp’11, and by 10% for the SigComp’15
databases.
j, k, the reference count, and the threshold are the main parameters of jk-NN. We
found that 15 references (a threshold coefficient of 1.5) would provide promising results
based on the proposed evaluation phase’s experimental results. The case was different
for the j and k values since they behaved differently under different circumstances. For
j, the best results centered around a value of 5; for k, the optimal value requires careful
consideration to achieve optimal results. Using these details, we have proposed an
online jk-NN signature-verification method that uses the preferred parameter values
and calculates the optimal k value for each signer. This method is realistic and usable
in those real-life scenarios in which only the references of the signers are available.
The accuracy of the proposed approach is encouraging; the achieved AER was 8% for
SVC2004, 3.26% for MCYT-100, 13% for SigComp’15, and 2.22% for SigComp’11.
The optimized algorithm can be used in further research along with other tech-
niques in the verification step, which will result in more-accurate and competitive
verification systems for realistic applications.
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