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Abstract
Let X be a quasiprojective manifold given by the complement of a divisor D with normal crossings
in a smooth projective manifold X . Using a natural compactification of X by a manifold with corners X ,
we describe the full asymptotic behavior at infinity of certain complete Ka¨hler metrics of finite volume
on X . When these metrics evolve according to the Ricci flow, we prove that such asymptotic behaviors
persist at later times by showing that the associated potential function is smooth up to the boundary on
the compactification X . However, when the divisor D is smooth with K X + [D] > 0 so that the Ricci
flow converges to a Ka¨hler–Einstein metric, we show that this Ka¨hler–Einstein metric has a rather different
asymptotic behavior at infinity, since its associated potential function is polyhomogeneous with, in general,
some logarithmic terms occurring in its expansion at the boundary.
c⃝ 2012 Elsevier Inc. All rights reserved.
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0. Introduction
On non-compact complete Riemannian manifolds, the study of the spectral properties of the
associated Laplacian usually requires a very good understanding of the asymptotic behavior of
the metric at infinity, for instance on conformally compact manifolds [18] or on manifolds with
infinite cylindrical ends [22]. In complex geometry, an important example of this phenomenon is
given by strictly pseudoconvex domains [23], where the natural complete metrics to consider are
the Bergman metric and the Ka¨hler–Einstein metric of Cheng and Yau [6]. Indeed, the potential
functions used to define these metrics are typically not smooth up to the boundary, as their
expansions also involve logarithmic terms; see [7] in the case of the Bergman metric and [8,6,13]
in the case of the Ka¨hler–Einstein metric of Cheng and Yau. The detailed description of the
possible terms occurring in the expansion at the boundary is crucial in the resolvent construction
of the associated Laplacian given in [23].
The focus of the present paper is on the asymptotic behavior at infinity of complete
Ka¨hler metrics on another important class of non-compact complex manifolds: quasiprojective
manifolds. We will restrict our attention to quasiprojective manifolds X taking the form X =
X \ D, where X is a smooth projective manifold of dimension n and D is a divisor with
normal crossings, that is, the irreducible components D1, . . . , Dℓ of D are smooth and intersect
transversely. Let L → X be a positive holomorphic line bundle and hL be a choice of Hermitian
metric inducing a positive curvature form. For i = 1, . . . , ℓ, let also si ∈ H0(X; [Di ]) be a
choice of section such that s−1i (0) = Di and let ∥ · ∥Di be a choice of Hermitian metric for
[Di ]. From an idea of Carlson and Griffiths [4, Proposition 2.1], we then know that for ϵ > 0
sufficiently small, the (1, 1)-form
ω = √−1ΘL +
√−1 ∂∂ log

ℓ
i=1
(− log ϵ∥si∥2Di )
2

= √−1ΘL + 2
√−1
ℓ
i=1
 ΘDi
log ϵ∥si∥2Di

+ 2√−1
ℓ
i=1
 (∂ log ϵ∥si∥2Di ) ∧ (∂ log ϵ∥si∥2Di )
(log ϵ∥si∥2Di )2
 (1)
is the Ka¨hler form of a complete Ka¨hler metric gω of finite volume on X . The metric gω is the
prototypical example of an asymptotically tame polyfibered cusp metric, a notion introduced in
Definition 2.11 below. When dimC X = 1 and D = {p1, . . . , pℓ} is a set of distinct points,
the metric gω asymptotically looks like the Poincare´ metric
|dζ |2
|ζ |2(log |ζ |)2 in local holomorphic
coordinates near pi , that is, the metric gω asymptotically looks like a cusp near each point of D.
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When dimC X > 1, a similar phenomenon occurs, the metric gω approaching the Poincare´ metric
in the direction transversal to the irreducible component Di . When the divisor D is smooth,
polyfibred cusp metrics correspond to a special example of d-metrics, a notion introduced in [28].
In general, asymptotically tame polyfibred cusp metrics descend well to the divisors to give
metrics of the same type, a feature that allows to proceed by induction to study their properties.
When K X +[D] > 0, we can take L = K X +[D] to be our positive holomorphic line bundle.
From the work of Yau [30], Cheng and Yau [6], Kobayashi [11], Tsuji [27], Tian and Yau [25]
and Bando [3], we know that there exists a Ka¨hler–Einstein metric gKE bi-Lipschitz to gω. The
Ka¨hler form of the Ka¨hler–Einstein metric gKE is of the form ωKE = ω +
√−1 ∂∂u with the
function u obtained by solving the complex Monge–Ampe`re equation
log

(ω +√−1∂∂u)n
ωn

− u = F, (2)
for some appropriate function F . Alternatively, the Ka¨hler–Einstein metric can be obtained by
using the Ricci flow. Indeed, as shown in [5] or [14, Example 6.18], the Ricci flow with initial
metric gω exists for all time and converges to the Ka¨hler–Einstein metric gKE.
Given its explicit description, the asymptotic behavior at infinity of the prototypical Ka¨hler
metric gω is certainly well-understood. Studying the asymptotic behavior at infinity of the
Ka¨hler–Einstein metric gKE is thus reduced to understanding the asymptotic behavior of the
potential function u. The first result in that direction was obtained by Schumacher, who
showed in [24] (see also the subsequent work [29]) that when the divisor D is smooth,
the Ka¨hler–Einstein metric gKE asymptotically approaches the corresponding Ka¨hler–Einstein
metric on D in the directions tangent to D, while it approaches the Poincare´ metric in the
directions transversal to D. In [14], Lott and the second author introduced the notion of standard
spatial asymptotics for complete Ka¨hler metrics on X of finite volume and showed via the use
of e´tale groupoids that such metrics continue to have standard spatial asymptotics at later time
when they evolve according to the Ricci flow. These results can be understood as giving the 0th
order term of the asymptotic behavior of the metric at infinity.
By analogy with what happens for the Bergman metric or the Ka¨hler–Einstein metric of Cheng
and Yau on strictly pseudoconvex domains, a compactification of X by a manifold with boundary,
or more generally, by a manifold with corners, would be needed to give a proper description of
higher order terms in the asymptotic behavior of the metric. This is the starting point of this
paper. When the divisor D is smooth, we obtain such a compactification by blowing up D in X
in the sense of Melrose [22],
X = [X; D] = X \ D S(N D), (3)
where S(N D) is the unit normal bundle of D in X . The set X is naturally a manifold with
boundary ∂X = S(N D). In particular, its boundary has an induced circle fibration Φ : ∂X → D.
If ρ ∈ C∞(X) is a choice of boundary defining function for ∂X , that is, ρ−1(0) = ∂X , ρ is
positive on X \ ∂X and the differential dρ is nowhere zero on ∂X , then the compactification
we are looking for, which we call the logarithmic compactification X of X , is obtained by
declaring it homeomorphic to X with ring of smooth functions C∞(X) generated by C∞(X)
and the function x = −1log ρ , assuming without loss of generality that ρ is always less than 1. The
function x ∈ C∞(X) is then a boundary defining function for X . The reason for consideringX instead of X is that the works of Schumacher [24] and Wu [29] strongly suggest it with
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respect to the function x that the asymptotic behavior of the Ka¨hler–Einstein metric gKE should
be described.
When D has normal crossings, we proceed in a similar way by successively blowing up in the
sense of Melrose each irreducible component of D,X = [X; D1, . . . , Dℓ]. (4)
The space X is then naturally a manifold with corners with a boundary hypersurface Hi
associated to each irreducible component Di of D. The logarithmic compactification X of
X is then obtained by suitably enlarging the ring of smooth functions of X . Similarly, when
Di = Di \

j≠i Di ∩ D j

is non-compact, we can consider its logarithmic compactificationDi . It is such that the boundary hypersurface Hi ⊂ X associated to Di comes with a natural
circle fibration Φi : Hi → Di .
On X , we can consider two natural spaces of smooth functions, one being the restriction
of C∞(X) to X , and the other being the Cheng–Yau Ho¨lder ring C∞fc (X) of bounded smooth
functions having their covariant derivatives with respect to the metric gω bounded on X .
Since neither of them is contained in the other, we can also consider the space given by their
intersection,
C∞fc (X) = C∞(X) ∩ C∞fc (X). (5)
Since a function in C∞fc (X) is in particular in C∞(X), it has a Taylor series at each boundary
hypersurface Hi of X . The key fact motivating the introduction of the space C∞fc (X) is that
requiring the function to be in C∞fc (X) forces the Taylor series of f at Hi to be of the form
f ∼
∞
k=0
Φ∗i (ai )xki , ai ∈ C∞fc (Di ), (6)
where xi is a choice of boundary defining function for Hi in X . As a consequence, a function
f ∈ C∞fc (X) has a well-defined restriction to Di and its full asymptotic behavior at infinity is
completely described by its Taylor series at each boundary hypersurface of X . The space C∞fc (X)
provides the right framework to describe the asymptotic behavior of complete Ka¨hler metrics on
X bi-Lipschitz to gω.
Using the logarithmic compactification X and the space C∞fc (X), our first result concerns the
evolution of the asymptotic behavior of Ka¨hler metrics under the Ricci flow, answering a question
of [14] (see Theorem 4.2 below for a more precise statement).
Theorem 1. If gω is an asymptotically tame polyfibred cusp Ka¨hler metric on X and ωt =
ωt +
√−1∂∂u(t, ·), with ωt = −Ric(ω) + e−t (ω + Ric(ω)), is the solution to the normalized
Ricci flow for t ∈ [0, T ) with
∂u
∂t
= log

(ωt +
√−1∂∂u)n
ωn0

− u, u(0, ·) = 0,
then gωt is an asymptotically tame polyfibred cusp Ka¨hler metric and u(t, ·) ∈ C∞fc (X) for all
t ∈ [0, T ).
When dimC X = 1, this result was obtained in [1]. We refer also to [2] for a related result
for conformally compact metrics. Our general strategy to prove the result when dimC X > 1
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is similar to the one of [1], namely, we restrict the evolution equation of the potential function
to Di and solve it to get a candidate ui for what should be the restriction of u to Di . Using
a suitable decay estimate proved using a barrier function and the maximum principle (see
Proposition 3.6 below), we then check ui is indeed the restriction of u to ui . We can then proceed
recursively in the same fashion to build up the whole Taylor series of u at Di for each i and show
u(t, ·) ∈ C∞fc (X). At first, we can only show that this is the case for t < τ for some small
τ . However, since we can get a uniform lower bound on τ for each compact subinterval of
[0, T ), we can repeat the argument finitely many times for the theorem to be true on any compact
subinterval of [0, T ), establishing the result.
Our second result consists in generalizing the work of Schumacher [24] to the case where
D has normal crossings, namely, we show that near each irreducible component Di of D, the
Ka¨hler–Einstein metric gKE approaches the Poincare´ metric in the directions transversal to Di
and the corresponding Ka¨hler–Einstein metric gKE,i on Di in the directions tangent to Di . This
can be formulated in terms of the potential function solving the Monge–Ampe`re equation (2)
(see Theorem 5.1 below for a more precise statement).
Theorem 2. Suppose K X + [D] > 0 and let ω be the Ka¨hler form of (1) with L = K X + [D].
Let u be the solution to the complex Monge–Ampe`re equation (2) so that ωKE = ω+
√−1∂∂u is
the Ka¨hler form of the Ka¨hler–Einstein metric gKE bi-Lipschitz to gω. If ω has standard spatial
asymptotics associated to {ωI } and {ci } with ci = 1 for all i ∈ {1, . . . , ℓ}, then there exists ν > 0
such that for each i ∈ {1, . . . , ℓ},
u − Φ∗i (ui ) ∈ xνi C∞fc (X)
in a collar neighborhood of Hi , where xi is a boundary defining function for Hi and ui is such
that ωi +
√−1∂∂ui is the Ka¨hler form of the Ka¨hler–Einstein metric on Di bi-Lipschitz to gωi .
From Theorem 1, we would naively expect the Ka¨hler–Einstein metric to be also an
asymptotically tame polyfibred cusp Ka¨hler metric. When dimC X = 1, this is indeed the case as
described in [1]. However, when dimC X > 1 and the divisor D is smooth, this is no longer the
case as our next result shows (see Theorem 7.4 below for a more precise statement). The same
phenomenon occurs for the Ricci flow of conformally compact metrics; see [9] and [2] in that
context.
Theorem 3. Suppose the divisor D is smooth and K X + [D] > 0. Let u be the solution to the
complex Monge–Ampe`re equation (2) so that ωKE = ω +
√−1∂∂u is the Ka¨hler form of the
Ka¨hler–Einstein metric gKE bi-Lipschitz to gω. Then there exists an index set E ⊂ [0,∞)× N0
such that u has an asymptotic expansion at ∂X of the form
u ∼

(z,k)∈E
Φ∗(az,k)x z(log x)k, az,k ∈ C∞(D).
Moreover, the index set E is such that
(z, k) ∈ E, z ≤ 1 H⇒ (z, k) ∈ {(0, 0), (1, 0), (1, 1)}.
This result refines the asymptotic expansion of [29]. Notice that the asymptotic expansion
in [29] predicts no x log x term. We were informed by Damin Wu that this will be addressed in
an erratum to [29] that should appear soon.
In [13], the main ingredient is a boundary regularity result for a corresponding linear elliptic
equation. For edge singularities, the approach of Lee and Melrose was subsequently systematized
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by Mazzeo in [15,16] and this was used recently in [10] to establish the polyhomogeneity of
incomplete Ka¨hler–Einstein metrics with an edge singularity along a divisor. In our case, we use
a boundary regularity result which is adapted to the geometry of the problem (see Theorem 6.7
below). Our strategy to obtain the latter relies on an observation (Lemma 6.1) that allows us to
deduce the result from a corresponding boundary regularity for elliptic b-operators [22].
In contrast to the result of Lee and Melrose [13], notice that non-integer powers of the
boundary defining function might also occur in the asymptotic expansion of the potential
function. The first possible logarithmic term is of the form x log x . Unless such a term does not
occur, the optimal Ho¨lder regularity of the potential function on the logarithmic compactificationX is therefore easily seen to be
u ∈ C0,δ(X), for all 0 < δ < 1.
In Theorem 7.6, we provide a topological criterion determining when such logarithmic term
actually occurs. In complex dimension 2, this criterion is particularly simple to describe: there is
a term x log x in the asymptotic expansion of u if and only if the (complex) normal bundle of D
in X is non-trivial. Thus, an easy example of a Ka¨hler–Einstein metric with such a logarithmic
term is obtained by taking X = CP2 with D ⊂ CP2 a smooth curve of degree at least 4 (see
Example 7.7 below). This can also be used to construct an example where D has normal crossings
and the solution u to the complex Monge–Ampe`re equation is not in C∞fc (X) (see Example 7.8).
It seems natural to expect such solutions to be polyhomogeneous in some reasonable sense and
we hope to investigate this matter in a future work.
The paper is organized as follows. In Section 1, we introduce the logarithmic compactification
of the quasiprojective manifold X . It is followed in Section 2 by a description of the type
of complete metrics of finite volume we will consider on X . At the same time, we take the
opportunity to introduce various spaces of functions, notably C∞fc (X) and its corresponding
polyhomogeneous version. As a prelude to the study of the Ricci flow, we obtain in Section 3
some decay estimates and regularity results for linear (uniformly) parabolic equations on X . This
is used in Section 4 to prove Theorem 1. We prove the generalization of Schumacher’s result in
Section 5. We then focus on the case where the divisor D is smooth and obtain in Section 6 a
boundary regularity result for solutions of linear (uniformly) elliptic equations on X . This is used
in Section 7 to obtain our boundary regularity result for the Ka¨hler–Einstein metric gKE.
1. The logarithmic compactification of a quasiprojective manifold
Let X be a smooth projective manifold and D be a divisor on X with normal crossings, that
is, each irreducible component of D is smooth and the irreducible components of D intersect
transversely. We denote by X = X \ D the corresponding quasiprojective manifold. Write
D =
ℓ
i=1
Di (1.1)
where the sum runs over irreducible components of D. For each irreducible component Di , let
si : X → [Di ] be a holomorphic section defining Di , namely s−1i (0) = Di . Let also ∥ · ∥Di be
a choice of Hermitian metric for the holomorphic line bundle [Di ] and consider on X the real-
valued function ρi = ∥si∥Di . This function is smooth away from Di and such that ρ−1i (0) = Di .
Denote byX = [X; D1, . . . , Dℓ] (1.2)
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the manifold with corners obtained from X by successively blowing up D1, . . . , Dℓ in the sense
of Melrose [20]. We denote by β : X → X the corresponding blow-down map. Since the various
irreducible components of D intersect transversely, the diffeomorphism type of the manifold X
does not depend on the order in which the blow-ups are performed. In fact, if X ′ is obtained
from X by blowing up the irreducible components of D in a different order, then the natural
identification X ′ \ ∂X ′ = X = X \ ∂X extends uniquely to give a diffeomorphism X ′ ∼= X ; see
Proposition 5.8.2 in [20] or [19, p. 21].
The manifold with corners X has ℓ distinct boundary hypersurfaces,
Hi = β−1(Di ), i ∈ {1, . . . , ℓ}. (1.3)
A useful way of measuring the complexity of the manifold with corners X is via its depth,
depth(X) = max|I | | I ⊂ {1, . . . , ℓ}, HI =
i∈I
Hi ≠ ∅ . (1.4)
It is the highest possible codimension of a boundary face of X .
Under the blow-down map, the function ρi lifts naturally to a smooth function ρi ∈ C∞(X)
which is a boundary defining function of Hi , that is, ρ−1i (0) = Hi , ρi > 0 on X \ Hi and the
differential dρi is nowhere zero on Hi .
Consider the intersection D I =i∈I Di for a subset I ⊂ {1, . . . , ℓ}. When D I is non-empty,
it is a complex submanifold of X of codimension |I |. It comes with a natural divisor given by
C I =

j ∉I
D I ∩ D j . (1.5)
By transversality of the irreducible components of D, the divisor D I ∩ D j is a disjoint union of
smooth irreducible divisors of D I . Moreover, for distinct j, k ∉ I , we have that D I ∩ D j and
D I ∩ Dk intersect transversely in D I . Thus, if we write
C I =
ℓI
j=1
C I j , (1.6)
where the sum runs over the irreducible components of C I , we can consider the manifold with
cornersDI = [D I ;C I 1, . . . ,C IℓI ] (1.7)
obtained by successively blowing up the submanifolds C I 1, . . . ,C IℓI in the sense of Melrose.
As for X , the diffeomorphism type of DI does not depend on the order in which the blow-ups
are performed. When I = {i} consists of one element, we will use the notation Di := D{i}.
Let Ui → X be the unit circle bundle associated to the Hermitian line bundle ([Di ], ∥ · ∥Di ).
Let Ui |Di be its restriction to Di and consider its pull-back
Ui = β∗i Ui |Di (1.8)
under the blow-down map βi : Di → Di . More generally, for I ⊂ {1, . . . , ℓ}, let UI → X be the
torus bundle obtained by taking the fiber product of the circle bundles Ui for i ∈ I . Let UI |D I
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be the restriction of UI to D I and consider its pull-backUI = β∗I (UI |D I ) (1.9)
under the blow-down map βI : DI → D I .
Lemma 1.1. When non-empty, the boundary face HI =i∈I Hi ⊂ X is naturally diffeomorphic
to the total space of the torus bundle UI → DI . In particular, there exists an induced torus
fibration ΦI : HI → DI .
Proof. Changing the order in which we blow up if needed, we can assume I = {1, . . . , k} ⊂
{1, . . . , ℓ}. For p ∈ D I , let us choose for each i ∈ I a local holomorphic trivialization of [Di ]
in a small neighborhood U of p. The section si can then be seen as a local holomorphic function
ζi on U vanishing on Di . Taking U smaller if needed, we can complete ζ = (ζ1, . . . , ζk) by
holomorphic functions z = (zk+1, . . . , zn) such that (ζ, z) form holomorphic coordinates on
U . In these coordinates, blowing up Di amounts to introduce polar coordinates (ρ′i , θi ) such
that ζi = ρ′i e
√−1θi . Thus, if we denote by αI the blow-down map for the manifold with
corners X I = [X; D1, . . . , Dk], then on the open set α−1I (U), we can use the coordinates
(ρ′1, θ1, . . . , ρ′k, θk, z), in which case the blow-down mapαI is locally given by:
(ρ′1, θ1, . . . , ρ′k, θk, z) → (ρ1e
√−1θ1 , . . . , ρ′ke
√−1θk , z). (1.10)
On the boundary faceα−1I (D I ), we can use the coordinates (θ1, . . . , θk, z). In these coordinates,
the restriction of the blow-down mapαI toα−1I (D I ) is given by
(θ1, . . . , θk, z) → z. (1.11)
If we choose different local holomorphic trivializations of [Di ] for i ∈ I on an open set V with
V ∩ D I ≠ ∅, then the sections si will give a different tuple ζ ′ = (ζ ′1, . . . , ζ ′k) of holomorphic
functions. On the intersection U ∩ V , we can assume, taking the support of U and V to be closer
to D I if needed, that (ζ ′, z) still form holomorphic coordinates. In particular, this will induce
coordinates (θ ′1, . . . , θ ′k, z) onα−1I (D I ) with the restriction of the blow-down mapαI taking the
form
(θ ′1, . . . , θ ′k, z) → z. (1.12)
If ζ ′i = ζi fi (ζ, z), for fi a non-vanishing holomorphic function, is the change of coordinates
from (ζ, z) to (ζ ′, z), then onα−1I (D I ), the corresponding change of coordinates is given by
e
√−1θ ′i = e
√−1θi fi (0, z)
| fi (0, z)| , i ∈ I. (1.13)
The function fi (0,z)| fi (0,z)| takes value on the unit circle and can be interpreted as the transition
function between local trivializations of the circle bundle Ui |D I . This means the fibrationαI :α−1I (D I )→ D I is a torus bundle isomorphic to the torus bundle UI |D I → D I .
Now, when we blow up the lifts of Dk+1, . . . , Dn in X I to obtain X , the boundary faceα−1I (D I ) ⊂ X I lifts to give the boundary face HI ⊂ X . Since the lifts of Dk+1, . . . , Dn toX I are transversal toα−1I (D I ), we see using local coordinates as in (1.10) that the torus bundleαI :α−1I (D I )→ D I lifts to a fibrationΦI : HI → DI
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which is just the pull-back of the torus bundle α−1I (D I ) → D I under the blow-down mapβI : DI → D I . 
Recall from Section 5.14 in [20] that the logarithmic blow-up [X; Hi ]log of a boundary
hypersurface Hi with boundary defining function ρi is the manifold with corners X with C∞-
structure generated by C∞(X) and the new boundary defining function
xi = 1
log

1
ρi
 , (1.14)
where we assume without loss of generality that ρi < 1 everywhere on X . As shown in [20], the
definition of [X; Hi ]log does not depend on the choice of the boundary defining function ρi and
is such that the identity map [X; Hi ]log → X is smooth. More generally, we can perform such a
logarithmic blow-up at each boundary hypersurface with the different blow-ups commuting. We
get in this way the total logarithmic blow-up
X log = Xℓ, with X0 = X and X j = [X j−1; H j ]log, j ∈ {1, . . . , ℓ}, (1.15)
whose diffeomorphism type is independent of the order in which the logarithmic blow-ups are
performed. The identity map plays the role of a blow-down map βlog : X log → X . Under this
map, the pull-back of polynomially decaying functions on X gives rapidly decaying functions
on X log. Moreover, the boundary face HI = β−1log (HI ) of X log is canonically diffeomorphic
to the total logarithmic blow-up of the boundary hypersurface HI . The smooth torus fibrationΦI : HI → DI induces a corresponding smooth torus fibration ΦI : HI → DI , whereDI = (DI )log.
Definition 1.2. The logarithmic compactification of the quasiprojective manifold X = X \ D is
the manifold with corners X := X log. It has a natural blow-down mapβ = β ◦ βlog : X → X .
For each boundary hypersurface Hi = β−1(Di ), a choice of boundary defining function is
given by
xi = 1
log

1
ρi
 = −1
log ∥si∥Di
∈ C∞(X).
The boundary defining function xi induces a non-vanishing section dxi |Hi of the conormal
bundle of Hi in X . As the next lemma shows, this section, which induces a trivialization of the
conormal bundle, is canonical in the sense that it does not depend on the choice of the boundary
defining function ρi ∈ C∞(X).
Lemma 1.3. Let ∥ · ∥′
Di
be another choice of Hermitian metric for the bundle [Di ] and suppose
that the corresponding boundary defining function ρ′i = ∥si∥′Di for the boundary hypersurfaceHi is such that 0 ≤ ρ′i < 1. Then the new boundary function
x ′i =
1
log 1
ρ′i
∈ C∞(X)
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for the boundary hypersurface Hi in X is such that x ′i = xi (1 + xi bi + x2i bi ) for some smooth
functions bi ∈ C∞(X) andbi ∈ C∞(X). In particular,
dx ′i
Hi = dxi |Hi .
Proof. By assumption, we have that ρ′i = ρiφi for some function φi ∈ C∞(X) such that 0 < φi
everywhere on X . Since 0 ≤ ρi < 1 and 0 ≤ ρ′i < 1, notice that
1− xi logφi = 1+ logφilog ρi =
log ρi + logφi
log ρi
= log ρ
′
i
log ρi
> 0.
Thus, we have,
x ′i =
−1
log ρi + logφi = xi

1
1− xi logφi

= xi

1+ xi logφi
1− xi logφi

,
= xi

1+ xi logφi

1− xi logφi + xi logφi
1− xi logφi

= xi

1+ xi logφi + x2i

(logφi )2
1− xi logφi

, (1.16)
and the result follows by taking bi = logφi andbi = (logφi )21−xi logφi . 
2. Polyfibred cusp metrics on quasiprojective manifolds
On X , consider the subspace of smooth vector fields
VΦ(X) = {ξ ∈ C∞(X; T X) | ξ xi ∈ x2i C∞(X) and
(Φi )∗( ξ |Hi ) = 0 ∀i ∈ {1, . . . , ℓ}}. (2.1)
When the divisor D is smooth, this is a special case of the Lie algebra of vector fields introduced
by Mazzeo and Melrose in [17]. As can be checked directly, the subspace VΦ(X) is closed under
Lie bracket, so forms a Lie subalgebra of C∞(X; T X). Thanks to Lemma 1.3, the condition
ξ xi ∈ x2i C∞(X)
does not depend on the choice of the boundary defining function ρi ∈ C∞(X) used to
define xi . This means the Lie subalgebra VΦ(X) is canonically associated to the logarithmic
compactification X .
To describe VΦ(X) in local coordinates, let I ⊂ {1, . . . , ℓ} be a non-empty subset such that
the boundary face
HI =
i∈I
Hi (2.2)
is non-empty. Relabeling the boundary hypersurfaces if needed, we can assume I = {1, . . . , k}
for some k ≤ ℓ. Given a point p ∈ HI , consider the image β(p) of p in X . By considering a
local trivialization of [Di ] near β(p) for i ∈ I , we can regard the section si as a holomorphic
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function ζi near β(p). We complete these functions by holomorphic functions zk+1, . . . , zn to
get holomorphic coordinates
(ζ, z) = (ζ1, . . . , ζk, zk+1, . . . , zn) (2.3)
near β(p). Without loss of generality, we will assume that the open set U where these coordinates
are defined only intersects with Di for i ∈ I . In terms of the polar coordinates
ρ′i = |ζi |, θi = arg(ζi ), ζi = ρ′i e
√−1θi , (2.4)
we can consider ρ′i = |ζi | instead of ρi = ∥si∥Di as a (local) boundary defining function for Hi
in X . Writing z j = u j +√−1v j where u j and v j are real-valued functions, and setting
w = (w1, . . . , w2q) := (uk+1, vk+1, . . . , un, vn), q = n − k,
we obtain in this way real coordinates near p
(x ′1, θ1, . . . , x ′k, θk, w1, . . . , w2q), (2.5)
with x ′i = −1log ρ′i for i ∈ {1, . . . , k}. Let U = β−1(U) ⊂ X be the open set where these coordinates
are defined. By our choice of U , we have that Hi ∩ U = ∅ unless i ∈ I .
The open set U is such that for each i ∈ {1, . . . , k}, the fibration Φi : Hi → Di restricts to be
trivial on U ∩ Hi . In fact, for each i ∈ I ,
(x ′1, . . .x ′i , . . . , x ′k, θ1, . . . ,θi , . . . , θk, w)
forms a coordinate system on Di such that the projection Φi is given by
(x ′1, . . .x ′i , . . . , x ′k, θ1, . . . , θk, w) → (x ′1, . . .x ′i , . . . , x ′k, θ1, . . . ,θi , . . . , θk, w). (2.6)
Here, the notation  above a variable means it is omitted. By Lemma 1.3, the coordinate x ′i is
also a valid choice of local boundary defining function for Hi . Thus, in the coordinate system
(2.5), a vector field ξ ∈ VΦ(X) is of the form
ξ =
k
i=1

ai x
′
I x
′
i
∂
∂x ′i
+ bi x
′
I
x ′i
∂
∂θi

+
2q
j=1
c j x
′
I
∂
∂w j
, (2.7)
where x ′I =

i∈I x ′i and ai , bi , c j ∈ C∞(X).
Since VΦ(X) is a C∞(X)-module, there exists a smooth vector bundle ΦT X → X and a
natural map ιΦ : ΦT X → T X which restricts to an isomorphism on X \ ∂X with the property
that
VΦ(X) = ιΦ(C∞(X; ΦT X)). (2.8)
At a point p ∈ X , the fiber of ΦT X above p can be defined by
ΦTpX = VΦ(X)/IpVΦ(X), (2.9)
where Ip ⊂ C∞(X) is the ideal of all smooth functions vanishing at p.
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Definition 2.1. A polyfibred boundary metric on X is a smooth metric gΦ for the real vector
bundle
ΦT X → X . Under the canonical identification between T X and ΦT X over X = X \∂X ,
a polyfibred boundary metric induces a Riemannian metric on X = X \ ∂X which we also refer
to as a polyfibred boundary metric.
In the local coordinates (2.5), an example of polyfibred boundary metric is given by
gΦ =
k
i=1

ai
d(x ′i )2
(x ′i x ′I )2
+ bi (x
′
i )
2
(x ′I )2
dθ2i

+
2q
α=1
2q
β=1
cαβ
dwα ⊗ dwβ
(x ′I )2
, (2.10)
where ai , bi ∈ C∞(X) are positive smooth functions and cαβ ∈ C∞(X) gives the coefficients
of a positive definite symmetric matrix. If gΦ is any choice of polyfibred boundary metric, then
notice that the Lie algebra VΦ(X) admits the following alternative description,
VΦ(X) = {ξ ∈ C∞(X , T X) | ∃c > 0 such that gΦ(ξp, ξp) < c ∀p ∈ X}. (2.11)
The Riemannian metrics we are interested in are not polyfibred boundary metrics, but metrics
conformal to them.
Definition 2.2. A polyfibred cusp metric on X is a Riemannian metric of the form
gfc = x2gΦ
where x =ℓi=1 xi and gΦ is a polyfibred boundary metric.
When the divisor D is smooth so that the logarithmic compactification X is a manifold
with fibered boundary, polyfibred cusp metrics constitute a special kind of d-metrics, a notion
introduced by Vaillant in [28]. In the local coordinates (2.5), an example of polyfibred cusp
metric is given by
gfc =
k
i=1

ai
d(x ′i )2
(x ′i )2
+ bi (x ′i )2dθ2i

+
2q
α=1
2q
β=1
cαβdwα ⊗ dwβ . (2.12)
More generally, a polyfibred cusp metric may also involve mixed terms of the form
dx ′i
x ′i
⊗ dx
′
j
x ′j
, x ′i dθi ⊗ x ′j dθ j ,
dx ′i
x ′i
⊗ x ′j dθ j ,
dx ′i
x ′i
⊗ dwl ,
x ′j dθ j ⊗ dwl .
(2.13)
However, there is an unambiguous way to say that a polyfibred cusp metric does not asymptoti-
cally involve such mixed terms.
Definition 2.3. An exact polyfibred cusp metric is a polyfibred cusp metric gfc such that for any
I ⊂ {1, . . . , ℓ} and for any p ∈ HI \ ∂ HI ,
gfc =
k
i=1

ai
d(x ′i )2
(x ′i )2
+ bi (x ′i )2dθ2i

+ pr∗I h I +

i∈I
Ei (2.14)
in local coordinates as in (2.5), where ai and bi are positive constants, Ei ∈ xiC∞(X; fcT ∗X ⊗
fcT ∗X), h I is a metric on D I ∩ U (i.e. in the coordinates w) and prI : U → D I ∩ U is the
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projection
(x ′1, θ1, . . . , x ′k, θk, w) → w.
For this definition to be sensible, we need a polyfibred cusp metric locally of the form (2.14) to
stay of this form under changes of coordinates as in (2.5). This is indeed the case.
Lemma 2.4. Let (ζˆ1, . . . , ζˆk, zˆk+1, . . . , zˆn) be another choice of coordinates near β(p) ∈ X
with ζˆi |Di = 0. Let (xˆ ′1, . . . , xˆ ′k, θˆ1, . . . , θˆk, wˆ) be the corresponding real coordinates as in (2.5).
Then a metric gfc of the form (2.14) in the coordinates (xˆ ′, θˆ , wˆ) is also of this form in the
coordinates (x ′, θ, w).
Proof. By Lemma 1.3, we have xˆ ′i = x ′i (1 + bi x ′i + bi (x ′i )2) for some bi ∈ C∞(X) andbi ∈ C∞(X). Since dbi ∈ C∞(X; T ∗X) ⊂ C∞(X; fcT ∗X), a direct computation shows that
dxˆ ′i
xˆ ′i
= dx
′
i
x ′i
+ Fi , Fi ∈ xiC∞(X; fcT ∗X). (2.15)
Since we have ζˆi = ζi fi (ζ, z) for some local non-vanishing holomorphic function fi , we have
θˆi = 1√−1 log

ζˆi
|ζˆi |

= 1√−1 log

ζi
|ζi |

+ 1√−1 log

fi
| fi |

= θi + 1√−1 log

fi
| fi |

. (2.16)
Writing fi| fi | = a0 + ρi a1 with a0 and a1 smooth local functions on X with a0 non-vanishing and
independent of ζi , ζ i , we see that
d θˆi = dθi + d log a0 + d log

1+ ρi a1
a0

, (2.17)
so that xˆ ′i d θˆi = x ′i dθi modulo xiC∞(X; fcT ∗X). Finally, from the change of coordinates
zˆk = gk(ζ, z) for a holomorphic function gk , we see that
dzˆk =
k
i=1
∂gk
∂ζi
dζi +
n
j=k+1
∂gk
∂z j
dz j . (2.18)
Since
dζi = e
√−1θi dρ′i +
√−1ρ′i e
√−1θi dθi
= ρ′i e
√−1θi

dx ′i
(x ′i )2
+√−1dθi ,

, (2.19)
it follows from the fact that ρ′i = e
− 1
x ′i decays exponentially fast as x ′i tends to 0 that
pˆr∗I h I = pr∗I h I +

i∈I
Gi , Gi ∈ xiC∞(X; fcT ∗X ⊗fc T ∗X), (2.20)
where pˆrI is the projection (xˆ
′, θˆ , wˆ) → wˆ. Thus, combining (2.15), (2.17) and (2.20), the result
follows. 
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As for polyfibred boundary metrics, there is a natural subspace of smooth vector fields
associated to a polyfibred cusp metric gfc,
Vfc(X) = {ξ ∈ C∞(X , T X) | ∃c > 0 such that gfc(ξp, ξp) < c ∀p ∈ X}. (2.21)
Clearly, we have that
Vfc(X) = 1x VΦ(X), (2.22)
so that the definition of Vfc(X) does not depend on the choice of gfc. In contrast to VΦ(X),
notice however that Vfc(X) is not closed under the Lie bracket. Nevertheless, since it is a C∞(X)-
module, there exists a smooth vector bundle fcT X → X and a natural map ιfc : fcT X → T X
restricting to an isomorphism on X \ ∂X with the property that
Vfc(X) = ιfc(C∞(X; fcT X)). (2.23)
The fiber of fcT X above a point p ∈ X is defined by
fcTpX = Vfc(X)/IpVfc(X), (2.24)
where Ip ⊂ C∞(X) is the ideal of all smooth functions vanishing at p. In terms of the bundle
fcT X , a polyfibred cusp metric can be seen as a Euclidean structure for the real vector bundle
fcT X .
Lemma 2.5. If gfc and g′fc are two polyfibred cusp metrics, then there exists a constant C > 0
such that
gfc
C
≤ g′fc ≤ Cgfc,
that is to say, gfc and g′fc are bi-Lipschitz equivalent.
Proof. Seen as Euclidean structures on the real vector bundle fcT X , we can certainly find such a
constant C > 0 since X is compact. We get the corresponding result for the Riemannian metrics
by restricting to X = X \ ∂X . 
Polyfibred cusp metrics also satisfy the following properties.
Proposition 2.6. Any polyfibred cusp metric gfc is complete and has finite volume.
Proof. Let gfc be a polyfibred cusp metric. For each i ∈ {1, . . . , ℓ}, we can find a small positive
constant ci such that
gfc > c
2
i
dxi
xi
⊗ dxi
xi
seen as sections of C∞(X; fcT X ⊗ fcT X). If dgfc(·, ·) denote the distance function on X defined
by gfc, then this implies that for any points p, q ∈ X ,
dgfc(p, q) ≥

 xi (q)
xi (p)
ci
dxi
xi
 = ci
log xi (q)xi (p)
 .
2906 F. Rochon, Z. Zhang / Advances in Mathematics 231 (2012) 2892–2952
Thus, for p fixed, this distance tends to infinity as q is approaching Hi . More precisely, for any
point p ∈ X and any r > 0, the ball
Bdgfc (p, r) = {q ∈ X | dgfc(p, q) ≤ r}
is a compact subset of X \ ∂X , which shows that the metric space (X, dgfc) is complete. To see
that the metric gfc has finite volume, it suffices to notice that in the local coordinates (2.5), the
x ′i factors of
dx ′i
x ′i
and of x ′i dθi cancel, so that the volume form of gfc is canonically an element
of C∞(X; |Ω(X)|), where |Ω(X)| is the density bundle of T X . In particular, the integral over X ,
and hence, over X , is finite. 
There are natural spaces of functions associated to polyfibred cusp metrics. To describe
them, fix a polyfibred cusp metric gfc and let ∇ be its Levi-Civita connection. This induces a
corresponding Euclidean metric and Euclidean connection (also denoted gfc and ∇) on the vector
bundle
T rs X = T X ⊗ · · · ⊗ T X  
r times
⊗ T ∗X ⊗ · · · ⊗ T ∗X  
s times
(2.25)
of (r, s)-tensors. More generally, if V → X is a smooth Euclidean vector bundle with a Euclidean
connection, then we have a corresponding Euclidean metric and Euclidean connection on the
vector bundle T rs X ⊗ V for all r, s ∈ N0. For such a vector bundle V and for k ∈ N0, we denote
by Ckfc(X; V ) the space of continuous sections f of V such that ∇ j f ∈ C0(X; T 0j X ⊗ V ) with
sup
p∈X
|∇ j f (p)| <∞, ∀ j ∈ {0, . . . , k}, (2.26)
where | · | is the fiberwise norm given by the Euclidean metric on T rs X ⊗V . The space Ckfc(X; V )
is naturally a Banach space with norm given by
∥ f ∥k =
k
j=0
sup
p∈X
|∇ j f (p)|. (2.27)
The intersection of these spaces for k ∈ N,
C∞fc (X; V ) =

k∈N
Ckfc(X; V ), (2.28)
is a Fre´chet space with semi-norms given by (2.27) for k ∈ N. In the local coordinates (2.5), a
function f ∈ C∞fc (X) is a function such that
supU∩X
 k
i=1

x ′i
∂
∂x ′i
αi  1
x ′i
∂
∂θi
βi 2q
j=1

∂
∂w j
γ j
f
 <∞,
∀ α, β ∈ Nk0, γ ∈ N2q0 . (2.29)
When V = T rs X , it is tacitly assumed that the Euclidean metric and connection taken on
T rs X are those induced by gfc and its Levi-Civita connection. By Lemma 2.5, the definition of
Ckfc(X; T rs X) does not depend on the choice of the polyfibred cusp metric gfc. For the trivial real
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line bundle T 00 X = R, we obtain a corresponding space of functions
Ckfc(X) = Ck(X; T 00 X). (2.30)
In the notation of [29], the Fre´chet space C∞fc (X) corresponds to the Cheng–Yau Ho¨lder ring
R(X). For k ∈ N0 and α ∈ (0, 1), one can also consider the Ho¨lder space Ck,αfc (X) of [11] using
good quasi-coordinates (see also [29]).
To study the asymptotic behavior of solutions to the Ricci flow, it is also useful to introduce
the parabolic version of the space Ckfc(X; V ). Denoting also by V the pull-back of V under the
projection [0, T ] × X → X , we define Ck,
k
2
fc ([0, T ] × X; V ) to be the space of sections f of V
such that for all j, l ∈ N0 with 2 j + l ≤ k,
∂
j
t ∇l f ∈ C0([0, T ] × X; T 0l X ⊗ V ) and sup
t∈[0,T ]
sup
p∈X
|∂ jt ∇l f (t, p)| <∞. (2.31)
The space Ck,
k
2
fc ([0, T ] × X; V ) is naturally a Banach space with norm given by
∥ f ∥k, k2 =

2 j+l≤k
sup
t∈[0,T ]
sup
p∈X
|∂ jt ∇l f (t, p)|. (2.32)
The intersection of these spaces,
C∞fc ([0, T ] × X; V ) =

k∈N
Ck,
k
2
fc ([0, T ] × X; V ), (2.33)
is a Fre´chet space with semi-norms given by (2.32).
Suppose now that the bundle V → X is the restriction of a smooth vector bundle V → X .
An example to keep in mind is V = T rs X , in which case we can take V = fcT rs X . Equip V
with a Euclidean metric and a Euclidean connection ∇. Similarly, choose a Euclidean metric on
T X → X and let also ∇ denote its Levi-Civita connection. We can then define Ck(X; V ) to be
the space of continuous sections f ∈ C0(X; V ) such that
∇ j f ∈ C0(X; T 0j X ⊗ V ), ∀ j ∈ {0, . . . , k}. (2.34)
The space Ck(X; V ) is a Banach space with norm given by
∥ f ∥k =
k
j=0
sup
p∈X |∇ j f (p)|, (2.35)
where | · | is the pointwise norm of the corresponding Euclidean metric. The space Ck(X; V ) also
has a parabolic version Ck, k2 ([0, T ] × X; V ) which consists of sections f ∈ C0([0, T ] × X; V )
such that for all 2 j + l ≤ k,
∂
j
t
∇l f ∈ C0([0, T ] × X; T 0l X ⊗ V ). (2.36)
We are interested in the subspace given by
Ckfc(X; V ) = Ck(X; V ) ∩ Ckfc(X; V ), (2.37)
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as well as its parabolic counterpart
Ck,
k
2
fc ([0, T ] × X; V ) = Ck, k2 ([0, T ] × X; V ) ∩ Ck, k2fc ([0, T ] × X; V ). (2.38)
They are Banach spaces with norms respectively given by the sum of the norms of Ck(X; V ) and
Ckfc(X; V ) and the sum of the norms of Ck,
k
2 ([0, T ] × X; V ) and Ck, k2fc ([0, T ] × X; V ). We have
also the corresponding Fre´chet spaces
C∞fc (X; V ) = 
k∈N
Ckfc(X; V ) and C∞fc ([0, T ] × X; V ) = 
k∈N
Ck,
k
2
fc (
X; V ). (2.39)
For the trivial line bundle V = R over X , we will use the notation C∞fc (X) = C∞fc (X;R).
A function f ∈ C∞fc (X) is in particular in C∞(X), so it has a Taylor series at the boundary
hypersurface Hi . However, the fact that the function f is also in C∞fc (X) imposes some
restrictions on the coefficients of its Taylor series.
Proposition 2.7. If f ∈ C∞fc (X), then in the local coordinates (2.5), it has a Taylor series at Hi
of the form
f ∼
∞
k=0
(Φ∗i ak)(x ′i )k, ak ∈ C∞fc (Di ). (2.40)
Proof. From the fact that f ∈ C∞(X), we know that it has a Taylor series at Hi of the form
f ∼
∞
k=0
1
k!

∂k f
∂(x ′i )k
Hi

(x ′i )k .
Since f is also in C∞fc (X), we have uniform control on its derivatives with respect to the vector
field 1x ′i
∂
∂θi
. This means that
1
x ′i
∂
∂θi
k+1
∂k f
∂(x ′i )k
= 1
(x ′i )k+1
∂k+1
∂θk+1i
∂k f
∂(x ′i )k
is uniformly bounded, which implies that
∂k+1
∂θk+1i
∂k f
∂(x ′i )k
Hi = 0.
Integrating k + 1 times in θi , we find that ∂k f∂(x ′i )k
Hi must be constant in θi in order to be globally
defined on each circle of the fibration Φi . Thus, the coefficients of the Taylor series are constant
on the fibers of the fibration Φi and are therefore given by the pull-back of functions ak on Di .
From the fact f ∈ C∞fc (X), we then conclude that each ak must be in C∞fc (Di ). 
We infer from this proposition that there is a well-defined restriction map
ri : C∞fc (X)→ C∞fc (Di ) such that f |Hi = Φ∗i (ri ( f )). (2.41)
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In fact, more generally, for I ⊂ {1, . . . , ℓ} with HI ≠ ∅, we have a well-defined restriction map
rI : C∞fc (X)→ C∞fc (DI ) such that f |HI = Φ∗I (rI ( f )). (2.42)
Conversely, it is also possible to construct an extension map, that is, a right inverse for the
restriction map ri . We will construct one by proceeding locally with the help of a partition of
unity. First, in X , cover Di by finitely many open sets U1, . . . ,Uki such that on each of them,
we have holomorphic coordinates as in (2.3). On Di , let φq ∈ C∞(Di ) be a partition of unity
subordinate to the cover V q = Uq

Di
. We can lift these to obtain an open cover Vi = β−1i (V i )
of Di with partition of unity φq = β∗i φq . Since each φq is the pull-back of a smooth function on
Di , we have automatically that φq ∈ C∞fc (Di ). Similarly, the cover Uq can be lifted to an open
cover Uq of Hi in X with each open set having coordinates as in (2.5). In particular, the fibrationΦi restricts to give a circle fibration
Φi : Uq Hi → Vi . (2.43)
There is also a natural projection
prq : Uq → Uq Hi (2.44)
obtained by removing the coordinate x ′i . Finally, for ϵi > 0, let χi ∈ C∞c ([0,∞)) be a cut-off
function such that χi (t) = 1 for t < ϵi2 and χi (t) = 0 for t > ϵi . Provided we choose ϵi small
enough, we can insure that
χi (xi ) pr∗q Φ∗i φq ∈ C∞c (Uq), ∀q. (2.45)
With all this data, we can define an extension map
Ξi : C∞fc (Di )→ C∞fc (X), by Ξi ( f ) =
q
χi (xi ) pr∗q Φ∗i (φq f ). (2.46)
Proposition 2.7 has also some implications on the restrictions to HI of the derivatives of a
function f in C∞fc (X). We will in particular be interested in the restriction of ∂∂ f to each of the
boundary faces of X .
Proposition 2.8. Given f ∈ C∞fc (X), the restriction of ∂∂ f ∈ C∞(X;Λ2(fcT ∗X) ⊗ C) to HI ,
seen as section of Λ2(fcT ∗X)⊗ C, is
Φ∗I (∂∂rI ( f )) ∈ C∞ HI ; Λ2(fcT ∗X)⊗ CHI

.
Proof. Let p ∈ D I be given. Relabeling the boundary hypersurfaces if necessary, we can assume
I = {1, . . . , k}. Let (ζ1, . . . , ζk, zk+1, . . . , zn) be holomorphic coordinates near p as in (2.3). In
the corresponding real coordinates (2.5) on X , we have,
∂
∂ζi
= 1
2

e−
√−1θi ∂
∂ρ′i
−
√−1e−
√−1θi
ρ′i
∂
∂θi

= x
′
i
2ζi

x ′i
∂
∂x ′i
−
√−1
x ′i
∂
∂θi

. (2.47)
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Thus, for a function f ∈ C∞fc (X), we have
∂ f
∂ζi
dζi =

x ′i
∂ f
∂x ′i
−
√−1
x ′i
∂ f
∂θi

x ′i dζi
2ζi
. (2.48)
Now, from Proposition 2.7, we see that
x ′i
∂ f
∂x ′i
−
√−1
x ′i
∂ f
∂θi
HI = 0.
Since
x ′i dζi
ζi
= dx ′ix ′i +
√−1x ′i dθi is a local smooth non-vanishing section of fcT ∗X , this shows
that, as a section of fcT ∗X ,
∂ f
∂ζi
dζi
HI = 0.
Similarly, we have that ∂ f
∂ζ i
dζ i
HI = 0. Repeating this argument, we find that as local sections
of Λ2(fcT ∗X)⊗ C, the forms
∂2 f
∂ζi∂ζ j
dζi ∧ dζ j ,
∂2 f
∂ζi∂zl
dζi ∧ dzl and ∂
2 f
∂zl∂ζ j
dzl ∧ dζ j
all restrict to zero on HI . Thus, the restriction of ∂∂ f to HI is given locally by the restriction of
i, j
∂2 f
∂zi∂z j
dzi ∧ dz j ,
from which the result follows. 
For certain applications, notably the study of the asymptotic behavior of Ka¨hler–Einstein
metrics on quasiprojective manifolds, the space of functions C∞fc (X) is too small and need to
be enlarged to a suitable space of polyhomogeneous functions. To introduce this space, recall
from [21] that an index set is a countable discrete subset E of C× N0 such that
(z j , k j ) ∈ E, |(z j , k j )| → ∞ H⇒ Re z j →∞, (2.49)
(z, k) ∈ E H⇒ (z + p, k) ∈ E ∀p ∈ N, and (2.50)
(z, k) ∈ E H⇒ (z, p) ∈ E ∀p ∈ N0 with p ≤ k. (2.51)
For us, an index set will prescribe the type of asymptotic behavior a function should have near
a boundary hypersurface. Suppose first that D is smooth so that X is a smooth manifold with
boundary. Suppose also that D has only one irreducible component D1, so that ∂X is connected.
Then given an index set E , recall from [22] that we define the associated space AEphg(X) of
polyhomogeneous functions to consist of functions f ∈ C∞(X) having an asymptotic expansion
near ∂X of the form
f ∼

(z,k)∈E
a(z,k)x
z
1(log x1)
k, a(z,k) ∈ C∞(X), (2.52)
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where the symbol ∼ means that for all N ∈ N, we have that
f −

(z,k)∈E
Re z≤N
a(z,k)x
z
1(log x1)
k ∈ C˙N (X), (2.53)
where C˙N (X) is the space of functions which are N times differentiable on X with all their
derivatives vanishing up to order N along ∂X . An important example is when E = N0 × {0}, in
which case AEphg(X) is simply the space C∞(X). Another important example is when E = ∅, in
which case AEphg(X) = C˙∞(X) is the space of smooth functions on X vanishing on ∂X together
with all their derivatives.
In our context, we will particularly be interested in the subspace of polyhomogeneous
functions AEfc(X) consisting of smooth functions having an asymptotic expansion near X of
the form
f ∼

(z,k)∈E
a(z,k)x
z
1(log x1)
k, a(z,k) ∈ C∞fc (X), (2.54)
which means that for all N ∈ N, we have that
f −

(z,k)∈E
Re z≤N
a(z,k)x
z
1(log x1)
k ∈ x NCNfc (X). (2.55)
When D is not smooth, so that X is a manifold with corners, the space of polyhomogeneous
functions AEfc(X) can be generalized as follows. First, recall from [21] that an index family
E = (E1, . . . , Eℓ) for the compact manifold with corners X is the assignment of an index set
Ei to each boundary hypersurface Hi of X . Notice that if E is an index family for X , then it
naturally induces an index family Ei for Di which to a non-empty boundary hypersurface of the
form Φi (Hi ∩ H j ) ⊂ Di associate the index set E j . Thus, proceeding by induction on the depth
of X , we can define the spaceAEfc(X) associated to the index family E = (E1, . . . , Eℓ) to consist
of functions f such that for all i ∈ {1, . . . , ℓ},
f ∼

(z,k)∈Ei
Ξi (a(z,k))x zi (log xi )
k, a(k,z) ∈ AEifc (Di ), (2.56)
which means that for all N ∈ N,
f −

(z,k)∈Ei
Re z≤N
Ξi (a(z,k))x zi (log xi )
k ∈ x Ni CNfc (X). (2.57)
Here, the map Ξi is defined as in (2.46) by
Ξi (a(z,k)) =

q
χi (xi ) pr∗q Φ∗i (φqa(z,k)). (2.58)
In that more general sense, notice that this defines a map
Ξi : AEifc (Di )→ AFifc (X), Fi = (F1, . . . , Fℓ)
with F j =

E j , j ≠ i,
N0 × {0}, j = i. (2.59)
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Notice that thanks to property (2.50) of index sets, the space AEfc(X) is naturally a C∞fc (X)-
module. When V → X is a smooth vector bundle on X for which the space C∞fc (X; V ) has been
defined, this means we can more generally define the space of polyhomogeneous sections of V
associated to the index family E by
AEfc(X; V ) = AEfc(X)⊗C∞fc (X) C∞fc (X; V ). (2.60)
We are interested in polyfibred cusp metrics that are Ka¨hler with respect to the complex
structure of X . Examples of such metrics are not hard to construct. Indeed, let L → X be a
positive holomorphic Hermitian line bundle with Hermitian metric ∥ · ∥L . Locally, the curvature
of its Chern connection is given by
ΘL = ∂∂ log ∥λ∥2L (2.61)
where λ is any local holomorphic section of L . Since L is positive, the curvature form
√−1ΘL
is a Ka¨hler form on X . To obtain a Ka¨hler form on the quasiprojective manifold X , we consider
instead for ϵ > 0 the closed 2-form
ω = √−1ΘL +
√−1 ∂∂ log

ℓ
i=1
(− log ϵ∥si∥2Di )
2

= √−1ΘL + 2
√−1
ℓ
i=1
 (∂ log ϵ∥si∥2Di ) ∧ (∂ log ϵ∥si∥2Di )
(log ϵ∥si∥2Di )2
+
∂∂ log ϵ∥si∥2Di
log ϵ∥si∥2Di

= √−1ΘL + 2
√−1
ℓ
i=1
 ΘDi
log ϵ∥si∥2Di

+ 2√−1
ℓ
i=1
 (∂ log ϵ∥si∥2Di ) ∧ (∂ log ϵ∥si∥2Di )
(log ϵ∥si∥2Di )2
 . (2.62)
Since the middle term can be made arbitrarily small by taking ϵ > 0 sufficiently small, we see
that the form ω is a Ka¨hler form provided ϵ is chosen small enough.
Proposition 2.9. The Ka¨hler metric gω associated to the Ka¨hler form ω in (2.62) is an exact
polyfibred cusp metric on X with gω ∈ C∞fc (X; fcT ∗X ⊗ fcT ∗X).
Proof. Away from ∂X , there is nothing to prove. Thus, let p ∈ ∂X be given. Near β(p), choose
complex coordinates (ζ1, . . . , ζk, zk+1, . . . , zn) as in (2.3) and let (x ′1, θ1, . . . , x ′k, θk, uk+1, vk+1,
. . . , un, vn) be the corresponding coordinates on X as in (2.5). In these coordinates, we see by
direct computation that multiplication by
√−1 sends x ′i ∂∂x ′i to
1
x ′i
∂
∂θi
and ∂
∂u j
to ∂
∂v j
. Since p ∈ ∂X
is arbitrary, this shows that complex multiplication induces a smooth map
√−1 : C∞fc (X; fcT X ⊗ C)→ C∞fc (X; fcT X ⊗ C). (2.63)
Thus, to show gω is a polyfibred cusp metric with gω ∈ C∞fc (X; fcT ∗X ⊗ fcT ∗X), it suffices to
show that
ω ∈ C∞(X;Λ2(fcT ∗X)⊗ C) (2.64)
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and that the restriction of ω to ∂X as a section of Λ2(fcT ∗X) ⊗ C is positive definite. This can
be checked by writing (2.62) in the local holomorphic coordinates (2.3). Indeed, notice first that
∥si∥2Di = hi |ζi |
2 (2.65)
for some positive smooth function hi in the holomorphic coordinates (2.3). Thus,
1
log ϵ∥si∥2Di
= 1
log ϵ + log hi + log |ζi |2 =
x ′i
x ′i (log ϵ + log hi )− 2
(2.66)
is clearly smooth as a function on X . Since ΘL and ΘDi are smooth forms on X , it follows from
(2.19) and the fact that ρ′i = e
− 1
x ′i decays exponentially fast as x ′i tends to 0 that the first two
terms in (2.62) are in C∞fc (X;Λ2(fcT ∗X)⊗ C). For the last term in (2.62), notice that
∂ log ϵ∥si∥2Di = ∂ log hi + ∂ log |ζi |
2
= ∂ log hi + dζi
ζi
= ∂ log hi + dρ
′
i
ρ′i
+√−1dθi . (2.67)
Since ∂ log hi is a smooth form on X , we see from (2.19) and (2.67) that the last term of (2.62)
is also in C∞fc (X;Λ2(fcT ∗X)⊗ C), so that (2.64) holds. On the boundary face HI near the point
p, the restriction of ω, as a section of Λ2(fcT ∗X)⊗ C is given by
√−1Φ∗I ι∗DI
ΘL + 2
i ∉I
 ΘDi
log ϵ∥si∥Di
+
(∂ log ϵ∥si∥2Di ) ∧ (∂ log ϵ∥si∥
2
Di
)
(log ϵ∥si∥2Di )2

+ 2√−1

i∈I

x ′i
2
2 dζi ∧ dζ i
|ζi |2 , (2.68)
where ιDI : DI ↩→ X is the natural inclusion of DI =

i∈I Di in X . In particular, this restriction
is clearly positive definite, which shows that gω is a polyfibred cusp metric. It is also clear from
(2.68) that gω is an exact polyfibred cusp metric. 
This proposition suggests the following reformulation of the notion of standard spatial
asymptotics introduced in [14]. As in [14], to lighten the presentation, we will often not
distinguish between a Ka¨hler metric gω and its Ka¨hler form ω.
Definition 2.10. Let {ωI } be exact polyfibred cusp Ka¨hler metrics on {DI } for I ⊂ {1, . . . , ℓ}
such that

i∈I Di ≠ ∅ and let {ci }ℓi=1 be positive numbers. Then an exact polyfibred cusp Ka¨hler
metric ω has standard spatial asymptotics associated to {ωI } and {ci }ℓi=1 if for every p ∈ ∂X ,
the restriction of ω at p seen as a section of C∞(X;Λ2(fcT ∗X)⊗ C) is given by
Φ∗I ωI + √−12 
i∈I
ci dζi ∧ dζ i
|ζi |2(log |ζi |)2 ,
where I = {i1, . . . , ik} ⊂ {1, . . . , ℓ} is the largest subset such that p is contained in HI =
i∈I Hi and (ζi1 , . . . , ζik , zk+1, . . . , zn) are holomorphic coordinates near β(p) ∈ X as in (2.3).
The other property of the Ka¨hler metric of Proposition 2.9, namely that gω ∈ C∞fc (X; fcT ∗X⊗
fcT ∗X), will play a predominant role in our study of the Ka¨hler–Ricci flow.
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Definition 2.11. An asymptotically tame polyfibred cusp metric on the quasiprojective
manifold X is an exact polyfibred cusp metric gfc such that
gfc ∈ C∞fc (X; fcT ∗X ⊗ fcT ∗X).
Thus, the Ka¨hler metric of Proposition 2.9 is an example of asymptotically tame polyfibred cusp
Ka¨hler metric.
We conclude this section by describing the asymptotic behavior of the Ricci form of an
asymptotically tame polyfibred cusp Ka¨hler metric.
Proposition 2.12. Let ω be an asymptotically tame polyfibred cusp Ka¨hler metric with standard
spatial asymptotic associated to {ωI } and {ci }. Then its Ricci form ϱ is an element of
C∞fc (X;Λ2(fcT ∗X) ⊗ C). Furthermore, in the holomorphic coordinates (2.3), the restriction of
ϱ at HI seen as a section of C∞(X;Λ2(fcT ∗X)⊗ C) is given by
Φ∗I ϱI − √−12 
i∈I
dζi ∧ dζ i
|ζi |2(log |ζi |)2
where ϱI is the Ricci form of ωI .
Proof. Let us work in the local holomorphic coordinates (ζ1, . . . , ζk, zk+1, . . . , zn) of (2.3). In
these coordinates, we have a standard asymptotically tame polyfibred cusp Ka¨hler metric,
ωst =
√−1
2
k
i=1
dζi ∧ dζ i
|ζi |2(log |ζi |)2 +
√−1
2
n
j=k+1
dz j ∧ dz j , (2.69)
with Ricci form
ϱst =
k
i=1
√−1∂∂ log

|ζi |2(log |ζi |)2

= −
√−1
2
k
i=1
dζi ∧ dζ i
|ζi |2(log |ζi |)2 . (2.70)
Then the Ricci form of ω is given by
ϱ = ϱst −
√−1∂∂ log

ωn
ωnst

. (2.71)
Since ω
n
ωnst
is locally in C∞fc (X) and does not vanish, we see that f = log ωnωnst  is locally an
element of C∞fc (X). Furthermore, a straightforward computation shows that the restriction of f
to HI is given by
f |HI = log

ωn−kI√−1
2
n
j=k+1
dz j ∧ dz j
n−k
+
k
i=1
log ci . (2.72)
The result then follows from (2.71), (2.72) and Proposition 2.8. 
Remark 2.13. Actually, the Riemannian curvature tensor of the above metric has a similar
splitting form at HI . The easiest way to see that is to introduce the local (in θi ) holomorphic
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coordinates {log(log ζ1), . . . , log(log ζk), zk+1, . . . , zn}, where log ζi = −(x ′i )−1 +
√−1θi and
(ζ, z) are holomorphic coordinates as in (2.3). The corresponding holomorphic vector fields
are bounded with respect to the metric. Hence one can make use of the standard form of the
Riemannian curvature tensor for a Ka¨hler metric (in Section 1.2 of [26] for example) to obtain
the splitting. This coordinate system represents the bounded geometry for this metric as discussed
in [11] (see also [29]). The classic Cheng–Yau’s function spaces considered there are equivalent
to the space Ckfc(X) considered here.
3. Decay estimates for linear uniformly parabolic equations
A natural class of differential operators of order m acting on C∞fc (X; V ) is given by the space
Diffmfc(X; V ) of differential operators P of the form
P f =
m
j=0
a j · ∇ j f, a j ∈ C∞fc (X; T j0 X ⊗ End(V )), f ∈ C∞fc (X; V ), (3.1)
where a j · ∇ j f is seen as an element of C∞fc (X; V ) after the natural contractions are performed
and ∇ is the Levi-Civita connection of some polyfibred cusp metric. We can also consider the
subspace Diffmfc(X; V ) ⊂ Diffmfc(X; V ) of operators which can be written as in (3.1), but with
a j ∈ C∞fc (X; fcT j0 X ⊗ End(V )) for all j ∈ {0, . . . ,m}.
Definition 3.1. An operator L ∈ Diff2fc(X; V ) is said to be uniformly elliptic if there exist a
positive constant c and a polyfibred cusp metric gfc such that for all p ∈ X ,
| det(σ2(L)(ξ, ξ))| > c|ξ |2 rk(V )gfc ∀ ξ ∈ T ∗p X \ {0},
where σ2(L) ∈ C∞(X; T X ⊗ T X ⊗ End(V )) is the principal symbol of L and rk(V ) is the
dimension of the fibers of V . In particular, an operator L ∈ Diff2fc(X) with negative principal
symbol (e.g. the negative Laplacian) is uniformly elliptic if there exists a positive constant c such
that
σ2(L) < −cg∗fc,
where g∗fc is the metric dual to gfc on the cotangent bundle.
Definition 3.2. For t ∈ [0, T ], let t → L t ∈ Diff2fc(X; V ) be a smooth family of operators. Then
the operator
∂
∂t
− L t
acting on C∞fc ([0, T ] × X) is said to be uniformly parabolic if there exists a constant c > 0 and
a polyfibred cusp metric gfc such that for all p ∈ X ,
| det(σ2(L t )(ξ, ξ))| > c|ξ |2 rk(V )gfc , ∀ t ∈ [0, T ], ∀ ξ ∈ T ∗p X \ {0}.
Alternatively, we will say the family L t is uniformly elliptic.
To study the asymptotic behavior of solutions to a uniformly parabolic equation, we need
some preparation.
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Proposition 3.3. For t ∈ [0, T ], let t → L t ∈ Diff2fc(X) be a smooth family of operators
with negative principal symbols such that ∂t − L t is uniformly parabolic. Suppose that u ∈
C2,1fc ([0, T ] × X) is a solution to the initial value problem
∂u
∂t
− L t u ≤ E, u(0, ·) = u0(·),
with u0 ∈ xγ C2fc(X) and E ∈ xγ C0,0fc ([0, T ] × X), where xγ =
ℓ
i=1 x
γi
i and γ = (γ1, . . . , γℓ)
with γi ≥ 0. Then there exist positive constants K and c such that for all t ∈ [0, T ],
u ≤ K ect xγ .
Proof. The result will follow by applying the maximum principle. Consider the new function
ψ = xu,
where we recall that x =ℓi=1 xi . Its evolution equation is given by
∂ψ
∂t
− L tψ ≤ x E, ψ(0, ·) = xu0(·), (3.2)
where t → L t ∈ Diff2fc(X) is the smooth family of operators defined byL t = x ◦ L t ◦ x−1.
Since σ2(L t ) = σ2(L t ), the family L t is also uniformly elliptic. For some positive constants K
and c, consider then the barrier function
v = K ect xxγ . (3.3)
Provided the constants K and c are large enough, we will have that for all t ∈ [0, T ],
∂v
∂t
≥ L tv + x E, v(0, ·) ≥ ψ(0, ·). (3.4)
This means that
∂
∂t
(v − ψ) ≥ L t (v − ψ), (v − ψ)(0, ·) ≥ 0. (3.5)
Since, thanks to the factor x , (v − ψ) tends to zero as one approaches ∂X , we can apply the
maximum principle to (3.5) to conclude that
ψ ≤ v = K ect xxγ ,
from which the result follows. 
Corollary 3.4. For t ∈ [0, T ], let t → L t ∈ Diff2fc(X) be a smooth family of operators
with negative principal symbols such that ∂t − L t is uniformly parabolic. Suppose that u ∈
C2,1fc ([0, T ] × X) is a solution to the initial value problem
∂u
∂t
− L t u = E, u(0, ·) = u0(·),
with u0 ∈ xγ C2fc(X) and E ∈ xγ C0,0fc ([0, T ] × X) for some γ = (γ1, . . . , γℓ) with γi ≥ 0. Then
we have that
u ∈ xγ C0,0fc ([0, T ] × X).
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Proof. It suffices to apply Proposition 3.3 to u and −u. 
To get a similar estimate on the derivatives of u, we need to know their corresponding
evolution equations.
Lemma 3.5. Let V → X be a smooth Euclidean vector bundle and let t → L t ∈ Diff2fc(X; V )
be a uniformly elliptic smooth family of operators. Let ∇V be a choice of Euclidean connection
for the bundle V → X. If a section u ∈ Ck,
k
2
fc ([0, T ] × X; V ) satisfies the evolution equation
∂u
∂t
= L t u + E, E ∈ Ck−2,
k
2−1
fc ([0, T ] × X; V ),
then the evolution equation of ∇V u is given by
∂
∂t
∇V u = L t∇V u +∇V E + f u,
where t → L t ∈ Diff2fc(X; T ∗X ⊗ V ) is a uniformly elliptic smooth family of operators and
f ∈ C∞fc (X; T ∗X ⊗ End(V )).
Proof. Let gfc be a choice of polyfibred cusp metric. Using its Levi-Civita connection and the
connection ∇V of V , we have an induced connection on any tensor product of copies of V , T X
and their duals. To simplify the notation, we will denote all these induced connections by ∇. In
terms of these connections, the family of operators L t is of the form
L t u = a · ∇∇u + b · ∇u + cu (3.6)
where a ∈ C∞fc (X; T X ⊗ T X ⊗ End(V )), b ∈ C∞fc (X; T X ⊗ End(V )) and c ∈ C∞fc (X;End(V )).
From that perspective, the operator L t not only acts on sections of V , but also on sections of any
bundle given by the tensor product of copies of V , T X and their duals. It suffices then to notice
that
∇L t u = L t∇u + [∇, L t ]u,
and consequently that
∂
∂t
∇u = L t∇u + [∇, L t ]u +∇E .
Since in local coordinates where the various bundles are trivialized, the covariant derivative
∇i is the same as ∂i (the trivial covariant derivative) modulo terms of order zero, we see from
the identity [∂i , ∂ j ] = 0 that the term [∇, L t ]u involves at most two derivatives of u. On the
other hand, L t , seen as an element of Diff2fc(X; V ⊗T ∗X), is still uniformly elliptic, so the result
follows. 
With this lemma, we can now obtain the following decay estimate.
Proposition 3.6. For t ∈ [0, T ], let t → L t ∈ Diff2fc(X) be a smooth family of operators
with negative principal symbols such that ∂t − L t is uniformly parabolic. Suppose that u ∈
Ck,
k
2
fc ([0, T ] × X) is a solution to the initial value problem
∂u
∂t
− L t u = E, u(0, ·) = u0(·),
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with u0 ∈ xγ Ckfc(X) and E ∈ xγ C
k−2, k2−1
fc ([0, T ] × X) for some k ≥ 2 and γ = (γ1, . . . , γℓ)
with γi ≥ 0. Then it follows that
u ∈ xγ Ck−2,
k
2−1
fc ([0, T ] × X).
Proof. We need to show that
sup
[0,T ]×X
|∂ jt ∇lu|
xγ
<∞ (3.7)
for all j, l ∈ N0 such that 2 j + l ≤ k − 2. We will proceed in two steps.
Step 1: The estimate (3.7) holds for j = 0 and l ≤ k − 2.
Our strategy is to proceed by induction on k using Proposition 3.3 and Lemma 3.5. The case
k = 2 is given by Corollary 3.4. Thus, assume the result is true for k = m. We need to prove that
it holds for k = m + 1.
Fix a polyfibred cusp metric gfc and let ∇ denote the corresponding Levi-Civita connection.
Proceeding by recurrence using Lemma 3.5, we know that the evolution equation of the (m−1)th
covariant derivative of u,
∇m−1u = ∇ · · · ∇  
m−1 times
u,
is given by
∂
∂t
∇m−1u = Lm−1t ∇m−1u +∇m−1 E +
m−2
j=0
b j∇ j u, (3.8)
where Lm−1t is a uniformly elliptic family of operators and
b j ∈ C∞fc (X;End(T j0 X, T m0 X)).
Thus, we have
∂
∂t
|∇m−1u|2 = 2

∂
∂t
∇m−1u,∇m−1u

= 2

Lm−1t ∇m−1u +∇m−1 E +
m−2
j=0
b j∇ j u,∇m−1u

, (3.9)
where the symbol ⟨·, ·⟩ denote the inner product between tensors induced by the polyfibred cusp
metric gfc. Writing the operator L
m−1
t as in (3.6),
Lm−1t v = aαβ · ∇α∇βv + bα · ∇αv + cv, (3.10)
where the sum is taken over repeated indices, we see using the ellipticity of Lm−1t that,
Lm−1t |∇m−1u|2 = 2aαβ · ⟨∇α∇m−1u,∇β∇m−1u⟩ + 2⟨Lm−1t ∇m−1u,∇m−1u⟩
≥ 2⟨Lm−1t ∇m−1u,∇m−1u⟩. (3.11)
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Combining (3.9) with (3.11) and using the Cauchy–Schwarz inequality, we obtain
∂
∂t
|∇m−1u|2 ≤ Lm−1t |∇m−1u|2 + 2

∇m−1 E +
m−2
j=0
b j∇ j u,∇m−1u

≤ Lm−1t |∇m−1u|2 + |∇m−1 E |2 + |∇m−1u|2
+
m−2
j=0

|b j∇ j u|2 + |∇m−1u|2

. (3.12)
Since we assume by induction that the estimate (3.7) holds for j = 0 and l ≤ m−2, we conclude
that |∇m−1u|2 satisfies an evolution equation of the form
∂
∂t
|∇m−1u|2 ≤ Lm−1t |∇m−1u|2 + m|∇m−1u|2 + Em−1, (3.13)
with Em−1 ∈ x2γ C0fc([0, T ] × X). By Proposition 3.3, this means that there exist positive
constants K and c such that
0 ≤ |∇m−1u|2 ≤ K ect x2γ , ∀ t ∈ [0, T ], (3.14)
which completes Step 1.
Step 2: For fixed j ∈ N0 with 2 j ≤ k − 2, the estimate (3.7) holds for all l ∈ N0 such that
l ≤ k − 2− 2 j .
We will proceed by induction on j . The case j = 0 is Step 1. From the evolution equation of
u, we see that
sup
[0,T ]×X
1
xγ
∇l ∂u∂t
 = sup[0,T ]×X
∇l(L t u + E)
xγ
<∞ ∀ l ≤ k − 4, (3.15)
which is the case j = 1. More generally, since ∂ jt u satisfies the evolution equation
∂
∂t
(∂
j
t u) = L t (∂ jt u)+ ∂ jt E +
j−1
q=0

j !
q!( j − q)!

(∂
j−q
t L t )(∂
q
t u), (3.16)
we see from this equation that if (3.7) holds for 2 j = 2m ≤ k − 4 and l ≤ k − 2 − 2m, then it
also holds for j = m + 1 and l ≤ k − 4 − 2m. This shows that (3.7) holds for all j, l ∈ N0 with
2 j + l ≤ k − 2. 
As a prelude to our study of the Ricci flow asymptotics, we can use Proposition 3.6 to describe
the asymptotic behavior of solutions to linear uniformly parabolic equations.
Theorem 3.7. For t ∈ [0, T ], let t → L t ∈ Diff2fc(X) be a smooth family of uniformly elliptic
operators with negative principal symbols. Then for E ∈ C∞fc ([0, T ] × X), the equation
∂u
∂t
= L t u + E, u(0, ·) = u0 ∈ C∞fc (X), (3.17)
has a unique solution u in C∞fc ([0, T ] × X).
Proof. Replacing u by u − u0 if needed, we can assume u0 = 0. Proceeding by induction on
the depth of X , we can assume the theorem holds on Di for all i ∈ {1, . . . , ℓ}. Indeed, when the
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depth of X is zero, that is, when X is a closed manifold, the theorem is a standard result. Using
Schauder theory, the differential equation (3.17) has a solution u ∈ C∞fc (X). More precisely, let{Ω j } be an exhaustion of X by compact subdomains and let φ j ∈ C∞([0, T ]×Ωi ) be the unique
solution to the equation
∂φ j
∂t
= L tφ j + E, φ j (0, ·) = 0, φ j

∂Ω j
= 0.
By the maximum principle, we can find a constant K > 0 depending on T , sup[0,T ]×X |E | and
L t , but not on j , such that
sup
[0,T ]×Ω j
|φ j | < K .
Combining this with the interior parabolic Schauder estimate (see for instance [12]) in good
quasi-coordinates as in [11] or [29] gives uniform control on the Ckfc-norms of φ j , so that by
Arzela–Ascoli, there exists a function u ∈ C∞fc (X) such that φ j → u in Ckfc(X) uniformly on
each compact subset and for each k ∈ N0. In particular, u ∈ C∞fc (X) is a solution to (3.17).
We need to show that it is in fact in C∞fc (X). This amounts to show that for all γ ∈ Nℓ0, there
exists vγ ∈ C∞fc ([0, T ] × X) such that
u − vγ ∈ xγ C∞fc ([0, T ] × X). (3.18)
Clearly, for |γ | = 0, it suffices to take vγ = 0 for (3.18) to hold. To find vγ for all γ ∈ Nℓ0, we
can proceed by induction on k = |γ |.
Thus, assume that for some k ∈ N0 and for all γ ∈ Nℓ0 with |γ | ≤ k, we can find
vγ ∈ C∞fc ([0, T ] × X) such that (3.18) holds. Let α ∈ Nℓ0 with |α| = k + 1 be given. We
need to show that we can find vα ∈ C∞fc ([0, T ] × X) such that
u − vα ∈ xαC∞fc ([0, T ] × X).
Choose γ, β ∈ Nℓ0 such that α = γ + β with |γ | = k and |β| = 1. By our inductive hypothesis,
we can find vγ ∈ C∞fc ([0, T ] × X) such that (3.18) holds. This means the function
w = u − vγ
xγ
is in C∞fc ([0, T ] × X). From the evolution equation of u, we see that the function w satisfies the
evolution equation
∂w
∂t
= Lγt w + Eγ , w(0, ·) = w0 =
u0 − vγ (0, ·)
xγ
∈ C∞fc (X), (3.19)
with Lγt = x−γ ◦ L t ◦ xγ and Eγ = x−γ (E + L tv − ∂vγ∂t ). Since σ2(Lγt ) = σ2(L t ), the family
Lγt ∈ Diff2fc(X) is also uniformly elliptic. Moreover, since ∂w∂t and Lγt w are in C∞fc ([0, T ] × X),
we infer from (3.19) that Eγ ∈ C∞fc ([0, T ] × X). On the other hand, since E , ∂vγ∂t and L tvγ are
in C∞fc ([0, T ] × X), this means that in fact
Eγ ∈ C∞fc ([0, T ] × X).
Now, because |β| = 1, there exists i such that βi = 1 and β j = 0 for j ≠ i . For this i , we can
look at the restriction of (3.19) to Di , which is given by
∂wi
∂t
= Lγi,twi + Eγi , wi (0, ·) = w0,i ∈ C∞fc (Di ), (3.20)
F. Rochon, Z. Zhang / Advances in Mathematics 231 (2012) 2892–2952 2921
where Eγi = Eγ |Di and Lγi,t ∈ Diff2fc(Di ) is the family of differential operators such that
Lγi,t ( f |Di ) = Lγt f Di , ∀ f ∈ C∞fc (X).
When dim Di > 0, this family is uniformly elliptic, while when dim Di = 0, the operator Lγi,t is
of order zero and the evolution equation (3.20) is an ordinary differential equation.
In any case, by our inductive hypothesis on the depth of X , we know that the evolution
equation (3.20) has a unique solution wi ∈ C∞fc ([0, T ] × Di ). This suggests to consider the
function wΞi = Ξi (wi ) ∈ C∞fc ([0, T ] × X), where Ξi is the map introduced in (2.46). Since it
satisfies the evolution equation
∂wΞi
∂t
= Ξi

Lγi,twi + Eγi

,
we see that
∂
∂t
(w − wΞi ) = Lγt (w − wΞi )+ F (3.21)
with
F = L twΞi − Ξi (Lγi,twi )+ Eγ − Ξi (Eγi ) ∈ C∞fc ([0, T ] × X).
From the definition of the operator Lγi,t , we see that the restriction of F to Di vanishes, so that
in fact F ∈ xiC∞fc ([0, T ] × X). Applying Proposition 3.6 to the evolution equation (3.21), we
therefore conclude that
w − wΞi ∈ xiC∞fc ([0, T ] × X).
Consequently, if we pick vα = vγ + xγwΞi ∈ C∞fc ([0, T ] × X), we have as desired that
u − vα = xγ (w − wΞi ) ∈ xαC∞fc ([0, T ] × X).
Finally, to show the solution is unique, we can simply apply Yau’s generalized maximum
principle. Alternatively, suppose u′ ∈ C∞fc (X) is another solution. Then its restriction to Di
satisfies the same parabolic equation as the one of u. Since the theorem holds on Di by our
inductive assumption, this means v = u− u′ vanishes on ∂X . Moreover, it satisfies the evolution
equation
∂v
∂t
= L tv, v(0, ·) = 0.
Applying the maximum principle on an exhaustion of X by compact sets, we thus conclude
v ≡ 0, establishing the uniqueness. 
4. Evolution of spatial asymptotics along the Ricci flow
Let ω0 be the Ka¨hler form of an asymptotically tame polyfibred cusp Ka¨hler metric on the
quasiprojective manifold X = X \ D with standard spatial asymptotics {ωI,0} and {ci }. Consider
the normalized Ka¨hler–Ricci flow associated to this metric,
∂ωt
∂t
= −Ric(ωt )−ωt , ω0 = ω0. (4.1)
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As in [14], consider the ansatz ωt = ωt +√−1∂∂u with
ωt = −Ric(ω0)+ e−t (ω0 + Ric(ω0)). (4.2)
Then the evolution equation of the potential function u is given by
∂u
∂t
= log

(ωt +
√−1∂∂u)n
ωn0

− u, u(0, ·) = 0. (4.3)
Remark 4.1. When n = 1, it is more effective to describe the evolution of the metric in terms
of a conformal factor, since the evolution equation is then quasi-linear instead of fully nonlinear.
However, to keep a uniform treatment independent of the dimension of X , we will refrain from
doing so and refer to [1] for a study of the spatial asymptotics along the Ricci flow in complex
dimension 1 using conformal factors.
In this section, we will prove the following result about the asymptotic behavior of a solution
to (4.3).
Theorem 4.2. Suppose that ω0 is the Ka¨hler form of an asymptotically tame polyfibred cusp
Ka¨hler metric. If u ∈ C∞fc ([0, T ] × X) is a solution to the evolution equation (4.3), then in fact
u ∈ C∞fc ([0, T ] × X).
It has the following immediate consequence.
Corollary 4.3. Suppose that ω0 is the Ka¨hler form of an asymptotically tame polyfibred cusp
Ka¨hler metric. If ωt is the solution to the normalized Ka¨hler–Ricci flow (4.1) on the time interval
[0, T ], then for all t ∈ [0, T ], ωt is the Ka¨hler form of an asymptotically tame polyfibred cusp
Ka¨hler metric on X.
To indicate the main idea in the proof of this result, suppose first that we have a solution
u ∈ C∞fc ([0, T ] × X) to (4.3) with the desired regularity. In that case, the restriction of u to
the boundary hypersurface Hi makes sense. In fact, it will be constant along the fibers of the
fibration Φi : Hi → Di , so its restriction to Di is also well-defined. On the other hand, by
Proposition 2.12, ωt is asymptotically tame, so it makes sense to restrict the evolution equation
(4.3) to Di . If ui denotes the restriction of u to Di , a simple computation shows that (4.3) restricts
on Di to give
∂ui
∂t
= log

(ωi,t +
√−1∂∂ui )n−1
ωn−1i,0

− ui + log

1+ e−t (ci − 1)
ci

,
ui (0, ·) = 0, (4.4)
where ωi,t = −Ric(ωi,0) + e−t (ωi,0 + Ric(ωi,0)). Thus, except for the last term in this
equation, this is basically (4.3) on the quasiprojective manifold Di \ ∂Di . More generally, for
I ⊂ {1, . . . , ℓ}, the restriction of u to HI and DI is well-defined, as well as the restriction of
(4.3), which gives,
∂u I
∂t
= log

(ωI,t +
√−1∂∂u I )n−|I |
ω
n−|I |
I,0

− u I +

i∈I
log

1+ e−t (ci − 1)
ci

,
u I (0, ·) = 0, (4.5)
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where ωI,t = −Ric(ωI,0) + e−t (ωI,0 + Ric(ωI,0)). When D I is zero dimensional, notice that
the evolution equation (4.5) is really just an ordinary differential equation,
∂u I
∂t
= −u I +

i∈I
log

1+ e−t (ci − 1)
ci

, u I (0, ·) = 0. (4.6)
Using Proposition 2.12, we can also consider the restriction of (4.1) to DI and the normal
directions, which gives
∂ωI,t
∂t
= −Ric(ωI,t )−ωI,t , ωI,0 = ωI,0, (4.7)
∂ci,t
∂t
= 1− ci,t , ci,0 = ci , (4.8)
where {ωI,t } and {ci,t } are the spatial asymptotics of ωt . Solving for ci,t we find
ci,t = 1+ e−t (ci − 1). (4.9)
To summarize, if the restriction of u to DI exists, it has to be the solution to (4.5). Thus, if
we are given a solution u ∈ C∞fc ([0, T ] × X) to (4.3) with a priori no known regularity at the
boundary ∂X , then the solution to (4.5) is necessarily the natural candidate for what should be
the restriction of u to DI . This observation is the starting point of our proof. Our strategy will be
to use a barrier function, that is, Proposition 3.6 for a suitable linear parabolic equation, to show
that u does indeed restrict to give the solution to (4.4) on Di . This argument can then be repeated
to give the full asymptotics of the solution at each of the boundary hypersurfaces.
Initially however, we will only be able to establish such a result for a small time interval.
Provided we can control the size of this time interval in a uniform way, we will then be able to
apply this argument a finite number of times to cover the full interval [0, T ]. This requires to
consider a shifted version of the evolution equation (4.3). Namely, fix t0 ∈ [0, T ) and consider
the new function
u(t, ·) = u(t + t0, ·)− u(t0, ·), (4.10)
satisfying the evolution equation
∂u
∂t
= ∂u(t + t0, ·)
∂t
= log

(ωt+t0 +
√−1∂∂u(t + t0, ·))n
ωn0

− u(t + t0, ·),
u(0, ·) = 0. (4.11)
This can be rewritten in the more suggestive form
∂u
∂t
= log

(ωt +√−1∂∂u)n
ωn0

−u − u(t0, ·), u(0, ·) = 0, (4.12)
where ωt = ωt+t0 +√−1∂∂u(t0, ·). In particular, notice that by assumption,ωt +√−1∂∂u = ωt+t0
is a Ka¨hler form, so that the logarithmic term in (4.12) is well-defined.
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Suppose now that u(t0, ·) ∈ C∞fc (X) and that ωt0 is an asymptotically tame polyfibred cusp
metric. Our goal will be to show that under this assumption, the function u(t, ·) will also be in
C∞fc (X) provided t is small enough. This will require a few steps. First, consider the restriction
of the evolution equation (4.12) to DI ,
∂u I
∂t
= log

(ωI,t +√−1∂∂u I )n−|I |ωn−|I |I,0

−u I − u I (t0, 0)
+

i∈I
log

1+ e−t−t0(ci − 1)
ci

, u I (0, ·) = 0. (4.13)
Even if we do not know ifu is in C∞fc ([0, T − t0] × X), the evolution equation (4.13) still makes
sense and we know that a solution exists for a short period of time. We will in fact assume that
it has a solution u I ∈ C∞fc ([0, T − t0] × DI ) on the time interval [0, T − t0]. As we will see,
this can be justified a posteriori. Since we will proceed by induction on the depth of X to prove
Theorem 4.2, we might as well assumeu I is in fact a solution in C∞fc ([0, T − t0] × DI ).
Using the extension map Ξi of (2.46), consider the function
uΞi = Ξi (ui ). (4.14)
Since the extension map Ξi does not depend on time, the evolution equation ofuΞi is given by
∂uΞi
∂t
= Ξi

log

(ωi,t +√−1∂∂ui )n−1
ωn−1i,0

−ui − ui (t0, ·)
+Ξi

log

1+ e−t−t0(ci − 1)
ci

, uΞi (0, ·) = 0. (4.15)
By construction, the restriction of the functionuΞi to Di isui . Thus, ifu has the same restriction
on Di , then we expect the function
vi =u −uΞi (4.16)
to vanish on Hi . From the evolution equations ofu anduΞi , the evolution equation of vi can be
seen to be
∂vi
∂t
= log

(ωt +√−1∂∂u)n
ωn0

− log

(ωt +√−1∂∂uΞi )n
ωn0

− vi + Ei (4.17)
with Ei given by
Ei = −Ξi

log

(ωi,t +√−1∂∂ui )n−1
ωn−1i,0

− ui (t0, ·)

−Ξi

log

1+ e−t−t0(ci − 1)
ci

+

log

(ωt +√−1∂∂uΞi )n
ωn0

− u(t0, ·)

. (4.18)
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For the logarithmic term involving uΞi to make sense, the 2-form ωt + √−1∂∂uΞi must be
non-degenerate. To insure this is the case, notice first that there exist positive constants c and C
depending on the solution ωt ∈ C∞fc ([0, T ] × X;Λ2(T ∗X)) of (4.1) such that
cω0 < ωt < Cω0, ∂ωt∂t
C0fc(X;Λ2(T ∗X)) < C, ∀ t ∈ [0, T ]. (4.19)
Taking the constant C > 0 bigger if necessary and depending also on the solutions u I ∈ C∞fc (DI )
to (4.5), we can also assume that it is such that ∂∂t ∂∂u
C0fc(X;Λ2(T ∗X)) < C,
 ∂∂t ∂∂u I
C0fc(X;Λ2(T ∗X)) < C, ∀ t ∈ [0, T ]. (4.20)
Recalling that ω0 = ωt0 , we see that, in view of (4.19), we can find τ > 0 depending only on c
and C , so in particular independent of t0, such that
ωt > cω02 , ∀t ∈ [0, τt0 ], τt0 := min{τ, T − t0}. (4.21)
From (4.20), we see that choosing τ > 0 smaller if needed, but still only depending on the
constants c and C , so independent of the choice of t0, we can assume ∂∂uΞi is sufficiently small
so that
ωt +√−1∂∂uΞi > cω04 , ∀t ∈ [0, τt0 ], τt0 = min{τ, T − t0}. (4.22)
Thus, at least for t ∈ [0, τt0 ], we can write the evolution equation of vi as in (4.17).
Lemma 4.4. If ui is in C∞fc ([0, τt0 ] × Di ) and ω0 is an asymptotically tame polyfibred cusp
Ka¨hler metric, then the term Ei in (4.18) is in xiC∞fc ([0, τt0 ] × X).
Proof. Since Ei ∈ C∞fc ([0, τt0 ] × X), it suffices to verify that its restriction to Hi vanishes. By
the definition of the extension map Ξi , the restriction of the first two terms in (4.18) is given by
− log

(ωi,t +√−1∂∂ui )n−1
ωn−1i,0

+ ui (t0, ·)− log

1+ e−t−t0(ci − 1)
ci

. (4.23)
For the third term, sinceuΞi ∈ C∞fc (X×[0, τt0 ]), we know from Proposition 2.8 that the restriction
of ∂∂uΞi to Hi is given by Φ∗i (∂∂ui ). From the standard spatial asymptotics of ωt , we thus see
that, as a section of Λ2(fcT ∗X), the restriction of ωt +√−1∂∂uΞi to Hi is given by
Φ∗i (ωi,t +√−1∂∂ui )+ √−12 (1+ e−t−t0(ci − 1))dζi ∧ dζ i|ζi |2(log |ζi |)2 . (4.24)
One can then conclude from this that the restriction of the third term in (4.18) exactly cancels the
restriction (4.23) of the first two terms. Thus, the restriction Ei to Hi is zero. 
To show that vi vanishes on Hi , we want to rewrite the difference of the two logarithmic terms
in (4.17) as a linear expression in vi which would allow us to use Proposition 3.6. From (4.21),
we see that for t ∈ [0, τt0 ], we can rewrite the first logarithmic term in (4.17) as
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log

(ωt +√−1∂∂u)n
ωn0

= log

(ωt +√−1∂∂u)nωnt

+ log
ωnt
ωn0

= log 1+ ∆tu + F(∂∂u,ωt )+ logωnt
ωn0

, (4.25)
where ∆t is the ∂-Laplacian associated to ωt and the function F is a polynomial of degree n in
the first variable with no constant and linear terms. Let G(x) be the smooth function such that
log(1+ x) = x + x2G(x), ∀x ∈ (−1,∞).
Applying this relation to (4.25), we obtain
log

(ωt +√−1∂∂u)n
ωn0

= ∆tu + F(∂∂u,ωt )
+ (∆tu + F(∂∂u,ωt ))2G(∆tu + F(∂∂u,ωt ))+ logωnt
ωn0

= ∆tu + H(∂∂u,ωt )+ logωnt
ωn0

, (4.26)
with H a smooth function which vanishes at least quadratically in the first variable. For the other
logarithmic term, we have similarly
log

(ωt +√−1∂∂uΞi )n
ωn0

= ∆tuΞi + H(∂∂uΞi ,ωt )+ logωntωn0

. (4.27)
Because H vanishes quadratically in the first variable, we can rewrite the difference of the two
logarithmic terms as
log

(ωt +√−1∂∂u)n
ωn0

− log

(ωt +√−1∂∂uΞi )n
ωn0

= ∆tvi + K (∂∂u, ∂∂uΞi ,ωt , ∂∂vi ), (4.28)
where K is a smooth function defined in terms of the function H that can be chosen to be linear in
the last variable and vanishing at least linearly in the first two variables. Notice that the definitions
of K and H only depend on the function
( f,Ω) → log

(Ω +√−1∂∂ f )n
Ωn

and not on the particular solutions u, uΞi and ωt . In light of (4.19) and (4.20), this means that
taking the constant τ > 0 smaller if needed, and still only depending on c and C , we can assume
that for each i ∈ {1, . . . , ℓ}, the family of operators t → L i,t ∈ Diff2fc(X) defined by
L i,t f = ∆t f + K (∂∂u, ∂∂uΞi ,ωt , ∂∂ f ) (4.29)
is uniformly elliptic for t ∈ [0, τt0 ], say
σ2(L i,t ) < −cgω04 , ∀ t ∈ [0, τt0 ], τt0 = min{τ, T − t0}. (4.30)
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In terms of the family of operators L i,t , the evolution equation of the function vi can be rewritten
as
∂vi
∂t
= L i,tvi − vi + Ei , vi (0, ·) = 0, Ei ∈ xiC∞fc ([0, τt0 ] × X). (4.31)
Lemma 4.5. Let u ∈ C∞fc ([0, T ] × X) be a solution to (4.3) and assume that the associated
evolution equations (4.5) have solutions u I in C∞fc ([0, T ] × DI ). Then there exists a constant
τ > 0 depending on u, {u I } and ω0, but not on t0 ∈ [0, T ), such that if u(t0, ·) ∈ C∞fc (X), then
on the time interval [t0, t0 + τt0 ] and for each i ∈ {1, . . . , ℓ},
u ∈ xiC∞fc ([t0, t0 + τ ] × X)+ C∞fc ([t0, t0 + τt0 ] × X), τt0 = min{τ, T − t0},
with restriction to Di given by ui .
Proof. Take τ > 0 as above so that (4.21) and (4.30) hold. The evolution equation (4.31) is then
a uniformly parabolic equation for t ∈ [0, τt0 ]. Applying Proposition 3.6, we conclude that
vi ∈ xiC∞fc ([0, τt0 ] × X),
and the result follows by noticing that
u(t + t0, ·) = vi (t, ·)+uΞi (t, ·)+ u(t0, 0)
with the last two terms in C∞fc ([0, τt0 ] × X) by assumption. 
The previous lemma gives us, for t ∈ [0, τt0 ], the first term in the Taylor series of u(t, ·) at
each boundary hypersurface. Proceeding recursively, we will now construct all the higher order
terms in the Taylor series ofu at each boundary hypersurface. To this end, we need to consider
the family t → Lγi,t ∈ Diff2fc(X) defined for γ = (γ1, . . . , γℓ) ∈ Nℓ0 to be
Lγi,t f = (xγ )−1L i,t

(xγ ) f

, f ∈ C∞fc (X), xγ =
ℓ
j=1
x
γ j
j . (4.32)
As can be seen by a direct computation,
σ2(L
γ
i,t ) = σ2(L i,t ), (4.33)
so that the family Lγi,t is uniformly elliptic for t ∈ [0, τt0 ]. Another important feature for our
proof by induction is that the family of operators Lγi,t has the same regularity at the boundary as
the one ofu, namely, for any β ∈ Nℓ0, we have that
u(t, ·) ∈ xβC∞fc (X)+ C∞fc (X) H⇒ Lγi,t ∈ xβ Diff2fc(X)+ Diff2fc(X). (4.34)
In particular, Lemma 4.5 also implies that
Lγi,t ∈ x j Diff2fc(X)+ Diff2fc(X) (4.35)
for t ∈ [0, τt0 ] and j ∈ {1, . . . , ℓ}, and consequently, that the restriction of Lγi,t to DI is well-
defined, namely, there exists a unique family of operators t → Lγi,I,t ∈ Diff2fc(DI ) such that for
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f ∈ C∞fc (X) with restriction f I to DI , we have (cf. Proposition 2.8),
Lγi,t f
DI = Lγi,I,t f I . (4.36)
In the particular case where dim DI = 0, the operator Lγi,I,t is just multiplication by a function,
but otherwise, the family of operators t → Lγi,I,t is clearly uniformly elliptic.
Proposition 4.6. Let u ∈ C∞fc ([0, T ] × X) be a solution to (4.3) and assume that for each I , the
associated evolution equation (4.5) has a solution u I in C∞fc ([0, T ] × DI ). Then there exists a
constant τ > 0 depending on u, u I and ω0, but not on t0 ∈ [0, T ), such that if u(t0, ·) ∈ C∞fc (X),
then,
u ∈ C∞fc ([t0, t0 + τt0 ] × X), τt0 = min{τ, T − t0},
with restriction to DI given by u I .
Proof. We choose τ > 0 to be as in Lemma 4.5. By this lemma, we then know thatu ∈ xiC∞fc ([0, τt0 ] × X)+ C∞fc ([0, τt0 ] × X)
with restriction to Di given by ui . Since u − vi = uΞi ∈ C∞fc ([0, τt0 ] × X), it suffices to show
that vi ∈ C∞fc ([0, τt0 ] × X), namely, that for all γ ∈ Nℓ0, there exists wi,γ ∈ C∞fc ([0, τt0 ] × X)
such that
(vi − wi,γ ) ∈ xγ C∞fc ([0, τt0 ] × X), where xγ =
ℓ
j=1
x
γ j
j . (4.37)
To be able to proceed recursively, we will pair the statement (4.37) with the requirement that the
function
vi,γ = vi − wi,γxγ
obeys an evolution equation of the form
∂vi,γ
∂t
= Lγi,tvi,γ − vi,γ + Eγi , (4.38)
with Eγi having its regularity at the boundary determined by the one of u as follows. For any
α = γ + β, we require thatu ∈ xαC∞fc ([0, τt0 ] × X)+ C∞fc ([0, τt0 ] × X)
H⇒ Eγi ∈ xβC∞fc ([0, τt0 ] × X)+ C∞fc ([0, τt0 ] × X). (4.39)
Since the evolution equation of vi is given by (4.31), the statements (4.37) and (4.38) are
trivially satisfied when |γ | = 0 by taking wi,γ = 0. Proceeding by induction on |γ |, assume
therefore that (4.37) and (4.38) hold for all i ∈ {1, . . . , ℓ} whenever |γ | ≤ k. We want to show
that these statements also hold for |γ | = k + 1. Given α ∈ Nℓ0 with |α| = k + 1, write it as
α = γ + β for some |γ | = k and |β| = 1, say β j = 1 and βm = 0 whenever m ≠ j . By our
induction hypothesis,u ∈ xνC∞fc ([0, τt0 ] × X)+ C∞fc (X), ∀ |ν| = k + 1.
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If we also fix i ∈ {1, . . . , ℓ}, then this means the term Eγi in the evolution equation of vi,γ is
such that
Eγi ∈ x jC∞fc ([0, τt0 ] × X)+ C∞fc ([0, τt0 ] × X).
Consequently, the evolution equation of vi,γ can be restricted to D j to give
∂ f
∂t
= Lγi, j,t f − f + Eγi
D j , f (0, ·) = 0, (4.40)
where Lγi, j,t is the restriction of L
γ
i,t to D j . By Theorem 3.7, this equation has a unique solution
f ∈ C∞fc ([0, τ ] × D j ) when dim D j > 0. When dim D j = 0, this is still true since the evolution
equation (4.40) is just an ordinary differential equation and as such, it has a unique solution
f ∈ C∞([0, τ ] × D j ) = C∞fc ([0, τ ] × D j ). Consider then the function
fΞ j = Ξ j ( f ) ∈ C∞fc ([0, τ ] × X), (4.41)
defined using the extension map Ξ j of (2.46). It satisfies the evolution equation
∂ fΞ j
∂t
= Lγi,t fΞ j − fΞ j + Eγi + Qγi , (4.42)
with
Qγi = Ξi (Lγi, j,t f − f + EγI
D j )− Lγi,t fΞ j − fΞ j + Eγi  (4.43)
in x jC∞fc ([0, τt0 ] × X) having the same regularity at the boundary as Eγi . Consider the function
vi,α = vi,γ − fΞ j
satisfying the evolution equation
∂vi,α
∂t
= Lγi,tvi,α − vi,α − Qγi .
By Proposition 3.6, we have that vi,α ∈ x jC∞fc ([0, τ ] × X). This suggests to define vi,α by
vi,α = vi,αx j . (4.44)
It then satisfy the evolution equation
∂vi,α
∂t
= Lαi,tvi,α − vi,α + Eαi , Eαi = −
Qγi
x j
∈ C∞fc ([0, τ ] × X), (4.45)
with Eαi of the claimed regularity (4.39). Thus, it suffices to take
wi,α = wi,γ − fΞ j xγ .
Since i ∈ {1, . . . , ℓ} and |α| = k + 1 were arbitrary, this completes the proof by induction. 
We can now apply this result to prove the theorem.
Proof of Theorem 4.2. Let 0 < T0 ≤ T be such that the evolution equation (4.5) has a solution
u I ∈ C∞fc ([0, T0] × DI ) for all I ⊂ {1, . . . , ℓ} such that D I =

i∈I Di ≠ ∅. Since the result
is trivial when X is a closed manifold, we can proceed by induction on the depth of X to prove
Theorem 4.2 and assume that u I ∈ C∞fc ([0, T0] × DI ).
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Applying Proposition 4.6 with t0 = 0, we then know that on the time interval [0, τ ] (or [0, T0]
if τ > T0), we have u ∈ C∞fc ([0, τ ] × X). Repeating this argument with t0 = τ, 2τ, 3τ , etc. we
can extend the result to the full interval to conclude that u ∈ C∞fc ([0, T0] × X). To complete the
proof, we need to show we can take T0 = T . This follows from [14, Remark 7.4]. Alternatively,
we can argue by contradiction and suppose that we cannot take T0 = T . This means that the
curvature tensor of one of the metrics ωI,t blows up as t tends to TI for some TI ≤ T . Since for
t < TI , ωt is in C∞fc (X;Λ2(fcT ∗X)) and its restriction to DI is ωI , this means by Remark 2.13
that the curvature tensor ofωt also blows up as t tends to TI , a contradiction. Thus, we can indeed
take T0 = T . 
5. Asymptotics of Ka¨hler–Einstein metrics on quasiprojective manifolds
To find examples of Ka¨hler–Einstein metrics on the quasiprojective manifold X , a natural
condition to impose on the divisor D is that
K X + [D] > 0. (5.1)
In this case, we can take L = K X + [D] to be the positive line bundle used to define the
asymptotically tame polyfibred cusp Ka¨hler metric of (2.62). A Hermitian metric on L is
specified by the Hermitian metrics ∥ · ∥Di and a choice of volume form Ω on X . The condition
(5.1) ensures that we can choose Ω such that
√−1ΘK X+[D] = −
√
1 ∂∂ log
 Ωℓ
i=1
∥si∥2Di
 > 0, (5.2)
in which case
ω = −√−1 ∂∂ log
 Ωℓ
i=1
∥si∥2Di
+√−1 ∂∂ log

ℓ
i=1

− log ϵ∥si∥2Di
2
= √−1ΘK X+[D] + 2
√−1
ℓ
i=1
 ΘDi
log ϵ∥si∥2Di

+ 2√−1
ℓ
i=1
 (∂ log ϵ∥si∥2Di ) ∧ (∂ log ϵ∥si∥2Di )
log ϵ∥si∥2Di
2
 (5.3)
is a Ka¨hler form provided ϵ is chosen small enough. A Ka¨hler–Einstein metric of the form
ωKE = ω +
√−1∂∂u (5.4)
is then obtained by solving the Monge–Ampe`re equation
log

(ω +√−1∂∂u)n
ωn

− u = F = log
 Ω
ωn

∈ C∞fc (X), (5.5)
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where Ω is the volume form
Ω = Ω
ℓ
i=1

∥si∥2Di

− log

ϵ∥si∥2Di
2 ∈ C∞fc (X;Λ2n(fcT ∗X)). (5.6)
From the work of Yau [30], Cheng and Yau [6], Kobayashi [11], Tsuji [27], Tian and
Yau [25] and Bando [3], we know that the Monge–Ampe`re equation (5.6) has a unique solution
u ∈ C∞fc (X).
By the adjunction formula, notice that for each i ∈ {1, . . . , ℓ},
K X + [D]

Di
= K Di +

j≠i
[D j ]

Di
> 0. (5.7)
If ω has standard spatial asymptotics associated to {ωI } and {ci }ℓi=1, where in this case ci = 1
for all i , this means we can repeat the same procedure to find a complete Ka¨hler–Einstein metric
on Di , and more generally on DI . Namely, we get a Ka¨hler–Einstein metric on DI of the form
ωKE,I = ωI +
√−1∂∂u I (5.8)
where u I ∈ C∞fc (DI ) is the unique solution to the Monge–Ampe`re equation
log

(ωI +
√−1∂∂u I )n−|I |
ω
n−|I |
I

− u = FI ∈ C∞fc (DI ), (5.9)
where FI is the restriction of F to DI .
When the divisor D is smooth, that is, when there is no normal crossing, Schumacher showed
in [24] that as one approaches the irreducible component Di , the solution u to (5.5) restricts on
Di to give ui . When D has normal crossings, the logarithmic compactification X provides the
right framework to generalize Schumacher’s result. To formulate this generalization, notice that
proceeding as in (2.46), we can define an extension map
ΞI,i : C∞fc (DI∪{i})→ C∞(DI ) (5.10)
for I ⊂ {1, . . . , ℓ} with D I ≠ ∅ and i ∉ I with Di ∩ D I ≠ ∅.
Theorem 5.1. Fix a Ka¨hler form ω as in (5.3). Then there exists ν > 0 such that for each
i ∈ {1, . . . , ℓ},
u − Ξi (ui ) ∈ xνi C∞fc (X),
where u and ui are the solutions to the Monge–Ampe`re equations (5.5) and (5.9). Moreover, the
constant ν > 0 can be chosen such that for all I ⊂ {1, . . . , ℓ} with D I ≠ ∅ and for all i ∉ I
with Di ∩ D I ≠ ∅,
u I − ΞI,i (u I∪{i}) ∈ xνi C∞fc (DI ).
In particular, for all I ⊂ {1, . . . , ℓ} with D I ≠ ∅, the restriction of u to DI is well-defined and
is given by u I .
When X has depth zero, the theorem is trivial. Thus, to prove this theorem, we can proceed by
induction on the depth of X and assume the theorem holds on DI for all I . With this assumption,
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we can proceed recursively on i ∈ {1, . . . , ℓ} to define
v1 = Ξ1(u1), vk+1 = vk + Ξk+1(uk+1 − vk |Dk+1).
Then vℓ ∈ C∞fc (X) is such that its restriction to DI is well-defined for all I and given by u I .
Moreover, there exists ν > 0 such that
vℓ − Ξi (ui ) ∈ xνi C∞fc (X) ∀ i ∈ {1, . . . , ℓ}. (5.11)
Thus, to show the theorem holds on X , it suffices to show that for possibly a smaller ν > 0, we
have that for all i ∈ {1, . . . , ℓ},
u − vℓ ∈ xνi C∞fc (X). (5.12)
To use the Monge–Ampe`re equation, we will replace vℓ with a slightly better function.
Lemma 5.2. There exists a function v ∈ C∞fc (X) such that:
(i) v − vℓ ∈ ρ
2
m
x2
C∞fc (X) for some m ∈ N, where ρ =
ℓ
i=1 ρi ;
(ii) there exists a constant K > 0 such that
ω
K
≤ ω +√−1∂∂v ≤ Kω on X.
Proof. Let hL denote the Hermitian metric on L = K X + D induced by the choice of volume
form Ω and the Hermitian metrics ∥·∥Di . On X , we can consider instead a new Hermitian metric
given by
hL =  ℓ
i=1
(− log ϵ∥si∥2Di )
2

hL ,
and (5.3) means that ω = √−1ΘhL , where ΘhL is the curvature of the Chern connection
associated tohL .
Similarly, the form ω + √−1∂∂vℓ is simply given by
√−1Θh1 where Θh1 is the curvature
of the Chern connection associated to the Hermitian metrich1 = e−vℓhL . This curvature is not
necessarily everywhere positive on X . However, in local holomorphic coordinates (2.3) near D I ,
we know from (5.11) that
(ω +√−1∂∂vℓ)−

ωKE,I +
√−1
2

i∈I
dζi ∧ dζ i
|ζi |2(log |ζi |)2

∈

i∈I
xνi C∞fc (X;Λ2(T ∗X)⊗ C).
This means there is a positive constant C > 0 and small open neighborhood U ⊂ X of D
such that in U = U ∩ X , we have that
ω
C
≤ ω +√−1∂∂vℓ ≤ Cω.
On the other hand, since the line bundle L is positive, we know there exists m > 0 and
a Hermitian metric hLm on Lm such that both Lm and Lm − [D] are positive Hermitian line
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bundles. On X \ D, we can then consider the new Hermitian metric given by
hLm = hLm∥s∥2
D
, with s =
ℓ
i=1
si ∈ H0(X; [D]). (5.13)
Its curvature is positive on X \ D, since
√−1ΘhLm = √−1ΘhLm −√−1ΘD = √−1ΘLm−[D] > 0.
If we denote by h2 = (hLm ) 1m the induced Hermitian metric on L , we also have that √−1Θh2 =√−1
m ΘhLm is positive on X \ D. Thanks to the holomorphic section s in (5.13), notice that
h1
h2
=
e−vℓhL
ℓ
i=1
(− log ϵ∥si∥2Di )
2
h2
∈ ρ
2
m
x2
C∞fc (X). (5.14)
For c > 0, consider then on X the Hermitian metric on L given by
h = 11h1 + 1ch2 =
h1
1+ h1
ch2
.
From (5.14), we have that
hh1 − 1 ∈ ρ
2
m
x2
C∞fc (X). (5.15)
By [24, Lemma 3], we know that
√−1Θhh ≥
√−1Θh1h1 +
√−1Θh2
ch2
.
Since
√−1Θh1 ≥ ωC on U and √−1Θh2 > 0 on X \ D, by taking c > 0 sufficiently small, we
can ensure that for some positive constant K ,
ω
K
<
√−1Θh < Kω. (5.16)
Thus, in light of (5.16), it suffices to take v = vℓ − log
 hh1 , for then ω +√−1∂∂v = √−1Θh
and
v − vℓ = − log
 hh1

∈ ρ
2
m
x2
C∞fc (X). 
With this lemma, we can then proceed to the proof of Theorem 5.1.
Proof of Theorem 5.1. In light of Lemma 5.2, we need to show that for some δ > 0 and for all
i ∈ {1, . . . , ℓ}, w = u−v is in xδi C∞fc (X). In terms of w and the Ka¨hler form ωv = ω+
√−1∂∂v,
the Monge–Ampe`re equation (5.5) can be rewritten as
log

(ωv +
√−1∂∂w)n
ωnv

− w = Fv (5.17)
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with
Fv = F −

log

ωnv
ωn

− v

.
From Lemma 5.2 and (5.12), we see that for some ν > 0, we have that v − Ξi (ui ) ∈ xνi C∞fc (X)
for all i ∈ {1, . . . , ℓ}. In particular, this means that
Fv =

log

(ω +√−1∂∂u)n
ωn

− u

−

log

(ω +√−1∂∂v)n
ωn

− v

is in xνi C∞fc (X). On the other hand, writing ωv,t = ωv+t
√−1∂∂w, the Monge–Ampe`re equation
(5.17) can be rewritten as
Fv + w =
 1
0
∂
∂t
log

(ωv + t
√−1∂∂w)n
ωnv

dt
=
 1
0

nωn−1v,t ∧
√−1∂∂w
ωnv,t

dt, (5.18)
that is, it can be written as a linear equation
(∆w − 1)w = Fv
where
∆w f =
 1
0

nωn−1v,t ∧
√−1∂∂ f
ωnv,t

dt =
 1
0
∆ωv,t f dt,
with ∆ωv,t the ∂-Laplacian associated to ωv,t . This tacitly assumes that ωv,t is a Ka¨hler form.
Since we can find a positive constant C such that
ωv
C
≤ ωv +
√−1∂∂w ≤ Cωv,
this is indeed the case, as we have,
t
C
+ (1− t)

ωv ≤ ωv,t ≤ (Ct + 1− t)ωv, ∀ t ∈ [0, 1].
In particular, the operator ∆w ∈ Diff2fc(X) is uniformly elliptic. By Yau’s generalized maximum
principle and Schauder’s theory, this means that for all k ∈ N0, the operator (∆w − 1) induces
an isomorphism of Banach spaces
(∆w − 1) : Ck+2,αfc (X)→ Ck,αfc (X),
where Ck,αfc (X) is the Ho¨lder space considered in [11] (see also [29]). Provided δ > 0 is chosen
small enough, we will show that it also induces an isomorphism
(∆w − 1) : xδi Ck+2,αfc (X)→ xδi Ck,αfc (X) (5.19)
for all k ∈ N0. Since Fv ∈ xδi C∞fc (X) for δ > 0 small enough, this will imply that w ∈ xδi C∞fc (X)
as desired.
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To find δ, consider the new operator
x−δi ◦ (∆w − 1) ◦ xδi = ∆w − 1+ x−δi [∆w, xδi ]. (5.20)
Since the family δ → x−δ[∆w, xδ] ∈ Diff2fc(X) is continuous and vanishes for δ = 0, we see
that for δ > 0 sufficiently small and for all k ∈ N0, the operator (5.20) induces an isomorphism
x−δi ◦ (∆w − 1) ◦ xδi : Ck+2,αfc (X)→ Ck,αfc (X),
which is just another way of saying the linear map (5.19) is an isomorphism. 
6. Boundary regularity for linear uniformly elliptic equations
In this section, we will assume that the divisor D is smooth, so that its irreducible components
D1, . . . , Dℓ do not intersect. On the manifold with boundary X , we consider for each boundary
component Hi a collar neighborhood
cˆi : Hi × [0, δi )→ X (6.1)
compatible with the boundary defining function ρi ∈ C∞(X), that is, such that
ρi ◦ cˆi (p, t) = t, ∀ p ∈ Hi , t ∈ [0, δi ).
On X , this lifts to a collar neighborhood
ci : Hi × [0, ϵi )→ X , ϵi = −1log δi , (6.2)
compatible with the boundary defining function xi = −1log ρi . Combining these, we get a collar
neighborhood
c : ∂X × [0, ϵ)→ X , ϵ = min{ϵ1, . . . , ϵℓ}. (6.3)
On X , consider the space C˙∞(X) of smooth functions on X which vanish together with all their
derivatives on the boundary ∂X . In particular, we have that
C˙∞(X) = 
m∈N
xmC∞fc (X) ⊂ C∞fc (X).
On the other hand, let Φ : ∂X → D denote the fibration which is induced by the fibration Φi
on the boundary component Hi . In the collar neighborhood (6.3), the fibration Φ : ∂X → D,
extends to a fibrationΦ × Id : ∂X × [0, ϵ)→ D × [0, ϵ)
(p, t) → (Φ(p), t). (6.4)
With respect to this fibration, another subspace of C∞fc (X) of interest is
C∞c (X) = { f ∈ C∞fc (X) |c∗ f = (Φ × Id)∗h for some h ∈ C∞(D × (0, ϵ))}. (6.5)
Lemma 6.1. Any function f ∈ C∞fc (X) can be written as
f = f1 + f2 for some f1 ∈ C∞c (X), f2 ∈ C˙∞(X).
2936 F. Rochon, Z. Zhang / Advances in Mathematics 231 (2012) 2892–2952
Proof. Let f ∈ C∞fc (X) be given. Using a cut-off function, we can assume without loss of
generality that f has its support in the collar neighborhood X × (0, ϵ). The fibration Φ × Id
is a circle bundle, which means in particular there is an underlying smooth action of S1 on
∂X × (0, ϵ). Let fav be the average of f with respect to this group action,
fav = 12π

S1
(θ∗ f )dθ, θ ∈ S1.
By construction, fav is constant along the fibers of Φ × Id and is an element of C∞c (X). Thus, if
we take f1 = fav and f2 = f − fav, it remains to show f2 ∈ C˙∞(X). Let ξ be the infinitesimal
generator of the circle action. In terms of the Fourier decomposition of f2 in each fiber of Φ× Id,
we see that for all k ∈ N0,
1
2π

S1
θ∗(ξ k f2)dθ = 0. (6.6)
Moreover, since f1 and f are in C∞fc (X), f2 must also be an element of C∞fc (X), so that
ξ k f2 ∈ xkC∞fc (X) ∀ k ∈ N0, where x =
ℓ
i=1
xi . (6.7)
Integrating k times ξ k f using the property (6.6), we find that
f2 ∈ xkC∞fc (X) ∀ k ∈ N0,
which implies as desired that f2 ∈ C˙∞(X). 
Let ω be an asymptotically tame polyfibred cusp Ka¨hler metric with standard spatial
asymptotics {ωi }ℓi=1 and {ci }ℓi=1. From the previous lemma, we see that when the ∂-Laplacian
∆ω acts on C∞fc (X), it is asymptotically modeled near Hi by the b-differential operator
∆ωi +
ci
2

xi
∂
∂xi
2
+ xi ∂
∂xi

. (6.8)
In the terminology of [22], the corresponding indicial family is given by
∆ωi +
ci
2
(−τ 2 +√−1τ), τ ∈ C. (6.9)
More generally, for λ ∈ C, we will be interested to study the boundary regularity of the operator
∆ω − λ with associated indicial family on Hi given by
Pˆi,λ(τ ) = ∆ωi +
ci
2
(−τ 2 +√−1τ)− λ. (6.10)
The set
Specb(Pˆi,λ) = {τ ∈ C | Pˆi,λ(τ ) is not invertible} (6.11)
will be particularly important. Following [22, p.174], for each α ∈ R, we consider the set
E+i,λ(α) = {(z, k) ∈ C× N0 | Pˆi,λ(τ )−1 has a pole at τ = −
√−1z
of order k + 1 and Re z > α}. (6.12)
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In our case, the poles are all of order 1 except possibly one pole of order 2 at τ =
√−1
2 . In
particular, if α > − 12 , then all the poles are simple. The set E+i,λ(α) can alternatively be described
in terms of the spectrum of ∆ωi , namely,
E+i,λ(α) =

(z, k) ∈ C× N0 |

z + 1
2
2
= 2ν + 2λ
ci
+ 1
4
for some
−ν ∈ Spec(∆ωi ), Re z > α, k ≤ 1, and k = 0 if z ≠ −
1
2

. (6.13)
The set E+i,λ(α) is not an index set, but we can consider the smallest index set containing it.
As explained in [22, p.186], to take into account accidental multiplicities, the index set one is
ultimately led to consider is slightly bigger and given by
E+i,λ(α) =

(z, k) ∈ C× N0 | ∃ r ∈ N0, Re z > α + r,
−√−1(z − r) ∈ Specb(Pˆi,λ), k + 1 ≤
r
j=0
ord(−√−1(z − j))

, (6.14)
where ord(z) is the order of the pole of Pˆ−1i,λ (τ ) at τ = z. To state our result, we also need to
recall from [22] the notion of extended union for two index sets E and F ,
E∪F = E ∪ F ∪ {(z, k) | ∃ (z, ℓ1) ∈ E, (z, ℓ2) ∈ F such that k = ℓ1 + ℓ2 + 1}. (6.15)
Similarly, the extended union of two index families E = (E1, . . . , Eℓ) and F = (F1, . . . , Fℓ) is
given by
E∪F = (E1∪F1, . . . , Eℓ∪Fℓ). (6.16)
In the remaining of this section, we will also make use of the b-Sobolev spaces of [22]. If g
is a b-metric with Levi-Civita connection ∇, recall that the b-Sobolev space Hmb (Di × [0, ϵi ]) is
defined to be the closure of C∞c (Di × (0, ϵi )) with respect to the norm
∥ f ∥2Hmb =
m
j=0

Di×(0,ϵi )
|∇ j f |2gνg (6.17)
where νg is the volume density of the metric g and | · |g is the natural norm induced by g on
tensors.
Upon identifying [0, ϵi ) with [0,∞) via a diffeomorphism, a simple example of b-metric on
Di × (0, ϵi ) is given by the product metric
g = gDi +
dx2i
x2i
, (6.18)
where gDi is a choice of Riemannian metric on Di . Making the change of variable t = log xi ,
this corresponds to the complete cylindrical metric
gDi + dt2 (6.19)
on Di × R.
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Besides b-Sobolev spaces, we will be interested in the space Ckb(Di × (0, ϵi )) of continuous
functions f such that ∇ j f ∈ C0(Di × (0, ϵi ); T 0j (Di × (0, ϵi ))) with
∥ f ∥k =
k
j=0
sup
Di×(0,ϵi )
|∇ j f |g <∞.
It is a Banach space with norm ∥ · ∥k . There is a corresponding Fre´chet space obtained by taking
the intersection over all these spaces,
C∞b (Di × (0, ϵi )) =

k∈N
Ckb(Di × (0, ϵi )).
Using the product metric (6.19) and the standard Sobolev embedding for the Euclidean space,
it is not hard to deduce a corresponding Sobolev embedding for b-metrics, for instance that we
have a continuous inclusion
Hm+nb (Di × [0, ϵi ]) ⊂ Cmb (Di × (0, ϵi )), n = dimC X . (6.20)
In particular, this means that
m∈N
Hmb (Di × [0, ϵi ]) = C∞b (Di × (0, ϵi )). (6.21)
We are now ready to state our first regularity result. Recall that the space of polyhomogeneous
functions AFfc (X) associated to an index family F was introduced in Section 2. We will also use
the notation R+ = (0,∞) and R+ = [0,∞).
Theorem 6.2. Suppose the divisor D is smooth and ω is an asymptotically tame polyfibred cusp
Ka¨hler metric with standard spatial asymptotics {ωi }ℓi=1 and {ci }ℓi=1. If u ∈ xαC∞fc (X) for some
α ∈ (R+)ℓ is such that
(∆ω − λ)u = f for some λ ∈ R, f ∈ AFfc (X) ∩ C∞fc (X),
where F = (F1, . . . , Fℓ) is an index family, then
u ∈ AE+λ (α−δ)∪Ffc (X), ∀ δ ∈ (R+)ℓ,
where E+λ (α − δ) = (E+1,λ(α1 − δ1), . . . , E+ℓ,λ(αℓ − δℓ)).
Proof. Let χi ∈ C∞c ([0,∞)) be a function such that χi (t) = 1 for t ≤ ϵi4 and χi (t) = 0 for
t ≥ ϵi2 . Looking at the equation satisfied by χi u, we can effectively reduce to the case where u
and f are supported in the collar neighborhoodci (Hi × (0, ϵi2 )) ⊂ X . Using Lemma 6.1, we can
write u = u1 + u2 with ξu1 = 0 and u2 ∈ C˙∞(X), where ξ is the infinitesimal generator of the
S1-action associated to the fibration Φ × Id. This means we can rewrite the equation as,
(∆ω − λ)u1 = f˜ , f˜ = f − (∆ω − λ)u2 ∈ AFfc (X) ∩ C∞fc (X).
If we write f˜ = f˜1 + f˜2 with f˜1 = f˜av and f˜2 ∈ C˙∞(X), then averaging on both sides with
respect to the circle action on Hi × (0, ϵi ), we get
(∆avω − λ)u1 = f˜1 (6.22)
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where
∆avω =
1
2π

S1
(θ∗ ◦∆ω ◦ (θ−1)∗)dθ
is the S1 invariant part of∆ω. In particular, since∆avω maps S1-invariant functions to S1 invariants
functions, there is an operator Pi such that
∆avω (Φi × Id)∗(h) = (Φi × Id)∗(Pi h), ∀ h ∈ C∞(Di × (0, ϵi )). (6.23)
Using local coordinates w = (w1, . . . , wn−2) on Di over which the fibration Φi is trivial, one
can check that the operator Pi takes the form
Pi = a

xi
∂
∂xi
2
+ bxi ∂
∂xi
+

α
bα

xi
∂
∂xi

∂
∂wα
+

α,β
aαβ
∂2
∂wα∂wβ
+

α
cα
∂
∂wα
, (6.24)
where a, b, aαβ , bα, cα ∈ C∞(Di × [0, ϵi )). In particular, the operator Pi is a b-differential
operator near the boundary hypersurface Di × {0}. Since the average of positive-definite
symmetric matrices is again a positive-definite symmetric matrix, we see the operator Pi is also
elliptic, in fact b-elliptic in the sense of [22], that is, uniformly elliptic for the b-geometry.
Thus, if we write u1 = (Φi × Id)∗u and f˜1 = (Φi × Id)∗ f , then Eq. (6.22) becomes
(Pi − λ)u = f . (6.25)
Changing the operator Pi outside the region where u and f are supported, we can also assume
that Pi is a b-elliptic differential operator on Di × [0, ϵi ]. Now, from the standard spatial
asymptotics of ω at Hi , we know that the indicial family of Pi − λ at the boundary hypersurface
Di ×{0} is given by Pˆi,λ(τ ) in (6.10). For later convenience, it is also useful to choose Pi so that
the indicial family of Pi −λ at the other boundary hypersurface Di ×{ϵi } is also given by (6.10).
Now, if f ∈ AFfc (X), this means that f ∈ AFi ,∅phg (Di × [0, ϵi ]), where Fi is the index set at the
boundary face Di × {0} and ∅ is the index set at the boundary face Di × {ϵi }. On the other hand,
the fact u ∈ xαC∞fc (X) certainly implies u ∈ xαi−δii Hmb (Di × [0, ϵi ]) for all m ∈ N and δi > 0.
Applying the standard boundary regularity result [22, Proposition 5.61] and using the fact that
u is supported away from Di × {ϵi }, we conclude that
u ∈ AE+i,λ(αi−δi )∪Fi ,∅phg (Di × [0, ϵi ]).
In particular, we have that
(Φi × Id)∗u ∈ AE+i,λ(αi−δi )∪Fi ,∅fc (Hi × [0, ϵi ]),
from which the result follows. 
To study boundary regularity for the Monge–Ampe`re equation, we need a more general
version of the previous theorem where less regularity is assumed for the function f . We first
need to study some of the properties of the b-differential operator Pi introduced in the proof
of Theorem 6.2. From [22, Theorem 5.60], we know that the operator Pi induces a Fredholm
operator
Pi − λ : xαi Hm+2b (Di × [0, ϵi ])→ xαi Hmb (Di × [0, ϵi ]) (6.26)
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whenever −√−1α ∉ Specb(Pˆi,λ). Furthermore, the index of Pi −λ does not depend on m ∈ N0,
but does depend on α. When λ > 0, we can compute the index explicitly.
Lemma 6.3. For λ > 0, the operator Pi − λ induces an isomorphism of Sobolev spaces
Pi − λ : Hm+2b (Di × [0, ϵi ])→ Hmb (Di × [0, ϵi ]). (6.27)
Proof. Using the principal symbol of Pi , we can define a b-metric g such that Pi takes the form
Pi u = ∆gu + b · ∇u, b ∈ C∞(Di × [0, ϵi ]; bT (Di × [0, ϵi ])),
where ∆g is the (negative) Laplacian associated to the metric g and ∇ is its Levi-Civita
connection. To show Pi − λ is injective, suppose that u ∈ Hm+2b (Di × [0, ϵi ]) is such that
(Pi−λ)u = 0. Then we know from [22, Proposition 5.61] that u ∈ A
E+i,λ(0),E+i,λ(0)
phg (Di×[0, ϵi ]). In
particular, u vanishes on Di×{0} and Di×{ϵi }. If u is not identically zero, then replacing u by−u
if needed, we can assume that u attains a positive maximum at an interior point p ∈ Di × (0, ϵi ).
Evaluated at the point p, the equation Pu = λu gives
∆gu(p) = λu(p) > 0,
contradicting the fact that u attains a maximum at p. To avoid a contradiction, we must admit
u ≡ 0, which establishes injectivity.
To show the map is surjective, it suffices to show its index is zero. Since the map (6.27) is
Fredholm for all λ > 0, the index does not depend on the choice of λ > 0 and we can therefore
assume λ is as large as we want for the purpose of the argument. Now, the formal adjoint of
Pi − λ is of the form
(P∗i − λ)u = ∆gu + b˜ · ∇u + (c − λ)u,
for some b˜ ∈ C∞(Di ×[0, ϵi ] ,b T (Di ×[0, ϵi ])) and c ∈ C∞(Di ×[0, ϵi ]). In particular, taking
λ > 0 sufficiently large so that c − λ < 0 on Di × [0, ϵi ], we can use the maximum principle as
before to show that
u ∈ Hm+2b (Di × [0, ϵi ]), (P∗i − λ)u = 0 H⇒ u ≡ 0.
This shows that Pi − λ has index zero in this case, and therefore for all λ > 0. 
Lemma 6.4. For λ > 0 and α ≥ 0 with −√−1α ∉ Specb(Pˆi,λ), the Fredholm operator
Pi − λ : xαi Hm+2b (Di × [0, ϵi ])→ xαi Hmb (Di × [0, ϵi ]) (6.28)
is injective and has a cokernel of dimension
kαi,λ =

τ∈Specb(Pˆi,λ)
0≤− Im τ≤α
dim ker(Pˆi,λ(τ )).
Proof. Since xαi H
m+2
b (Di × [0, ϵi ]) ⊂ Hm+2b (Di × [0, ϵi ]) for α ≥ 0, we know from the
previous lemma that the map (6.28) is injective. The formula for the dimension of the cokernel
then follows from the previous lemma and the relative index theorem of [22]. 
The following lemma will be helpful to characterize the cokernel of the map (6.28).
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Lemma 6.5. Suppose λ > 0. Then for each τ ∈ Specb(Pˆi,λ) and v ∈ ker(Pˆi,λ(τ )), there exists
u ∈ AE+i,λ(α−δ),∅phg (Di × [0, ϵi ]) with α = √−1τ and δ > 0 small such that
(i) (Pi − λ)u ∈ C˙∞(Di × [0, ϵi ]);
(ii) u − χ(xi )vxαi ∈ A
E+i,λ(α),∅
phg (Di × [0, ϵi ]),
where χ ∈ C∞([0, ϵi ]) is a cut-off function with χ(t) = 1 for t < ϵi2 and χ(t) = 0 for t > 3ϵi4 .
Proof. Consider the index set G(β) = E+i,λ(β) ∩ ((α +N0)×N0) for β ∈ R and fix 0 < δ < 1.
Starting with u0 = χ(xi )vxαi , we will inductively construct u j ∈ AG(α+ j−δ),∅phg (Di ×[0, ϵ]) such
that
(Pi − λ)

m
j=0
u j

∈ AG(α+m),∅phg (Di × [0, ϵi ]) (6.29)
for all m ∈ N0. Using Borel lemma to take an asymptotic sum, it then suffices to take
u ∈ AG(α−δ),∅phg (Di × [0, ϵi ]) such that
u ∼
∞
j=0
u j
to obtain the result. First, notice that since −√−1α is in Specb(Pˆi,λ), we have that
∆ωi +
ci
2

xi
∂
∂xi
2
+ xi ∂
∂xi

− λ

xαi v = 0.
Thus, this means that
(Pi − λ)u0 ∈ xα+1i C∞(Di × [0, ϵi ]),
that is, (6.29) holds for m = 0. Assume now that (6.29) holds for some m ∈ N0. This means that
we have
(Pi − λ)
m
j=0
u j =
k
p=0
χ(xi )apx
α+m+1
i (log xi )
p + f, f ∈ AG(α+m+1),∅phg (Di × [0, ϵi ]),
for some k ∈ N0 and a0, . . . , ak ∈ C∞(Di ). If −
√−1(α + m + 1) ∉ Specb(Pˆi,λ), we can find
bp ∈ C∞(Di ) for p = 0, 1, . . . , k such that
∆ωi +
ci
2

xi
∂
∂xi
2
+ xi ∂
∂xi

− λ

k
p=0
bpx
α+m+1
i (log xi )
p

=
k
p=0
apx
α+m+1
i (log xi )
p.
In terms of the operator Pi , this means that
(Pi − λ)

k
p=0
χ(xi )bpx
α+m+1
i (log xi )
p

=
k
p=0
χ(xi )apx
α+m+1
i (log xi )
p + cm+1,
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where cm+1 ∈ AG(α+m+1),∅phg (Di × [0, ϵi ]). Thus, we can take
um+1 = −
k
p=0
χ(xi )bpx
α+m+1
i (log xi )
p
in this case. If instead−√−1(α+m+1) ∈ Specb(Pˆi,λ), this means−ν = λ− ci2 ((α+m+1)2+
(α + m + 1)) is an eigenvalue of the ∂-Laplacian ∆ωi . In this case, we can find bk ∈ C∞(Di )
and a˜k ∈ ker(∆ωi + ν) such that
(∆ωi + ν)bk = ak − a˜k .
Moreover, we can find b˜k ∈ ker(∆ωi + ν) such that
∆ωi +
ci
2

xi
∂
∂xi
2
+ xi ∂
∂xi

− λ

xα+m+1i b˜k(log xi )
k+1
= xα+m+1i

a˜k(log xi )k + b˜k(k + 1)k(log xi )k−1

.
This means that if we take
ukm+1 = χ(xi )xα+m+1i

b˜k(log xi )k+1 + bk(log xi )k

,
then
(Pi − λ)ukm+1 −
k
p=0
χ(xi )apx
α+m+1
i (log xi )
p =
k−1
p=0
χ(xi )a
k−1
p x
α+m+1
i (log xi )
p + c,
where ak−1p ∈ C∞(Di ) and c ∈ AG(α+m+1),∅phg (Di × [0, ϵi ]). This effectively reduces k by one.
Repeating this step k times we can thus reduce to the case k = 0. Applying this step one more
time then gives us the desired term um+1. More precisely, proceeding recursively starting with
q = k and finishing with q = 0, we can define
uqm+1 = χ(xi )xα+m+1i

b˜q(log xi )q+1 + bq(log xi )q

,
for some b˜q , bq ∈ C∞(Di ) so that
(Pi − λ)

k
q=0
uqm+1

=
k
p=0
χ(xi )apx
α+m+1
i (log xi )
p + d,
with d ∈ AG(α+m+1),∅phg (Di × [0, ϵi ]). Thus, taking
um+1 = −
k
q=0
ukm+1
completes the inductive step and the proof. 
Proposition 6.6. Suppose that λ > 0. Then for each α ≥ 0 with −√−1α ∉ Specb(Pˆi,λ), there
exists a subspace Wαi,λ ⊂ A
E+i,λ(0),∅
phg (Di × [0, ϵi ]) of dimension kαi,λ (see Lemma 6.4) such that
V αi,λ = (Pi − λ)Wαi,λ ⊂ C˙∞(Di × [0, ϵi ]) and
xαi H
m
b (Di × [0, ϵi ]) = (Pi − λ)(xαi Hm+2b (Di × [0, ϵi ]))+ V αi,λ ∀m ∈ N0.
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Proof. For each 0 < β < α such that −√−1β ∈ Specb(Pˆi,λ), choose a basis v1β , . . . , vkββ of
ker(Pˆi,λ(−
√−1β)). Let u1β , . . . , ukββ ∈ A
Ei,λ(β−δ),∅
phg (Di ×[0, ϵi ]) be functions as in Lemma 6.5,
that is, such that
(Pi − λ)u jβ ∈ C˙∞(Di × [0, ϵi ]); (6.30)
u jβ − χ(xi )v jβxβi ∈ A
E+i,λ(β),∅
phg (Di × [0, ϵi ]). (6.31)
We define Wαi,λ to be the finite dimensional subspace of A
E+i,λ(0),∅
phg (Di × [0, ϵi ]) spanned by
the functions u jβ for j ∈ {1, . . . , kβ} and for 0 < β < α such that −
√−1β ∈ Specb(Pˆi,λ).
It is clear from condition (6.31) that the functions u jβ are linearly independent, so that W
α
i,λ is
indeed a vector space of dimension kαi,λ. By the injectivity of the operator Pi − λ, the subspace
V αi,λ ⊂ C˙∞(Di × [0, ϵi ]) defined by
V αi,λ = (Pi − λ)Wαi,λ
is also of dimension kαi,λ. From condition (6.31), we see that
Wαi,λ ∩ xαi Hm+2b (Di × [0, ϵi ]) = {0}.
This means that
V αi,λ ∩ (Pi − λ)(xαi Hm+2b (Di × [0, ϵi ])) = {0}.
Since by Lemma 6.4, dim V αi,λ = kαi,λ is precisely the dimension of the cokernel of the operator
(6.28), the result follows. 
We finally state and prove the following generalization of Theorem 6.2.
Theorem 6.7. Let F = (F1, . . . , Fℓ) be some index family and let α, β ∈ (R+)ℓ be given. If
u ∈ xαC∞fc (X) satisfies the equation
(∆ω − λ)u = f,
for some λ > 0 and with
f = f1 + f2, f1 ∈ xα+βC∞fc (X), f2 ∈ AFfc (X) ∩ C∞fc (X),
then u = u1 + u2 for some functions u1 and u2 such that for all δ ∈ (R+)ℓ,
u1 ∈ xα+β−δC∞fc (X), u2 ∈ A
E+λ (α−δ)∪F
fc (
X) ∩ xαC∞fc (X).
Proof. As in the proof of Theorem 6.2, we can assume u and f are supported in the collar
neighborhood ci (Hi × [0, ϵi2 )) ⊂ X . By averaging over the circle action in that collar
neighborhood, we can also assume, in light of Lemma 6.1, that u = (Φi × Id)∗u and f j =
(Φi × Id)∗ f j , so that the equation becomes
(Pi − λ)u = f 1 + f 2.
Since u ∈ xαC∞fc (X), f1 ∈ xα+βC∞fc (X) and f2 ∈ AFfc (X), we have that u ∈ xαi−δii Hm+2b (Di ×
[0, ϵi ]) and f 1 ∈ xαi+βi−δii Hmb (Di × [0, ϵi ]) for all m ∈ N and δi > 0, while f 2 ∈
AFi ,∅phg (Di × [0, ϵi ]).
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Assuming δi > 0 is chosen small enough so that
t ∈ [αi + βi − δi , αi + βi ) H⇒ −
√−1t ∉ Specb(Pˆi,λ),
we can apply Proposition 6.6 to conclude there exists v1 ∈ xαi+βi−δii Hm+2b (Di × [0, ϵi ]) and
v2 ∈ A
E+i,λ(0),∅
phg (Di × [0, ϵi ]) such that
(Pi − λ)(v1 + v2) = f 1.
Moreover, both v1 and v2 can be chosen to be independent of the choice of δi > 0 and m. For
the function v1, this implies by the Sobolev embedding for b-metrics that
v1 ∈ xαi+βi−δii C∞b (Di × [0, ϵi ]) ∀ δi > 0.
On the other hand, by Lemma 6.3 and Theorem 6.2, there exists a unique v3 ∈
A
E+i,λ(−δi )∪Fi ,E+i,λ(−δi )
phg (Di × [0, ϵi ]) such that
(Pi − λ)v3 = f 2.
Thus, setting u1 = v1 and u2 = v2 + v3, we have that
(Pi − λ)(u1 + u2) = f 1 + f 2.
By the injectivity of the operator Pi − λ, we conclude that
u = u1 + u2.
Since u is supported in Di × [0, ϵi2 ), we also have that
u = χ(xi )u1 + χ(xi )u2,
where χ ∈ C∞c ([0, ϵi )) is a cut-off function with χ(t) = 1 for t < ϵi2 and χ(t) = 0 for t ≥ 3ϵi4 .
In other words, replacing u j by χ(xi )u j if needed, we can assume both u1 and u2 are supported
in Di × [0, 3ϵi4 ). Since u1 = v1 ∈ xαi+βi−δii C∞b (Di × [0, ϵi ]) for all δi > 0, the theorem follows
by taking u1 = (Φi × Id)∗u1 and u2 = (Φi × Id)∗u2. From the definition of u2, we only know a
priori that u2 ∈ AE
+
λ (−δ)∪F
fc (
X) for some δ ∈ (R+)ℓ, but since u2 = u − u1 ∈ xαC∞fc (X), we see
that u2 does have the claimed regularity at the boundary. 
7. Full asymptotics of Ka¨hler–Einstein metrics on quasiprojective manifolds
In this section, we suppose that the divisor D is smooth and is such that K X + [D] > 0,
in which case the regularity results of Section 6 will be useful to obtain the full asymptotics of
the Ka¨hler–Einstein metric (5.4). To do so, it will be convenient to write the associated complex
Monge–Ampe`re equation with respect to a background Ka¨hler form slightly different than the
one given in (5.3).
First, notice that if D1, . . . , Dℓ are the irreducible components of the divisor D, then the
holomorphic sections s1, . . . , sℓ define a holomorphic section s =ℓi=1 si ∈ H0(X; [D]) such
that s−1(0) = D. Moreover, the Hermitian metrics on [D1], . . . , [Dℓ] define a Hermitian metric
∥ · ∥D on the line bundle [D]. Now, a volume form Ω on X induces a Hermitian metric for
the canonical line bundle K X . Thus, such a volume form together with the Hermitian metric
∥ · ∥D induce a Hermitian metric on the line bundle K X + [D]. By the extension theorem of
Schumacher [24, Theorem 4], we can choose the volume form Ω on X such that the induced
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Hermitian metric on K X+[D] has positive curvature and restricts on each irreducible component
Di to be the Hermitian metric on (K X + [D])|Di = K Di induced by the volume form nωn−1KE,i on
Di , where ωKE,i is the Ka¨hler–Einstein metric of (5.8) on Di . With such a choice, the curvature
form
√−1ΘK X+[D] is such that its restriction to Di is precisely the Ka¨hler form ωKE,i .
Instead of the Ka¨hler form (5.3), consider the form
ω = −√−1 ∂∂ log

Ω
∥s∥2
D

+√−1 ∂∂ log

(− log ϵ∥s∥2
D
)2

= √−1ΘK X+[D] + 2
√−1

ΘD
log ϵ∥s∥2
D

+ 2√−1

(∂ log ϵ∥s∥2
D
) ∧ (∂ log ϵ∥s∥2
D
)
(log ϵ∥s∥2
D
)2

, (7.1)
which for ϵ > 0 sufficiently small is Ka¨hler. As for the Ka¨hler form in (5.3), the Ka¨hler form
(7.1) induces an asymptotically tame polyfibred cusp Ka¨hler metric. Using ω as a background
Ka¨hler metric, we can then obtain a Ka¨hler–Einstein metric ωKE = ω +
√−1∂∂u by taking
u ∈ C∞fc (X) as the solution to the complex Monge–Ampe`re equation
log

(ω +√−1∂∂u)n
ωn

− u = F = log
 Ω
ωn

∈ C∞fc (X), (7.2)
where Ω is the volume form
Ω = Ω
∥s∥2
D
(− log(ϵ∥s∥2
D
))2
 ∈ C∞fc (X;Λ2n(fcT ∗X)). (7.3)
As the next lemma shows, the restriction of the function F to Di vanishes.
Lemma 7.1. If the volume form Ω and the Hermitian metric ∥ · ∥D are chosen as above, then the
function F in (7.2) is such that
F − xiΞi

(n − 1)ωn−2KE,i ∧ (
√−1ΘD

Di
)
ωn−1KE,i

∈ x2i C∞fc (X).
In particular, the restriction of F to Di vanishes.
Proof. To proceed, we will use local holomorphic coordinates (ζ, z2, . . . , zn) as in (2.3) with ζ
corresponding to the section s =ℓj=1 s j with respect to some choice of local trivialization of
[D]. In such local coordinates, the Hermitian metric ∥ · ∥D takes the form
∥s∥2
D
= h|ζ |2 (7.4)
for some smooth real valued function h. Similarly, in these local coordinates, the form Ω is
given by
Ω = ψdζ ∧ dζ ∧ dz2 ∧ dz2 ∧ · · · ∧ dzn ∧ dzn,
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for some smooth function ψ . Our assumption on the form Ω is then that
ψdz2 ∧ dz2 ∧ · · · ∧ dzn ∧ dzn
h

Di
= nωn−1KE,i . (7.5)
Thus, in these local coordinates, the difference
Ω
(∥s∥2
D
(− log ϵ∥s∥2
D
)2)
− nω
n−1
KE,i
(− log ϵ∥s∥2
D
)2
∧√−1dζ ∧ dζ|ζ |2 (7.6)
is in ρiC∞fc (X;Λ2n(fcT ∗X)⊗ C) where ρi = ∥si∥Di . On the other hand, since the restriction of√−1ΘK X+[D] to Di is ωKE,i , we see from (7.1) and using (2.67) that
ωn = nω
n−1
KE,i
(log ϵ∥s∥2
D
)2
∧√−1dζ ∧ dζ|ζ |2
− x ′i
n(n − 1)ωn−2KE,i ∧ (
√−1ΘD) ∧ (
√−1dζ ∧ dζ )
(log ϵ∥s∥2
D
)2|ζ |2 + ν, (7.7)
with ν ∈ x2i C∞fc (X;Λ2n(fcT ∗X)⊗C) and x ′i = −1
log ϵ
1
2 ∥s∥D
. By Lemma 1.3, notice that at the cost
of changing ν, we can replace x ′i in (7.7) by xi = −1log ∥si∥Di . Combining (7.6) and (7.7), we thus
see that in the local coordinates (ζ, z),
F = log
 Ω
ωn

= xi

(n − 1)ωn−2KE,i ∧ (
√−1ΘD

Di
)
ωn−1KE,i

+ µ,
with µ ∈ x2i C∞fc (X). The result of the lemma then easily follows from this local description. 
Consequently, with this choice of volume form Ω and Hermitian metric ∥ · ∥D described
above, the induced Ka¨hler form ω ∈ C∞fc (X;Λ2(fcT ∗X) ⊗ C) defined in (5.3) has standard
spatial asymptotics {ωi }ℓi=1 and {ci }ℓi=1 given by
ωi = ωKE,i , ci = 1, ∀i ∈ {1, . . . , ℓ}. (7.8)
The solution of the complex Monge–Ampe`re equation
log

(ωi +
√−1∂∂ui )n−1
ωn−1i

− u = Fi ∈ C∞(Di ), (7.9)
is thus simply ui ≡ 0, since ωi = ωKE,i and the restriction Fi of F at Di vanishes. By
Theorem 5.1, we know that there exists ν > 0 such that the solution u to the complex
Monge–Ampe`re equation (7.2) is in xνC∞fc (X), where x =
ℓ
i=1 xi . Using this fact and
Theorem 6.7 we now proceed recursively to construct the full asymptotic of u at infinity. Let
us start by identifying the first term in the asymptotic expansion of u. To this end, it will be
convenient to have a cut-off function χ ∈ C∞c ([0,∞)) with χ(t) = 1 for t < 12 and χ(t) = 0 for
t ≥ 1, as well as its reparametrized version χr (t) = χ( tr ) for r > 0.
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Lemma 7.2. There exist constants b˜i ∈ R and functions bi ∈ C∞(Di ) such that
u −c∗  ℓ
i=1
χr (xi )xi (b˜i log xi + bi )

∈ x1+δC∞fc (X)
for some δ > 0 and r > 0, wherec is the collar neighborhood map introduced in (6.3).
Proof. By our choice of ω, the Monge–Ampe`re equation satisfied by u ∈ xνC∞fc (X) is of the
form
log

(ω +√−1∂∂u)n
ωn

− u = F, F ∈ xC∞fc (X).
Taking the exponential on both sides, this can be rewritten as
1+∆ωu +
n
j=2
Gωj (u)

e−u = eF , (7.10)
with
Gωj (h) =
n!
(n − j)! j !

ωn− j ∧ (√−1∂∂h) j
ωn

, h ∈ C∞fc (X).
In particular, since u ∈ xνC∞(X), we have that Gωj (u) ∈ x jνC∞(X). We have also that
eF − 1 ∈ xC∞fc (X). From (7.10), we therefore conclude that
(∆ω − 1)u = f1 + f2, f1 ∈ x2νC∞fc (X), f2 ∈ xC∞fc (X). (7.11)
This is a situation where Theorem 6.7 can be applied with λ = 1. In this case, the smallest z such
that −√−1z ∈ Specb(Pˆi,1) is z = 1 for all i ∈ {0, . . . , ℓ}. Moreover, in this case,
Pˆi,1(−
√−1) = ∆ωi , (7.12)
with kernel given by the constant functions. On the other hand, f2 ∈ xC∞fc (X) means that
f2 is a polyhomogeneous function in AFfc (X) with index family F = (F1, . . . , Fℓ) given by
Fi = N× {0} for all i .
Thus, if 2ν < 1, we can apply Theorem 6.7 to Eq. (7.11) to conclude that
u ∈ x2ν−δC∞fc (X), ∀ δ > 0.
Repeating this argument if necessary, we can thus assume u ∈ xνC∞fc (X) with ν > 12 . In this
case, applying Theorem 6.7 to (7.11) gives us a function v ∈ AE+1 (0)∪Ffc (X)∩ xν−δC∞fc (X) for all
δ > 0 such that
u − v ∈ x2ν−δC∞fc (X), ∀δ > 0.
From the definition of the index set Ei,1(0)∪Fi , the only elements (z, k) with z = 1 are (1, 0)
and (1, 1). Thus, removing higher order terms in the asymptotic expansion of the function v, we
can assume that
v =c∗  ℓ
i
χϵ(xi )xi (b˜i log xi + bi )

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for some b˜i , bi ∈ C∞(Di ). Moreover, from the proof of Theorem 6.7 and Lemma 6.5, we
know that b˜i has to be an element of the kernel of Pˆi,1(−
√−1) = ∆ωi , that is, it must be a
constant. 
We can now proceed by induction to improve this result.
Proposition 7.3. For each m ∈ N, there are an index set Em = (Em1 , . . . , Emℓ ) and a
polyhomogeneous function vm ∈ AEmfc (X) ∩ x1−δC∞fc (X) for all δ > 0 such that
u − vm ∈ xm+αC∞fc (X)
for some α > 0.
Proof. We proceed by induction on m. The case m = 1 is given by Lemma 7.2. Suppose
that the statement of the proposition is true for m = k. We need to show that it is true for
m = k + 1. By our induction hypothesis, there is an index family Ek and a polyhomogeneous
function vk ∈ AEkfc (X) ∩ x1−δC∞fc (X) for all δ > 0 such that
u − vk ∈ xk+αC∞fc (X)
for some α > 0. Since vk ∈ x 12 C∞fc (X), by replacing vk with χ( xir )vk if needed, where
χ ∈ C∞c ([0,∞)) is a cut-off function with χ(t) = 1 for t < 1, we can assume, by taking
r > 0 sufficiently small, that the norm of vk in C2fc(X) is sufficiently small so that
ω
2
< ω +√−1∂∂vk < 2ω.
In particular, ωk = ω +
√
1∂∂vk is also a Ka¨hler form on X .
Now, by hypothesis, the function uk = u − vk is in xk+αC∞fc (X) for some α > 0. From the
equation satisfied by u, we see that uk satisfies the equation
(ωk +
√−1∂∂uk)n
ωnk

e−uk = eFk , where Fk = F + vk + log

ωn
ωnk

. (7.13)
Now, since u − vk ∈ xk+αC∞fc (X), we have that
− Fk = log

(ω +√−1∂∂vk)n
ωn

− vk − F
=

log

(ω +√−1∂∂vk)n
ωn

− vk

−

log

(ω +√−1∂∂u)n
ωn

− u

(7.14)
is also in xk+αC∞fc (X). On the other hand, since vk and F are polyhomogeneous, this also implies
that Fk is polyhomogeneous. Thus
eFk = 1+ fk, fk ∈ xk+αC∞fc (X) ∩AFkfc (X),
for some index family Fk and Eq. (7.13) can be rewritten as
1+∆ωk uk +
n
j=2
Gωkj (uk)

e−uk = 1+ fk, (7.15)
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where
Gωkj (h) =
n!
(n − j)! j !

ω
n− j
k ∧ (
√−1∂∂h) j
ωnk

, h ∈ C∞fc (X).
Since uk ∈ xk+αC∞fc (X), this means Gωkj (u) ∈ x jk+ jαC∞fc (X). Thus, we deduce from (7.13) that
there exists a function wk ∈ x2k+2αC∞fc (X) such that
(∆ωk − 1)uk = wk + fk .
Furthermore, since (∆ωk −∆ω)uk ∈ x2k+2αC∞fc (X), we see in fact that we can write
(∆ω − 1)uk = wˆk + fk, (7.16)
for some wˆk ∈ x2k+2αC∞fc (X). We are now in a position to apply Theorem 6.7, which stipulates
that there exists a polyhomogeneous function hk+1 ∈ AE1(0)∪Fkfc (X) ∩ xk+α−δC∞fc (X) for all
δ > 0 such that
uk − hk+1 ∈ x2k+2α−δC∞fc (X) ∀ δ > 0.
Thus, the function vk+1 = vk + hk+1 satisfies the statement of the proposition for m = k + 1,
which completes the inductive step. 
This finally gives the following result.
Theorem 7.4. Suppose the divisor D is smooth and such that K X + [D] > 0. Suppose also that
the volume form Ω on X used to define the Ka¨hler form ω in (7.1) is chosen so that induced
Hermitian metric on K X + [D] restricts on (K X + [D])|Di = K Di to the Hermitian metric
induced by the volume form nωn−1KE,i . Then there exists an index family E such that the unique
solution u to the Monge–Ampe`re equation (7.2) is such that
u ∈ AEfc(X) ∩ x1−δC∞fc (X) ∀δ > 0.
Furthermore, the index family E = (E1, . . . , Eℓ) can always be chosen so that (1, k) ∉ Ei for
k > 1.
Proof. This is a direct consequence of Proposition 7.3. 
This has the following consequences for the Ka¨hler–Einstein metric ωKE of (5.4).
Corollary 7.5. Suppose the divisor D is smooth and such that K X + [D] > 0. Then there exists
an index family E = (E1, . . . , Eℓ) such that
ωKE ∈ AEfc(X;Λ2(fcT ∗X)⊗ C),
where ωKE is the Ka¨hler–Einstein metric (5.4) obtained by solving the Monge–Ampe`re
equation (5.5). Furthermore, each index set Ei can be chosen so that
(z, k) ∈ Ei , z ≤ 1 H⇒ (z, k) ∈ {(0, 0), (1, 0), (1, 1)}.
Finally, ωKE has well-defined standard spatial asymptotics given by {ωKE,i }ℓi=1 and {1}ℓi=1 where
ωKE,i is the Ka¨hler–Einstein metric given by (5.8).
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The logarithmic terms in the asymptotic expansion of the Ka¨hler–Einstein metric do not
necessarily appear. For instance, when n = dimC X = 1, we know from [1] that ωKE is in
C∞fc (X;Λ2(fcT ∗X)⊗C), so that there is no logarithmic term in that case. This is very particular
to complex dimension 1. As the next criterion indicates, logarithmic terms do appear when n ≥ 2.
Theorem 7.6. Let u be the function of Theorem 7.4. Then the constant b˜i such that
u − b˜i xi log xi ∈ xiC∞fc (X)
is given by
b˜i = −2(n − 1)3

Di
c1(T Di )n−2 ∪ c1(N Di )
Di
c1(T Di )n−1
,
where N Di is the normal bundle of Di in X.
Proof. Choose Ω as in Theorem 7.4. By Lemma 7.1, the coefficient of the term of order xi in
the Taylor series of eF at Di is given by
φi =
(n − 1)ωn−2KE,i ∧ (
√−1ΘD

Di
)
ωn−1KE,i
.
The term b˜i will be nonzero provided the function φi is not in the image of the ∂-Laplacian
∆ωKE,i . This is the case provided
Ii =

Di
φiω
n−1
KE,i
Di
ωn−1KE,i
≠ 0.
But from the definition of φi , we have that
Ii = −(n − 1)

Di
c1(T Di )n−2 ∪ c1(N Di )
Di
c1(T Di )n−1
.
From Lemma 7.2, we know the constant b˜i must be such that
(∆ω − 1)(b˜xi log xi )− Ii xi ∈ x1+δi C∞fc (X) for some δ > 0.
From the asymptotic behavior (6.8) of ∆ω near Di , we conclude b˜i = 2Ii3 and the result
follows. 
Example 7.7. Take X = CP2 and D1 ⊂ CP2 to be a smooth curve of degree d ≥ 4. In that
case, K X + [D1] > 0 so that there is a Ka¨hler–Einstein metric on X = CP2 \ D1 obtained by
solving the Monge–Ampe`re equation (5.5). By Theorem 7.6, the coefficient b˜1 of the term of
order x1 log x1 in the asymptotic expansion of the solution u ∈ C∞fc (X) to the Monge–Ampe`re
equation is given by
b˜1 = 2d3(d − 3) .
When D has normal crossings, this criterion can also be used to show in certain cases that the
Ka¨hler–Einstein metric is not an asymptotically tame polyfibred cusp metric. Here is a simple
example.
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Example 7.8. Take X = CP3 with D = D1 + D2, where D1 is a hyperplane and D2 ⊂ CP3 is
a smooth hypersurface of degree d ≥ 4 intersecting D1 transversely. In that case, K X + [D] > 0
and there is a corresponding Ka¨hler–Einstein metric ωKE. By Theorem 5.1, it has standard spatial
asymptotics given by {ωKE,i }2i=1 and {1}2i=1. By the previous example, the asymptotic expansion
of ωKE,1 involves some logarithmic terms. In particular, the Ka¨hler–Einstein metric on X cannot
be an asymptotically tame polyfibred cusp metric in this case, that is, the solution u to the
Monge–Ampe`re equation (5.3) cannot be in C∞fc (X).
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