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SUMMARY
Stabilization rates of power-integrator chains are easily regulated. It provides a framework for
acceleration of uncertain multi-input multi-output (MIMO) dynamic systems of known relative degrees
(RDs). The desired rate of the output stabilization (sliding-mode (SM) control) is ensured for an
uncertain system, if its RD is known, and a rough approximation of the high-frequency gain matrix is
available. The uniformly bounded convergence time (fixed-time stability) is obtained as a particular
case. The control can be kept continuous everywhere accept the SM set, if the partial RDs are equal.
Similarly uncertain smooth systems of complete MIMO RDs (i.e. lacking zero dynamics) are stabilized
by continuous control at their equilibria in finite time and also accelerated. Output-feedback controllers
are constructed. Computer simulation demonstrates the efficiency of the proposed approach.
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1. INTRODUCTION
The output-regulation task is reduced to the output stabilization following a proper output
redefinition. In its turn the output dynamics of a Single-Input Single-Output (SISO) system
in general is described by an integrator chain, whereas the uncertainty, the overall system
influence and the control are shifted to the last integrator [23]. The number of integrators
is the relative degree (RD) [23], i.e. the least order of the output time derivative which
explicitly contains the control with a non-zero coefficient. The RD can be considered as a
design parameter [20, 31], or is often known even under uncertainty conditions [12, 24, 48, 49].
In the Multi-Input Multi-Output (MIMO) case the numbers of inputs (controls) and outputs
are assumed equal. The output dynamics are reduced to the corresponding number of integrator
chains connected through the last integrators where the controls appear. Chain’s lengths
constitute the vector RD, whereas the control coefficients constitute a non-singular matrix
[23], called the high-frequency gain (HFG) matrix.
Consider finite-time (FT) output stabilization. If the uncertainty vanishes with the output,
the task is reformulated as stabilization at an equilibrium. In the opposite case a discontinuous
control is required, and sliding-mode (SM) control (SMC) is to be applied. In both cases the
homogeneity theory is one of the main design approaches [3, 5, 27, 41], and the homogeneity
degree is negative. In this paper we consider a general method of accelerating such stabilization
∗Correspondence to: levant@post.tau.ac.il
Copyright c© 0000 John Wiley & Sons, Ltd.
Prepared using rncauth.cls [Version: 2010/03/27 v2.00]
2
under uncertainty conditions, provided a homogeneous FT-stabilization feedback control is
already available.
SMC keeps the outputs (sliding variables) at zero by means of high-frequency control
switching. SMs are accurate and insensitive to disturbances, but also feature the so-called
chattering effect due to high control-switching frequency [4, 7, 14, 19, 30, 47]. Standard SMC
needs the partial RDs to be 1. High order sliding modes (HOSMs) [4, 26, 9, 11, 18, 24, 27, 42, 39]
are effective for any RD.
In the SISO case a universal output-feedback HOSM control [26, 27, 28] stabilizes the
integrator chain in FT. Only the number of the integrators, i.e. the RD, is actually required to
be known. Additional integrators in the feedback artificially increase the RD and can be used
to remove dangerous types of chattering [4, 30].
In the MIMO case the HFG matrix is usually to be available exactly or with high precision to
use HOSM controls. In particular, the implicit-Lyapunov-function method [43, 44, 45] requires
the exact knowledge of the HFG matrix. Contrary to this papers [9, 34] only assume a variable
nominal value of the HFG matrix to be available and provide for the FT convergence to the
SM. The MIMO SMC [34, 45] is homogeneous.
Whereas SMC corresponds to zero weights of the homogeneous feedback control, FT
stabilization at equilibrium assumes positive control weights [3, 6, 21, 22, 40]. Practical
applications in particular include robotics and spacecraft attitude control [12, 49].
A standard continuous feedback [29, 32] stabilizes uncertain smooth systems at their
equilibria in FT. No standard system form is required. The main assumption is that the
system possesses a known permanent RD and lacks zero dynamics. Like in the MIMO SMC
case, a nonsingular nominal HFG matrix is to be available.
FT-stable homogeneous systems are known to slowly converge at large distances. A SISO
second-order SMC acceleration technique was proposed in [13], but it is extendable neither
to general second-order SMC nor to the FT equilibrium stabilization. The acceleration-factor
method for the homogeneous MIMO equilibrium stabilization was recently proposed in [32].
The FT and fixed-time convergence are provided by acceleration of asymptotically stable
(not FT stable) homogeneous systems of non-negative degrees in the recent papers [15, 16],
a similar idea was applied in [1]. The corresponding acceleration factor necessarily tends to
infinity as the equilibrium is approached.
Acceleration of general FT-stable homogeneous output dynamics is considered in this paper.
We start with a system consisting of a number of power-integrator chains coupled through the
last equations and show that any homogeneous FT-stabilizing control is easily accelerated by
a scalar factor. Then the time-variable acceleration is applied to MIMO HOSMs and uncertain
smooth systems with FT-stable equilibria.
Any prescribed dependence of the transient time on the homogeneous norm of the
stabilization error can be maintained along system trajectories. Fixed-time convergence is
obtained as a particular case, when the convergence-time function is uniformly bounded.
The acceleration factor switching yields piece-wise-homogeneous dynamics, which allows
output-feedback control versions. Contrary to [15, 16] at the last stage the acceleration factor
is kept at 1, which restores the original system convergence rate and diminishes the system
stress. Simulation demonstrates the application of the method.
2. WEIGHTED HOMOGENEITY NOTIONS
Recall that a solution of a differential inclusion (DI) ẋ ∈ F (x), F (x) ⊂ TxRn, is defined as any
locally absolutely continuous function x(t), satisfying the DI for almost all t. We call a DI
ẋ ∈ F (x) Filippov DI, if F (x) ⊂ TxRn is non-empty, compact and convex for any x, and F is
an upper-semicontinuous set function.
Here TxRn is the tangential space to Rn at x [23]. For fixed coordinates it can be formally
identified with Rn itself. The upper semicontinuity of F (x) means that the maximal distance of
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the points of F (x) from the set F (y) tends to zero, as x→ y. The upper (lower) semi-continuity
of a scalar function φ : Rn → R means that lim supx→y φ(x) ≤ φ(y) (lim infx→y φ(x) ≥ φ(y)).
It is well-known that Filippov DIs have most standard features except the uniqueness of
solutions [17]. Asymptotically stable Filippov DIs have smooth Lyapunov functions [8].
Introduce the weights deg xi = mi > 0 of the coordinates x1, x2, . . . , xn in Rn. Define the
dilation [3, 6] dκ : (x1, x2, ..., xn) 7→ (κm1x1, κm2x2, ..., κmnxn), where κ > 0. Recall [3, 25] that
a function f : Rn → Rm is said to have the homogeneity degree (weight) qh ∈ R, deg f = qh,
if the identity f(x) = κ−qhf(dκx) holds for any x ∈ Rn and κ > 0.
A vector-set field F (x) ⊂ TxRn (DI ẋ ∈ F (x)) is called homogeneous of the degree qh ∈ R
[27], if the identity F (x) = κ−qhd−1κ F (dκx) holds for any x ∈ Rn and κ > 0.
The homogeneity of a vector-set field F (x) can equivalently be defined as the invariance of
the DI ẋ ∈ F (x) with respect to the combined time-coordinate transformation Gκ : (t, x) 7→
(κpht, dκx), κ > 0, where ph, ph = −qh, might naturally be considered as the weight of t.
Indeed, the homogeneity condition can be rewritten as ẋ ∈ F (x)⇔ d(dκx)d(κph t) ∈ F (dκx).
The differential equation ẋ = f(x) ∈ TxRn, ẋi = fi(x), i = 1, ..., n, can be considered as
the DI ẋ ∈ {f(x)}. Then the above definition is reduced to the standard definition deg fi =
deg ẋi = deg xi − deg t = mi + qh [3, 25].
The non-zero homogeneity degree qh of a vector-set field can always be scaled to ±1
by an appropriate proportional change of the weights m1, ...,mn, deg xi = mi. The upper
semicontinuity of the DI inevitably imposes the condition mi ≥ −qh for all coordinates xi.
The contractivity [27, 33] of a homogeneous Filippov DI is equivalent to the existence of
T > 0, R > r > 0, such that all solutions starting in the ball ||x|| ≤ R at the time 0 are in the
smaller ball ||x|| ≤ r at the time T .
Let a Filippov DI be homogeneous of a negative homogeneity degree. Then FT stability
and asymptotic stability features are equivalent [27, 35, 41], and both are equivalent to the
contractivity [27]. The maximal (minimal) stabilization time is a well-defined upper (lower)
semi-continuous function of the initial conditions [35].
The FT stability of the homogeneous Filippov DI ẋ ∈ F (x) implies the negativeness of the
homogeneity system degree qh < 0, and respectively deg ẋi = mi + qh ≥ 0, i = 1, . . . , n [35].
A homogeneous norm ||x||h is by definition any positive-definite continuous homogeneous
function of the weight 1. It is not a real norm (the triangle inequality does not hold). The
standard norm || · || used in this paper is the Euclidian one.
3. ACCELERATION OF POWER INTEGRATORS
In the following we use the convenient notation extending the standard power functions:
∀s 6= 0 bseγ = |s|γ sign s; ∀γ>0 b0eγ = 0; bse0 =signx.
One of the simplest homogeneous systems is a power integrator chain [38, 21]. Consider its
MIMO variant




żi,ri ∈ Fi(z), i = 1, ..., nz, z = (z1, ..., znz )
(3.1)
where pi,j > 0. Naturally Fi(z) ⊂ R is a closed segment, upper semicontinuous in z ∈
Rr1+...+rm , so that (3.1) is a Filippov DI.
Choose −1 as the system homogeneity degree, and denote deg zi,j = mi,j and deg żi,ri =
qi ≥ 0. It implies the relations
mi,ri = 1 + qi, mi,j−1 = 1 +mi,jpi,j−1, j = ri − 1, ..., 1,
which recursively define all weights, mi,j > 1 for all j < ri, mi,r = 1 + qi ≥ 1, i = 1, ..., nz,
j = 1, ..., ri.
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, ρz > maxi,jmi,j ,
||z||h = ||z1||h + . . .+ ||znz ||h.
(3.2)
That norm ||z||h is continuously differentiable everywhere except z = 0.
3.1. Lipschitz property of homogeneous norms and extendability of solutions
Consider the non-autonomous modification of (3.1)




żi,ri ∈ α(t)Fi(z), i = 1, ..., nz,
(3.3)
where α(t) is some locally essentially-bounded Lebesgue-measurable function.
We formally add ṫ = 1 and understand generalized solutions of (3.3) as the solutions of the
enlarged Filippov DI obtained when α(t) in (3.4) is replaced with the upper-semicontinuous
set function A(t) [−1, 1], where A(t) = ess lim sups→t |α(t)|.
The following simple lemma is only true if the homogeneity degree −1 of (3.1) is chosen
(respectively deg t = 1). DI (3.1) is allowed to be unstable.
Note that maxz∈Ω,w∈Fi(z) |w| is well defined for any compact set Ω due to the upper
semicontinuity and compactness of Fi(z).
Lemma 1. Let system (3.1) be homogeneous with the homogeneity degree −1, and let ||z||h be
any homogeneous norm continuously differentiable everywhere except the origin z = 0. Then
there exist such constants L0, L1 only depending on the chosen norm that
| ddt ||z(t)||h| ≤ L0 + L1MFA(t), MF = max||z||h=1,w∈Fi(z),i=1,...,m
|w| (3.4)
holds for almost all t along any generalized solution of (3.3).
Proof
Due to the homogeneity of (3.1) get




On the other hand, due to the homogeneity of (3.1) maxi,w∈Fi(z) ||w|| = MF ||z||
qi
h . Thus
| ddt ||z(t)||h| ≤
∑
i≤nz,j<ri






where the first sum and the coefficient of A(t) are homogeneous functions of degree 0, which
are continuous for z 6= 0, and, therefore, are bounded.
Since any negative homogeneity degree is shifted to −1 by an appropriate proportional
change of the coordinate weights, Lemma 1 implies indefinite extendability in time [2] for any
generalized solution of (3.3), if the homogeneity degree of system (3.1) is negative.
3.2. Convergence acceleration
Now consider the same system (3.1) in the new time t1 = t/µ, where µ ≥ 1. We get
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Introducing the notation z̃i,1 = zi,1, z̃i,2 = µ
1
pi,1 zi,2,..., obtain the coordinate transformation
z̃i,j = µ
νi,jzi,j , for some νi,j ≥ 0, i = 1, ..., nz, j = 1, ..., ri. In the new coordinates system (3.5)
turns to be




˙̃zi,ri ∈ µ1+νi,riFi(..., µ−νi,j z̃i,j , ...) = F̃ (z̃).
(3.6)
Recall that for any FT stable homogeneous system stabilization time from any point on
the homogeneous sphere ||z||h = 1 belongs to some segment [T∗, T∗], where the stabilization
times T∗, T
∗ are indeed obtained on some solutions [35]. The following simple lemma plays
important role in this article.
Lemma 2. Fix homogeneous norm (3.2). Let system (3.1) be FT stable and homogeneous with
the homogeneity degree −1, and the stabilization times from the homogeneous sphere ||z||h = 1
belong to [T∗, T
∗]. Then for any µ ≥ 1 solutions of (3.6) starting from the homogeneous sphere
||z̃||h = R have stabilization times belonging to [(mini,j µ−νi,j/mi,j )T∗, T ∗]R/µ.
Proof
Obviously, zi,j = µ














Thus, (3.2) and ||z̃||h = R imply ||z||h ∈ [mini,j µ−νi,j/mi,j , 1]R. Dynamics of z obeys (3.5).
Respectively the transient times are µ times less than those of (3.1). The rest of the
proof follows from the remark that since the minimal/maximal stabilization-time function
is homogeneous of the weight 1 [27, 35], then for any R̃ > 0 the stabilization times of (3.1)
from the sphere ||z||h = R̃ belong to [T∗, T ∗]R̃.
Thus, one can easily accelerate any MIMO power integrator chain (3.1), in particular,
chains closed by the controllers by Hong [21] or Bhat, Bernstein [6]. Note that the normal
controllability forms of linear systems belong to the class (3.1) if the control feedback is
considered as a part of Fi. Then pure integrators with pi,j = 1 are achieved. Pure integrators
also naturally appear when systems with well defined relative degrees are considered [23].
Consider the important case pi,j = 1, then νi,j = j − 1, mi,j = ri − j + 1 + qi. Respectively
then Lemma 2 states that the stabilization times belong to [µ
−max ri+qi−11+qi T∗, T
∗]R/µ, and if
also ∀i qi = 0 then they belong to [µ1−max riT∗, T ∗]R/µ.
The acceleration methods are further developed for uncertain disturbed pure-integrator
chains, but they are exactly in the same way applicable to the general power integrators (3.1).
4. PRELIMINARIES: HOMOGENEOUS SMC
This section shortly introduces the basics of homogeneous SMs [9, 26, 27, 34]. Though
technically not new, the following concentrated presentation cannot be found in literature.
4.1. The SMC problem statement
The following “black box control” problem formulation is traditional in the SISO case
[4, 11, 18, 26, 27, 39, 42] and treats the relative degree as a key parameter for both the
model and the SM control design [20, 24, 31, 35]. Its natural generalization to the MIMO
systems [9, 34, 45] seemingly becomes standard as well.
Consider a MIMO dynamic system of the form
ẋ = a(t, x) + b(t, x)u, σ = σ(t, x), (4.1)
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
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where x ∈ Rn, u ∈ Rm is the control, m ≤ n, a, b and σ are some uncertain smooth functions.
The output σ(t, x(t)) ∈ Rm is available in real time for t ≥ t0. The system is understood in
the Filippov sense [17] in order to allow discontinuous controls.
The task is to establish and keep σ ≡ 0. Further we solve this problem under the additional
requirement to conform an upper estimation of the convergence time given in advance as a
function of initial conditions.
The uncertain system (4.1) features the known integer vector r ∈ Nm, real numbers p0, C,
Km, KM and a nonsingular m×m matrix G(t, x) available in real time.
Denote σ = (σ1, ..., σm), σ
(r) = (σ
(r1)
1 , ..., σ
(rm)
m )T , ~σi = (σi, σ̇i, ..., σ
(ri−1)
i ), ~σ = (~σ1, ..., ~σm).
The vector r = (ri, . . . , rm) is the relative degree [23] of the system (4.1), and is assumed to
be constant and known. That means that
σ(r) = h(t, x) + g(t, x)u, (4.2)
where h(t, x), g(t, x) are some smooth functions, which can be expressed via Lie derivatives.
The function g(t, x) is a nonsingular m×m matrix [23], gij = ∂∂uj σ
(ri)
i . Obviously, σ
(j)
i (t, x),
j = 0, 1, . . . , ri − 1, are smooth functions. Solutions of the system are assumed indefinitely
extendable in time provided g(t, x(t))u(t) remains bounded along the trajectory.
Suppose that whereas the exact dynamics (4.1) and (4.2) are unknown, the representation
g(t, x) = K(t, x)(G(t, x) + ∆g(t, x)) (4.3)
is available, where K is some uncertain positive scalar factor, G(t, x) approximately defines the
”direction” of g, detG 6= 0, and ∆g is some uncertain ”directional” disturbance. The matrix
G can be any Lebesgue-measurable function of some observable coordinates.
It is assumed that
||4g(x, t)G−1(x, t)||1 ≤ p0 < 1, (4.4)





The term h and the factor K are supposed to satisfy the inequalities
‖h(t, x)‖ ≤ C, Km ≤ K(t, x) ≤ KM . (4.5)
We stabilize σ at zero by means of a feedback control of the form u = U(t, x). It follows from
(4.2) that no continuous feedback of such a form is capable of keeping σ ≡ 0 for all possible h
if C > 0.
Recall [26] that if the r-sliding set (rth-order sliding set) ~σ = 0 is a non-empty integral set,
then the motion on the set is said to be in the rth-order SM (r-SM). The vector r = (ri, . . . , rm)
is called the sliding order [26].
Thus in order to solve the stated problem one needs to establish and keep the r-SM σ = 0.
The control u = U(t, x) is called quasi-continuous [28, 37] if the function U is continuous
whenever ~σ 6= 0. Such controllers feature less chattering in practical applications, since due
to the inevitable measurement noises and delays the discontinuity condition ~σ = 0 is never
fulfilled if m > 1 or max ri > 1.
4.2. Sliding mode homogeneity
The input-output dynamics (4.2) are still too complicated. The next standard step is to simplify
them [9, 34]. Let
u = G−1(t, x)v, v = (v1, ..., vm)
T , (4.6)
vi = αVi(~σ), α > 0, |Vi(~σ)| ≤ 1, i = 1, 2, ...,m, (4.7)
where v is a virtual control, whose components vi = αVi(~σ) have the same magnitude α. Then
due to (4.2)-(4.5) any solution of (4.1) satisfies the inclusion
σ
(ri)
i ∈ [−C,C] + α[Km,KM ]([−p0, p0] + Vi(~σ)), i = 1, ...,m. (4.8)
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Solutions of (4.8) are understood as the solutions of the DI obtained after the substitution of
the upper-semi-continuous segment function VFi(~σ)) for Vi(~σ). Here VFi is obtained by the
Filippov procedure [17].
The main control design idea is to choose the control (4.7) so that the closed-loop differential
inclusion (4.7), (4.8) becomes homogeneous.
Due to the presence of the segment [−C,C] in (4.8) the homogeneity weight of the right hand
side can only be 0. Thus, deg σ
(ri)
i = deg σ
(ri−1)
i − deg t = 0. Taking the homogeneity degree
-1 (i.e. deg t = 1), obtain that deg σ
(ri−1)
i = 1. Thus deg σ
(ri−2)
i = deg σ
(ri−1)
i + 1 = 2, etc.
Respectively deg t = 1, deg σ
(j)
i = ri − j, i = 1, . . . ,m, j = 0, . . . , ri − 1. That homogeneity,
or any other one with proportional weights is called r-sliding homogeneity [27].
The corresponding dilations are
dκ : ~σ 7→ (d1,κ~σ1, ..., dm,κ~σm),




i = 0, also deg Vi = 0. Respectively, control (4.7) is called (r1, ..., rm)-sliding
homogeneous, if V (dκ~σ) ≡ V (~σ). The resulting SM, if exists, is also called homogeneous.







ri−1 + ...+ |σ(ri−1)i |ρi
) 1
ρi
, i = 1, ...,m,
||~σ||h = ||~σ1||h + ||~σ2||h + ...+ ||~σm||h, ρi > 0.
(4.10)
Note that if ρi > ri the norm ||~σi||h is differentiable everywhere except ~σi = 0.
4.3. Single-input single-output (SISO) homogeneous SMs.
In the SISO case m = 1, σ, u ∈ R, r ∈ N, g = G = ±1, ∆g = 0. Naturally g = 1, u = v are
taken [26, 27], and (4.6)-(4.8) become
σ(r) ∈ [−C,C] + [Km,KM ]u. (4.11)
There are a lot of controllers of the form
u = −αΨr(~σ), |Ψr(~σ)| ≤ 1, α > 0, (4.12)
stabilizing (4.11) in FT for sufficiently large α. Hence they solve the problem for any natural
number r and C, Km, KM [11, 27, 28, 37, 44]. Here and further the derivatives of σ can be
provided by robust exact differentiators (Section 4.5).
The following homogeneous ”relay polynomial” controllers [10] are probably the most simple
controllers of such kind:
































Any ρ0 > 0 can be taken, βj > 0. The corresponding parametric sets {β0, ..., βr−2} are arbitrary
for r = 1, 2. For r = 3, 4, 5 and ρ0 = r one can choose the following valid sets: 3) {1, 1}; 4)
{1, 2, 2}; 5) {1, 3, 5, 6}.
Note that the idea of the quasi-continuous SMC (4.12) is to keep the trajectories of
(4.11), (4.12) close to the set Ψr(~σ) = 0, corresponding to a FT-stable r-sliding homogeneous
differential equation on σ of the order r − 1 [37].
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
Prepared using rncauth.cls DOI: 10.1002/rnc
8
4.4. Multi-input multi-output (MIMO) homogeneous SMs.
Return to the case σ ∈ Rm, r ∈ Nm, ~σ = (~σT1 , ..., ~σTm)T . Close the inclusion (4.8) with partial
controls of the form
Vi(~σ) = −Ψ̃i,ri(~σi), |Ψ̃i,ri | ≤ 1, deg Ψ̃i,ri = 0, (4.15)
where Ψ̃i,ri appears in a stabilizing SISO control of the form (4.12). As a result, obtain a
completely decoupled closed-loop r-sliding homogeneous inclusion. Any SISO ri-SM controller
of the form (4.12) can be utilized. In the case the right hand side Ψ̃i,ri is taken from (4.13),
due to condition (4.4) it will be FT stable for sufficiently large α. Indeed, in that case Vi = ±1,
and it dominates in (4.8), since p0 < 1.
One would like to build MIMO quasi-continuous controllers. Naturally it only makes sense
if the function G(t, x) is continuous. For that end one can apply controllers like (4.14). In
particular,
Vi(~σ) = − sat(ηiΨ̃i,ri(~σi)), ηi ≥ 1, satω = max(−1,min(1, ω)), (4.16)
works with (4.8) for some large enough η [34]. The idea is that the saturated function
sat(ηiΨi,ri) takes on values close to ±1 in sufficiently small vicinity of Ψi,ri(~σi) = 0.
Respectively ~σi is kept in a small vicinity of Ψi,ri(~σi) = 0, which provides for the FT
convergence ~σi → 0. Unfortunately, in that case the resulting MIMO control still will not
be quasi-continuous, since each control vi becomes discontinuous as the partial SM σi ≡ 0 is
established, and it does not happen simultaneously for all i.
Note that controllers like (4.13) which only take values ±1, are included in (4.16) as the
particular case. In that case η does not influence the control, and ηi = 1 or any other value
can be taken.
Quasi-continuous MIMO SMC. Let once more Ψ̃i,ri be quasi-continuous SISO controllers,
like in (4.12), G be continuous. Then a MIMO quasi-continuous control is obtained by the
combination of (4.6), (4.7) and
Vi(~σ) = −Θθ(ξi) sat(ηiΨ̃i,ri(~σi)), ηi ≥ 1, 0 ≤ θ ≤ 1, ξi = ‖~σi‖h/‖~σ‖h,
Θθ(ω) = max(0,min(1, 2ω/θ − 1)) for θ 6= 0, Θ0(ω) ≡ 1.
(4.17)
Obviously deg Θθ(ξi(~σ)) = 0. The control is not decoupled anymore. The function Θθ(ξi) is
continuous, and it equals 0 when |ξi| ≤ θ/2. This prevents establishment of the partial SM
σi = 0 before the whole r-SM σ = 0 is established. It is proved [32] that for sufficiently small
θ the corresponding MIMO controller provides for the FT stability of (4.17), (4.8).
4.5. Output-feedback control
All the above controllers can be equipped with differentiators [26] yielding homogeneous
output-feedback control.
Let the input signal have the form φ(t) = φ0(t) + ν(t), where ν(t) is a bounded Lebesgue-
measurable noise with unknown features, and φ0(t) is an unknown base signal, almost
everywhere satisfying |φ(kd+1)0 (t)| ≤ L, where L is a known Lipschitz constant of φ
(kd)
0 . The
differentiator [26], presented in its recursive form as
ż0 = −λkdL
1











2 bzkd−1 − żkd−2e
1
2 + zkd ,
żkd = −λ0L sign(zkd − żkd−1),
(4.18)
in FT provides for the estimations zj of the derivatives φ
(j)
0 , j = 0, . . . , kd, which are exact if
ν ≡ 0.
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There are infinite sequences of parameters λj each one yielding differentiators of all orders
kd ≥ 0 [26]. In particular, the sequence segment λ0 = 1.1, λ1 = 1.5, λ2 = 3, λ3 = 5, λ4 = 8,
λ5 = 12 is sufficient for kd ≤ 5 [28]. Assuming that the sequence λj is the same all over the
paper, denote (4.18) by the equality ż = Dkd(z, φ, L).
The differentiator error dynamics is homogeneous with the homogeneity degree
−1 and deg(zj − φ(j)) = kd + 1− j [26]. The accuracy |zj − φ(j)0 | ≤ µjLδkd+1−j , δ =
max (δt, (δ0/L)
1/(kd+1)), µj ≥ 1, is obtained for sampling time periods not exceeding δt > 0
and the maximal possible sampling error δ0 ≥ 0. This accuracy is asymptotically optimal in
the presence of noises [26].
Since G is measured, an output-feedback control is obtained from (4.6), (4.7) after replacing
(4.7) with
vi = αVi(z), żi = Dri−1(zi, σi, L), L ≥ C + αKM (1 + p0). (4.19)
Note that provided the control (4.7) is r-sliding homogeneous, i.e. deg V (~σ) = 0, also the output
feedback is homogeneous, and (4.8), (4.19) is homogeneous with the homogeneity degree −1
and deg σ
(j)
i = deg zij = ri − j, i = 1, ...,m, j = 0, ..., ri − 1. Also the FT stability feature is
preserved.
Let the sampling time periods and the sampling errors not exceed δt > 0 and δ0,i ≥ 0
respectively, δ = max(δt,maxi δ
1/ri
0,i ). Then, due to the homogeneity of the closed-loop MIMO
system (4.8), (4.19), the resulting accuracy |σ(j)i | ≤ ωi,jδri−j , ωi,j > 0, is established in FT
[27, 35]. It is asymptotically equivalent to ||~σ||h ≤ ωδ for some ω > 0.
5. ACCELERATION OF MIMO SMC
One of the main problems of the FT stabilization based on homogeneous constructions is the
relatively slow convergence rate of trajectories at large distances from the origin.
Consider a MIMO system (4.1) satisfying the conditions (4.2)-(4.5). Let it be closed by
homogeneous control (4.6), (4.7) or its output-feedback counterpart (4.19). Let the resulting
input-output dynamics satisfy the homogeneous FTS differential inclusion (4.7), (4.8) or (4.19),
(4.8).
Our goal is to modify the control (4.7) or (4.19) so as to ensure convergence of the trajectories
of (4.8) to the origin (r-SM) ~σ = 0 with some prescribed convergence rate. The convergence
rate is to gradually slow down as ~σ(t) approaches the origin in order to diminish the system
stress. In that aspect the minimal convergence rate is considered to be one provided by the
original control (4.6), (4.7).
5.1. Decoupled acceleration of MIMO SMC
Consider the MIMO FT stabilizing control (4.6), (4.7), (4.16). Let
r = max
i
ri, r = min
i
ri, µ ≥ 1, (5.1)
vi = αµ
rVi(~σiµ
−r)) = −αµr sat(ηΨ̃i,ri(~σiµ−r)). (5.2)




i ∈ [−C,C] + αµ
r[Km,KM ]([−p0, p0]− sat(ηΨ̃i,ri(~σiµ−r))), i = 1, ...,m. (5.3)
When µ = 1 it coincides with the FT stable inclusion (4.8), (4.16).
Let the stabilization time of any trajectory of (5.3) with µ = 1, starting within the
homogeneous disk ‖~σ‖h ≤ 1 belong to [T∗, T ∗], 0 < T∗ ≤ T ∗. Note that T∗, T ∗ exist due to
[27]. The following lemma is the basis for the applied acceleration procedure.
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Lemma 3. Let µ ≥ 1, then control (4.7), (5.1), (5.2) provides for the convergence of any
trajectory of system (4.8), (5.2) starting in the region ||~σ||h ≤ 1 to the r-sliding mode ~σ = 0 in
some time belonging to [T∗/µ
r(r−1)
r , T ∗]/µ.
Proof
Consider the dynamics of σi. Since µ






[−C,C] + [Km,KM ]([−p0, p0]− sat(ηΨ̃i,ri(~σiµ−r)))
)
. (5.4)
Due to the ri-sliding homogeneity property of Ψ̃i,ri , the following identity holds:
Ψ̃i,ri(~σiµ
−r) = Ψ̃i,ri(σi, σ̇iµ




The lemma now follows from Lemma 2 applied separately for each i.
Obviously the convergence rate of each output σi depends on its partial relative degree ri.
In particular, the fastest convergence is obtained for the output σi with the largest value of
r/ri = r/r.
Now introduce a convergence-rate function T (R),R ≥ 0, T (0) = 0. It is to be a monotonously
growing, continuous and positive-definite function. Also let Rk be a monotonously growing
sequence, Rk →∞, R0 = 0, k = 0, 1, 2, .... The goal is to ensure that all trajectories, at some
time t starting in or passing through the region ||~σ||h ∈ [Rk−1, Rk], k ≥ 1, enter the r-sliding
mode at the time not exceeding t+ T (Rk) (Fig. 5.1). Note that the fixed-time convergence
[43, 44] is obtained in the particular case lims→∞ T (s) = TM <∞.
Figure 5.1: The convergence-rate function T , and its piece-wise-constant approximation. The
case of the fixed-time convergence, limR→∞ T (R) = TM <∞.
For k = 0, 1, .... define the functions
nR(~σ) = k ⇔ ||~σ||h ∈ [Rk−1, Rk), R0 = 0, Rk < Rk+1, (5.5)
µM (~σ) =
γRnR(~σ)
T (RnR(~σ))− T (RnR(~σ)−1)
, γ > 0. (5.6)
Introduce the variable µ(t) that is left-hand continuous and features the discrete dynamics
µ(t+ 0) = max{1,min[µ(t), µM (~σ)]}, (5.7)
µ(t0) = max{1, µM (~σ)}.
Obviously µ(t) ≥ 1, µ(t) is piece-wise constant and monotonously decreases.
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Theorem 1. Let Tconv(t) be the convergence time to the SM σ ≡ 0 from the trajectory point
(t, x(t)), t ≥ t0, of the system (4.1) under the control (4.6), (4.7), (4.16), (5.5), (5.6), (5.7),





The fixed-time convergence is obtained if T (R) is uniformly bounded. While any γ > 0 is
applicable, it is reasonable to take γ ≥ T ∗, if T ∗ can be estimated.
Proof
Projections of the considered trajectories to the space ~σ satisfy (4.8). From the first moment
t = tk as ~σ(t) enters the ring set ||~σ||h ∈ [Rk−1, Rk] the acceleration factor takes on the value
µ = γRkT (Rk)−T (Rk−1) ,
and it is kept constant until the trajectory of (4.8) enters ||~σ||h ≤ Rk−1. According to Lemma
3 this value of µ ensures the convergence to zero of any trajectory starting in the ball
||~σ||h ≤ Rk in some time ∆tk ≤ (T (Rk)− T (Rk−1))T ∗/γ. Due to (5.7) the relation is true
also in the case µM < 1. On the way ~σ(t) enters the inner ball ||~σ||h ≤ Rk−1, and the value of
µ reduces, etc. It is important that though the trajectory ~σ(t) can leave the ball ||~σ||h ≤ Rk
before entering the next inner ball ||~σ||h ≤ Rk−1, the value of µ will not change, since it
never grows according to (5.7). The resulting convergence time from the moment tk satisfies
Tconv ≤
∑
k(T (Rk)− T (Rk−1))T ∗/γ, which implies (5.8).




, γ > 0. (5.9)
This choice of µ is less demanding, and looks natural. It is exactly the value needed to provide
for the convergence to zero in the time T (RnR(~σ))T
∗/γ. Thus it would provide for the needed
transient time, provided it would be kept constant and T ∗ = γ. In such a case instead of slowing
down while approaching the SM the system would enter it in a very stressful manner and reveal
strong chattering afterwards. Instead, due to (5.7), the acceleration law (5.9) features the same
chattering level as the unaccelerated system.
Theorem 2. Under the conditions of Theorem 1 and the control (4.6), (4.7), (4.16), (5.5),
(5.9) the convergence time satisfies the inequality
Tconv(t) ≤ T ∗
∑
k≤nR(~σ(t,x(t))




The maximal time ∆tk needed to reach the inner ball ||~σ||h ≤ Rk−1 from the sphere ||~σ||h =
Rk does not exceed the maximal convergence time from ||~σ||h ≤ Rk−1 minus the minimal
convergence time from ||~σ||h ≤ Rk−1. I.e. ∆tk ≤ (T ∗Rk − T∗/µ
r(r−1)
r Rk−1)/µ, provided µ
remains constant. Hence this estimation is true until the first entrance into ||~σ||h ≤ Rk−1. Thus,
taking (5.9), (5.7) and µ ≥ 1 into account get ∆tk ≤ min(1, T (Rk)γRk )(T
∗Rk − T∗Rk−1).
Note that without acceleration, i.e. for µ = 1, due to Lemma 1 the convergence time is
roughly proportional to the current value of ||~σ||h (for example, see the simulation results) [27,
35]. Thus, one naturally considers convergence-rate functions satisfying limR→∞(T (R)/R) = 0.
Fixed-time convergence cannot be assured if (5.9) is chosen. With an exponential sequence
Rk−1
Rk
= const < 1 get 1− T∗Rk−1T∗Rk = const < 1. Then over large distances one gets n(~σ) =
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I.e. the combination of FT and globally exponential convergence is obtained.
5.2. Acceleration of quasi-continuous SMC
Quasi-continuous MIMO SMC requires significant coordination of the inputs in order to avoid
partial SMs before the overall SM ~σ ≡ 0 is established. The decoupled closed-loop inclusion
(5.3) is not possible. As in (4.17), let
vi = αµ
rVi(~σiµ
















Now, using deg Ψ̃i,ri = 0, denote µi = µ
r





























, µi = µ
r
ri , i = 1, ...,m.
(5.12)
The only difference of (5.4) and (5.12) is the presence of the control multiplier Θ̃i, which
prevents the decoupling.
The procedure still leads to simple dynamics (3.1) under the following additional assumption.
New assumption: all partial relative degrees coincide: r1 = ... = rm = r = r.
That assumption is often true for mechanical systems (often ri = 2 [12, 48, 49]).
Lemma 4. Let µ ≥ 1, r1 = ... = rm = r, then control (4.7), (5.11) provides for the convergence
of any trajectory of system (5.12) starting in the region ||~σ||h ≤ 1 to the r-sliding mode ~σ = 0
in some time belonging to [T∗/µ
r, T ∗/µ].
Proof
Since µ1 = ... = µm, the lemma directly follows from (5.12) and Lemma 2.
Now the results of Theorems 1, 2 are reclaimed. The resulting accelerated control is
technically speaking not quasi-continuous. Indeed, it is not defined by a functional feedback.
Due to the switching logic (5.7) it has the additional discrete dynamics of µ. The following is
the analogue of Theorem 1.
Theorem 3. Let all partial relative degrees be equal, and let Tconv(t) be the convergence time
to the SM σ ≡ 0 from the trajectory point (t, x(t)) of system (4.1) under the control (4.6), (4.7),





Each transient trajectory starting at ~σ0 = ~σ(t, x(t0)) exactly features the number nR(~σ0)− 1
of control jumps caused by the jumps of µ (5.7).
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
Prepared using rncauth.cls DOI: 10.1002/rnc
13
It is possible to get rid of the control discontinuities (5.7), which take place each time
the trajectory (t, x(t)) (or ~σ(t)) for the first time enters the region ||~σ||h ≤ Rk, k = 1, 2, ....
One of the simplest ways is to replace the discontinuous signal µ(t) in control with a locally
Lipschitzian function µ̂(t) which tracks the piece-wise constant function µ(t).
The switch of µ from µM (Rk+1) to µM (Rk) will cause the corresponding transient of µ̂.
Choose any γ0 > 1, γ1 > 0. Require that during this transient the system does not leave the
region ||~σ||h ≤ γ0Rk. Also this internal transient time should not exceed γ1(T (Rk)− T (Rk−1))
and should be over before the system trajectory enters the inner region ||~σ||h ≤ Rk−1.
Due to the chosen homogeneity degree −1 of the DI (4.2) any smooth homogeneous
norm along the trajectory features the Lipschitz inequality |‖~σ(t1, x(t1))‖h − ‖~σ(t2, x(t2))‖h| ≤
(L0 + L1 sup ||σ(r)||) |t2 − t1| for some L0, L1 > 0 to be found in advance (Lemma 1). Therefore,
calculate the maximal time ∆t(k) available for the switching of µ as
∆t(k) = min{ min[(γ0−1)Rk,Rk+1−Rk]L1[2KMαµrM (Rk+1)+C]+L0 , γ1(T (Rk)− T (Rk−1))}. (5.13)
Since µ ≤ max[1, µM (Rk+1)] holds due to (5.6), (5.7), | ˙̂µ| ≥ max[1, µM (Rk+1)]/∆t(k) should
satisfy the above transient restrictions. The resulting control law is
vi = αµ̂
rVi(~σiµ̂
−r); µ̂(t0) = µ(t0),
˙̂µ = −αµ(~σ) sign(µ̂− µ), αµ = max[1, µM (RnR(~σ)+1)]/∆t(nR(~σ)).
(5.14)
Any larger function αµ(~σ) is also acceptable if it is Lebesgue measurable and locally essentially
bounded.
Theorem 4. Under the conditions of Theorem 3 let γ0 > 1, γ1 > 0, then the control (4.6),
(4.7), (4.17), (5.11),(5.5), (5.6), (5.7), (5.13), (5.14) provides for the FT convergence to r-SM








The control remains continuous until the very entrance into the SM σ ≡ 0.
Proof
The trajectories of the DI (5.12) starting from the homogeneous ball ||~σ||h ≤ γ0 with µ̂ = 1
stabilize at ~σ = 0 in time not exceeding γ0T
∗. Respectively the trajectories ~σ(t) starting from
the ball ||~σ||h ≤ γ0R will stabilize in the time γ0T ∗R/µ̂ provided µ̂ = const ≥ 1.
Let µM (Rk) > 1. The opposite case is similarly considered. When ~σ(t) enters the ball
||~σ||h ≤ Rk for the first time, the function µ(t) takes on the locally constant value (5.6) in a
jump from its previous value µM (Rk+1). The function µ̂ remains continuous and starts to move
from µM (Rk+1) to the new value µM (Rk). The time (5.13) is required for it to stabilize at the
new value (5.6). Due to (5.13) during this time ~σ does not leave the larger ball ||~σ||h ≤ γ0Rk and
does not enter the smaller ball ||~σ||h ≤ Rk−1. After that µ̂ ≡ µ ≡ µM (Rk) is kept. Respectively
it takes not more than (T (Rk)− T (Rk−1))γ0T
∗
γ for the trajectory ~σ(t) to reach the next
homogeneous ball ||~σ||h ≤ Rk−1 for the first time. Thus, the total time ∆tk required to reach
||~σ||h ≤ Rk−1 from ||~σ||h ≤ Rk is estimated as ∆tk ≤ (γ0T
∗
γ + γ1)(T (Rk)− T (Rk−1)).
In practice one just takes L0, L1 sufficiently large in (5.13). The alternative switching (5.9)
of µ can be similarly modified to avoid discontinuities.
Note that though r1 = ... = rm is assumed in Theorems 3, 4, the acceleration procedures of
this Section are still applicable to a MIMO system with unequal partial relative degrees.
Indeed, in that case due to (5.12) each output component σi has its own acceleration rate.
Though the MIMO control becomes quasi-continuous between the µ switchings, the system is
not anymore one uniformly accelerated system for each constant µ. It can happen that there
is no θ > 0 providing for the overall-system FT stability for any µ ≥ 1. Nevertheless, if the
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acceleration factor µ is a priori bounded, µ ≤ µmax, then for sufficiently small θ > 0 the FT
convergence is preserved over the whole finite range of µ.
Thus, one definitely can use the approach over compact regions of initial conditions, or
guarantee the boundedness of µ by some saturation mechanism (see the simulation results).
The acceleration procedure can be considered as a valuable practical design tool for any
homogeneous FT stable system.
5.3. Output-feedback SM acceleration
Let u = G−1v, vi = αµ
rVi,µ(~σ) be the resulting accelerated control with the addition of the µ
definition (5.7) and (5.6) or (5.9). Between its jumps µ remains constant, which allows easy
application of the differentiators. Thus the output-feedback control gets the form
u = G−1(t, x)v, vi = αµ
rVi,µ(z), z = (z1, z2, ..., zm), i = 1, ...,m,
żi = Dri−1(zi, σi, L), L = γL(KM (1 + p0)α+ C)µ
r, γL ≥ 1,
(5.16)
in combination with (5.7) and (5.6) or (5.9). Thus L switches together with µ, any γL ≥ 1
can be taken. From the moment as the differentiators have converged for the first time, they
remain in the steady state forever.
In the case when the actual parameter which is fed to the control, is µ̂, whereas µ̂ tracks the
discontinuous signal µ, one should switch L to the next lower value only at the moment when
µ̂ has stabilized at the new value, i.e. with the precalculated delay (5.13) after the switch of µ.
In practice, in the presence of noises and sampling periods the differentiator error is
proportional to L, but L is a piece-wise constant non-increasing function of time. Thus after
each switch of L an infinitesimal transient is possible to the new smaller steady-state errors.
At any moment the overall system with any fixed µ ≥ 1 is FT stable, the piece-wise constant
µ monotonously decreases to 1 when the trajectory approaches ~σ = 0. Thus the system cannot
lose its FT stability even if due to some external short-time disturbance the trajectory performs
an unpredictable jump.
The only remaining question is how to initiate the differentiators. There are many possible
ways, but probably the simplest one is to roughly calculate the initial derivatives values by
divided differences with some sampling step taking into account the possible presence of noises
(see Section 7). One can also provide some small additional time for the initial differentiator
convergence before applying the control for the first time.
Since the system remains homogeneous in some vicinity of ~σ = 0, for any bounded set
of initial conditions the accuracy in the presence of sufficiently small noises, switching and
sampling delays remains the same as of the original system. The accuracy |σ(j)i | ≤ ωi,jδri−j is
established in FT, where δ is calculated as δ = max(δt,maxi δ
1/ri
0,i ) for sampling time periods
not exceeding δt > 0 and the maximal possible sampling error δ0,i ≥ 0 of σi [27].
6. ACCELERATED STABILIZATION AT EQUILIBRIUM
The same technique can be used for the FT stabilization by a continuous feedback of a smooth
dynamic system at its equilibrium.
6.1. Stabilization problem
Once more consider dynamic system (4.1). Suppose that the open-loop system has an
equilibrium point P ∈ Rn, i.e. a(t, P ) = 0, and also σ(t, P ) = 0. The task is to stabilize the
system at the equilibrium P by continuous control.
The main assumptions of Section 4.1 are preserved. In particular, the system is assumed
to have the relative degree r. This time it is supposed to have no zero dynamics. It means
that r = (r1, ..., rm), r1 + ...+ rm = n. It also means that the successive total time derivatives
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i with j = 0, 1, ..., ri − 1, i = 1, ...,m, vanish at P , and can be used as new coordinates [23].
Respectively we do not further distinguish x and ~σ.
In particular, (4.1) coincides with (4.2) and takes on the form
σ(r) = h(t, ~σ) + g(t, ~σ)u, (6.1)
where h(t, ~σ) = (h1(t, ~σ), . . . , hm(t, ~σ))
T , h(t, 0) = 0, and nonsingular g(t, ~σ) are unknown and
smooth. Solutions of (6.1) are assumed extendable till infinity in time, provided ||Gu||/||~σ|| is
bounded by a constant along the trajectory.
While the assumptions on g are preserved, assumptions on h are to change. The function h
is assumed to have some continuous upper norm bound
‖h(t, ~σ)‖ ≤ Φ(~σ), Φ(0) = 0. (6.2)
We also assume that ||Φ(~σ)||/||~σ|| is uniformly bounded, which is consistent with the above
assumption on the indefinite extension of solutions in time and smoothness of the system at
its equilibrium.
Introduce some arbitrary parameter q > 0 and let the coordinates σi, . . . , σ
(ri−1)
i have the
homogeneity weights ri + q, ri + q − 1, ..., 1 + q respectively. The corresponding dilation is
dκ~σ = (d1,κ~σ1, . . . , dm,κ~σm), κ > 0,
di,κ~σi = (κ
















ρi , ρi > 0,
||~σ||h = ||σ1||h + . . .+ ||σm||h.
(6.4)
6.1.1. Homogeneous SISO FT stabilization. In the SISO case m = 1, σ, u ∈ R, r ∈ N, g = G =
±1, ∆g = 0. Naturally g = 1, u = v are taken. The homogeneity weights of the coordinates
~σ are deg σ = r + q, deg σ̇ = r + q − 1, ..., deg σ(r−1) = 1 + q, and respectively deg σ(r) = q,
q > 0. Obviously [26, 27], (4.6)-(4.8) become
σ(r) ∈ [−1, 1]Φ(~σ) + [Km,KM ]u. (6.5)
Local SISO stabilization. There are a lot of controllers of the form
u = −αN(~σ)Ψr(~σ), |Ψr(~σ)| ≤ 1, α > 0, degN = q, deg Ψr = 0, (6.6)
locally FT stabilizing the equation σ(r) = u for sufficiently large α [29, 32]. Here N is any
positive-definite continuous homogeneous function of the weight q. In particular, N(~σ) = ||~σ||qh
may be taken. The differential equation Ψ(~σ) = 0 is FT stable.
The following simple lemma explains the power of such controllers in the vicinity of the
equilibrium.
Lemma 5. Let C > 0 be any real number. Then the inequality
|Φ(~σ)| ≤ CN(~σ) (6.7)
holds in a sufficiently small vicinity of ~σ = 0.
Proof
Choose the norm ||~σ||h as in (6.4) for the SISO case m = 1 and ρ1 = 2q. The function N1/q(~σ)
is also a homogeneous norm, therefore ||~σ||h ≤ C0N1/q(~σ) holds for some C0 > 0. To see it one
just needs to compare these two continuous positive-definite functions of the weight 1 on the
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homogeneous sphere ||~σ||h = 1. Now the inequalities












are valid in a vicinity of 0 and finish the proof.
Controllers (6.6) can be built on the basis of homogeneous quasi-continuous controllers from

















Any ρ0 > 0 can be taken, βj > 0. The corresponding parametric sets {β0, ..., βr−2} are arbitrary
for r = 1, 2. Note that Ψr is l times continuously differentiable if ρ0 > l + r + q and ~σ 6= 0.
Any controller (6.6) locally stabilizes (6.5) for sufficiently large α, thus, solving the problem
for any natural number r and Km, KM . Indeed, since |Φ(~σ)|/||~σ|| is bounded, due to Lemma
5 inequality (6.7) holds in some vicinity of 0 for any C > 0. All solutions of the closed system
(6.1), (6.6) locally satisfy the homogeneous inclusion
σ(r) ∈ [−C,C]N(~σ)− α[Km,KM ]N(~σ)Ψ(~σ). (6.9)
Solutions of the latter inclusion approximately satisfy the FT stable differential equation
Ψr(~σ) = 0 for sufficiently large α [29]. The FT stability of (6.9) follows from the robustness of
the FT stability with respect to homogeneous disturbances [27].
Global SISO stabilization. If the restriction (6.7) holds globally the same controller (6.6) will
provide for the global FT stabilization. Note that condition (6.7) is mildly restrictive, since
N(~σ)→∞ for ||~σ|| → ∞. Otherwise the system is globally stabilized by the non-homogeneous
control
u = −α(N(~σ) + ||~σ||)Ψr(~σ)
for sufficiently large α.
6.1.2. Homogeneous MIMO FT stabilization. Similarly to the MIMO SMC apply the control
transformation (4.6) and let
vi = αVi(~σ), i = 1, ...,m, (6.10)
where the magnitudes of Vi coincide. Choose some FT stabilizing control −αNi(~σi)Ψ̃i(~σi) for
each component of σ like in Section 6.1.1. Respectively, the homogeneous MIMO stabilization
control is defined by
Vi(~σ) = −N(~σ)Θθ(ξi) sat(ηiΨ̃i,ri(~σi), ηi ≥ 1, 0 ≤ θ ≤ 1, ξi = ‖~σi‖h/‖~σ‖h,
N(~σ) = max{N1(~σ1), ..., Nm(~σm)}.
(6.11)
Lemma 5 holds also in the MIMO case. Thus, similarly to the MIMO SM case, control
(6.10), (6.11) is continuous and provides for the local FT stabilization for any sufficiently large
α and sufficiently small θ [32]. The convergence is global provided (6.7), ||Φ(~σ)|| ≤ CN(~σ),
holds globally.
6.2. Accelerated MIMO FT stabilization
The following procedure allows voluntary convergence rate regulation. Once more we assume
that r1 = r2 = . . . = rm = r. The accelerated control analogue to (5.11) gets the form
vi = αµ
rVi(Λµ~σ) = −αµrΘθ( ||Λµ~σi||h||Λµ~σ||h )N(Λµ~σ) sat(ηΨ̃i,ri(Λµ~σ)),




i ), Λµ~σ = (Λµσ1, ...,Λµσm),
(6.12)
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where µ satisfies (5.5), (5.6), (5.7).
Note that degN = q, N ≥ 0 imply that µrN(Λµ~σ) = N(..., µr(r−j+q)/q−jσ(j)i , ...) =
N(..., µ(r−j)(r/q+1)σ
(j)
i , ...) and c1||~σ||
q
h ≤ N(~σ) ≤ c2||~σ||
q
h hold for any ~σ, µ > 0 and some
c1, c2 > 0. Now µ ≥ 1 and (6.4), (6.7) imply ||Φ(~σ)|| ≤ ĈµrN(Λµ~σ) for some Ĉ ≥ C.
Theorem 5. Let all partial relative degrees be equal, (6.7) hold globally, and let Tconv(t) be
the desired convergence time to the equilibrium σ ≡ 0 from the trajectory point (t, x(t)), under
the control (4.6), (5.5), (5.6), (5.7), (6.12). Then the inequality Tconv(t) ≤ T
∗
γ T (RnR(~σ(t,x(t))))
holds along the trajectory for sufficiently large α > 0. Each transient trajectory starting at
~σ0 = ~σ(t0, x(t0)) exactly features the number nR(~σ0)− 1 of control jumps caused by the jumps
of µ (5.7). At any other time the control remains continuous.
Once more the control discontinuity is avoided by introducing the variable µ̂ tracking
the piece-wise constant function µ(t). Any differentiable homogeneous norm ||~σ||h has a
Lipschitz constant equal to L0 + L1[2KMαµ
r
M (Rk+1) + C], where L0, L1 are calculated for the
homogeneous DI σ
(r)
i ∈ NM (||~σ||h)[−1, 1], i = 1, ...,m, NM (ρ) = max||~σ||h≤ρN(~σ) (Lemma 1).
Theorem 6. Under the conditions of Theorem 5 let γ0 > 1, γ1 > 0, then the control (4.6),
(5.5), (5.6), (5.7), (5.13), (5.14) using the function V from (6.11) provides for the FT
convergence to the SM σ ≡ 0. The convergence time along the trajectory (t, x(t)) of (4.1)
satisfies the inequality (5.15). The control remains continuous all the time.
The proofs are exactly the same as for the SMC acceleration. Fixed-time convergent systems
can be very sensitive to sampling errors and delays at large initial conditions [33]. Nevertheless,
the accelerated system demonstrates the well-known accuracy of the original, not accelerated
system for any compact set of initial conditions if the noises and delays are small enough.
Hence the accuracy |σ(j)i | ≤ ωi,jδr−j+q is established in FT for sufficiently small δ. Here
δ = max(δt,maxi,j δ
1/r
i,j ) is calculated for the maximal possible sampling time period δt ≥ 0
and the maximal possible sampling error δi,j ≥ 0 of σ(j)i , j = 1, ..., r, i = 1, 2, ...,m [27, 35].
Output feedback stabilization. Robust exact differentiators [26] can be applied over any
compact region of initial conditions. In that case the highest derivatives σ
(r)
i are bounded by
some constants to be roughly estimated in advance, and the exact robust derivative estimations
are produced. A single (r − 1)th-order differentiator is to be applied to each output σi.
Global output feedback requires usage of the differentiators [36] with variable parameter L.
Between its jumps µ remains constant, which allows easy application of such differentiators.
The required uniform boundedness of L̇/L is trivial here.
7. SIMULATION RESULTS
MIMO car control. Demonstrate that quasi-continuous control acceleration over a compact
operational region does not require r1 = ... = rm. Consider a simple MIMO (”bicycle”) model
of car control [46]
ẋ = V cosϕ, ẏ = V sinϕ, ϕ̇ = V∆ tan θ̂,
V̇ = µ1Tnet(V, ρ)− µ2V 2 − µ3Rx, µ3Rx = ε(1− cos(5θ̂)),
µ1Tnet(V, ρ) = (2.5 sin ρ− 0.7)(1− 0.001(V − 9)2),
˙̂
θ = u1, ρ̇ = u2,
where x and y are Cartesian coordinates of the rear-axle middle point, ϕ is the orientation
angle, V is the longitudinal velocity, ∆ is the length between the two axles and θ̂ is the steering
angle (i.e. the first real input) (Fig. 7.1), Tnet(V, ρ) is the net combustion torque of the engine,
ρ is the throttle angle (i.e. the second real input). The saturation of controls is introduced:
ρ ∈ [0, 1.05], θ̂ ∈ [−1.2, 1.2]. Rx is the rolling resistance of the tires. Parameters µ2 = 0.005,
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∆ = 5m were taken. For simplicity brakes are not applied. Usually Tnet is available as a table
function of the engine angle velocity and ρ. It is presented here by some regression roughly
approximating the data from [46], Fig. 9-6. The rolling resistance is voluntarily represented
here by a function, corresponding to some mechanical car damage, ε = 0.1.
Figure 7.1: The car model.
The task is to steer the car from a given initial position and speed to the trajectory y = yc(x),
and V = Vc(t), where x(t), yc(x(t)), y(t) and Vc(t) are assumed to be available in real time.
Define σ1 = y − yc(x), σ2 = V − Vc(t). The initial values are V = 4m/s, x = y = ϕ = ρ =
θ̂ = 0 at t = 0, yc(x) = 10 sin(0.05x) + 5, Vc(t) = 9 + sin(0.5t).

















− 5εV sin(5θ̂)(sinϕ− y′c cosϕ),...
σ ′1,u2 = 2.5 cos ρ(1− 0.001(V − 9)
2)(sinϕ− y′c cosϕ),
σ̈′2,u1 = −5εV sin(5θ̂), σ̈
′
2,u2
= 2.5 cos ρ (1− 0.001(V − 9)2);








0 2.5 cos ρ
]
, Km = KM = 1. Recall that u = G
−1v.
The relative degree of the system is r = (3, 2) and the quasi-continuous (3, 2)-SM controllers
solve the problem. The controller magnitude α, the parameters η1, and η2 are conveniently
found by simulation. It was taken η1 = η2 = 2, α = 10, the differentiator parameters are
λ0 = 1.1, λ1 = 1.5, λ2 = 3. The differentiators are initiated by the divided differences with
the sampling step 0.01. The control is applied starting from t0 = 0.1 in order to provide some
additional time for the differentiators’ convergence.
Define the homogeneous norms as in (4.10) with ρ1 = r1 = 3, ρ2 = r2 = 2. The output-
feedback controller [28] with the acceleration parameter µ is
v1 = −10µ3Θ0.5( ||z1µ
−3||h



































ż1 = D2(z1, σ1, 100µ
3), ż2 = D1(z2, σ2, 100µ
3).
The non-accelerated performance of the system corresponds to µ = 1 and is demonstrated
in the left columns of Figs. 7.2, 7.3, 7.4.
The assumption r1 = r2 does not hold here, which means that the acceleration procedure
is not well established. Recall that in that case the acceleration is not uniform for different
components, and there is possibly no θ 6= 0, which would assure convergence of (5.12) for all
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Figure 7.2: Comparison of the not accelerated (on the left) and accelerated (on the right)
(3,2)-SM car control: acceleration factor µ, homogeneous norms of the tracking errors ~σ1, ~σ2,
quasi-continuous controls.
µ ≥ 1. One can still always find such value of θ for any compact range of µ. In practice it
corresponds to the local acceleration which still can lead to significant performance benefits.
The convergence-rate function T (R) = 3 ln(R+ 1) is chosen with the sequence Rn =
n. Apply the acceleration. The initial acceleration parameter µ(0) = 1, and it takes the
corresponding calculated value at t = t0 = 0.1. It is clearly seen from Figs. 7.2, 7.3, 7.4
that significant transient acceleration is achieved, while preserving the “soft” approaching
of the desired trajectory by the car. Practically the same accuracy is achieved with and
without acceleration. The accuracies obtained for the Euler/sampling steps τ = 10−4, 10−5
are described by the component-wise inequalities
(|σ1|, |σ̇1|, |σ̈1|) ≤ (1.0 · 10−6, 1.3 · 10−4, 9.5 · 10−3),
(|σ2|, |σ̇2|) ≤ (7.9 · 10−5, 3.9 · 10−3)
}
for τ = 10−4;
(|σ1|, |σ̇1|, |σ̈1|) ≤ (8.2 · 10−9, 9.9 · 10−6, 1.0 · 10−3)
(|σ2|, |σ̇2|) ≤ (9.8 · 10−7, 4.8 · 10−4)
}
for τ = 10−5,









3−j), j = 0, 1, 2; σ
(j)
2 = O(τ
2−j), j = 0, 1.
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Figure 7.3: Comparison of the not accelerated (on the left) and accelerated (on the right)
(3,2)-SM car control: convergence of the tracking errors and their derivatives to zero.
Figure 7.4: Comparison of the not accelerated (on the left) and accelerated (on the right)
(3,2)-SM car control. a,b: Actual controls, the gas throttle angle ρ and the steering angle θ̂.
c,d: Tracking performance.






sin(σ2 + σ̈2) + sin(σ̇2) cos(5t)









1 + 0.1 cos(σ̇1σ̇2 + σ1 + σ2 + 2t) cos t− 0.1 arctan(t+ σ̈1)











, u = G−1v.
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Figure 7.5: Stabilization of a system of the relative degree (3,3) in R6: not accelerated on the
left and accelerated on the right. Acceleration factor µ, homogeneous norms and controls.
The relative degree of the system is r = (3, 3). Let the system homogeneity degree be -1, q =
2, the norms (6.4) be used with ρ1 = ρ2 = 3. Thus, deg σ1 = deg σ2 = 5, deg σ̇1 = deg σ̇2 = 4,
deg σ̈1 = deg σ̈2 = 3. The accelerated controller of the family [28] is applied,



















N(Λµ~σ) = max(N1, N2), Ni =
(





, i = 1, 2.
The value µ = 1 corresponds to the unaccelerated stabilization. The initial values σ1(0) =
200, σ̇1(0) = 300, σ̈1(0) = −500 and σ2(0) = 60, σ̇2(0) = −70, σ̈2(0) = 800 are chosen. The
integration was performed by the Euler method.
The accuracies obtained for the Euler/sampling step τ = 10−4, 10−5 are described by the
component-wise inequalities
(|σ1|, |σ̇1|, |σ̈1|) ≤ (5.6 · 10−16, 2.4 · 10−12, 2.5 · 10−8),
(|σ2|, |σ̇2|, |σ̈2|) ≤ (2.1 · 10−16, 1.5 · 10−12, 1.6 · 10−8)
}
for τ = 10−4;
(|σ1|, |σ̇1|, |σ̈1|) ≤ (5.6 · 10−21, 2.4 · 10−16, 2.5 · 10−11)
(|σ2|, |σ̇2|, |σ̈2|) ≤ (2.1 · 10−21, 1.5 · 10−16, 1.6 · 10−11)
}
for τ = 10−5,
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i ) = O(τ5−j) [27]
obtained for the system homogeneity degree −1, i.e. for deg t = 1.
8. CONCLUSIONS
A simple acceleration method is proposed for the homogeneous FT stabilization of
interconnected multiple chains of power integrators. The method utilizes a piece-wise-constant
acceleration factor and is further applied to FT outputs’ stabilization of uncertain nonlinear
MIMO systems. Two main cases are studied: FT stabilization of some system outputs at zero,
which corresponds to MIMO SM control; and FT stabilization of smooth MIMO systems at
their equilibria by continuous control. In the latter case the outputs and their derivatives can
serve as the system coordinates.
The remaining transient time along the trajectory is made to satisfy any prescribed upper
estimation determined by a monotonous function (the convergence-rate function) of the
stabilization-error homogeneous norm. No acceleration is allowed at the last convergence stage.
Thus the final chattering is not amplified, and the accuracy of the original system [27, 35] is
preserved in the presence of noises and discrete sampling. Fixed-time convergence is assured
if the convergence-rate function is bounded.
Global continuity/quasi-continuity of the accelerated controls requires equal partial relative
degrees. In practice the method is also applicable over compact operational regions or with
artificially saturated acceleration factor. In such a case the requirement of equal partial relative
degrees is removed.
The proposed controllers can be equipped with HOSM-based observers producing output-
feedback robust controllers. Such design is especially convenient in the case of SM control
acceleration, since the upper control bound is an available piece-wise constant function of
time.
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