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Abstract—LoRaWAN is a Low Power Wide Area Network
technology featuring long transmission ranges and a simple MAC
layer. While LoRaWAN’s main use case consists in unconfirmed
sensor data collection, the standard also considers confirmed
traffic, enabling control applications and reliable services. In
this paper we provide a mathematical model to estimate the
performance of a LoRaWAN gateway serving a set of devices that
may or may not employ confirmed traffic. The model features
a set of parameters that can be adjusted to investigate different
gateway and end devices configurations, making it possible to
carry out a systematic analysis of various trade-offs. Results
given by the proposed model are validated through realistic ns-
3 simulations that confirm the correctness of the analysis, and
assess the impact of the assumptions made by the model for
tractability reasons.
I. INTRODUCTION
The Internet of Things (IoT) promises to be a disruptive
paradigm that will change our everyday activities, offering
smart solutions in which remote monitoring and control of
potentially every object is enabled through an Internet con-
nection. This paradigm foresees multiple applications in a
wide variety of scenarios: from fleet tracking and process
monitoring in industrial scenarios to smarter garbage collec-
tion and intelligent light control in cities; from monitoring of
soil moisture in agriculture to home temperature control and
personal health monitoring [1], [2], [3].
The presence of several use cases spawned an ample market,
and encouraged the development of multiple technologies
meeting the need for low cost ubiquitous connectivity. A large
part of IoT nodes will consist in monitoring sensors that
generate sporadic traffic, without strict constraints in terms of
latency and throughput. This calls for new wireless solutions
able to support a massive number of devices, with an afford-
able cost for both user equipment and network infrastructure.
Therefore high energy efficiency, extended coverage, and
infrastructure simplicity are aspects of primary importance.
Such requirements motivated the creation of a new family
of wireless technologies collectively called Low Power Wide
Area Networks (LPWANs), characterized by long coverage
range and low power consumption. A prominent LPWAN
technology is LoRaWAN, which claims up to 10 years battery
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lifetime for devices, and a transmission range between 1.5 km
in urban scenarios and 30 km in rural areas.
Since the deployment of a dense IoT network is expensive
and time consuming, performance assessments using simula-
tions and mathematical models become essential to gauge the
effect of network parameters and estimate the performance
at a reduced cost. In this work we propose an analytical
model of the performance of a LoRaWAN network, accounting
for both the Physical (PHY) and Medium Access Control
(MAC) layer specific features of the technology. The proposed
model can be configured to assess the impact of several
network parameters, such as the distribution of the Spreading
Factors (SFs) and the Gateway (GW) configuration, as well
as the effect of regional regulations such as Duty Cycle (DC)
limitations. The mathematical model also takes into account
the fact that a portion of the devices in the network might
generate confirmed traffic and re-transmit their message if no
Acknowledgment (ACK) is received from the GW, or employ
repeated transmissions of unconfirmed traffic to improve the
reliability.
The rest of this work is structured as follows. In Sec. II
and Sec. III we present the LoRaWAN stack, and give an
overview of the current state of the art in the performance
modeling of this technology. Sec. IV introduces the proposed
model and describes how some of its parameters can be
tuned to explore different behaviors of the network, while
Sec. V briefly describes the simulation framework used for
validation. Sec. VI, then, compares the output of the analytical
and simulation models, also showing how they can be used to
provide different kinds of insights about the network behavior.
Finally, Sec. VII draws the conclusions and discusses possible
future developments.
II. TECHNOLOGY OVERVIEW
This section describes the key LoRaWAN features, intro-
ducing the modulation it is based on and explaining the main
aspects of the standard at the MAC layer. The discussion will
also present elements and properties that have a significant
impact on the system-level performance, and that will then be
considered in the model formulation.
A. The LoRa modulation
LoRa is a modulation technique based on Chirp Spread
Spectrum (CSS), patented by Semtech. The modulation can
be tuned using the SF parameter that directly influences data
rate and coverage range and that can vary from 7 to 12. Lower
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2SF values achieve a higher data rate and shorter transmission
times, but require a higher signal power at the receiver for
correct decoding, which implies shorter coverage ranges. On
the other hand, signals transmitted using higher SF values
are more robust to channel impairments and can achieve
longer transmission distances, at the price of an increased
transmission time due to their lower data rates. Furthermore,
signals modulated with different SFs are almost orthogonal:
even if overlapping in time and frequency, two or more
signals transmitted with different SFs can be simultaneously
decoded, provided that their received powers satisfy some
conditions [4]. In order to take advantage of this feature, the
SX1301 LoRa PHY chipset typically employed in GWs [5]
provides 8 parallel demodulators, which allow the chip to de-
modulate up to 8 different signals simultaneously, irrespective
of their SFs and frequency. The demodulators are fed by 8
reception paths, which are tuned on as many 125 kHz wide RF
channels in the allocated frequency space. We also remark that
GWs do not support full-duplex transmission and reception: in
order to send a Downlink (DL) packet they have to interrupt
any ongoing reception, regardless of the frequencies at which
transmission and reception occur.
B. The LoRaWAN standard
The LoRaWAN standard [6] defines three kinds of de-
vices: the Network Server (NS), which is the central network
controller and can be located anywhere in the Internet; the
End Devices (EDs), peripheral nodes (usually sensors or
actuators) that transmit using the LoRa modulation; and the
Gateways (GWs), relay nodes that collect messages from the
EDs through the LoRa interface and forward them to the NS
using a reliable connection, and vice versa.
The standard also defines three classes of EDs, which differ
for the time they spend in reception mode. This article consid-
ers the most common Class A devices, which have the strictest
requirements in terms of energy consumption. In order to save
battery, these devices stay in sleep mode most of the time,
opening two reception windows only 1 and 2 seconds after the
end of an Uplink (UL) packet transmission. The EDs have the
possibility of transmitting unconfirmed or confirmed packets.
In the latter case, an ACK is expected in one of the two recep-
tion opportunities after the transmission to confirm the correct
reception of the packet by the NS.1 If the ACK is not received
in either of the two reception windows, a re-transmission
can be performed at least RETRANSMIT_TIMEOUT seconds
after the second receive window. The recommended value for
RETRANSMIT_TIMEOUT is chosen uniformly from 1 to 3
seconds [7].
The same confirmed message can be transmitted up to m
times, with re-transmissions stopping after the reception of an
ACK. The packet is dropped if all attempts fail. The value
of m can be configured by the NS.2 Similarly, unconfirmed
messages can be re-transmitted by the ED h times, and this
1Although in this paper we focus on ACK transmissions, the model and
the analysis hold equally for any DL packet returned by the NS to the ED
after the reception of a UL packet by the NS.
2This behavior holds for the LoRaWAN 1.1 standard [6], [7]: other versions
of the standard may differ.
value can similarly be set by the NS. It is worth noting that,
when unconfirmed packets are sent, the reception windows are
opened even if no ACK is expected, since these time slots are
the only opportunities for the NS to communicate with the
EDs. The UL messages transmitted by an ED are collected
by all the GWs in the coverage range of the transmitter, and
forwarded to the NS. If the ED requires a reply, the NS can
pick any of these GWs to transmit the DL message.
The standard also defines the frequency bands, power and
DC restrictions that apply to different regions [7]. Table I
shows the configuration mandated for the European region,
which entails three bidirectional channels and a fourth chan-
nel reserved to DL transmissions only. The 868.1, 868.3,
868.5 MHz channels belong to the same regulatory sub-band,
and have to share a DC limitation of 1%, while the channel
reserved for DL can benefit from a more lenient DC of 10%
and a higher transmission power.
Table I: Available LoRaWAN channels
Frequency [MHz] Use Duty Cycle
868.1 UL/DL 1%, shared
868.3 UL/DL 1%, shared
868.5 UL/DL 1%, shared
869.525 DL 10%, dedicated
By default, EDs open the first receive window (RX1) on
the same frequency channel of the UL transmission, and
expect a signal modulated with the same SF. The second
receive window (RX2), instead, is opened on the 869.525 MHz
channel and the incoming signal is assumed to use SF 12, to
maximize the coverage rate. The standard allows the NS to
modify this pre-defined configuration by communicating the
new settings to the ED through appropriate MAC commands,
allowing for the use of any SF in the second window.
C. Packet life cycle
Messages transmitted by EDs to the GW are subject to
multiple causes of losses:
• Interference: packets sent in the same frequency channel
and with the same SF collide. A transmission can survive
a collision event if its received power is sufficiently higher
than that of the other overlapping signals (capture effect).
• GW already in transmission: the GW can not lock on a
UL packet while performing a DL transmission.
• GW starting a transmission: an ongoing packet reception
may be interrupted if the GW needs to send a DL packet.
• No available demodulator at the GW: all demodulators
are already busy decoding incoming signals.
Moreover, confirmed UL messages cause the NS to generate
ACKs that need to be transmitted by the GW. Such DL
transmissions may as well be impaired by a number of events:
• Unavailability of receive windows: this event occurs when
all available GWs are prevented from transmitting in both
the receive windows because of the DC constraint or other
ongoing transmissions.
• Interference: DL packets transmitted in RX1 can collide
with UL packets transmitted by other EDs in the same
channel and with the same SF.
3In this work, we provide a network model that accounts for
all these events.
III. STATE OF THE ART IN LORAWAN MODELING
In the last years, LoRaWAN has been studied in several
works, ranging from empirical measurements campaigns to
performance analysis leveraging both network simulations and
mathematical models. In particular, mathematical modeling
has been applied to assess the network performance under
various types of metrics. In [8], the authors address high-
level questions about LoRaWAN’s suitability for a range of
smart city applications, from metering to video surveillance,
by modeling the system as a superposition of different Aloha
networks and state that, even if the long coverage range of
a single GW makes the infrastructure able to serve several
devices, the network must be carefully dimensioned to meet
the application requirements. The work presented in [9] is
one of the first to address the issue of scalability, using
stochastic geometry to model interference in a LoRaWAN
network. However, the study considers scenarios with only
UL traffic. The work in [10] adopts a Markovian approach
to model the over-the-air activation procedure, while [11]
focuses on the energy consumption of LoRa radio chipsets.
In [12] instead, queueing theory is applied to model latency
and throughput of an ED subject to DC constraints, again
focusing on UL communication. The authors of [13], [14]
provide a model based on Poisson arrival processes which
takes DL communications and re-transmissions into account.
However the analysis holds only in limited-size networks,
where nodes can employ any Modulation and Coding Scheme
(MCS) (i.e., combination of SF and Code Rate (CR)) and their
received powers are similar. Finally, the work presented in [15]
proposes a model to calculate energy consumption and delay
for reliable UL traffic in a LoRaWAN network. Results for a
limited number of devices are compared to the real test-bed
evaluation and to the outcome predicted by ns-3 simulations.
The analysis leverages Markov-chain theory, but assumes no
DC regulations in the dedicated sub-band, and a fixed choice
for the receive window used to send the ACK (either RX1 or
RX2).
The work presented in this paper is an extension of our
previous conference paper [16], where we modeled packet
arrivals as a Poisson process, and included the DC limitations
of European deployments and a set of network parameters.
However, the study presented here is based on a novel ap-
proach to accurately describe the behavior of demodulators’
availability and receive windows and their usage under DC
constraints. Additionally, we include the presence of packet
re-transmissions and the coexistence of unconfirmed and con-
firmed traffic, and at the same time keep the possibility of
tuning other network configuration settings. This article also
presents a comparison of the results obtained through this
model with those given by the LoRaWAN simulator presented
in [17], further attesting the accuracy of the proposed approach
and exploring the impact of common assumptions. Finally, we
also show some possible usages of the model to evaluate a
wide variety of network configurations with limited effort.
IV. MODEL
The aim of the model proposed in this paper is to char-
acterize the behavior of a LoRaWAN network with a single
GW, which receives packets from a set of EDs and needs to
reply in one of the two receive windows when an ED requires
confirmation. Performance is described in terms of packet
success probability, following the approach used in [16] and
extending it with a more accurate characterization of the GW
behavior. In the following, we describe the reference scenario,
model assumptions, system parameters and their effect. After
briefly presenting the structure of the model, we provide its
analytical formulation and finally describe how metrics are
computed.
A. Scenario and assumptions
We consider a scenario where the EDs are randomly and
uniformly distributed around a single GW. We assume that
each device can transmit only one type of message, either
confirmed or unconfirmed. Packets are generated at the ap-
plication level following independent Poisson processes with
aggregate packet generation rate λ [pck/s].
For tractability, we assume perfect orthogonality between
different SFs, i.e., only packets employing the same SF can
collide and, in this case, they are both lost. While this
assumption has been shown to have an impact on the PHY-
layer performance of UL only traffic [4], the results discussed
in Sec. VI show that the effect is much more limited in the
presence of confirmed traffic, where performance is severely
limited by other factors.
Our model offers some tunable parameters to increase its
flexibility, enabling the evaluation of the network performance
in various configurations with minimal effort. The model
makes it possible to specify the following values:
• p: SF distribution. pi, i ∈ {7, . . . , 12}, describes the
fraction of UL traffic employing SF i;
• α: fraction of devices using confirmed traffic;
• h: number of re-transmissions for unconfirmed traffic;
• m: maximum number of transmission attempts for de-
vices employing confirmed traffic;
• δ: DC limitation flag. We set δ = 1 if the DC constraint
at the GW is enabled. Instead, we set δ = 0 if the GW
is not subject to any DC constraint3;
• τ1 and τ2: prioritization flags. If τk = 0, the GW
prioritizes reception operations over transmission during
the k-th receive window. In this case, the GW will drop
any DL message that needs to be transmitted while a
UL reception is ongoing. Instead, if TX is prioritized
(τk = 1), the reception of any incoming packet will be
interrupted in order to send the ACK.
• C: number of UL frequency channels.
• T ack2x : duration of the transmission of the ACK in RX2
when using SF x. (The standard considers packets trans-
mitted in RX2 to use SF 12 as a pre-configured setting,
corresponding to T ack212 ).
3This setting is not allowed by current RF recommendations but it is
considered in this study to gain insights on the impact of DC limitations
in the considered scenarios.
4B. Model structure
Fig. 1 shows the structure of the packet reception model,
consisting in successive filtering of Poisson processes. At the
base of the figure, arrows are used to represent the UL traffic
generated by the EDs, including both new packet transmis-
sions and re-transmissions of failed packets. This process is
assumed to be Poisson for tractability, ignoring the fact that re-
transmissions of a certain packet are correlated in time because
of DC limitations. An initial filtering of this process excludes
some arrivals, modeling packet losses due to interference from
other EDs, unavailability of GW demodulators or ongoing
DL transmissions from the GW. This yields a process with
a reduced rate, which now represents the packets that are
correctly received by the GW.
When the received UL message requires confirmation, an
ACK must be sent by the GW during one of the two receive
windows of the target ED. The ability of the GW to perform
such a transmission is modeled through two independent
alternating renewal processes, in which the system alternates
between an ON and an OFF state: they represent the oppor-
tunity of sending the ACK in RX1 or RX2, respectively, i.e.,
in the shared or dedicated sub-band. If a confirmed packet
arrival finds a process in the ON state, it means that the GW
will be able to serve it, and will send an ACK in that window:
the GW will switch to the OFF state, to model the fact that
the ACK is being sent and that as a result the GW will be
unable to reply to further arrivals using that sub-band, until
DC restrictions will allow it again, an event that corresponds
to the process switch back to the ON state.
Since the two receive windows operate in different sub-
bands, we assume that the two processes are uncorrelated,
neglecting the fact that the very packets that need to be served
in RX2 are those that found RX1 in the OFF state. If the
DL packet finds at least one of the two processes in the ON
state, an ACK is sent. If the ACK is sent on RX1 (hence,
using frequencies shared by UL and DL traffic), it is correctly
received by the ED unless it is destroyed by the interference
created by other EDs. If the ACK is instead sent on RX2,
transmission is always assumed to be successful.
For the sake of clarity, the following list describes some
examples of the life cycle of the packets in Fig. 1:
(A) This packet is lost because of interference or GW trans-
mission or unavailability of demodulators. Hence, it does
not pass the first filter.
(B) This is an unconfirmed UL packet, which is successfully
received by the GW. It does not generate any ACK.
(C) This is a confirmed packet successfully received by the
GW. It generates an ACK, which finds RX1 in the ON
state. The ACK is successfully sent, and the RX1 process
switches to the OFF state.
(D) This is another confirmed packet which is successfully
received by the GW. Since the GW has just sent an
ACK for packet (C), it cannot reply in RX1 due to DC
constraints; RX2 is however in the ON state, and the
GW can thus reply to the ED, making the second process
switch to the OFF state.
(E) This is another confirmed packet, which gets a treatment
RX2 process
OFF ON OFF ON
RX1 process
ON OFF ON
Interference, no RX paths and GW in TX filter
B C D EA
time
Rphy
r1
r2
Figure 1: Representation of the model’s packet filtering struc-
ture.
similar to that of packet (D). However, since the GW has
transmitted the ACK for packet (D) and is still under the
DC constraints, it cannot reply to packet (E) in either of
the two receive windows (both RX1 and RX2 processes
are in the OFF state). The DL packet is hence discarded,
and the ED will re-transmit the UL message at a later
time.
The following sections provide a mathematical formulation
for some relevant quantities in this model. In addition to the
parameters introduced in Sec. IV-A, we call SF the set of
possible spreading factors, while T datai and T
ack1
i are the time
durations of a data packet and of an ACK transmitted in RX1
with SF i, respectively. As previously mentioned, we indicate
with T ack2i the time-on-air of an ACK sent in RX2. Note
that, with the standard configuration, ACKs transmitted in RX2
always use SF12, irrespective of the SF employed in the UL
transmission: in this case, therefore, T ack2i = T
ack1
12 ∀i ∈ SF .
C. Uplink traffic rates
The assumption of perfect orthogonality between different
SFs makes it possible to split the network traffic in different
logical channels that do not interfere with each other. The
traffic load for each SF i is split uniformly over the given C
frequency channels (since EDs pick a random UL frequency
for each transmission attempt), and is given by:
Rappi =
pi · λ
C
. (1)
The traffic generated at the application layer by the EDs
using confirmed and unconfirmed messages is, respectively,
given by:
Rc,appi = R
app
i · α, (2)
Ru,appi = R
app
i · (1− α). (3)
Since EDs using unconfirmed traffic will perform h trans-
missions of each application-layer packet, the PHY rate of
5these devices can be computed as Ru,phyi = R
u,app
i · h. For
EDs transmitting confirmed messages, instead, the number of
re-transmitted packets depends on the success of both the
UL transmission and the corresponding ACK. We indicate as
PDLi,j the probability that a confirmed UL packet sent with
SF i is successfully received and acknowledged at the j-
th transmission attempt. Therefore, we have that the rate of
confirmed packets transmitted at SF i, Rc,phyi , is given by the
product of the application-level rate, Rc,appi , and the average
number of times a confirmed packet is transmitted at the PHY
layer:
Rc,phyi = R
c,app
i
[
m∑
j=1
j · PDLi,j +m
1− m∑
j=1
PDLi,j
]. (4)
The total traffic for a single frequency channel and for SF i
is therefore given by
Rphyi = R
u,phy
i +R
c,phy
i . (5)
In general, the distribution of SFs at the PHY layer will
differ from the native distribution of SFs among the devices,
pi, since devices employing higher SF values will suffer from
additional interference and need to re-transmit multiple times.
Thus, we define
di =
Rphyi∑
iR
phy
i
, i = 7, . . . , 12 (6)
as the ratio of PHY layer packets that are transmitted at SF i.
D. PHY layer probabilities
A UL packet is successfully received by the GW if: (i) it
does not overlap with another UL transmission using the same
SF on the same frequency, (ii) it does not overlap with a GW
DL transmission, and (iii) it finds an available demodulator.
These conditions are represented by the first filter in Fig. 1.
Since packets are generated following a Poisson process,
the probability of the first event is given by
SINTi = e
−2Tdatai Rphyi , (7)
which is the probability that there are no other arrivals during
the 2T datai vulnerability period.
To compute the probability of the second event, we observe
that a UL message is always lost when it arrives at the GW
during the transmission of an ACK. Otherwise, the GW will
start the reception of the UL message, which will take a time
T datai . If reception is prioritized (i.e., τk = 0), this process
is not interrupted, and the UL message will be successfully
delivered to the NS. Conversely, if we decide to prioritize
transmission at a given receive window and set τk = 1,
the reception of the UL packet may be aborted at any time
during the period T datai , in order to give priority to the ACK.
Therefore, the vulnerability period is given by the sum of the
ACK transmission time T ackki , and the interval of T
data
i to be
accounted for only if τk = 1. Now, according to the Poisson
Arrivals See Time Averages (PASTA) property, the probability
that a UL packet arrival falls in the vulnerability period for
the receive window RXk, with k = 1, 2, can be expressed as
FTXki =
∑
s∈SF b
k
sT
ackk
s + T
data
i · τk
EkON + E
k
OFF
, (8)
where the numerator is the mean vulnerability period, while
the denominator is the mean renewal time of the RXk process,
given by the sum of EkON and E
k
OFF , i.e., the expected times
the RXk process spends in the ON and OFF states during a
renewal period (ON-OFF cycle), and will be computed in (22)
and (24). Note that {bks} denotes the probability that an ACK is
transmitted with SF s ∈ SF , which will be derived later. Then,
assuming events in RX1 and RX2 channels as independent,
the probability that a UL packet reception is successful can
be expressed as
STXi = (1− FTX1i )(1− FTX2i ). (9)
Next, we compute the probability of finding at least one
available demodulator out of 8. The availability of a single
demodulator is modeled through an alternating renewal pro-
cess, where the demodulator can be in a “free” state F when
available or in a “locked” state L, when receiving another
signal. We model them as being activated in succession: if
all are free, an incoming signal will be received by the first
demodulator; if a packet finds that the first demodulator is
already in the L state, the packet will be handled by the
second demodulator, and so on. EL, the expected time a
demodulator will be locked on a incoming signal, that we
consider corresponding to the duration of UL LoRa packets at
the PHY layer:
EL =
∑
i∈SF
di · T datai . (10)
The average time the very first demodulator is in the F state
is instead computed as the average inter-arrival time of UL
packets, regardless of their SF and selected frequency:
E1F =
1
C ·∑i∈SF Rphyi . (11)
Then, the rate of packets that require the second demodulator
is filtered by the probability of finding the first demodulator
occupied. Thus, the expected time the second demodulator is
free is given by
E2F =
1
P 1L · C ·
∑
i∈SF R
phy
i
. (12)
With a similar reasoning, we compute recursively the expected
time the j-th demodulator will be free, as
EjF =
1∏j−1
l=1 P
l
L · C ·
∑
i∈SF R
phy
i
, (13)
where P lL is the probability of finding the l-th demodulator in
the L state, which is computed as
P lL =
EL
ElF + EL
. (14)
6Packet reception
RX1 is ON
Shared channel
Try RX2
RX2 is ON
Dedicated channel
Success
PON1
PT1
SINT,ack1i
POFF1
PON2
1− PT1
PT2
1
Figure 2: Diagram for ACK generation.
Then, a packet finds an available demodulator with proba-
bility:
Sdemod = 1−
8∏
j=1
P jL. (15)
The overall UL packet success probability is finally ex-
pressed as
SULi = S
INT
i · STXi · Sdemod. (16)
E. ACK transmission
Once a confirmed packet is correctly received by the GW,
an ACK needs to be transmitted back to the ED. Using (16),
we can express the arrival rate of these successful confirmed
messages that the GW will try and serve in RX1 as:
r1i = R
c,phy
i · SULi . (17)
A visual representation of the possible ACK life cycles
considered in the model is shown in Fig. 2. Labels refer to the
probabilities of the different events, which we derive next. In
general, an ACK is transmitted in RXk if both the following
conditions hold: (i) τk = 1 or τk = 0 and the GW is idle;
(ii) RXk is available (i.e., not blocked by DC constraints). If
either condition is not satisfied, the ACK is dropped.
Let T denote the event “the GW may transmit,” which
depends on the TX/RX prioritization policy. If τk = 1, the GW
can transmit the DL packet whenever it needs to; otherwise,
if τk = 0, the GW can transmit in RXk only if no reception
is ongoing. We denote by PT the probability of such event,
which can be computed as
P kT =
{
1, if τk = 1;
e−
∑
i∈SF C·Rphyi Tdatai , if τk = 0;
(18)
where the second expression is the probability that no UL
packet is generated in the last T datai seconds.
If RX1 is not available, the GW will try to process the ACK
in RX2. Such packets form a process with rate
r2i = r
1
i [P
1
OFF + P
1
ON (1− P 1T )], (19)
where P 1ON and P
1
OFF are the probabilities of finding RX1
in the ON and OFF state, respectively, and (1 − P 1T ) is the
probability that the GW is not available for DL transmission.
The ON and OFF probabilities for the RXk process, with k =
1, 2, are given by
P kON =
EkON
EkON + E
k
OFF
, (20)
P kOFF =
EkOFF
EkON + E
k
OFF
, (21)
where EkON and EOFFk are the expected times the RXk
process spends in the ON and OFF states, respectively, during
a renewal period.
By considering the arrival rate of successful UL packets at
the k-th receive window, we have:
EkON =
1∑
i∈SF C · rki
. (22)
Note that the switch from the ON to the OFF state will
be caused by a packet sent in any of the C UL channels:
therefore, we need to multiply the per-frequency rates rki by
the number of available channels.
In order to compute the expected duration of the OFF
periods, we first need to derive the probability distribution
bki of the SF used for ACK transmissions, which is given by
bki =
rki∑
s∈SF
rks
. (23)
In our model, the OFF period accounts for the time the
GW is prevented from performing a new transmission, which
includes the time to send the ACK using the given SF, plus
the waiting time imposed by the DC limitations. We hence
have
E1OFF =
∑
s∈SF
b1s(T
ack1
s + 99T
ack1
s · δ),
E2OFF =
∑
s∈SF
b2s(T
ack2
s + 9T
ack2
s · δ).
(24)
where the 99 and 9 values correspond to the duty cycle
limitations of 1% and 10% on the channels used for RX1 and
RX2, respectively. By including the parameter δ as defined in
Sec. IV-A, we allow control of whether DC limitations are
enabled or disabled.
Finally, we remark that DL packets sent by the GW in
RX1 also have to avoid interference from other EDs. Here,
the vulnerability period is given by the sum of the time on air
of the data and ACK packets if τ1 = 1; otherwise only the
term T ack1 is present, since the fact that the ACK is being
sent means that no (potentially colliding) packets are being
received. Therefore, the probability that the ACK does not
collide with a UL packet in RX1 is equal to
SINT,ack1i = e
−Rphyi (Tdatai +τ1·T
ack1
i ). (25)
For packets sent in RX2, instead, the reception is assumed
to always be successful, since the 869.525 MHz channel is
dedicated to DL communication and the GW only transmits
one packet at a time (note that this assumption does not hold
in the case of multiple GWs).
7F. Success probabilities
We can express the DL success probability when one ACK
is used as:
SDLi = Pi,RX1 + PRX2, where (26)
Pi,RX1 = P
1
ON · P 1T · SINT,ack1i , (27)
PRX2 = [P
1
OFF + P
1
ON · (1− P 1T )] · P 2ON · P 2T (28)
where Pi,RX1 describes the probability of a successful ACK
transmission in RX1 with SF i, while PRX2 accounts for
the probability that RX1 is not available, and the ACK is
successfully sent on RX2. Fig. 2 can be used as a reference
for the computation of this quantity.
Finally, we can compute the success probabilities over m
transmissions. We recall that, although re-transmissions of a
packet are correlated in time due to DC constraints, we assume
them to be independent for simplicity (the accuracy of this
approximation will be verified by simulation). We call PULi,j
the probability that a UL packet with SF i is successfully
received at the GW at exactly the j-th transmission attempt:
PULi,j = S
UL
i
(
1− SULi
)j−1
. (29)
Then, we denote by PDLi,j the probability that the ED success-
fully receives the ACK at exactly the j-th attempt. In order for
this to happen, both the UL and the DL transmissions must
succed, yielding:
PDLi,j =
[
1− (SULi SDLi )
]j−1 · (SULi SDLi ). (30)
Once all intermediate quantities are computed, the model
can be summarized by two inter-dependent equations SUL and
SDL: {
SUL = f(SUL, SDL),
SDL = g(SUL, SDL).
This system can be solved through fixed-point iteration, and
was observed to converge easily to a solution for all parameter
values of interest. An implementation of the model, allowing
the interest readers to easily replicate the results shown in this
paper, is publicly available at [18].
G. Performance metrics
Once the model is solved for a set of parameters, the
network performance can be estimated in terms of Packet
Delivery Rate (PDR) and delays starting from SUL and SDL.
We give three definitions of PDR:
• Unconfirmed Uplink PDR (UU): fraction of (application-
layer) unconfirmed packets that are successfully received
by the GW;
• Confirmed Uplink PDR (CU): fraction of (application-
layer) confirmed packets that are successfully received by
the GW, irrespective of whether or not the corresponding
ACK is successfully received by the ED;
• Confirmed Downlink PDR (CD): fraction of (application-
layer) confirmed packets that are successfully acknowl-
edged by the NS.
Clearly, CD ≤ CU, since a packet needs to be successfully
received by the GW in order to be acknowledged. Note that the
CU metric captures the performance of applications for which
it is important to deliver packets to the NS and ACKs are only
used to stop re-transmissions (and thus avoid a useless increase
in traffic), while CD is more interesting for applications that
require the EDs to get explicit feedback from the NS, for
instance containing control information addressed to the ED.
We obtain the UU and CU values by averaging the UL
success probability for each SF over the SF distribution, i.e.,
UU =
∑
i∈SF
pi · h∑
j=1
PULi,j
 , (31)
CU =
∑
i∈SF
pi · m∑
j=1
PULi,j
 . (32)
Similarly, CD is computed as the probability of success for a
confirmed packet within the available re-transmission attempts
CD =
∑
i∈SF
pi · m∑
j=1
PDLi,j
 . (33)
Since we are considering confirmed traffic, we define two
kinds of delays: ∆UL measuring the time from the first
transmission attempt to the successful delivery of the UL
packet, and ∆DL accounting for the time from the first
transmission of a confirmed packet to the successful reception
of the corresponding reply. Delays are computed for successful
packets only, and the propagation delay is assumed to be
negligible. If we assume the RETRANSMIT_TIMEOUT value
to be a uniformly distributed random variable with mean µ,
and consider that EDs employ the shared sub-band with 1%
DC limitations, the average time between two transmissions
of the same MAC-layer packet by a device is given by:
γi = 100 · T datai + µ. (34)
The average delay from the successful reception of a packet
at the GW to the transmission of the ACK is given by:
φi = PRX1 · (1 + T ack1i ) + PRX2 · (2 + T ack2i ), (35)
where we take into account that the ACK will be served in
RX1 (opened after 1 second) with probability PRX1, and in
RX2 (opened after 2 seconds) with probability PRX2.
If a packet is re-transmitted m times, each re-transmission j
is associated with a certain UL success probability PULi,j . The
average delay at each SF i ∈ SF can be computed as:
∆UL =
∑
i∈SF
pi ·
 m∑
j=1
P¯ULi,j
(
T datai + (j − 1) · γi
) , (36)
where we define P¯ULi,j = P
UL
i,j /
∑
j P
UL
i,j to obtain the distri-
bution of successful UL packet transmissions.
Similarly, we can compute the average ACK delay:
∆DL =
∑
i∈SF
pi ·
 m∑
j=1
P¯DLi,j
(
T datai + (j − 1) · γi + j · φi
) ,
(37)
where, in addition to the inter-transmission time between two
packets, we also account for the time to perform the ACK
transmission.
8V. NETWORK SIMULATIONS
This section describes how we employ the LoRaWAN ns-
3 module described in [19] to validate the results obtained
through the analytical model. As described in the following,
simulations allow a more accurate description and modeling of
the LoRaWAN standard, which comes at the price of increased
computational costs. Indeed, for the same parameter set, the
performance evaluation is instantaneous when employing the
model, while each ns-3 simulation run takes in the order of
tens of seconds, with execution times rapidly increasing when
the traffic load, the number of devices and the number of
required randomized runs grow.
The merit of the simulator is that it strives to be as realistic
as possible, also taking into account some factors that are
overlooked by the model for tractability reasons. For instance,
transmissions employing different SFs are not assumed to be
perfectly orthogonal, and the simulator relies on the link-level
model provided in [20], which also accounts for the capture
effect to perform decisions on the correct reception of packets
in the presence of interference. Moreover, differently from the
model, simulated LoRaWAN nodes also experience path loss,
so that farther devices will be penalized with respect to EDs
that are close to the GW.
We leverage the simulator to assess the impact of some
assumptions made in the model formulation we proposed in
the previous sections. To this aim we used a “simplified”
version of the simulator, which differs from the “complete”
one in the following aspects:
• Orthogonality between transmissions using different SFs
is assumed to be perfect;
• No capture effect is modeled;
• RETRANSMIT_TIMEOUT draws values uniformly in
the [0, 10]s interval, in order to reasonably reduce the
collision probability between re-transmissions of packets
employing high SF values, getting closer to the assump-
tion of independence between re-transmissions.
For both versions of the simulator, the remaining parameters
are set as follows:
• SF distribution – EDs are located around the single GW
in a circular area of radius 2500 m, so that they are all
in range for every SF. SFs are assigned uniformly (see
Tab. II, pEXPLoRa). We consider an open-air environment
with only path loss, since the fast-fading component is
supposed to be averaged out by the LoRa modulation.
Hence, we follow the log distance propagation loss model
also employed in [17].
• Channel allocation – We consider the typical frequency
allocation scheme for Europe, as reported in Tab. I.
Therefore, the number of different frequency channels
for UL is C = 3.
Since the GW implementation in the simulator attempts to
emulate a real device’s behavior, a UL packet is successfully
received when the following conditions are satisfied, sequen-
tially:
1) The packet finds an available demodulator;
2) The packet’s reception is not interrupted by DL transmis-
sions;
Table II: Values of T data, T ack and SF distributions p.
Payload of data packets is 10 bytes; ACKs have no payload.
SF T data Tack pequal pEXPLoRa
7 0.051 0.041 0.166 0.487
8 0.102 0.072 0.166 0.243
9 0.185 0.144 0.166 0.135
10 0.329 0.247 0.166 0.076
11 0.659 0.495 0.166 0.038
12 1.318 0.991 0.166 0.019
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Figure 3: PHY-level performance with m = 8, α = 1.
3) Once the reception is finished, the packet was not cor-
rupted by interference.
To count packets at the PHY layer coherently with the sim-
ulator implementation, the model’s packet loss probabilities
due to lack of demodulators (P[No Mode Demodulators]),
GW transmission and interference are plotted in the following
section using, respectively, the following expressions:
1) PNMD = 1− Sdemod;
2) PTX = Sdemod · (1− STXi );
3) PINT = Sdemod · (1− STXi ) · (1− SINTi );
by exploiting (7), (9), and (15). All metrics are averaged on
the distribution p, i.e., the SFs’ allocation.
VI. RESULTS
This section provides a comparison between the perfor-
mance as estimated by the proposed model and by both the
“complete” and the “simplified” versions of the ns-3 simulator.
Results are presented for both the PHY and the MAC layer,
and the impact of modeling assumptions is shown to be either
reasonable or completely absent. Finally, some results will
showcase how the model can be used to gain insight on the
behavior of the LoRaWAN technology in a quick and effortless
way, analyzing the effects of various parameters on the per-
formance of the network. Unless otherwise stated, in the plots
of this section the analytical results are represented by lines,
while markers correspond to simulation outcomes: crosses for
the “complete” simulator and circles for the “simplified” one.
Fig. 3 shows the packet outcome probabilities at the PHY
layer in a network employing confirmed traffic. Although ob-
tained with different approaches, such probabilities are overall
consistent, proving the effectiveness of the model. Notice that
9when the load is high, the packet success rate obtained with
the complete simulator is higher than that provided by the
simplified simulator and by the model. This effect could ap-
pear surprising, since model and simplified simulator assume
perfect orthogonality between packets using different SFs. The
reason is that the complete simulator also accounts for the
capture effect, whose positive effect overcomes the additional
packet losses caused by imperfect orthogonality. Indeed, with
the complete simulator, fewer packets are lost because of
interference. However, the net effect on the estimation of
the packet success probability is quite small, and becomes
completely negligible for lower packet arrival rates, when most
of the packets are interrupted by GW transmissions (which is
accounted for before interference, as described in Sec. V).
The good match between model and simulation is also
reflected in Fig. 4, which shows the CU and CD metrics for a
network in which all EDs generate confirmed traffic (α = 1),
and for different values of m. Also in this case, the model
results are quite close to those given by the simulations. In
Fig. 4a, which plots CU performance, we can again observe
the impact of the capture effect, which becomes more marked
as the number of PHY-layer packets grows, because of higher
values of m and traffic intensity λ. Fig. 4a shows that the
number of available transmissions helps the correct delivery
of the message at the MAC layer, providing performance above
0.9 also for relatively high traffic levels, when an average
of one packet per second is generated by the network at
the application layer. The CD performance shown in Fig. 4b
exhibits a similar behavior, but assumes much lower values
mostly because the rate of DL messages that the GW can
generate is limited by the DC restrictions. In this case, the
positive influence of the capture effect is shadowed by the
negative effect of DC.
Fig. 5 compares simulation and theoretical results, in terms
of UU, CU and CD, when different fractions of confirmed
traffic are employed in the network. For this comparison, we
set the network application layer packet arrival rate to λ = 1
pck/s, the maximum number of transmissions for confirmed
traffic to m = 8, and the number of repetitions for unconfirmed
traffic to h = 1. As the fraction of EDs employing confirmed
traffic increases, the data delivery performance decreases for
all the EDs, in particular for nodes employing unconfirmed
traffic which do not have the chance of re-transmitting their
packets. The match between the simplified simulator and the
model is confirmed to be excellent for all values of α, while
the presence of the capture effect in the complete simulator
still yields slightly higher values for the UU metric.
The final metric that we evaluate both through model and
simulation is the delay, as described in Sec. IV-G. Fig. 6 shows
how delays generally increase with the traffic load, since more
re-transmissions are needed to successfully deliver a packet.
Note that for high values of λ the average ACK delay ∆DL
decreases: this is explained by the fact that devices employing
higher SFs, (which may increase the average delay due to their
longer inter-packet transmission times) heavily suffer from
interference and are often dropped (unsuccessful packets are
not considered in the delay computation). Although not shown
here, it is worth noting that the model formulation makes it
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Figure 4: Comparison of model and simulation results in terms
of CU and CD.
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Figure 5: Performance when varying the fraction of confirmed
traffic, with λ = 1,m = 8, h = 1.
easy to extract per-SF metrics that can help troubleshoot the
network configuration under study.
An example of insight that the analytical model can offer
is presented in Fig. 7, which shows the fraction of traffic that
achieves success at each re-transmission attempt for different
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Figure 6: Delays for a confirmed traffic network.
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Figure 7: Distribution of re-transmissions, m = 4, α = 1.
traffic loads, derived from PDLi,j . This data, for instance, can
be used to estimate the power consumption at the nodes:
for low traffic loads the vast majority of MAC layer packet
transmissions succed with just one PHY layer transmission
attempt. As the traffic load increases, the fraction of devices
needing multiple re-transmissions to correctly receive an ACK
correspondingly increases. After a certain point, packet recep-
tion fails with such a high rate that most EDs need to employ
the maximum number of transmissions and, despite the high
energy expenditure, still fail to receive an ACK from the GW.
Finally, we show how the model can be applied to in-
vestigate the impact of different network parameters on the
performance. In the example of Fig. 8, one fifth of the EDs
employ confirmed traffic, and the parameter configurations
we explore are summarized in Table III. Please note that
these results are obtained only with the proposed mathematical
model. Configuration C1 provides a baseline: priority is given
to DL transmission in both windows, devices employ a single
transmission attempt for both confirmed and unconfirmed
Table III: Configurations employed in Fig. 8
Configuration τ1 τ2 m h p
C1 1 1 1 1 pequal
C2 0 1 1 4 pEXPLoRa
C3 0 1 4 4 pEXPLoRa
10−3 10−2 10−1 100 101
λ
0.0
0.2
0.4
0.6
0.8
1.0
P
ro
b
ab
il
it
y
UU, C1
UU, C2
UU, C3
UU, C4
CD, C1
CD, C2
CD, C3
CD, C4
Figure 8: UU and CU performance for different network
configurations, α = 0.2.
traffic and SFs are uniformly distributed. In this case the
curves have a shape similar to those shown in Fig. 4 for
m = 1, but, since fewer devices require ACKs, the GW is able
to receive more packets and profitably send replies, leading
to better performance. In the second configuration (C2) the
target is to improve UU, so ACKs transmission is prioritized
only in RX2, where their reception suffers less interference.
Moreover, unconfirmed packets are sent multiple times and
we use the SFs distribution named EXPLoRa (see Table II).
This distribution, first presented in [21], aims at equalizing
the aggregate time on air (ToA) of each group of devices
employing the same SF to minimize the collision probability.
This configuration provides a considerable improvement with
respect to the UU metric, and some gains are also achieved in
the CU performance. A further step (configuration C3) aims
at further improving the results for confirmed traffic, setting
m = 4. This provides a significant improvement of CU, at
the cost of a (minimal) decrease in UU performance. As a
final step, we fully leverage the analytical model to identify
the optimal parameter configuration (i.e., m, k, and p) for
each plotted traffic load, taking as function to maximize the
average of UU and CU. The red curves of this setting (C4)
show how this optimization process enabled by the model can
significantly improve the global performance of the network.
Although this analysis showcases the potential of the an-
alytical model to identify the optimal settings, an evaluation
of trade-offs associated to parameters configuration and their
effect on other metrics of interest, such as delays, needs a
deeper investigation, which we leave for future work.
VII. CONCLUSION
In this work, we presented a model for the performance
evaluation of a LoRaWAN network in the presence of both
confirmed and unconfirmed traffic, taking into account the in-
fluence of different settings of multiple network configuration
parameters.
The model is able to capture both the PHY layer and
MAC layer performance, and describes the multiple events
that affect both UL packet reception and DL transmission:
interference, availability of demodulators, DC constraints, on-
going transmissions and receptions. We validated the model
11
against simulation results. We proved the effect of some
model assumptions by implementing both a “simplified” and a
“complete” version of the simulator, showing the differences
with more realistic evaluations. Finally, we presented some
examples of how the model can be employed to analyze, with
minimum effort, the effects of possible changes to the standard
parameters setting, and to identify optimal configurations.
In the future, we plan to extend the model to multi-
GW scenarios, where UL packets are potentially received by
several GWs. Moreover, we intend to leverage the proposed
model to better investigate trade-offs among different network
parameters in various scenarios, or when specific performance
requirements are provided.
Finally, we remark that all figures contained in this paper,
covering both model evaluations and simulation results, can
be easily reproduced using the tool available at [18].
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