Introduction
In this paper we shall prove two theorems (Stability Theorem, Local Torelli Theorem) for symplectic varieties.
Let us recall the notion of a symplectic singularity. Let X be a good representative of a normal singularity. Then the singularity is symplectic if the regular locus U of X admits an everywhere non-degenerate holomorphic closed 2-form ω where ω extends to a regular form on Y for a resolution of singularities Y → X. Similarly we say that a normal compact Kaehler space Z is a symplectic variety if the regular locus V of Z admits a non-degenerate holomorphic closed 2-form ω where ω extends to a regular form onZ, whereZ → Z is a resolution of singularities of Z. When Z has a resolution π :Z → Z such that (Z, π * ω) is a symplectic manifold, we call Z has a symplectic resolution.
Examples
(i) This is one of examples of symplectic singularities studied in [Be 1]. For details see [Be 1] and the references there. Let Q ⊂ P n−1 be a general quadratic hypersurface. Identify a point of the Grassmannian Gr(2, n) with a line in P n−1 . Let Gr iso (2, n) be the subvariety of Gr(2, n) corresponding to the lines of P n−1 contained in Q. It is checked that dim Gr iso (2, n) = dim Gr(2, n) − 3 = 2n − 7. Embed Gr iso (2, n) into P 1/2n(n−1)−1 by the Plücker embedding Gr(2, n) → P 1/2n(n−1)−1 . Now consider the cone X over Gr iso (2, n). Then the germ (X, 0) at the vertex is a symplectic singularity of dimension 2n − 6. The X is actually obtained as the closureŌ min of the minimal nilpotent orbit O min of the Lie algebra Lie(SO(n)), and O min has the Kostant-Kirillov symplectic 2-form.
(ii) Let A := C 2l /Γ be an Abelian variety of dimension 2l. Let (z 1 , z 2 , ..., z 2l−1 , z 2l ) be the standard coordinates of C 2l . Then Z/2Z acts on A by z i → −z i (i = 1, ..., 2l). The quotient Z of A by the action becomes a symplectic variety of dimension 2l. A symplectic 2-form is, for example, given by Σ 1≤i≤l dz i ∧dz l+i . The Z has singularities, and Z has no symplectic resolution when l > 1.
(iii) These are symplectic varieties studied by O'Grady [O] . Let S be a polarized K3 surface. Let c be an even number with c ≥ 4. Denote by M 0,c the moduli space of rank 2 semi-stable torsion free sheaves with c 1 = 0 and c 2 = c. M 0,c becomes a projective symplectic variety of dim = 4c − 6. The singular locus Σ has dimension 2c. Moreover, O'Grady showed that M 0,4 has a symplectic resolution, however M 0,c has Q-factorial terminal singularities when c ≥ 6 (cf. section 3 of the e-print version of [O] : alg-geom/9708009). Therefore M 0,c have no symplectic resolution when c ≥ 6.
A symplectic singularity / variety will play an important role in the generalized Bogomolov decomposition conjecture (cf. [Kata] , [Mo] In this conjecture we hope that it is possible to replace Y 2 and Y 3 by their birational models with only Q-factorial terminal singularities respectively. Main results are these.
Theorem 7(Stability Theorem): Let (Z, ω) be a projective symplectic variety. Let g : Z → ∆ be a projective flat morphism from Z to a 1-dimensional unit disc ∆ with g −1 (0) = Z. Then ω extends sideways in the flat family so that it gives a symplectic 2-form ω t on each fiber Z t for t ∈ ∆ ǫ with a sufficiently small ǫ.
In the above, the result should also hold for a (non-projective) symplectic variety (Z, ω) and for a proper flat morphism g. But two ingredients remained unproved in the general case (cf. Remark below Theorem 7). Let Z be a symplectic variety. Put Σ := Sing(Z) and U := Z \ Σ. Let π : Z → S be the Kuranishi family of Z, which is, by definition, a semi-universal flat deformation of Z with π −1 (0) = Z for the reference point 0 ∈ S. When codim(Σ ⊂ Z) ≥ 4, S is smooth by [Na 1, Theorem 2.4]. Z is not projective over S. But we can show that every member of the Kuranishi family is a symplectic variety (cf. Theorem 7'). Define U to be the locus in Z where π is a smooth map and let π : U → S be the restriction of π to U. Then we have
(2) The restriction map
This ω extends to a holomorphic 2-form onZ. Normalize ω in such a way that Z (ωω) l = 1. Then one can define a quadratic form q :
This form is independent of the choice of ν :Z → Z.
(3) Put H := H 2 (U, C). Then there exists a trivialization of the local system H: H ∼ = H × S. Let D := {x ∈ P(H); q(x) = 0, q(x + x) > 0}. Then one has a period map p : S → D and p is a local isomorphism.
Note that when Z is a symplectic variety with terminal singularities, the condition codim(Σ ⊂ Z) ≥ 4 is always satisfied ([Na 2]).
The stability theorem will be proved by using the following theorem and the fact that a projective variety with rational singularities has Du Bois singularities (cf. [Ko] 
The same result was obtained by D. van Straten and Steenbrink [S-S] for an arbitrary isolated normal singularity with dim ≥ 4, and later Flenner [Fl] proved it for arbitrary normal singularity with Codim(Σ ⊂ X) ≥ 4. By Theorem 4 X is a symplectic singularity if and only if X is rational Gorenstein and the regular part of X admits an everywhere non-degenerate 2-form (cf. Theorem 6). This fact is often useful to determine that certain kinds of singularities given by G.I.T. quotient are symplectic (Example 6').
The local Torelli theorem has been proved for non-singular symplectic varieties by Beauville [Be 2, Theoreme 5]. In our singular case, it is based on the Hodge decomposition
We need the condition that codim(Σ ⊂ Z) ≥ 4 to have this decomposition (cf. [Oh, Na 1, Lemma 2.5]). We shall prove that R 2 π * C is a constant sheaf around 0 ∈ S by using the Q-factoriality of Z. When Z is not Q-factorial, the statement for H in (1) does not hold as it stands because
We have formulated the local Torelli theorem for a projective symplectic variety, but it is possible to get similar statements for a general (nonprojective) symplectic variety. For a non-projective symplectic variety, Qfactoriality should be replaced by a certain condition which is equivalent to the Q-factoriality in the projective case (cf. Remark (2) on the final page).
The following problem would be of interest in view of Global Torelli Problem.
Problem. Let Z be a Q-factorial projective symplectic variety with terminal singularities. Assume that Z is smoothable by a suitable flat deformation. Is Z then non-singular?
In the first section we shall prove Theorem 4. Other two theorems are proved in the second section.
Notation. Let F be a coherent sheaf on a normal crossing variety D. Assume that F is a locally free sheaf on the regular locus of D. ThenF = F /(torsion) by definition. Here (torsion) means the subsheaf of the sections whose support are contained in the singular locus of D. §1. Extension properties for Rational Gorenstein Singularities Proposition 1. Let X be a Stein open subset of a complex algebraic variety. Assume that X has only rational Gorenstein singularities. Let Σ be the singular locus of X and let f : Y → X be a resolution of singularities such that
We shall prove that ω has at worst log pole along F by the induction on k.
(a) k = 0: (a-1): Put l := codim(Σ 0 ⊂ X). Note that l ≥ 3. Take a general l dimensional complete intersection
H has a unique dissident point p and other singularities are locally isomorphic to (R.D.P.)×(C l−2 , 0). By perturbing H we can define a flat holomorphic map g : X → ∆ n−l such that the fiber X 0 over 0 ∈ ∆ n−l coincides with H. We may assume that g has a section passing through p and each fiber g −1 (t) intersects f (F ) only in this section. The map f : Y → X gives a simultaneous resolution of X t (t ∈ ∆ n−l ). Since H is general and X is sufficiently small, 
If the claim is verified, then ω| Y \K extends to a logarithmic 2-form on Y . It is clear that its restriction to U is ω.
Proof of Claim. We shall first prove that
By the exact sequences it suffices to prove that
We shall use the relative duality theorem due to Ramis and Ruget [R-R] to prove these facts. Before applying the relative duality we note that
To prove these, we only have to check that
and for t ∈ ∆, for example, by using VI, Cor. 4.5, (i)] ). Since l ≥ 3, these follow from a vanishing theorem in [St] 
We are now in a position to justify the claim. Let j :
Therefore there is a small disc ∆ ǫ ⊂ ∆ and a subset
. This is nothing but our claim.
By perturbing H, we can define a flat holomorphic map g : X → ∆ n−k−l with g −1 (0) = H. We may assume that g has a section passing through p and each fiber g −1 (t) intersects f (F ) only in this section. The map f : Y → X gives a simultaneous resolution of X t (t ∈ ∆ n−l−k ). Since H is general and X is sufficiently small, 
The proof of the claim is similar to the claim in (a-2). When we apply the relative duality we need the vanishings:
Proof. By the assumption we can take a complete algebraic variety Z which contains X as an open set. We may assume that f is obtained from a resolutioñ Z → Z. Set V :=Z \ E. Recall that the natural exact sequence
→ is obtained from the following exact sequence of the complexes by taking hypercohomology
Introduce the stupid filtrations F · (cf. [De] ) on three complexes and take H j (Gr i F ) of the sequence of complexes. Then we have
We know that this exact sequence coincides with the exact sequence
) → which comes from the mixed Hodge structures. In particular, the map
We next consider the natural map of mixed Hodge structures:
is interpreted as the map
By the isomorphisms H
We shall first prove that the natural map β :
By a local cohomology exact sequence it suffices to show that α : [De] , and since
we have a commutative diagram of Hodge spectral sequences
by the first (resp. second) spectral sequence. In particular, when p + q = 2, we have a surjection Gr
is also the zero map, and hence [S, Theorem 5] , where * * means the double dual. By taking the double dual of both sides of the natural map (f
We are now in a position to prove the lemma for (i = 2). Let us consider the exact sequence
From this sequence we have a map δ :
The map β is a morphism of mixed Hodge structures and δ can be interpreted as the map Gr
We already proved that β is an injection. Hence δ is also an injection by the strict compatibility of the filtrations F . Note that δ is factorized as
where γ is the last map in the following exact sequence
Since δ is injective, γ is also injective. Hence τ is surjective by the exact sequence.
(i = 1): We shall first prove that the natural map β :
is an injection. By a local cohomology exact sequence it suffices to show that α :
is a surjection. Since X has rational singularities, the sequence
is the zero map because X has rational singularities. Hence the sequence
is also an isomorphism. Hence the restriction
is an isomorphism by the exact sequences above, and α is an isomorphism.
Let us consider the exact sequence
Since δ is injective, γ is also injective. Hence τ is surjective by the exact sequence. Q.E.D.
Remark. In the proof of Lemma 2 the map
is surjective for i = 1, 2 because we have proved that δ is injective. 
We shall prove that ω is regular along F by the induction on k.
(a) k = 0:
is a resolution of singularities of H. Since X has canonical singularities, H has also canonical singularities. H has a unique dissident point p and other singular points are locally isomorphic to (R.D.P.) × (C l−2 , 0). By perturbing H we can define a flat holomorphic map g : X → ∆ n−l with g −1 (0) = H. We may assume that g has a section passing through p and each fiber X t := g −1 (t) intersects f (F ) only in this section. Denote by p t ∈ X t this intersection point. By definition p 0 = p. The map f : Y → X gives a simultaneous resolution of X t for t ∈ ∆ n−l . Let D 
We often write ∆ for ∆ n−l . There are filtrations (π|
(a-2): Let us consider the exact sequence
We shall prove the following.
Claim. The map H
By the exact sequences above we have two commutative diagrams with exact columns
0 0
We shall show that
= 0 for i = 1, 2. After these are proved our claim easily follows from the commutative diagrams above.
First note that
= 0 for t ∈ ∆ and for i = 1, 2. In fact, if
by the mixed Hodge structures on
On the other hand, X t has only canonical singularities, hence has only rational singularities. Therefore
. This is a contradiction. For details of this argument, see [Na 1, Claim 1, (i) in the proof of Prop. (1.1)]. As a consequence we know that
(a-3): We shall continue the proof in the case k = 0. By taking cohomology of the exact sequence
and by applying Claim in (a-2) we see that δ :
is a smooth point. Replace X by a small open neighborhood of p. Then H ∩ f (F ) = {p}. Moreover,H := f −1 (H) is a resolution of singularities of H. Since X has canonical singularities, H has also canonical singularities. By perturbing H we can define a flat holomorphic map g : X → ∆ n−l−k with g −1 (0) = H. We may assume that g has a section passing through p and each fiber X t := g −1 (t) intersects f (F ) only in this section. Denote by p t ∈ X t this intersection point. By definition p 0 = p. The map f : Y → X gives a simultaneous resolution of X t for t ∈ ∆ n−l−k . Let D ′ be the union of irreducible components of D which are mapped in this section. Since H is general and X is sufficiently small, every irreducible component of D ′ is mapped onto the section. D ′ → ∆ n−l is a proper map and every fiber D ′ t is a normal crossing variety. Note that f
We often write ∆ for ∆ n−l−k . There are filtrations (π|
which yield the same exact sequences as (a-1). By an induction hypothesis we have an isomorphism
(b-2): Let us consider the exact sequence
The proof is similar to Claim in (a-2).
is an isomorphism by the same argument as (a-3). Q.E.D.
By combining Propositions 1 and 3 we have the following.
Theorem 4.. Let X be a Stein open subset of a complex algebraic variety.
Assume that X has only rational Gorenstein singularities. Let Σ be the singular locus of X and let f : Y → X be a resolution of singularities such that
We shall begin this section with the stability of Kaehlerity under small deformation.
Proposition 5. Let Z be a compact normal Kaehler space with rational singularities. Then any small (flat) deformation Z t of Z is also a Kaehler space.
Proof. By a theorem of Bingener [B] we only have to prove that the map
Let f :Z → Z be a resolution of singularities. Since Z has only rational singularities, we know that R 1 f * RZ = 0. Consider the commutative diagram with exact rows
By Hodge theory the middle vertical map is surjective. The surjectivity of the left vertical map follows from the following claim.
Proof. It suffices to show that, if an element α ∈ H 2 (Z, R) has the Hodge decomposition α = α (2,0) + α (0,2) , then φ(α) = 0. Sinceᾱ (2,0) = α (0,2) , we only have to prove that φ C (α (2,0) ) = 0. We shall show that, for every point
Let ν : W →Z be a projective bimeromorphic map such that W is smooth and
Therefore we have to check that α (2,0) is sent to zero by the composition of the maps
is a morphism of mixed Hodge structures, it preserves the Hodge filtration F . In particular, it induces Gr (D, C) ). On the other hand, Gr 2 F (H 2 (D, C)) = 0 because Z has rational singularities; if Example 6'(cf. [O, 1.5] ): Let c be an even positive integer with c ≥ 4 and let E be a C vector space with dim E = c, equipped with a non-degenerate (alternative) 2-form ω : E × E → C. Let W be a 3-dimensional C vector space with a non-degenerate symmetric form κ : W × W → C. Let SO(W ) be the special orthogonal subgroup of GL(W ) with respect to κ. Put
s be the open subset of Hom ω (W, E) which consists of points with trivial isotropy group and with closed orbits. Then U := Hom ω (W, E) s /SO(W) becomes the regular part of X. Put Σ := Sing(X). By calculations dim X = 3c − 6 and dim Σ = c. The 2-formω| Hom ω (W,E) s descends to a symplectic 2-form ω U on U . By a theorem of Boutot [Bo] we see that X has rational singularities because Hom ω (W, E) has only rational singualrities. ∧ (3/2)c−3 ω U gives a trivialization of the dualizing sheaf of X; hence X has rational Gorenstein singularities. By Theorem 6 X has symplectic singualrities.
Theorem 7. Let (Z, ω) be a projective symplectic variety. Let g : Z → ∆ be a projective flat morphism from Z to a 1-dimensional unit disc ∆ with g −1 (0) = Z. Then ω extends sideways in the flat family so that it gives a symplectic 2-form ω t on each fiber Z t for t ∈ ∆ ǫ with a sufficiently small ǫ.
Proof. We shall shrink ∆ suitably in each step of arguments, but use the same notation ∆ after shrinking. Put dim Z = 2l.
) be a symplectic 2-form. We take the conjugateω ∈ H 2 (Z, OZ) by the Hodge decomposition
; by this isomorphism we regardω as an element of H 2 (Z, O Z ). Since Z t are projective varieties with rational singulari-ties, the natural maps
are surjective for all i by [Ko, Theorem 12.3] ; hence by [D-J] R i g * O Z are locally free sheaves which are compatible with base change. Thereforeω extends sideways and defines non-zerō
Take a resolutionZ t → Z t , and identify
This implies that ω t is everywhere non-degenerate at regular locus of Z t because ω Zt is trivial, and we know that Z t is a symplectic variety.
However, by the fiberwise argument above, it is not clear whether ω holomorphically extends sideways. We shall prove that ω actually extends sideways by using Theorem 4. Let U := {z ∈ Z; g is smooth at z }. Denote by i the natural inclusion of U to Z. Put F := Ω 2 U /∆ , F 0 := Ω 2 U and U := U ∩ Z. i * F is a coherent torsion free sheaf on Z, and hence is flat over ∆. By the exact sequence
On the other hand, for general t, h
. This is proved in the following way. Since t ∈ ∆ is general, we may assume that g : Z → ∆ has a simultaneous resolution α :Z → Z if we replace ∆ by a suitable open neighborhood of t. Put f = g • α. We have a commutative diagram:
The horizontal map at the bottom is an isomorphism by Theorem 4. We shall prove that
is also a surjection by the diagram, and hence is an isomorphism. Now apply base change theorem to (α * Ω
The vertical map on the left hand side is clearly an isomorphism. The horizontal maps are both isomorphisms if t is general. Hence the vertical map on the right hand side is also an isomorphism by the diagram. Therefore, for general t, h
is a constant function of t. h
and the equality holds for general t. Since h 0 (i * F t ) is constant, this implies that h
By a theorem of Grauert (cf. [Ha, Corollary 12.9] ) g * (i * F ) is a locally free sheaf on ∆ and the natural map
Let us consider ∧ n/2 ω as a section of the dualizing sheaf ω Z . Then ∧ n/2ω can be regarded as a section of ω Zǫ/∆ǫ . Since ∧ n/2 ω generates the line bundle ω Z , ∧ n/2ω also generates ω Zǫ/∆ǫ , if necessary, by taking ǫ smaller. Therefore ω t :=ω| Ut is a non-degenerate 2-form for t ∈ ∆ ǫ . Since Z t has only rational Gorenstein singularities, (Z t , ω t ) is a symplectic variety by Theorem 6.
Remark. By virtue of Proposition 5, Theorem 7 seems true even when g is a proper flat morphism and Z is a symplectic variety. The missing ingredients consist of two parts; (a) for a compact Kaehler space Z with rational singularities, are the natural maps
surjective for all i ? (b) does Theorem 4 hold for an arbitrary rational Gorenstein singularity ? (in the proof of Theorem 4 we used a vanishing theorem of [St] and this vanishing theorem is only known for the case X is embedded as an open subset in a complex projective variety.)
If these two questions are affirmative, Theorem 7 holds in this full generality.
The following will be used later.
Theorem 7'. Let (Z, ω) be a symplectic variety with codim(Σ ⊂ Z) ≥ 4. Let g : Z → ∆ n be a proper flat morphism from Z to a n-dimensional unit disc ∆ n with g −1 (0) = Z. Then ω extends sideways in the flat family so that it gives a symplectic 2-form ω t on each fiber Z t for t ∈ ∆ n ǫ with a sufficiently small ǫ. Proof. As in the proof of Theorem 7, we put U := {z ∈ Z; g is smooth at z }. Denote by i the natural inclusion of U to Z. Write π for g • i. Put
Instead of using base change theorem we shall apply the comparison theorem between formal and analytic higher direct images by Banica VI Proposition 4.2] .
Let t 1 , t 2 , ..., t n be coordinates of ∆ n . We assume that Z p is Kaehler and codim(Sing(Z p ) ⊂ Z p ) ≥ 4 for all point p ∈ ∆ n .
(i): For n-tuple of positive integers (i 1 , i 2 , ..., i n ) , and for a point p = (p 1 , ..., p n ) ∈ ∆ n , we put
..,in ;p) and U (i1,...,in;p) := U × ∆ n ∆ (i1,...,in;p) . When p = (0, 0, ..., 0), we write A (i1,...,in) (resp. ∆ (i1,...,in) , U (i1,...,in) ) for A (i1,...,in;p) (resp. ∆ (i1,...,in;p) , U (i1,...,in;p) ).
(ii): For the later use we shall extend the notation above to the case where some indices i l are infinity. For simplicity, we assume that i 1 = ∞, ..., i k−1 = ∞ and i k , ..., i n are positive integers. The notation in the general case would be clear from the explanation below. Write ∆ n = ∆ <k × ∆ ≥k , where ∆ <k is the k − 1 dimensional polydisc with coordinates t 1 , ..., t k−1 and ∆ ≥k is the n − k + 1 dimensional polydisc with coordinates t k , ..., t n . For n − k + 1-tuple of positive integers (i k , ..., i n ), and for a point p = ( ...,in;p) and U (∞,...,∞,i k ,...,in;p) are defined in a similar way as the case where i 1 , ..., i n are all finite. We denote by O (i1,...,in;p) the structure sheaf of ∆ (i1,...,in;p) . ,...,in;p) are coherent for j = 0, 1 and for all (i 1 , ..., i n )
Proof. We shall first prove (1) and (2). We finally conclude (3) by combining the comparison theorem VI, Proposition 4 .2] with (1) and (2).
(1): Since codim(Σ ⊂ Z) ≥ 3 and depth(F (i1,...,in;p) ) ,q = dim U (i1,...,in;p) for q ∈ U (i1,...,in;p) , i * F (i1,...,in;p) and R 1 i * F (i1,...,in;p) are both coherent. By the exact sequence
we know that R j π * F (i1,...,in;p) are coherent for j = 0, 1.
(2): We assume that p = (0, 0, ..., 0) because the proof are the same for all points p. Since codim(Σ ⊂ Z) ≥ 4, the spectral sequence
degenerates at E 1 terms when p+ q = 2 ([Oh, Na 1, Lemma 2.5]). Let U m → S m be a flat deformation of U over S m := SpecA m where A m := C[t]/(t m+1 ) with m ∈ Z >0 . Then, by [Na 1, Lemma 2.6], we see that the spectral sequence
degenerates at E 1 terms with p + q = 2. Here A m means the constant sheaf on U with values in A m . If we put U m−1 := U m × Sm S m−1 , then the restriction
Um−1/Sm−1 ) is surjective for (p, q) with p+q = 2 ([Na 1, lemma 2.6]).
To prove (2) we only have to check that π * F (i1+1,i2,...,in) → π * F (i1,i2,...,in) is surjective by symmetry. One can split up the surjection A (i1+1,i2,...,in) → A (i1,...,in) into a finite sequence of small extensions:
we can choose homomorphisms of local C algebras
in such a way that the diagram
commutes and φ j is an isomorphism. We put
is surjective by the commutative diagram. Hence we know that π * F (i1+1,i2,...,in) → π * F (i1,i2,...,in) is surjective.
(3): We shall prove, by induction on k, that π * F (∞,...,∞,i k ,...,in;p) are free O (∞,...,∞,i1,...,in;p) modules and π * F (∞,...,∞,i k +1,...,in;p) → π * F (∞,...,∞,i k ,...,in;p) are surjective for all n − k + 1 tuple (i k , ..., i n ) without infinity. For k = 1, they are nothing but (2) of Claim. Let (π * F (∞,...,∞,i k ,...,in;p) )ˆp k−1 be the completion of π * F (∞,...,∞,i k ,...,in;p) along the divisor {t k−1 = p k−1 } of ∆ n . It suffices to prove that (π * F (∞,...,∞,i k +1,...,in;p) )ˆp k−1 → (π * F (∞,...,∞,i k ,...,in;p) )ˆp k−1 are surjective for all p k−1 in order to prove that π * F (∞,...,∞,i k +1,...,in;p) → π * F (∞,...,∞,i k ,...,in;p) are surjective. By the comparison theorem VI, Proposition 4.2] and by (1), we have
Note that p = (p k , ..., p n ) ∈ ∆ ≥k , and p k−1 ∈ ∆ 1 (t k−1 ), where ∆ 1 (t k−1 ) is the 1-dimensional disc with a coordinate t k−1 . By the induction hypothesis, the maps
and π * F (∞,...,∞,m+1,1,...,in;p k−1 ,p) → π * F (∞,...,∞,m,1,...,in;p k−1 ,p)
are both surjective for all p k−1 . Therefore we conclude that
are surjective for all p k−1 .
We shall next prove that π * F (i1,...,in;p) are free O (i1,...,in;p) module. We shall prove that π * F (∞,...,∞,i k ,...,in;p) is a free O (∞,...,∞,i k ,...,in;p) module by assuming that π * F (∞,...,∞, * k−1 ,..., * n;p ′ ) are free O (∞,...,∞, * k−1 ,..., * n;p ′ ) modules for all * j ∈ Z >0 and all p ′ ∈ ∆ ≥k−1 . We use the induction on the lexicographic order of (i k , ..., i n ). First π * F (∞,...,∞,1,...,1;p) is a free O (∞,...,∞,1,...,1;p) module; in fact, let (π * F (∞,...,∞,1,...,1;p) )ˆp k−1 be the completion of π * F (∞,...,∞,1,...,1;p) along the divisor {t k−1 = p k−1 } of ∆ n . Then 
On each row, the first map is injective and the second one is surjective. The right vertical map is an isomorphism. The middle vertical map is surjective; hence, by the Snake Lemma, the left vertical map is surjective. On the other hand, by the induction hypothesis, π * F (...,∞,1,...,in;p) is a free O (...,∞,1,...,in;p) module of rank r. This implies that the left vertical map is an isomorphism. Again, by the Snake lemma, the middle vertical map is an injection, hence an isomorphism. Q.E.D.
Proof of Theorem 7' continued. By Claim (3) the symplectic 2-form ω on U extends sideways. Since Theorem 4 (hence Theorem 6) holds for a (nonalgebraic) singularity with codim(Σ ⊂ X) ≥ 4 by [Fl] , the rest of the argument is the same as Theorem 7. Q.E.D.
We now consider the following situation: Let Z be a symplectic variety. Put Σ := Sing(Z) and U := Z \ Σ. Let π : Z → S be the Kuranishi family of Z, which is, by definition, a semi-universal flat deformation of Z with π −1 (0) = Z for the reference point 0 ∈ S. When codim(Σ ⊂ Z) ≥ 4, S is smooth by [Na 1, Theorem 2.4]. Define U to be the locus in Z where π is a smooth map and let π : U → S be the restriction of π to U. The following is a generalization of the Local Torelli Theorem [Be 2, Theoreme 5] to singular symplectic varieties.
family. This implies that T S,s ∼ = H 1 (U s , Θ Us ) for s ∈ S, where T S,s is the tangent space of S at s. On the other hand, there are natural identifications H 1 (U s , Θ Us ) ∼ = H 1 (U s , Ω 1 Us ) by a relative symplectic 2-form of π (such a 2-form exists by Theorem 7'). Therefore, E
1,1 1
We are now in a position to prove the E 1 degeneracy of the spectral sequence. Let 0 ⊂ F 2 ⊂ F 1 ⊂ F 0 = R 2 π * (π −1 O S ) be the decreasing filtration defined by the spectral sequence. By checking the coherence of each E vertical map on the right hand side is an isomorphism. The middle vertical map is surjective by (c). Hence the vertical map on the left hand side is surjective.
We next observe the second diagram. The map (F 1 ) 0 → F 1 is surjective because it is factorized as (F 1 ) 0 → (F 1 ) ⊗ k(0) → F 1 . Since Gr Remark (2): In Theorem 8, if we replace the Q-factoriality condition by the next condition (*), then it is also valid for a non-projective symplectic variety:
. This condition is equivalent to the Q-factoriality when Z is projective [KoMo, (12.1.6) ]. But when Z is non-projective, they do not seem equivalent; for example, when Z has no Weil divisors, Q-factoriality is meaningless. The condition (*) is an open condition for a family of symplectic varieties with terminal singularities.
