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iSommaire
Soit p un polynôme d’une variable complexe z. On peut trouver plusieurs
inégalités reliant le module maximum de p et une combinaison de ses coeffi-
cients. Dans ce mémoire, nous étudierons principalement les preuves connues
de l’inégalité de Visser. Nous montrerons aussi quelques généralisations de
cette inégalité. Finalement , nous obtiendrons quelques applications de l’in-
égalité de Visser à l’inégalité de Chebyshev.
Mots-clefs : Inégalités - polynômes - fonctions analytiques - polynômes de
Chebyshev - série de puissance - module maximum - inégalité de Visser.
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Summary
Let p be a polynomial in the variable z. There exist several inequalities
between the coefficients of p and its maximum modulus. In this work, we
shall mainly study known proofs of the Visser inequality together with some
extensions. We shall finally apply the inequality of Visser to obtain extensions
of the Chebyshev inequality.
Key words : Inequalities - polynomials - analytic functions - Chebyshev
polynomials - power series - maximum modulus - inequality of Visser.
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Introduction
Le problème de borner le module de certaines combinaisons des coeffi-
cients d’une fonction analytique (disons sur le disque unité D du plan com-
plexe) en fonction de certaines propriétés de cette fonction analytique est
assurément aussi ancien que l’idée même de fonction analytique ; ainsi on a
pour chaque k ≥ 0,
|ak| ≤ sup
|z|<1
|f(z)|,
si f(z) =
∑∞
j=0 ajz
j est analytique sur D ; cet estimé est une conséquence
facile de la formule de Cauchy et l’égalité |ak| = sup
|z|<1
|f(z)| ne sera valide
que si f(z) = Kzk où K est une constante complexe arbitraire. Déjà , le
problème de borner une somme de deux coefficients arbitraires admet une
solution intuitivement moins évidente : on a pour 0 ≤ k1 < k2 <∞
|ak1|+ |ak2| ≤
4
pi
sup
|z|<1
|f(z)|, (1)
un résultat qu’on attribue parfois à Szàsz, parfois à Hayman.
Si on se restreint à des polynômes de degré fixé plutôt qu’à toute la classe
des fonctions analytiques sur D, l’estimé (1) demeure valide mais n’est plus
optimal. En fait, le problème de déterminer pour 0 ≤ k1 < k2 ≤ n donnés
max
p∈Pn
|ak1|+ |ak2 |
max
|z|≤1
|p(z)| ,
où Pn désigne la classe des polynômes à coefficients complexes de degré au
plus n, n’est pas encore à ce jour complètement résolu.
2Nous nous proposons dans ce mémoire de présenter quelques tentatives
d’élucider en tout ou en partie ce problème, en discutant avant tout de l’in-
égalité de Visser qui correspond au cas k1 = 0 et k2 = n. Nous examine-
rons aussi différentes généralisations de cette inégalité tout en proposant une
preuve nouvelle et inédite et en étudiant une application récente à l’inégalité
de Chebyshev.
Chapitre 1
Deux preuves de l’inégalité de
Visser
Comme indiqué dans l’introduction, dans un article fait avec Van-Der-
Corput et publié en 1946, Visser [12] a présenté un résultat maintenant
nommé Inégalité de Visser et il a précisé aussi les conditions pour avoir
une égalité.
C’est pour cela qu’on va présenter dans cette section et dans un premier
temps, la preuve de Visser et ensuite une deuxième démonstration plus au
moins de notre propre cru.
1.1 Théorème : (Inégalité de Visser) Si p(z) = a0+ a1z+ · · ·+ anzn est
un polynôme en z, à coefficients complexes arbitraires, alors
max
|z|≤1
|p(z)| ≥ |a0|+ |an|.
L’égalité a lieu si et seulement si p(z) = a0 + anzn.
Démonstration 1 du théorème :
Soit p un polynôme en z et à coefficients complexes et de degré au plus
n, alors p est de la forme p(z) = a0 + a1z + · · · + anzn, aj ∈ C. Soient
wµ = e
2iµpi
n ,(µ = 0, · · · , n− 1) les racines n−ième de l’unité ; on a la propriété
4suivante :
n−1∑
µ=0
wkµ =
{
n si k est un multiple de n
0 sinon.
Alors, si on considère le polynôme q(z) = 1
n
∑n−1
µ=0 p(wµz), on a
q(z) = a0 + anz
n
et donc |q|D = |a0|+ |an| et par conséquent,
|q(z)| =
∣∣∣∣∣ 1n
n−1∑
µ=0
p(wµz)
∣∣∣∣∣
≤ 1
n
n−1∑
µ=0
|p(wµz)|
≤ 1
n
n−1∑
µ=0
max
|z|≤1
|p(z)|
≤ 1
n
n|p|D
= |p|D
et donc
max
|z|≤1
|q(z)| = |q|D ≤ |p|D.
Il suit que
|a0|+ |an| ≤ |p|D.
Cas d’égalité : On suppose ici que |p|D = |a0| + |an| = |q|D. Soit z0 un point
sur la frontière du disque unité qui vérifie |q(z0)| = |q|D. Donc
|q|D = |q(z0)|
≤
∣∣∣∣∣ 1n
n−1∑
µ=0
p(wµz0)
∣∣∣∣∣
≤ 1
n
n−1∑
µ=0
|p(wµz0)|
5≤ 1
n
n−1∑
µ=0
max
|z|≤1
|p(z)|
= |p|D = |q|D.
On a donc égalité partout et ceci est possible seulement s’il existe φ ∈ R tel
que p(wµz0) = |p|Deiφ, (µ = 0, · · · , n− 1). En effet, on a
1
n
n−1∑
µ=0
|p(wµz0)| = |p|D.
Or on a |wµz0| ≤ 1 , alors |p(wµz0)| ≤ |p|D pout tout µ. Donc,
|p(wµz0)| = |p|D,
avec (µ = 0, · · · , n− 1), et il suit que
1
n
n−1∑
µ=0
|p(wµz0)| = |p|D = 1
n
n−1∑
µ=0
∣∣|p|Deiθµ∣∣
avec θµ égal à l’argument de wµz0 pour tout (µ = 0, · · · , n− 1). Une égalité
pareille n’est vraie que si tout les wµz0 ont le même argument, d’où le résultat.
Soit Q(z) le polynôme de degré au plus n qui s’écrit de la forme Q(z) =
p(z) − |p|Deiφ ∈ Pn. Pour tout (µ = 0, · · · , n − 1), on a toujours Q(wµz0) =
p(wµz0) − |p|Deiφ = |p|Deiφ − |p|Deiφ = 0, donc, les wµz0 sont les zéros de Q
et Q peut s’écrire de la forme
Q(Z) = p(Z)− |p|Deiφ
= K
n−1∏
µ=0
(Z − wµz0)
= Kz0
n
n−1∏
µ=0
(Zz0 − wµ)
= Kz0((Zz0)
n − 1)
= KZn −Kz0n
6avec K ∈ C. Ainsi, p(Z) = (|p|Deiφ − Kz0n) + KZn, i.e., p est de la forme
p(Z) = A+BZn et |p|D = |A|+ |B|. D’autre part, si p(Z) = A+BZn, alors
|p|D = |A|+ |B|, d’où le résultat.
Démonstration 2 du théorème :
Avant de présenter la démonstration que nous croyons originale, on va
énoncer deux lemmes qui seront utiles pour cette démonstration.
1.1.1 Lemme : Soit f une fonction analytique non constante dans D telle
que |f(eiθ)| = 1 pour tout θ ∈ R. Alors f peut s’écrire de la forme
f(z) = c
n∏
k=1
z − ak
1− akz ,
telle que |c| = 1 et |ak| ≤ 1, (k = 1, · · · , n).
Preuve du lemme
f est une fonction analytique non nulle sur D, alors f admet un nombre
fini de zéros dans D. En effet, si f admet un nombre infini de zéros dans D,
alors elle admet un point d’accumulation des zéros dans D, donc les zéros de
f ne sont pas isolés, ce qui implique que f est nulle, mais ceci est absurde.
Alors, soient ak, (k = 1, · · · , N), les zéros de f dans D et considérons
F (z) =
f(z)∏N
k=1
z−ak
1−akz
,
cette fonction est bien définie sur D. Il est clair que F ∈ H(D) et que F (z) 6= 0
si|z| ≤ 1, puisque |akz| = |akz| ≤ 1 pour tout z ∈ D. De plus, si |z| = 1, alors
|F (z)| = |f(z)|∏N
k=1
|z−ak|
|1−akz|
=
1
zn
∏N
k=1
|1−akz|
|1−akz|
= 1.
D’autre part, 1
F (z)
∈ H(D) et 1|F (z)| = 1 si |z| = 1, alors 1|F (z)| ≤ 1 si |z| ≤ 1,
par le principe du maximum. De tout ce qui précéde, 1 ≤ |F (z)| ≤ 1 pour
(|z| ≤ 1) et il suit que |F (z)| = 1 pour tout z ∈ D. Alors, encore d’après le
7principe du maximum, F est constante de module 1, d’où
f(z) = c
N∏
k=1
z − ak
1− akz
avec |c| = 1 et |ak| ≤ 1 pour (k = 1, · · · , N).
1.1.2 Lemme : Soit p un polynôme de degré n tel que |p(eiθ)| = 1, pour
tout θ ∈ R. Alors, il existe α ∈ C de module 1 tel que p(z) = αzn.
Preuve du lemme
Soit p un polynôme tel que |p(z)| = 1 si |z| = 1 ; d’après le lemme (1.1.1),
il existe θ ∈ R tel que p s’écrit de la forme p(z) = eiθ∏nk=1 z−ak1−akz tel que les
ak sont les zéros de p dans D. Comme p est un polynôme, il suit que ak = 0
pour tout (k = 1, · · · , n), d’où p(z) = eiθzn.
Retournons à notre théorème ; soit p(z) = a0 + a1z + · · ·+ anzn ∈ Pn un
polynôme non constant. Soit M = |p|D = max|z|≤1 |p(z)|. D’après le principe du
module maximum, pour tout θ ∈ R, p(z)−Meiθ ne s’annule jamais dans le
disque unité ouvert, sinon p devient constant. Donc,
p(0)−Meiθ = a0 −Meiθ 6= 0
et
p(z)−Meiθ = a0 −Meiθ + a1z + · · ·+ anzn,
d’où
p(z)−Meiθ
a0 −Meiθ = 1 +
a1
a0 −Meiθ z + · · ·+
an
a0 −Meiθ z
n.
Ce polynôme, on peut l’écrire sous la forme p(z)−Me
iθ
a0−Meiθ =
∏n
β=1(1− ζβz) et tel
que ses zéros sont les 1
ζβ
, (β = 1, · · · , n).
Puisque p(z)−Meiθ 6= 0, pout tout |z| < 1, alors les zéros de p(z)−Meiθ
a0−Meiθ se
trouvent à l’extérieur du disque unité ouvert, c’est à dire que 1|ζβ | ≥ 1, alors
8|ζβ| ≤ 1, pour tout (β = 1, · · · , n). Remarquons que
an
a0 −Meiθ =
n∏
β=1
(−ζβ),
et
|an|
|a0 −Meiθ| =
n∏
β=1
|ζβ| ≤ 1.
Donc |an| ≤ |a0 −Meiθ|, (θ ∈ R), d’où
|an| ≤ min
θ∈R
|a0 −Meiθ|.
Pour θ0 = arg (a0), on a
|an| ≤ ||a0|eiθ0 −Meiθ0|
= ||a0| −M |
= M − |a0|,
ceci est vrai puisque M = max
|z|≤1
|p(z)| > |p(0)| = |a0|. Donc
|a0|+ |an| ≤M.
Cas d’égalité : Puisque on a |a0|+ |an| =M , alors il existe θ1 ∈ R tel que
|an| = |a0 −Meiθ1| =M − |a0|,
donc, on a |an||a0−Meiθ1 | =
∏n
β=1 |ζβ| = 1 ; ceci est possible seulement si |ζβ| = 1,
(β = 1, · · · , n). Posons K = a0 −Meiθ1 , soit Q un polynôme de degré au
plus n et vérifiant p(z) = Meiθ1 +KQ(z). Les zéros de Q sont sur le cercle
unité. En effet, puisque Q(z) = p(z)−Me
iθ1
K
, les zéros de Q sont les zéros de
p(z)−Meiθ1 , mais on sait déjà que les zéros de p(z)−Meiθ1 sont les 1
ζβ
qui
sont égaux à ζβ car |ζβ| = 1, pour (β = 1, · · · , n).
9On a Q(0) = p(0)−Me
iθ1
K
= a0−Me
iθ1
a0−Meiθ1 = 1 et on peut donc écrire
Q(z) =
n∏
β=1
(1 + ζβz).
Alors
p(z)
Meiθ1
= 1 +
K
Meiθ1
Q(z).
Posons p˜(z) = p(z)
Meiθ1
et K˜ = K
Meiθ1
; sans perte de généralité, supposons que
M = 1, alors p˜(z) = p(z)
eiθ1
= 1 + K˜Q(z). Notons maintenant par b0, b1, · · · , bn
les coefficients de p˜, nous pouvons donc écrire b0 = 1+ K˜ et bn = K˜
∏n
β=1 ζβ,
il suit que
|b0|+ |bn| = |1 + K˜|+ |K˜| = a0
eiθ1
+
an
eiθ1
= |a0|+ |an| =M = 1,
ceci est possible seulement si −1 ≤ K˜ ≤ 0. alors, p˜ est de la forme p˜(z) =
1 − tQ(z), 0 ≤ t ≤ 1. Soit z = eiθ, θ ∈ R, donc 1 − |1 − tQ(eiθ)|2 ≥ 0, pour
tout (θ ∈ R) et ceci est vrai puisque |p˜(z)| = |1 + K˜Q(z)| = |p(z)|, or on a
1− |1− tQ(eiθ)|2 = (1− tQ(eiθ))(1− tQ(eiθ))
=
(
1− t
n∑
k=0
αke
ikθ
)(
1− t
n∑
k=0
αke
−ikθ
)
;
il s’ensuit que 1 − |1 − tQ(eiθ)|2 est un polynôme trigonométrique de degré
au plus n et de la forme
∑n
k=−n tke
ikθ. D’après le théorème de Riesz [8, pp.
410], il existe un polynôme algébrique G de degré au plus n qui ne s’annule
jamais dans le disque unité ouvert et qui vérifie 1−|1− tQ(eiθ)|2 = |G(eiθ)|2.
Pour chaque β ∈ (1, · · · , n), posons ζβ = e−iθβ ; puisque les ζj sont les zéros
de Q, alors |G(ζj)|2 = 1− |1− tQ(ζj)|2 = 1− 1 = 0, d’où les zéros de G sont
les zéros de Q, en plus Q et G sont de même degré, alors G est multiple de
Q, alors pour un certain T > 0, on a
1− |1− tQ(eiθ)|2 = |G(eiθ)|2 = T |Q(eiθ)|2.
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Soit R(Q(z)) la partie réelle de Q(z), donc,
1− 1 + 2tR(Q(eiθ))− t2|Q(eiθ)|2 = T |Q(eiθ)|2,
ceci implique
(T + t2)|Q(eiθ)|2 − 2tR(Q(eiθ)) = 0,
donc,
|Q(eiθ)|2 − 2t
T + t2
R(Q(eiθ)) = 0,
alors,
|Q(eiθ)− t
T + t2
|2 = ( t
T + t2
)2,
d’où
|Q(eiθ)T + t
2
t
− 1|2 = 1,
posons ν = T+t2
t
, il suit que |νQ(eiθ) − 1|2 = 1 pour tout (θ ∈ R). D’après
le lemme (1.2.2), il existe C de module 1 et tel que νQ(z)− 1 = Czn, pour
tout z complexe, alors
Q(z) =
C
ν
zn +
1
ν
,
donc,
p(z) = eiθ1 +KQ(z)
= eiθ1 + (a0 − eiθ1)Q(z)
= eiθ1 +
a0 − eiθ1
ν
+
a0 − eiθ1
ν
Czn,
i.e., p(z) est de la forme p(z) = A+Bzn et |p|D = |A|+ |B|, A ∈ R et B ∈ R.
D’autre part, si p(Z) = A+BZn, alors |p|D = |A|+ |B|, d’où le résultat.
Comme Visser nous a donné un résultat reliant le coefficient constant et
le coefficient dominant, on essayera dans la suite de trouver une relation entre
le coefficient constant et un coefficient quelconque ak, c’est à dire qu’on va
11
travailler sur des inégalités de la forme
|a0|+ |α||ak| ≤ |p|D
et
|a0|+ |ak| ≤ |β||p|D
avec α et β ∈ C.
Chapitre 2
Une extension de l’inégalité de
Visser
Dans le chapitre précédent, on a donné deux démonstrations bien dé-
taillées de l’inégalité de Visser. Maintenant, dans cette section, on montrera
une inégalité similaire due à Dryanov et Fournier [4] et telle que l’inégalité
de Visser sera un cas particulier de ce résultat.
2.1 Théorème :Soit p un polynôme en z à coefficients complexes arbitraires,
p(z) = a0 + a1z + · · ·+ akzk + · · ·+ anzn.
Alors,
|a0|+ 1
2
sec (
pi
dn
k
e+ 2)|ak| ≤ |p|D.
Ce résultat est relié au fait de vouloir trouver une constante c telle que
|a0|+|a1|
|p|D ≤ c pour tout p ∈ Pn, mais ceci n’est pas résolu jusqu’à maintenant.
Alors, on a modifié le problème et on cherche une meilleure constante αn qui
dépend de n et qui vérifie
|a0|+ αn|a1| ≤ |p|D.
On essaie ensuite de généraliser ce résultat pour tout coefficient ak. Tout au
long de ce mémoire, dn
k
e désignera la partie entière de n
k
.
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Démonstration du théorème :
Dans cette section, on se restreint au cas n
2
< k ≤ n, c’est à dire que
l’inégalité est de la forme |a0| + |ak| ≤ |p|D. On présentera ici la preuve
donnée par Van-Der-Corput et Visser [11], puis le cas d’égalité démontré par
Dryanov et Fournier [4]. Avant de procéder à la démonstration , on va énoncer
un résultat connexe [11] pour les fonctions analytiques.
2.1.1 Lemme :Soient la fonction F (t) =
∑∞
k=0 ake
ikt et (au,av) deux
coefficients arbitraires de F , tels que u < v, et vérifiant al = 0 si l ≡ u
(mod v − u). Alors
|au|+ |av| ≤ max
t∈R
|F (t)|.
Preuve du lemme
Pour deux entiers positifs s et m, on a
s−1∑
p=0
e
−2ipipm
s F (t+
2pip
s
) = s
∑
k≡m (mod s)
ake
ikt.
En effet,
s−1∑
p=0
e
−2ipipm
s F (t+
2pip
s
) =
s−1∑
p=0
e
−2ipipm
s
∞∑
k=0
ake
ik(t+ 2pip
s
)
=
s−1∑
p=0
∞∑
k=0
ake
−2ipipm
s eik(t+
2pip
s
)
=
∞∑
k=0
ake
ikt
s−1∑
p=0
e
2ipip(k−m)
s .
Si k −m 6= 0 (mod s), alors
s−1∑
p=0
e
2ipip(k−m)
s =
1− e2ipi(k−m)
1− e 2ipi(k−m)s
= 0,
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et si k −m ≡ 0 (mod s), c’est à dire, k ≡ m (mod s), e 2ipip(k−m)s = 1, d’où
s−1∑
p=0
e
2ipip(k−m)
s = s.
Il suit que
s−1∑
p=0
e
−2ipipm
s F (t+
2pip
s
) = s
∑
k≡m (mod s)
ake
ikt.
En utilisant ce résultat, on a
s|
∑
k≡m (mod s)
ake
ikt| ≤
s−1∑
p=0
|F (t+ 2pip
s
)|,
et alors
smax
t∈R
|
∑
k≡m (mod s)
ake
ikt| ≤ smax
t∈R
|F (t)|.
Par conséquent
max
t∈R
|
∑
k≡m (mod s)
ake
ikt| ≤ max
t∈R
|F (t)|.
Maintenant, au lieu de travailler avec m et s, on va remplacer m par u et s
par v − u, donc on aura
max
t∈R
|aueiut + aveivt| ≤ max
t∈R
|F (t)|.
Il est évident de voir que |aueiut+aveivt| ≤ |au|+ |av|, pour tout t ∈ R. Soient
α ∈ R et β ∈ R tel que au = |au|eiα et av = |av|eiβ, on a
|aueiut + aveivt| = ||au|ei(α+ut) + |av|ei(β+vt)|,
pour t0 = α−βv−u ; on a aussi α + ut0 = β + vt0 et
|aueiut0 + aveivt0| = |au|+ |av|.
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Donc
max
t∈R
|aueiut + aveivt| = |au|+ |av|,
et on a le résultat
|au|+ |av| ≤ max
t∈R
|F (t)|.
Appliquons ce lemme à notre polynôme p, donc pour z = eit, si u et v
vérifient les conditions nécessaires, alors
|au|+ |av| ≤ max|z|=1 |p(z)| = |p|D.
Si on prend u = 0, v = k et puisque k > n
2
, alors ak = 0 si l ≡ 0 (mod k)
pour l 6= k, d’où
|a0|+ |ak| ≤ |p|D.
On aurait pu aussi utiliser une autre formule donnée par Rahman et
Schmeisser [8, pp. 638] ; soit f un polynôme en z tel que f(z) = a0 + a1z +
· · ·+ anzn.
Soient ν et k deux entiers positifs qui vérifient 0 ≤ ν ≤ n, 0 ≤ k ≤ n et
m = |k− ν|. Les e i2pijm ,(j = 0, · · · ,m− 1), sont les racines m-ième de l’unité,
on a de plus, al = 0 si l ≡ ν (mod k − ν). On peut voir directement que
max
|z|≤1
|aνzν + akzk| = |aν |+ |ak|
et que ∣∣∣∣∣ 1m
m−1∑
µ=0
(e
−2ipij
m )µf(e
2ipiµ
m z)
∣∣∣∣∣ ≤ 1m
m−1∑
µ=0
∣∣∣f(e 2ipiµm z)∣∣∣
≤ 1
m
m−1∑
µ=0
max
|z|=1
|f(z)|
= max
|z|=1
|f(z)|,
d’où provient le résultat.
Voici une variante due à Van-Der-Corput et Visser [11]. Soient n
2
< k ≤ n
et les wj = e
2ipij
k ,(j = 0, · · · , k − 1), les racines k-ième de l’unité. Alors pour
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tout polynôme p ∈ Pn, si p(z) =
∑n
j=0 ajz
j, on aura
1
k
k∑
j=0
p(wjz) = a0 + akz
k,
à cause de l’hypothèse (n
2
< k ≤ n). Ainsi
|a0|+ |ak| = max|z|≤1 |a0 + akz
k|
= max
|z|≤1
∣∣∣∣∣1k
k∑
j=0
p(wjz)
∣∣∣∣∣
≤ 1
k
k∑
j=1
max
|z|≤1
|p(wjz)|
= max
|z|≤1
|p(z)|.
Ceci nous donne à la fin
|a0|+ |ak| ≤ |p|D.
Cas d’égalité : Pour le cas n
2
< k < n tel que (n > 1), Dryanov et Fournier
[4] ont montré que si k est pair, alors, on a égalité dans l’expression
|a0|+ 1
2
sec (
pi
dn
k
e+ 2)|ak| ≤ |p|D
si et seulement si p(z) s’écrit de la forme
p(z) = |p|Dζ1(1− a(1− ζ2k)zkQ(z)),
tel que ζ1 ∈ ∂D , ζ2 ∈ ∂D et Q ∈ Pn−k ⊆ Pk−1 et on a
Q(z) = 1 +
k
2
−1∑
j=1
Aj(Q)z
j + A k
2
z
k
2 +
k
2
−1∑
j=1
Aj(Q)z
k−j,
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avec A k
2
(Q) réel, infR[Q(z)] ≥ 1
2
et 0 ≤ a ≤ 2 inf
z∈D
R[
1
(1− zk)Q(z) ]. Si on a
k impair, le résultat sera le même sauf que Q(z) a la forme
Q(z) = 1 +
k−1
2∑
j=1
Aj(Q)z
j +
k−1
2∑
j=1
Aj(Q)z
k−j.
En effet, si on a p un polynôme en z à coefficients arbitraires ak et de
degré N avec N ≥ 2, soit k un entier positif pair tel que N
2
< k < N .
Les wj = e
2ipij
k , (j = 1, · · · , k), sont les racines k-ième de l’unité. Prenons
pk(z) =
1
k
∑k
j=1 p(wjz) = a0 + akz
k, alors
|a0|+ |ak| = max|z|≤1 |pk(z)|
≤ 1
k
max
|z|≤1
∣∣∣∣∣
k∑
j=0
p(wjz)
∣∣∣∣∣
≤ 1
k
k∑
j=1
max
|z|≤1
|p(wjz)|
=
1
k
k∑
j=1
|p|D
= |p|D
On travaille en supposant le cas d’égalité, c’est à dire |a0|+ |ak| = |p|D ; alors
il suit du dernier résultat que |pk|D = |p|D, et ainsi, il existe z0 ∈ ∂D tel que
|pk(z0)| = |pk|D. Donc
|p|D = |pk|D = |pk(z0)| =
∣∣∣∣∣1k
k∑
j=1
p(wjz0)
∣∣∣∣∣
≤ 1
k
k∑
j=1
|p(wjz0)|
≤ 1
k
k∑
j=1
max
|z|≤1
|p(wjz)|
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=
1
k
k∑
j=1
|p|D
= |p|D
d’où ∣∣∣∣∣
k∑
j=1
p(wjz0)
∣∣∣∣∣ =
k∑
j=1
|p(wjz0)|.
Ceci est vrai seulement si pour tout j = 1, · · · , k, |p(wjz0)| = |p|D et il existe
φ ∈ R tel que p(wjz0) = |p|Deiφ. Soit le polynôme T (Z) = p(Z)− |p|Deiφ ; il
est de degré au plus N et s’annule en wjz0 pour tout (j = 1, · · · , k), alors on
peut écrire T (Z) de la forme
T (Z) = p(Z) = |p|Deiφ = A
k∏
j=1
(Z − wjz0)Q(Z),
avec A ∈ C et Q ∈ PN−k ⊆ Pk−1. Il est clair que Q ne s’annule jamais dans
le disque unité, sinon, d’après le principe du module maximum, p devient
constant et ceci est absurde. Puisque |wjz0| = 1 pour tout (j = 1, · · · , k),
alors on peut écrire
k∏
j=1
(Z − wjz0) = (Zk − z0k),
donc
p(Z) = |p|Deiφ − A(z0k − Zk)Q(Z).
Supposons que Q(0) = z0k = 1, alors
p(z) = |p|Deiφ − A(1− zk)Q(z).
On a a0 = p(0) = |p|Deiφ − A ; puisque Q(z) s’écrit de la forme
Q(z) = 1 + α1z + · · ·+ αk−1zk−1, alors
p(z) = |p|Deiφ − A(1− zk)(1 + α1z + · · ·+ αk−1zk−1),
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et
ak = A.
Il suit que
|a0|+ |ak| = ||p|Deiφ − A|+ |A| = |p|D
c’est à dire
||p|Deiφ − A| = |p|D − |A| = |peiφ| − |A|.
Ceci est vrai seulement s’il existe un réel a tel que 0 ≤ a ≤ 1 et A = a|p|Deiφ.
Alors
p(z) = |p|Deiφ − a|p|Deiφ(1− zk)Q(z),
et
p(z) = |p|Deiφ[1− a(1− zk)Q(z)].
Sans perte de généralité, on prend |p|Deiφ = 1 ; on aura
p(z) = 1− a(1− zk)Q(z),
avec Q ∈ Pk−1, Q(0) = 1 et 0 ≤ a ≤ 1. Tout ça nous ramène à écrire que
a0 = 1− a et ak = a, alors |a0|+ |ak| = |1− a|+ |a| = 1− a+ a = 1 = |p|D.
On peut voir aussi que R( 1
(1−zk)Q(z)) >
a
2
pour tout z ∈ D, ceci se démontre
par le lemme suivant :
2.1.2 Lemme :Si on a |1−X| ≤ 1, alors
R
(
1
X
)
≥ 1
2
.
preuve du lemme
Pour X ∈ {z : |1− z| ≤ 1}, on peut écrire X de la forme X = 1 + peiθ
avec θ ∈ R et 0 ≤ p ≤ 1 ; alors
1
X
=
1
1 + peiθ
=
1 + pe−iθ
|1 + peiθ|2 ,
donc
R
(
1
X
)
=
1 + p cos θ
1 + p2 + 2p cos θ
≥ 1
2
.
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Puisque |1−a(1− zk)Q(z)| ≤ 1 si |z| < 1, alors R( 1
a(1−zk)Q(z)) ≥ 12 si |z| < 1,
d’où
R
(
1
(1− zk)Q(z)
)
≥ a
2
.
Maintenant, si on prend J = inf
z∈D
R
(
1
(1− zk)Q(z)
)
, alors J ≥ a
2
≥ 0, c’est à
dire, 2J ≥ a ≥ 0. Pour z ∈ ∂D, on a inf
θ∈R
R
(
1
(1− eikθ)Q(eiθ)
)
≥ 0, puisque
k s’écrit de la forme k = 2k˜, k˜ ∈ N, on a
R
(
1
(1− eikθ)Q(eiθ)
)
= R
(
1
(1− e2ik˜θ)Q(eiθ)
)
= R
(
1
eik˜θ(e−ik˜θ − eik˜θ)Q(eiθ)
)
= R
(
e−ik˜θQ(eiθ)
−2i sin (k˜θ)|Q(eiθ)|2
)
= R
(
ie−ik˜θQ(eiθ)
2 sin (k˜θ)|Q(eiθ)|2
)
= −Im
(
e−ik˜θQ(eiθ)
2 sin (k˜θ)|Q(eiθ)|2
)
.
Im(Q) est la partie imaginaire de Q. Sans perte de généralité, prenons
2|Q(eiθ)|2 = 1 ; il suit que
R
(
1
(1− eikθ)Q(eiθ)
)
= Im
(
e−ik˜θQ(eiθ)
sin (k˜θ)
)
.
Maintenant, écrivons Q(z) de la forme Q(z) = 1 +
∑2k˜−1
j=1 Aj(Q)z
j et tel que
Aj(Q) = |Aj(Q)|eiθj et essayons d’identifier les Aj(Q), pour tout
j ∈ (1, · · · , 2k˜ − 1). Tout d’abord, on a Im( e−ik˜θQ(eiθ)
sin (k˜θ)
) ≥ 0, alors
Im
e−ik˜θ(1 +∑2k˜−1j=1 |Aj(Q)|eiθjeijθ)
sin (k˜θ)
 ≥ 0,
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c’est à dire
Im
eik˜θ +∑2k˜−1j=1 |Aj(Q)|ei(θj+jθ+k˜θ)
sin (k˜θ)
 ≥ 0,
ce qui implique que
sin k˜θ +
∑2k˜−1
j=1 |Aj(Q)| sin (θj + jθ + k˜θ)
sin k˜θ
≥ 0.
Ainsi
1+
2k˜−1∑
j=1
|Aj(Q)|
(
sin ((j − k˜)θ + θj) cos (2k˜θ)
sin (k˜θ)
+
cos ((j − k˜)θ + θj) sin (2k˜θ)
sin (k˜θ)
)
≥ 0.
Par conséquent,
1 + 2 cos (k˜θ)
2k˜−1∑
j=1
|Aj(Q)| cos ((j − k˜)θ + θj) +
1− 2 sin (k˜θ)2
sin (k˜θ)
2k˜−1∑
j=1
|Aj(Q)| sin ((j − k˜)θ + θj) ≥ 0. (2.1)
Ici, on considère un polynôme trigonométrique
g1(θ) = 1 + 2 cos (k˜θ)
2k˜−1∑
j=1
|Aj(Q)| cos ((j − k˜)θ + θj),
donc il est fini pour tout θ ∈ R. Par contre, pour l’autre partie
g2(θ) =
1− 2 sin (k˜θ)2
sin (k˜θ)
2k˜−1∑
j=1
|Aj(Q)| sin ((j − k˜)θ + θj),
elle peut tendre vers l’infini, ce qui est absurde. Regardons le polynôme trigo-
nométrique t(θ) =
∑2k˜−1
j=1 |Aj(Q)| sin ((j − k˜)θ + θj). Il est de degré au plus
k˜− 1, alors il doit avoir au plus 2k˜− 1 zéros, mais remarquons que si θ tend
vers mpi
k˜
, pour tout m ∈ (0, · · · , 2k˜ − 1), 1−2 sin (k˜θ)
2
sin (k˜θ)
tend vers l’infini, alors,
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pour que g2(θ) reste finie, il faut que t(θ) = 0 pour θ = mpik˜ et ceci pour
tout m ∈ (0, · · · , 2k˜ − 1), donc, dans ce cas, on aura 2k˜ zéros pour t et par
conséquent, pour tout θ ∈ R,
t(θ) = 0.
Puisque t(θ) = Im
(∑2k˜−1
j=1 Aj(Q)e
i(j−k˜)θ
)
= 0, alors
∑2k˜−1
j=1 Aj(Q)e
i(j−k˜)θ est
réel pour tout θ ∈ R et on aura que Aj(Q) = A2k˜−j(Q), (j = 1, · · · , k˜). En
effet, si on fait un changement d’indice et on pose l = j − k˜, on aura,
2k˜−1∑
j=1
Aj(Q)e
i(j−k˜)θ =
k˜−1∑
l=1−k˜
Al+k˜(Q)e
ilθ
=
k˜−1∑
l=1−k˜
Al+k˜(Q)e
ilθ
=
k˜−1∑
l=1−k˜
Al+k˜(Q)e
−ilθ
Par identification, on trouve que Al+k˜(Q) = A−l+k˜(Q) ; alors
Aj(Q) = A2k˜−j(Q),
pour tout j ∈ (1, · · · , k˜). Revenons maintenant à (2.1), on a donc
0 ≤ 1 +
2k˜−1∑
j=1
2 cos (k˜θ)|Aj(Q)| cos
(
(j − k˜)θ + θj
)
≤ R
1 + 2k˜−1∑
j=1
2 cos (k˜θ)Aj(Q)e
i(j−k˜)θ

≤ R
1 + 2k˜−1∑
j=1
Aj(Q)e
ijθ +
2k˜−1∑
j=1
Aj(Q)e
i(j−2k˜)θ
 .
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On refait un autre changement d’indice et on prend l = 2k˜ − j. Ainsi
2k˜−1∑
j=1
Aj(Q)e
i(j−2k˜)θ =
2k˜−1∑
l=1
A2k˜−l(Q)e
−ilθ =
2k˜−1∑
l=1
Aj(Q)e
−ilθ,
et
0 ≤ R
1 + 2k˜−1∑
j=1
Aj(Q)e
ijθ +
2k˜−1∑
j=1
Aj(Q)e
−ijθ

≤ R
1 + 2R
2k˜−1∑
j=1
Aj(Q)e
ijθ
 .
Donc
R
1 + 2k˜−1∑
j=1
Aj(Q)e
ijθ
 ≥ 1
2
,
d’où
R
1 + k˜−1∑
j=1
Aj(Q)e
ijθ + Ak˜(Q)e
ik˜θ +
k˜−1∑
j=1
Aj(Q)e
i(j−2k˜)θ
 ≥ 1
2
,
pour tout θ ∈ R. Le résultat suit pour k pair.
Pour k impair, on refait la même démarche, mais on aura un nouveau
Q(z) de la forme
Q(z) = 1 +
k−1
2∑
j=1
Aj(Q)z
j +
k−1
2∑
j=1
Aj(Q)z
k−j.
Avant de terminer ce chapitre, on peut voir un résultat ; soit p(z) =
a0 + · · · + anzn et posons Mk = 12 sec ( pidn
k
e+2). Si g(z) = p(M
−1
k
k z) = a0 +
· · ·+ akM−1k zk + · · ·, d’après Dryanov et Fournier [5, pp. 331-340], on a , en
appliquant au polynôme g l’inégalité centrale de ce chapitre,
|a0|+Mk|akM−1k | ≤ max|z|≤1 |g(z)| = max|z|=M −1kk
|p(z)|,
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i.e.,
|a0|+ |ak| ≤ max
|z|=(2 cos ( pidn
k
e+2 ))
1
k
|p(z)|
où on a 2 cos ( pidn
k
e+2) > 1 si 1 ≤ k ≤ n2 .
Chapitre 3
Quelques inégalités pour les
coefficients de séries de puissances
Dans ce chapitre, on va montrer quelques inégalités pour les coefficients
de séries de puissances un peu analogues à l’inégalité de Visser pour les
polynômes.
Résultat I
Si on a f(z) =
∑∞
k=0 akz
k une fonction holomorphe dans le disque unité
D et telle que f(D) ⊆ D, alors pour tout k ≥ 1,
|ak| ≤ 1− |a0|2,
avec égalité si et seulement si f(z) = eiγ z
k+α
1+αzk
, tel que |α| ≤ 1 et γ ∈ R.
Preuve :
Avant de résoudre ce problème d’une façon générale, on va essayer de le
faire pour le cas où k = 1. Soit F (z) = f(z)−a0
1−a0f(z) ; c’est une transformation
de Moebius de la fonction f . Il est clair que F est holomorphe dans D,
que F (D) ⊆ D et que F (0) = 0. Alors, d’après le lemme de Schwarz, on a
|F ′(0)| ≤ 1 et l’inégalité tient si et seulement si F (z) = eiψz avec ψ ∈ R. Or
F ′(z) = 1−|a0|
2
(1−a0f(z))2f
′(z), donc
F ′(0) =
1− |a0|2
(1− |a0|2)2a1 =
a1
1− |a0|2 ,
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et
|F ′(0)| = |a1|
1− |a0|2 ≤ 1.
Il suit que |a1| ≤ 1− |a0|2 et on a égalité si et seulement si
F (z) =
f(z)− a0
1− a0f(z) = e
iψ
avec ψ ∈ R. Donc,
f(z) =
eiψz + a0
1 + a0eiψz
= eiψ
z + a0e
−iψ
1 + a0eiψz
,
telle que |a0e−iψ| ≤ 1.
Pour le cas où k > 1, prenons tout d’abord wj = e
2ipij
k , (j = 1, · · · , k), les
racines k-ième de l’unité. Soit F (z) = 1
k
∑k
j=1 f(e
2ipij
k z). Elle est holomorphe
dans D et on a F (D) ⊆ D, alors
F (z) =
1
k
k∑
j=1
∞∑
t=0
ate
2ipijt
k zt
=
∞∑
t=0
(
1
k
k∑
j=1
(e
2ipit
k )j
)
atz
t.
Posons I = 1
k
∑k
j=1(e
2ipit
k )j, donc on a
I =
1
k
e
2ipit
k
1− (e 2ipitk )k
1− e 2ipitk
=
{
0 si t 6= 0 (mod k)
1 sinon,
il s’ensuit que F (z) = a0 + akzk + a2kz2k + · · ·, alors F (z 1k ) = a0 + akz +
a2kz
2 + · · · ; cette fonction est holomorphe dans D et F (D) ⊆ D, alors en
appliquant le résultat du premier cas à la fonction F (z
1
k ), on a
|ak| ≤ 1− |a0|2.
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Ensuite, si on travaille en supposant le cas d’égalité, on aura
F (z
1
k ) = eiψ
z + α
1 + αz
,
avec |α| ≤ 1, ce qui donne
F (z) = eiψ
zk + α
1 + αzk
.
Maintenant, pour tout u ∈ D, soit la fonction g(u) = f(wju), elle est
analytique bornée. Ainsi lim
u→eiθ
f(wju), la limite radiale, existe presque partout
θ ∈ [0, 2pi], posons f(wjeiθ) cette limite ; il est bien connu [3, pp. 24] que
|f(wjeiθ)| = 1, pour presque tout θ ∈ [0, 2pi], par conséquent lim
u→eiθ
F (u) :=
F (eiθ) existe presque partout et |F (eiθ)| = 1. Donc
|F (eiθ)| = 1
=
∣∣∣∣∣1k
k∑
j=1
f(wje
iθ)
∣∣∣∣∣
≤ 1
k
k∑
j=1
|f(wjeiθ)|
= 1,
d’où pour tout j, f(wjeiθ) = eiφ(θ) presque partout. De plus lim
u→eiθ
f(wju)
f(wlu)
= 1,
pour tout j et l. Il est aussi bien connu [3, pp. 22] que f(wjz) = f(wlz) pour
tout |z| < 1 avec j et l ∈ (1, · · · , k), alors
f(z) =
1
k
k∑
j=1
f(wjz) = f(wmz),
pour tout (m = 1, · · · , k), donc
F (z) = f(wlz) = f(z) = e
iψ z
k + α
1 + αzk
,
avec |α| ≤ 1 et ψ ∈ R.
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Résultat II
Si f(z) =
∑∞
k=0 akz
k une fonction holomorphe dans D et telle que f(D) ⊆
D, alors pour tout k ≥ 1
|a0|+ |ak| ≤ 5
4
.
Preuve :
Commençons par le cas k = 1 ; on a d’après résultat I, |a0| + |a1| ≤
|a0|+ 1− |a0|2, puisque |a0| ≤ 1, alors la fonction g(|a0|) = −|a0|2 + |a0|+ 1
atteint son maximum pour |a0| = 12 et on a |a0|+ |a1| ≤ 12 + 1− 14 = 54 .
Montrons maintenant que 5
4
est la meilleure borne pour cette inégalité :
Si on prend f(z) = eiγ z−a
1−az avec |a| = 12 , alors a0 = −aeiγ et |a0| = |a| = 12 .
Puisque f(z) = −aeiγ+eiγ(1−|a|2)z+· · ·, alors |a0|+|a1| = −|a|2+|a|+1 = 54 ,
d’où on a le résultat pour k = 1.
Pour le cas où k > 1, tout d’abord, on a d’après le résultat I, |a0|+ |ak| ≤
|a0|+1−|a0|2 ≤ 54 . Donc pour montrer que 54 est la meilleure borne pour cette
inégalité, on prend f(z) = eiψ zk+α
1+αzk
et tel que |a0| = αeiψ et |a0| = |α| = 12 ,
ainsi
f(z) = αeiψ + · · ·+ eiψ(1− |a0|2)zk + · · · ,
alors, on a |a0| + |ak| = |α| + 1 − |a0|2 = |a0| + 1 − |a0|2 = 54 , d’où 54 est la
meilleure borne pour notre inégalité.
Résultat III
Soit p(z) = a0 + · · · + anzn un polynôme à coefficients complexes arbi-
traires. Pour tout j, k tels que 1 ≤ j < k ≤ n
|aj|+ |ak| ≤ 4
pi
max
|z|≤1
|p(z)|.
Preuve :
Nous reproduisons l’argument trouvé dans [8, pp. 638]. Soit p(z) un poly-
nôme de degré au plus n ; sans perte de généralité, on prend max
|z|=1
|p(z)| = 1.
Soient α et β ∈ [−pi, pi) et tels que ajeijα + akeikα = (|ak| + |aj|)eiβ, c’est à
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dire,
|ak|+ |aj| = e−iβ(ajeijα + akeikα).
On va diviser le travail en deux, on prendra tout d’abord le cas |p(z)| = 1 pour
tout |z| = 1 ; soient alors α1, · · · , αl les zéros de p avec l ≤ n et considérons
la fonction g(z) = p(z)∏l
j=1
z−αj
1−αjz
. La fonction g est bien définie dans D et on a
|g(z)| = 1 pour |z| = 1 et g(z) 6= 0 pour |z| ≤ 1, alors, par le principe du
maximum |g(z)| ≤ 1 pour tout |z| ≤ 1. En plus, on a 1|g(z)| = 1 si |z| = 1,
alors 1|g(z)| ≤ 1 si |z| ≤ 1. Le fait que |g(z)| ≤ 1 et 1|g(z)| ≤ 1 pour |z| ≤ 1 nous
donne que |g(z)| = 1 pour tout |z| ≤ 1, donc g(z) = K avec z ∈ D, K ∈ C
et |K| = 1, doù
p(z) = K =
l∏
j=1
z − αj
1− αjz .
Étant donné que p est un polynôme , alors αj = 0 pour tout j ∈ (1, · · · , l) ,
alors
p(z) = Kzl = alz
l,
donc pour tout j et k ∈ (1, · · · , n), avec j 6= k, on a
|aj|+ |ak| ≤ 1 < 4
pi
.
Maintenant , on considère le second cas, ainsi on a |p(ei(θ0+α))| = λ < 1 pour
certains θ0 ∈ [−pi, pi]. Puisque p est continue, alors pour  = 1−λ2 > 0, il existe
δ > 0 tel que si |θ − θ0| < δ, alors
|p(ei(θ+α))− p(ei(θ0+α))| < 1− λ
2
,
par conséquent,
|p(ei(θ+α))| − |p(ei(θ0+α))| < 1− λ
2
,
donc
|p(ei(θ+α))| < 1 + λ
2
< 1.
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On pose φ(z) = p(zeiα) =
∑n
j=0 aje
iαjzj ; la formule de Cauchy donne
ake
iαk =
1
2pii
∫
|z|=1
φ(z)
zk+1
dz
=
1
2pii
∫
|z|=1
p(zeiα)
zk+1
dz,
alors
|aj|+ |ak| = 1
2pii
∫
|z|=1
e−iβp(zeiα)(
1
zj+1
+
1
zk+1
)dz
=
1
2pii
∫
|z|=1
e−iβp(zeiα)(z−j−1 + z−k−1)dz.
Puisque eiθ(−j−1) + eiθ(−k−1) = 2 cos (θ j−k
2
)e−i
θ(j+k)
2 eiθ, donc
|aj|+ |ak| ≤ 1
pi
∫ pi
−pi
∣∣∣e−iβe−i θ(j+k)2 p(ei(θ+α))∣∣∣ ∣∣∣∣cos k − j2 θ
∣∣∣∣ dθ
=
1
pi
∫ θ0−δ+2pi
θ0−δ
∣∣p(ei(θ+α))∣∣ ∣∣∣∣cos k − j2 θ
∣∣∣∣ dθ
<
1
pi
∫ θ0−δ+2pi
θ0−δ
∣∣∣∣cos k − j2 θ
∣∣∣∣ dθ
=
1
pi
∫ pi
−pi
∣∣∣∣cos k − j2 θ
∣∣∣∣ dθ
=
4
pi
.
En effet, pour le dernier résultat, on a
∫ 0
−pi | cos k−j2 θ|dθ =
∫ pi
0
| cos k−j
2
θ|dθ.
Posons ζ = k − j ; tout d’abord, on peut remarquer que la fonction ψ(θ) =
| cos ζθ
2
| est 2pi
ζ
-périodique, alors on a pour tout m et n ∈ Z
∫ (m+2)pi
ζ
mpi
ζ
| cos ζθ
2
|dθ =
∫ (n+2)pi
ζ
npi
ζ
| cos ζθ
2
|dθ,
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encore, si on suppose que ζ est pair, donc ζ
2
∈ N et on a
∫ pi
0
| cos ζθ
2
|dθ =
∫ 2pi
ζ
0
| cos ζθ
2
|dθ + · · ·+
∫ pi
(ζ−2)pi
ζ
| cos ζθ
2
|dθ
=
ζ
2
∫ 2pi
ζ
0
| cos ζθ
2
|dθ.
Cherchons
∫ 2pi
ζ
0 | cos ζθ2 |dθ ; on a si 0 ≤ θ ≤ 2piζ alors 0 ≤ ζθ2 ≤ pi, il s’ensuit
que ∫ 2pi
ζ
0
| cos ζθ
2
|dθ =
∫ pi
ζ
0
cos
ζθ
2
dθ −
∫ 2pi
ζ
pi
ζ
cos
ζθ
2
dθ
=
2
ζ
[
sin
ζθ
2
]pi
ζ
0
− 2
ζ
[
sin
ζθ
2
] 2pi
ζ
pi
ζ
=
2
ζ
+
2
ζ
=
4
ζ
.
Donc ∫ pi
0
| cos ζθ
2
|dθ = ζ
2
4
ζ
= 2,
d’où le résultat. Si on prend le cas ζ impair, alors
∫ pi
0
| cos ζθ
2
|dθ =
∫ 2pi
ζ
0
| cos ζθ
2
|dθ+· · ·+
∫ (ζ−1)pi
ζ
(ζ−3)pi
ζ
| cos ζθ
2
|dθ+
∫ pi
(ζ−1)pi
ζ
| cos ζθ
2
|dθ.
Si (ζ−1)pi
ζ
≤ θ ≤ pi donc (ζ−1)pi
ζ
≤ ζθ
2
≤ ζpi
2
; ici on prend les deux cas, si ζ
s’écrit de la forme ζ = 4α + 1 tel que α ∈ N, c’est à dire cos ζθ
2
≤ 0 pour
θ ∈ [ (ζ−1)pi
ζ
, pi], donc
∫ pi
0
| cos ζθ
2
|dθ =
∫ 2pi
ζ
0
| cos ζθ
2
|dθ + · · ·+
∫ (ζ−1)pi
ζ
(ζ−3)pi
ζ
| cos ζθ
2
|dθ +
∫ pi
(ζ−1)pi
ζ
cos
ζθ
2
dθ
=
ζ − 1
2
4
ζ
+
2
ζ
[
sin
ζθ
2
]pi
(ζ−1)pi
ζ
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=
2(ζ − 1)
ζ
+
2
ζ
= 2.
Maintenant, si on prend le cas où ζ = 4α − 1 avec α ∈ N alors cos ζθ
2
≥ 0
pour θ ∈ [ (ζ−1)pi
ζ
, pi], il suit que
∫ pi
0
| cos ζθ
2
|dθ =
∫ 2pi
ζ
0
| cos ζθ
2
|dθ + · · ·+
∫ (ζ−1)pi
ζ
(ζ−3)pi
ζ
| cos ζθ
2
|dθ −
∫ pi
(ζ−1)pi
ζ
cos
ζθ
2
dθ
=
ζ − 1
2
4
ζ
− 2
ζ
[
sin
ζθ
2
]pi
(ζ−1)pi
ζ
=
2(ζ − 1)
ζ
−
(
−2
ζ
)
= 2.
d’où on aura le même résultat pour ζ impair.
Après ce travail, on doit montrer que 4
pi
est la meilleure borne supérieure
pour cette inégalité. Pour ce faire, on considère g(θ) = ei
θ
2 avec |θ| < pi et
sa série de Fourier g(θ) =
∑+∞
µ=−∞ cµe
iµθ, alors on a c0 = 12pi
∫ pi
−pi e
i θ
2dθ = 2pi
et c1 = 12pi
∫ pi
−pi e
−i θ
2dθ = 2pi. Soit Dm =
∑µ
µ=−m e
iµθ =
sin (m+ 1
2
)θ
sin θ
2
le noyau de
Dirichlet , ainsi la m-ième somme partielle de serie de Fourier de g est
Sm(θ) = Sm(θ, g) =
m∑
µ=−m
cmue
iµθ =
1
2pi
∫ pi
−pi
g(φ)Dµ(θ − φ)dφ
et la moyenne arithmétique des sommes partielles est
σθ = σm(θ, g) =
S0 + · · ·+ Sm(θ)
m+ 1
=
m∑
ν=−m
m+ 1− |ν|
m+ 1
cνe
iνθ.
On a |g(θ)| ≤ 1 et alors |σm(θ)| ≤ 1 ; en effet, soit
Kn(θ) =
1
m+ 1
m∑
µ=0
Dµ(θ) =
1
m+ 1
1− cos (m+ 1)θ
1− cos θ
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le noyau de Fejér. Il est clair que pour tout θ ∈ R, Km(θ) ≥ 0, en plus on a
(1− cos θ)
(
(m+ 1) + 2
m∑
µ=1
(m+ 1− µ) cosµθ
)
= 1− cos (m+ 1)θ
alors
Km(θ) = 1 + 2
m∑
µ=1
(1− µ
m+ 1
) cosµθ
et
1
2pi
∫ pi
−pi
Km(θ)dθ = 1.
On a
σθ =
S0(θ) + · · ·+ Sm(θ)
m+ 1
=
1
2pi
1
m+ 1
(
m∑
µ=0
∫ pi
−pi
g(φ)Dµ(θ − φ)dφ
)
=
1
2pi
∫ pi
−pi
g(φ)
(
1
m+ 1
m∑
µ=0
Dµ(θ − φ)
)
dφ
=
1
2pi
∫ pi
−pi
g(φ)Km(θ − φ)dφ
=
1
2pi
∫ pi
−pi
g(θ − φ)Km(φ)dφ.
Donc
|σθ| ≤ 1
2pi
∫ pi
−pi
|g(θ − φ)||Km(φ)|dφ
≤ 1
2pi
∫ pi
−pi
Km(φ)dφ
= 1,
d’où l’inégalité. Alors, ∣∣∣∣∣
m∑
ν=−m
m+ 1− |ν|
m+ 1
cνe
iνθ
∣∣∣∣∣ ≤ 1,
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et ainsi, en posant αm(z) =
∑m
ν=−m bνz
ν tel que bν = m+1−|ν|m+1 , on aura |αm| ≤
1 pour tout −pi ≤ θ ≤ pi et |b0| + |b1| = |c0| + mm+1 |c1| = 4pi − 2pi(m+1) . Soit
b′ν = bν−m tel que 0 ≤ ν ≤ 2m, alors
p(z) = zmαm(z) =
2m∑
ν=0
b′νz
ν
est un polynôme de degré au plus 2m et on a |p(z)| ≤ 1 pour |z| = 1 et
|b′m|+ |b′m+1| ≥ 4pi − 2pi(m+1) .
Tout ceci nous amène à affirmer que pour tout  > 0, on peut toujours
trouver un polynôme p de degré au plus 2m tel que |p(z)| ≤ 1 pour |z| ≤ 1
et tel que |b′m| + |b′m+1| ≥ 4pi − . Alors 4pi est la meilleure borne pour notre
inégalité.
Remarque :
On a vu que le Résultat III est vrai pour tout polynôme, mais c’est
aussi vrai pour toute fonction analytique : il suffit en effet de considérer pour
0 < r < 1 fixe la fonction f(rz) ainsi que ses sommes partielles (qui sont des
polynômes !).
Chapitre 4
L’extension de Dryanov et
Fournier
Dans ce chapitre, on montrera comment on a trouvé la meilleure constante
m = mk telle que si p(z) = a0+ a1z+ · · ·+ anzn, on ait pour tout 1 ≤ k ≤ n
|a0|+mk|ak| ≤ |p|D.
Il s’agit d’un résultat dû à Dryanov et Fournier [5, pp. 331-340]. La motiva-
tion pour la recherche d’une telle inégalité est le fait que la meilleure borne
supérieure pour (|a0|+|ak|)|p|D n’est toujours pas connue.
4.1 Théorème : Soit p un polynôme de degré au plus n et qui s’écrit de
la forme p(z) = a0 + a1z + · · · + anzn, tel que ai ∈ C. Alors si pour tout
1 ≤ k ≤ n, on définit
λn,k = sup {|λ| tels que pour p ∈ Pn, on a |a0|+ |λ||ak| ≤Mp},
on a λn,k = 12 sec (
pi
dn
k
e+2) avec Mp = sup|z|≤1
|p(z)|. On a l’égalité
|a0|+ λn,k|ak| =Mp,
lorsque 1 ≤ k ≤ n
2
, si et seulement si pour k = 1 et n = 1, p ∈ P1 ou bien
p(z) ≡ ao(p) si n ≥ 2 et k ≥ 1.
Démonstration du théorème :
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Soit p ∈ Pn à coefficients complexes arbitraires,
p(z) = a0 + a1z + · · ·+ anzn.
Dans notre cas, on va diviser notre travail en deux, tout d’abord commençons
par le cas où k = 1. La première chose qu’on peut voir est que supB = supA
si
A = {µ > 0 tels que pour p ∈ Pn on a |a0|+ µ|a1| ≤Mp}
et
B = {µ > 0 tels que pour z ∈ D et p ∈ Pn, on a |a0 + µa1z| ≤Mp}.
En effet, si µ ∈ A, alors |a0|+ µ|a1| ≤Mp, ainsi pour z ∈ D, on a
|a0 + µa1z| ≤ |a0|+ µ|a1z|
≤ |a0|+ µ|a1|
≤ Mp,
donc µ ∈ B. D’autre part, si on prend µ dans B, donc |a0+µa1z| ≤Mp. Ceci
est vrai aussi pour z ∈ ∂D, alors soit z0 ∈ ∂D tel que arg (z0) + arg (a1) =
arg (a0) = α, il suit que
|a0 + µa1z| = ||a0|eiα + µ|a1|ei|
= |a0|+ µ|a1|
≤ Mp,
d’où µ ∈ A ; on aura à la fin que A ≡ B, ce qui implique que supA = supB.
Maintenant, si on a f(z) =
∑
j≥0
aj(f)z
j et g(z) =
∑
j≥0
aj(g)z
j deux fonc-
tions analytiques holomorphes dans le disque unité, alors le produit d’Hada-
mard de f et g est f ∗ g(z) =
∑
j≥0
aj(f)aj(g)z
j. Ainsi f ∗ g(z) est holomorphe
aussi sur D. On a supA ≥ 1
2
: en effet, d’après la formule de Herglotz, on a
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pour tout k ≥ 1 et z ∈ D
1 +
1
2
zk =
∫
∂D
1
1− γzdµ(γ).
Ainsi
1 +
1
2
z =
∫
∂D
1
1− γzdµ(γ),
où µ est une mesure de probabilité sur ∂D et
p ∗ (1 + 1
2
z) =
∫
∂D
1
1− γzdµ(γ) ∗ p,
c’est-à-dire
a0 +
1
2
a1z =
∫
D
p(γz)dµ(γ),
et encore
|a0 + 1
2
a1z| =
∣∣∣∣∫
D
p(γz)dµ(γ)
∣∣∣∣
≤
∫
D
|p(γz)|dµ(γ)
≤ |p|D.
Donc
supB = supA ≥ 1
2
.
Après ces vérifications, calculons λn,1. Prenons tout d’abord une matrice
carrée (Mm+1)λ d’ordre m+ 1 sous cette forme
(Mm+1)λ =

1 λ 0 . . .
λ 1 λ . . .
0 λ 1 λ
...
... λ . . .
 .
Puisque dire que
max
|z|≤1
|a0 + λa1z| ≤Mp
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avec p ∈ Pn est équivalent à
max
|z|≤1
|(1 + λz + o(zn)) ∗ p(z)| ≤Mp,
alors dans ce cas, il suffit de montrer que 1 + λz + o(zn) est un opérateur
polynomial préservant la norme dans Pn. Si on écrit a0 + λa1z de la forme
a0 + λa1z =
n∑
i=0
Ai(n)akz
i,
tel que A0(n) = 1, A1(n) = λ et Ai(n) = 0 pour i ≥ 2, d’après le théorème de
Szàsz [5, pp. 330], pour avoir le dernier résultat, il faut et il suffit que la forme
hermitienne (z0, · · · , zn) 7→
∑n
ν,µ=0Aν−µ(n)zνzµ soit semi-définie positive
( ici, pour tout i, A−i(n) = Ai(n)). Pour avoir ceci, on démontre que les
mineurs principaux de notre forme sont positifs. Remarquons que
det ((Mj)λ) = det ((Mj−1)λ)− λ2 det ((Mj−2)λ),
si 3 ≤ j ≤ n+ 1. Montrons ce résultat par récurrence, en effet, on a
det (M3)λ =
∣∣∣∣∣∣∣
1 λ 0
λ 1 λ
0 λ 1
∣∣∣∣∣∣∣ = 1− 2λ2,
det (M2)λ =
∣∣∣∣∣ 1 λλ 1
∣∣∣∣∣ = 1− λ2,
et
det (M1)λ = |1| = 1,
alors on a le résulat pour j = 3.
Supposons que c’est vrai pour j, montrons que c’est aussi vrai pour j+1.
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On a
det (Mj+1)λ =
∣∣∣∣∣∣∣∣∣∣
1 λ 0 . . .
λ 1 λ . . .
0 λ 1 λ
...
... λ . . .
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
1 λ . . .
λ 1 . . .
...
... . . .
∣∣∣∣∣∣∣∣− λ
∣∣∣∣∣∣∣∣
λ 0 . . .
λ 1 λ
... λ . . .
∣∣∣∣∣∣∣∣
= det (Mj)λ − λλ det (Mj−1)λ
= det (Mj)λ − λ2 det (Mj−1)λ
d’où pour tout j = 3, · · · , n+ 1
det ((Mj)λ) = det ((Mj−1)λ)− λ2 det ((Mj−2)λ).
Alors si on écrit det ((Mj)λ) sous la forme det ((Mj)λ) = aj = cj+1, on aura
cj+1 = cj − λ2cj−1,
et
c2 − c+ λ2 = 0.
Pour λ 6= {−1
2
, 1
2
}, on a deux solutions c1 et c2, alors
aj = Ac
j+1
1 +Bc
j+1
2
avec A et B ∈ C. Ainsi, si on prend A = 1
c1−c2 et B =
−1
c1−c2 , on aura
aj = det ((Mj)λ) =
cj+11 − cj+12
c1 − c2 .
Pour λ = 1
2
ou λ = −1
2
, on a c1 = c2 = 12 et det ((Mj)12 ) =
j+1
2j
. En effet,
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par récurrence, pour j = 1, det ((M1)1
2
) = 1 = 1+1
2
. Supposons que c’est vrai
pour k et montrons l’égalité pour k + 1 ; puisque
det ((Mk+1)1
2
) = det ((Mk)1
2
)− 1
4
det ((Mk−1)1
2
)
=
k + 1
2k
− 1
4
k
2k−1
=
2k + 2− k
2k+1
=
k + 2
2k+1
,
on a
det ((Mj)λ) =
{
cj+11 −cj+12
c1−c2 si λ 6= {−12 , 12}
j+1
2j
sinon.
Écrivons λ de la forme λ = 1
2 cosψ
, alors c2 − c+ 1
4 cosψ2
= 0, donc
c1 = c2 =
e−iψ
2 cosψ
,
ce qui donne
det ((Mj) 1
2 cosψ
) =
{
sin (j+1)ψ
2j sinψ(cosψ)j
si ψ 6= 0 (mod pi)
j+1
2j
sinon,
si det ((Mj) 1
2 cosψ
) = 0, donc sin (j + 1)ψ = 0 et ceci est équivalent à dire que
ψ = kpi
j+1
avec k ∈ Z. Encore si ψ = 0, alors det ((Mj+1) 1
2 cosψ
) = j+2
2j+1
et pour
ψ = pi
j+2
, det ((Mj+1) 1
2 cosψ
) = 0, donc pour 0 ≤ ψ < pi
j+2
, on a
det ((Mj+1) 1
2 cosψ
) > 0.
De plus cos pi
j+2
< cosψ ≤ 1, d’où 1
2
≤ 1
2 cosψ
< 1
2 cos pi
j+2
, alors pour tout
1
2
≤ λ < 1
2 cos pi
j+2
,
det ((Mj+1)λ) > 0,
et
det ((Mj+1) 1
2 cos pi
j+2
) = 0.
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Tout ceci implique que
λn,1 =
1
2 cos pi
n+2
.
Avant de passer au cas où k ≥ 2, voyons pour quels polynômes, on a égalité
dans notre résultat. Tout d’abord, si on a n = 1, alors c’est vrai pour tout
polynôme, et pour n ≥ 2, si on suppose que p est un polynôme non constant
de degré au plus n, alors on peut écrire p de la forme p(z) =
∑n
j=0 ajz
j. On
a |a0|+ λn,1|a1| =Mp, donc il existe ζ ∈ ∂D tel que
|a0 + λn,1a1ζ| =Mp = |a0|+ λn,1|a1|, (4.1)
de plus
a0 + λn,1a1ζ = p(z) ∗ [1 + λn,1z + o(zn)]|z=ζ .
Or pour |z| < 1, R(1 + 1
2
z) > 1
2
et puisque λn,1 ≥ 12 , donc
R(1 + λn,1z + o(z
n)) >
1
2
.
On a det ((Mn+1)λn,1) = 0 et det ((Mj+1)λn,1) > 0 pour tout j ∈ (1, · · · , n−
1), alors d’après [10], on peut écrire 1 + λn,1z + o(zn) de la forme
1 + λn,1z + o(z
n) =
n∑
j=1
αj
1
1− zjz
avec αj > 0 et zj ∈ ∂D tel que zj 6= zk si j 6= k, ainsi
a0 + λn,1a1ζ = p(z) ∗ [1 + λn,1z + o(zn)]|z=ζ
= p(z) ∗
[
n∑
j=1
αj
1
1− zjz
]
|z=ζ
=
n∑
j=1
αjp(zjζ).
C’est clair que
∑n
j=1 αj = 1 ; donc
Mp = |a0 + λn,1a1ζ|
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=
∣∣∣∣∣
n∑
j=1
αjp(zjζ)
∣∣∣∣∣
≤
n∑
j=1
αj|p(zjζ)|
≤ Mp
n∑
j=1
αj
= Mp,
alors ∣∣∣∣∣
n∑
j=1
αjp(zjζ)
∣∣∣∣∣ =
n∑
j=1
αj|p(zjζ)|.
Donc pour tout j, on a p(zjζ) = Mpeiφ pour un certain φ ∈ R. Sans perte
de généralité, on suppose que ζ = 1 et p(zj) = Mp pour tout j. Soit Q(z) =
p(z)−Mp ; c’est un polynôme de degré n, alors il admet n zéros, mais Q(z)
s’annule en zj pour tout 1 ≤ j ≤ n, d’où les zj sont les seuls zéros de Q.
Écrivons donc Q(z) de la forme Q(z) = K
∏n
j=1(z − zj) = p(z)−Mp tel que
K ∈ C, il suit que
p(z) = Mp +K
n∏
j=1
(z − zj)
= Mp +K
n∏
j=1
(−zj) + · · ·+Kzn.
Appliquons l’inégalité de Visser à p, on aura donc
|Mp +K
n∏
j=1
(−zj)|+ |K| ≤Mp,
ce qui implique
|Mp +K
n∏
j=1
(−zj)| ≤Mp − |K| =Mp − |K
n∏
j=1
(−zj)|.
Une telle inégalité nous amène à dire que |Mp +K
∏n
j=1(−zj)| + |K| = Mp,
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donc p(z) s’écrit de la forme p(z) = α + βzn, c’est à dire |a1| = 0, alors
d’après (4.1), |a0| = Mp, il suit que p est constant ce qui est absurde, donc
on aura comme résultat final : on a égalité dans notre expression pour le cas
où k = 1 si p ∈ P1 si n = 1 et p = a0 si n ≥ 2.
Maintenant,on considère le cas où 1 < k ≤ n
2
. Soient p(z) =
∑n
t=0 atz
t et
les wj, (j = 1, · · · , k), les racines k-ième de l’unité, donc
g(z) =
1
k
k∑
j=1
p(wjz) = a0 + akz
k + · · ·+ adn
k
ekzd
n
k
ek,
et
Q(z) = g(z
1
k ) = a0 + akz + · · ·+ adn
k
ekzd
n
k
e.
Il est clair que |Q|D = |g|D ≤ |p|D. Appliquons le résultat pour le cas où k = 1
au polynôme Q ; on a alors
|a0|+ 1
2
sec (
pi
dn
k
e+ 2)|ak| ≤ |Q|D ≤ |p|D.
Passons au cas d’égalité. Si
|a0|+ 1
2
sec (
pi
dn
k
e+ 2)|ak| = |p|D = |Q|D,
d’après ce qui précéde, on a
• ou bien Q(z) = Q(0) = a0, alors |Q|D = |a0| = |p(0)| mais comme
|Q|D = |p|D, donc |p|D = |p(0)| et ceci implique que p est constant,
• ou bien Q(z) = a0 + akz, alors
|a0|+ |ak| = |Q|D = |p|D = |a0|+ 1
2
sec (
pi
dn
k
e+ 2)|ak|,
il suit que
|ak| = 1
2
sec (
pi
dn
k
e+ 2)|ak|,
et comme dn
k
e ≥ 2, alors |ak| = 0, d’où Q(z) = Q(0) et ceci donne à la
fin p(z) = p(0).
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Alors tout ce travail nous amène à dire qu’on a égalité dans notre expression
pour n ≥ 2 si et seulement si p est constant.
Le cas où n
2
< k ≤ n a été étudié au chapitre 2.
Chapitre 5
Une application : L’inégalité de
Chebyshev
Dans ce chapitre, nous discuterons de certaines améliorations de l’inéga-
lité de Chebyshev qu’on peut obtenir en appliquant les variantes de l’inégalité
de Visser démontrées dans les chapitres précédents.
Soit p(z) =
∑n
k=0 ak(p)z
k un polynôme à coefficients complexes ; posons
|p|[−1,1] = max
x∈[−1,1]
|p(x)|. L’inégalité de Chebyshev dit que
|p|[−1,1] ≥ |an(p)|
2n−1
,
et en posant tn le n-ième polynôme de Chebyshev (i.e., tn(cos θ) = cosnθ,
pour tout θ), on peut écrire pour p comme plus haut
|p|[−1,1]
|an(p)| ≥
1
2n−1
=
|t|[−1,1]
|an(tn)| .
Ceci met en évidence la nature extrémale de tn pour cette inégalité. Les
résultats de ce chapitre sont tirés d’un papier dû à Dryanov et Fournier [4].
5.1 Théorème : Soit p un polynôme de degré au plus n à coefficients
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complexes arbitraires. Si on a 0 ≤ k < n
2
, alors
|p|[−1,1] ≥ |an|
2n
+
∣∣∣∣∣
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣ .
Cette inégalité est stricte si k > 0 et p 6= 0.
Ici, on a Cjn =
n!
j!(n−j)! si 0 ≤ j ≤ n. Il s’agit clairement d’une extension
de l’inégalité de Chebyshev car pour k = 0
|an|
2n
+
∣∣∣∣∣
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣ = |an|2n−1 .
Démonstration du théorème :
Soit p ∈ Pn tel que p(z) = a0+a1z+ · · ·+anzn. Si p˜(z) = znp( z+
1
z
2
) ∈ P2n,
alors
p˜(z) =
an
2n
+ · · ·+ an
2n
z2n :=
2n∑
k=0
Ak(p˜)z
k
et
A0(p˜) = A2n(p˜) =
an
2n
.
On a p˜(eiθ) = einθp( eiθ+e−iθ
2
) = einθp(cos θ), donc |p˜(eiθ)| = |p(cos θ)|. Il suit
que
max
θ∈R
|p˜(eiθ)| = |p˜|D = max
θ∈R
|p(cos θ)| = max
−1≤x≤1
|p(x)|.
Si on applique l’inégalité de Visser au polynôme p˜, on aura
|p˜|D = |p|[−1,1] ≥ |A0(p˜)|+ |A2n(p˜)| = |an|
2n−1
.
Ceci montre bien que l’inégalité de Chebyshev est conséquence de l’inégalité
de Visser ; de plus on a égalité si
p˜(z) = A0(p˜) + A2n(p˜)z
2n
=
an
2n
(1 + z2n),
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et
|p|[−1,1] =
∣∣∣∣an2n max|z|=1(1 + z2n)
∣∣∣∣ = |an|2n−1 .
C’est le cas d’égalité pour l’inégalité de Chebyshev et ceci est vrai seulement
pour les multiples complexes du n-ième polynôme de Chebyshev. En effet,
on a
an
2n
(1 + z2n) = znp
(
z + 1
z
2
)
= zn
an
2n−1
(
z−n + zn
2
)
.
Pour z = eiθ, on a
p(cos θ) =
an
2n−1
(
e−inθ + einθ
2
)
=
an
2n−1
cosnθ
= K cosnθ
= Ktn(cos θ),
où K ∈ C, d’où le résultat.
Maintenant, montrons que pour tout 0 ≤ k < n
2
,
A2k(p˜) = A2n−2k(p˜) =
k∑
j=0
an−2j
2n−2j
Ck−jn−2j.
Tout d’abord, voyons pourquoi A2k(p˜) = A2n−2k(p˜) ; on a p˜(z) = znp(
z+ 1
z
2
)
de degré au plus 2n avec p ∈ Pn ; alors
z2np˜(
1
z
) = z2n
1
zn
p
(
z + 1
z
2
)
= znp
(
z + 1
z
2
)
= p˜(z),
donc
z2np˜(
1
z
) = p˜(z).
Posons p˜(z) =
∑2n
k=0 αkz
k, il suit que z2np˜(1
z
) =
∑2n
k=0 αkz
2n−k. Faisons un
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changement d’indice et écrivons t = 2n− k, donc
z2np˜(
1
z
) =
2n∑
t=0
α2n−tzt
=
2n∑
t=0
αtz
t = p˜(z),
alors pour tout k, αk = α2n−k, donc
A2k(p˜) = A2n−2k(p˜),
pour 0 ≤ k < n
2
. Maintenant, montrons que
A2k(p˜) = A2n−2k(p˜) =
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
si 0 ≤ k < n
2
. On a
p˜(z) = znp
(
z + 1
z
2
)
= zn
(
a0 + a1
(
z + 1
z
2
)
+ · · ·+ aβ
(
z + 1
z
2
)β
+ · · ·
)
et
aβz
n
(
z + 1
z
2
)β
= zn
aβ
2β
β∑
i=0
Ciβz
i
(
1
z
)β−i
=
aβ
2β
β∑
i=0
Ciβz
n−2i−β.
On veut trouver A2k(p˜), c’est à dire chercher les i qui vérifient zn−2i−β = z2k.
On a n− β = 2(k − i), donc il faut que β ait la même parité que n. Posons
β = n − 2j avec 0 ≤ j ≤ dn
2
e, alors n − (n − 2j) = 2(k − i), il suit que
i = k − j pour j ≤ k, d’où
A2k(p˜) = A2n−2k(p˜) =
k∑
j=0
an−2j
2n−2j
Ck−jn−2j,
pour 0 ≤ k < n
2
.
Maintenant, si on applique le résultat du théorème (2.1) du chapitre 2
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au polynôme p˜ et les coefficients A0(p˜) et A2n−2k(p˜), on aura l’égalité
|p|[−1,1] = |p˜|D = |A0(p˜)|+ |A2n−2k(p˜)|
=
|an(p)|
2n
+
∣∣∣∣∣
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣ ,
si p˜(z) s’écrit de la forme
p˜(z) = znp
(
z + 1
z
2
)
= |p˜|Dζ1(1− a(1− ζ22n−2k)z2n−2kQ(z)),
tel que ζ1 ∈ ∂D , ζ2 ∈ ∂D et Q ∈ P2k ⊆ P2n−2k−1 et on a
Q(z) = 1 +
n−k−1∑
j=1
Aj(Q)z
j + An−kzn−k +
n−k−1∑
j=1
Aj(Q)z
2n−2k−j,
avec An−k(Q) réel, infR[Q(z)] ≥ 12 et 0 ≤ a ≤ 2 infz∈DR[
1
(1− z2n−2k)Q(z) ].
Si p 6= 0, on suppose que |p|D = ζ1 = ζ2 = 1, c’est à dire znp( z+
1
z
2
) = 1
si z2n−2k = 1. Soient wj, (j = 0, · · · , n − k − 1), les racines (n − k)-ième
de l’unité, donc pour tout j ∈ (0, · · · , n − k − 1), wj = e
2ijpi
n−k . Il suit que
wn−kj = (e
2ijpi
n−k )n−k = (e
ijpi
n−k )2n−2k = 1. Posons zj = e
ijpi
n−k ; ainsi, pour tout j,
znj p
(
zj +
1
zj
2
)
= 1
et
p(cos
jpi
n− k ) = e
−i jpin
n−k .
De même, on a
(zj)
np
(
zj +
1
zj
2
)
= 1,
ce qui implique
p(cos
jpi
n− k ) = e
i jpin
n−k .
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Alors, pour tout (j = 1, · · · , n− k − 1)
ei
jpin
n−k = e−i
jpin
n−k ,
d’où sin jpin
n−k = 0, c’est à dire
jpin
n−k = αpi avec α ∈ Z. Alors n− k divise jn or
n− k > n
2
, donc n− k divise j mais ceci est absurde, ainsi, on en déduit que
si p 6= 0, on a une inégalité stricte seulement pour k > 0.
5.2 Théorème : Soit p un polynôme de degré au plus n et à coefficients
complexes arbitraires. Si n est pair, alors,
|p|[−1,1] ≥ |an|
2n
+
1√
2
∣∣∣∣∣∣
n
2∑
j=0
an−2j
2n−2j
C
n
2
−j
n−2j
∣∣∣∣∣∣ .
L’inégalité est stricte si p 6= 0.
Démonstration du théorème :
Pour montrer ce théorème, on procède de la même manière que dans le
théorème (5.1) ; dans ce cas, on a p ∈ Pn et p˜(z) = znp( z+
1
z
2
), donc si on
applique le théorème (4.1) sur p˜, on a pour tout 1 ≤ k ≤ n
2
|p˜|D = |p|[−1,1] ≥ |A0(p˜)|+ 1
2
sec (
pi
d2n
2k
e+ 2)|A2k(p˜)|.
Prenons k = n
2
puisque n est pair ; on a
|p|[−1,1] ≥ |an|
2n
+
1√
2
∣∣∣∣∣∣
n
2∑
j=0
an−2j
2n−2j
C
n
2
−j
n−2j
∣∣∣∣∣∣ . (5.1)
Dans ce cas, on a une égalité dans (5.1) si et seulement si p˜ est constant,
alors, il existe c ∈ C tel que pour tout z ∈ D, p˜(z) = c. Pour z = eiθ, avec
θ ∈ R, on a
p˜(eiθ) = eniθp(cos θ) = c
donc
p(cos θ) = ce−niθ.
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De même , pour z = e−iθ, on a
p(cos(−θ)) = p(cos θ) = ceniθ,
ainsi, pour tout θ ∈ R
ceniθ = ce−niθ,
alors c = 0. On a p est nul sur [−1, 1] mais p est holomorphe sur C et admet
un point d’accumulation des zéros sur [−1, 1], ce qui implique que les zéros
de p ne sont pas isolés. Alors, d’après le principe des zéros isolés, on a p ≡ 0
d’où , on a une inégalité stricte si p 6= 0.
5.3 Théorème : Soient p ∈ Pn et 0 < k ≤ n2 . Pour tout nombre complexe 
tel que || < 1
2
, on a
|p|[−1,1] ≥
∣∣∣∣∣an2n + 
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣+
∣∣∣∣∣an2n + 
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣
et on a égalité si et seulement si p est multiple du n-ième polynôme de Che-
byshev tn.
Démonstration du théorème :
Soient p ∈ Pn et p˜(z) = znp( z+
1
z
2
). Pour obtenir l’inégalité, on va appliquer
un lemme énoncé par Ruscheweyh [9].
5.3.1 Lemme :Soit Q ∈ P2n−1 avec Q(0) = 1 et inf|z|<1R(Q(z)) >
1
2
, alors
pour tout polynôme p˜ ∈ P2n et pour tout z ∈ ∂D
|p˜| ≥
∣∣∣∣∣A0(p˜) +
2n−1∑
k=1
Ak(Q)Ak(p˜)z
k
∣∣∣∣∣+
∣∣∣∣∣A2n(p˜) +
2n−1∑
k=1
Ak(Q)A2n−k(p˜)zk
∣∣∣∣∣ ,
et on a égalité si et seulement si p˜(z) = A0(p˜) + A2n(p˜)z2n.
Alors, si on prend Q(z) = 1 + z2k tel que || < 1
2
et puisque pour tout
0 < k ≤ n
2
A2k(p˜) = A2n−2k(p˜) =
k∑
j=0
an−2j
2n−2j
Ck−jn−2j,
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on aura
|p|[−1,1] = |p˜|D ≥
∣∣∣∣∣an2n + 
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣+
∣∣∣∣∣an2n + 
k∑
j=0
an−2j
2n−2j
Ck−jn−2j
∣∣∣∣∣ .
Le cas d’égalité est possible si et seulement si p˜(z) s’écrit de la forme
p˜(z) = znp(
z + 1
z
2
) = A0 + A2nz
2n,
ainsi comme dans le théorème (5.1), p est un multiple du n-ième polynôme
de Chebyshev.
Chapitre 6
Conclusion
Nous souhaitons conclure ce mémoire en examinant quelques résultats
supplémentaires évidemment reliés à l’inégalité de Visser. Soit p un polynôme
de degré n et q ∈ Pn−1 tel que pour tout |z| < 1
|p(z)| < |q(z)|. (6.1)
Remarquons que cette dernière inégalité signifie que le polynôme q aura, s’il
y a lieu, tous ses zéros à l’extérieur du disque unité. Sous ces hypothèses,
Rahman a montré dans [7] que
|a0(p)|+ |an(p)| ≤ |a0(q)|. (6.2)
Il s’agit clairement d’une extension de l’inégalité de Visser qui correspond
au cas où par exemple q ≡ 1. Considérons maintenant des polynômes P et
Q définis de la manière qui suit : on choisit des nombres complexes zj sur
le cercle unité et on pose W (z) =
∏n
j=1(1 − zjz) ; on choisit en outre des
nombres réels lj ∈ [0, 1] avec
∑n
j=1 lj = 1, t ∈ [0, 1] et un nombre complexe
A0 6= 0. Posons maintenant, avec |ζ| = 1,
Q(z) = A0W (z)
n∑
j=1
lj
1− zjz
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et
P (z) = ζ(Q(z)− tA0W (z)).
Il est clair que Q ∈ Pn−1 et P est un polynôme de degré n. On a aussi pour
tout |z| < 1
|P (z)| < |Q(z)|
si et seulement si pour |z| < 1∣∣∣∣∣
n∑
j=1
lj
1− zjz − t
∣∣∣∣∣ <
∣∣∣∣∣
n∑
j=1
lj
1− zjz
∣∣∣∣∣ ,
et cette dernière condition est évidemment réalisée car lorsque |z| < 1,
R
(
n∑
j=1
lj
1− zjz
)
=
n∑
j=1
ljR
(
1
1− zjz
)
>
n∑
j=1
lj
2
≥ 1
2
≥ t
2
.
Un calcul simple montre en outre que
|a0(Q)| = |A0|
et
|a0(P )| = |ζ(A0 − tA0)| = (1− t)|A0|
ainsi que
|an(P )| = | − tζA0
n∏
j=1
| = t|A0|.
Donc les polynômes ainsi définis vérifient l’hypothèse (6.2) du résultat de
Rahman avec
|a0(P )|+ |an(P )| = |a0(Q)|.
Fournier [6] a en fait montré que ces polynômes P et Q sont les seuls pour
lesquels on aura l’égalité dans (6.2). Il est donc vrai que le résultat de Rahman
est une extension valable de l’inégalité de Visser, même si cette extension
admet de fort nombreux cas d’égalité !
Nous avons étudiés au chapitre 3 des bornes supérieures pour des expres-
55
sions du type
|al|+ |am|
où 0 ≤ l < m < ∞ pour des fonctions f(z) = ∑∞k=0 akzk analytiques dans
le disque unité. Il existe des résultats similaires pour les polynômes ; ces
résultats sont très partiels et c’est pourquoi nous avons décidé de n’en discuter
que dans cette conclusion. Ces résultats sont essentiellement dûs à Brickman,
Rahman et Ruscheweyh et proviennent des articles [1] et [2] où on retrouvera
les références appropriées. On pose pour 0 ≤ s < t ≤ n et p(z) =∑nk=0 akzk,
Cn(s, t) = max
p∈Pn
|as|+ |at|
et
Cn = max
0≤s<t≤n
Cn(s, t).
Nous avons vu au chapitre 3 que sup
n
Cn =
4
pi
. Il est connu qu’en posant
sn = (
4
pi
− Cn)n2, on a
lim inf
n→∞
sn ≥
(
1 + 2pi
√
2
3
)2
8pi
= 1.49...
alors que
lim sup
n→∞
sn ≤ 3pi
4
= 2.35...;
on ne sait même pas montrer si lim
n→∞
sn existe ! Il existe bien quelques estimés
pour Cn(s, t) essentiellement dus à Rahman [7] :
Cn(s, t) ≤ 2
m
cot
pi
2m
,
tels que 0 ≤ s < t, s+ t ≤ n et m = 1+ n−s
t−s , mais en général, ces estimés ne
sont pas optimaux. Il vaut cependant la peine de mentionner
Cn(0, 1) = max
p∈Pn
|a0|+ |a1| ≤ 2
n+ 1
cot
(
pi
2(n+ 1)
)
qui est trivialement optimal lorsque n = 1 (il s’agit alors de l’inégalité de
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Visser) mais aussi lorsque n = 2 ou n = 3 ! Remarquons cependant que
l’inégalité ne saurait être optimale pour une infinité d’indices nk : on aurait
alors
lim
k→∞
Cnk(0, 1) = lim
k→∞
2
nk + 1
cot
pi
2(nk + 1)
=
4
pi
= 1.27...
et on sait d’après un résultat du chapitre 3 que
lim sup
n→∞
Cn(0, 1) ≤ 5
4
= 1.25...
Nous remarquons finalement que la méthode appliquée pour démontrer
l’extension de Dryanov et Fournier [5, pp. 331-340] de l’inégalité de Van-der-
Corput-Visser, c’est à dire,
|a0|+ 1
2
sec
(
pi
dn
k
e+ 2
)
|ak| ≤ |p|D,
faisait appel à la détermination de certaines fonctions admettant une repré-
sentation
∫
∂D
1
1−ζzdν(ζ) où ν était une mesure de probabilité sur ∂D. Tel que
remarqué par Brickman et Ruscheweyh [1], la détermination de la quantité
Cn(0, 1) impliquera des représentations de la forme
1
M
+
1
M
z + o(zn) =
∫
∂D
1
1− ζz dν(ζ)
avec des mesures complexes ν sur ∂D (et non plus seulement des mesures de
probabilité). Comme on peut le voir en lisant leur papier (par ailleurs assez
méconnu) cela complique la situation assez singulièrement ; ils ont cependant
pu obtenir le résultat suivant
Cn(0, 1) = inf
∑
|res1
p
| (6.3)
où l’infimum est pris sur la classe de tous les polynômes p ∈ Pn ayant n zéros
différents sur ∂D et tels que p(0) = |p′(0)| = 1 et la somme est prise sur tous
les résidus de 1
p
. On voit mal, comment utiliser ce résultat pour obtenir une
représentation plus explicite de Cn(0, 1) ; il est cependant remarquable que le
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choix de p(z) = 1−zn+1
1−z et quelques calculs montrent que le membre de droite
dans (6.3) est borné supérieurement par 2
n+1
cot pi
2(n+1)
; c’est à dire que ce
résultat de et Brickman et Ruscheweyh contient celui de Rahman que nous
avons rencontré plus haut !
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