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Abstract
We introduce a learning-based framework to optimize tensor programs for deep
learning workloads. Efficient implementations of tensor operators, such as matrix
multiplication and high dimensional convolution, are key enablers of effective
deep learning systems. However, current systems rely on manually optimized
libraries, e.g., cuDNN, that support only a narrow range of server class GPUs.
Such reliance limits the applicability of high-level graph optimizations and incurs
significant engineering costs when deploying to new hardware targets. We use
learning to remove this engineering burden. We learn domain-specific statistical
cost models to guide the search of tensor operator implementations over billions
of possible program variants. We further accelerate the search using effective
model transfer across workloads. Experimental results show that our framework
delivers performance that is competitive with state-of-the-art hand-tuned libraries
for low-power CPUs, mobile GPUs, and server-class GPUs.
1 Introduction
Deep learning (DL) has become ubiquitous in our daily lives. DL models can now recognize
images [23], understand natural language [38], play games [27], and automate system decisions (e.g.,
device placement [26] and indexing [21]). Tensor operators, such as matrix multiplication and high
dimensional convolution, are basic building blocks of DL models. Scalable learning systems [1, 4, 8,
2] rely on manually optimized, high-performance tensor operation libraries, such as cuDNN, that
are optimized for a narrow range of hardware devices. To optimize a tensor operator, programmers
must choose from many implementations that are logically equivalent but differ dramatically in
performance due to differences in threading, memory reuse, pipelining and other hardware factors.
Supporting diverse hardware back-ends therefore requires tremendous engineering effort. Even
on currently supported hardware, developing DL frameworks and models is limited by the set of
optimized operators in libraries, preventing optimizations (such as operator fusion) that can produce
unsupported operators.
This research explores the following question: can we use learning to alleviate this engineering
burden and automatically optimize tensor operator programs for a given hardware platform? Our
affirmative answer is based on statistical cost models we built that predict program run time using a
given low-level program. These cost models, which guide our exploration of the space of possible
programs, use transferable representations that generalize across different workloads to accelerate
search. We make the following contributions:
• We formalize the new problem of learning to optimize tensor programs and summarize its key
characteristics.
• We propose a machine learning framework to solve this problem.
• We further accelerate the optimization by 2× to 10× using transfer learning.
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default code
loop tiling tiling, map to micro kernel intrinsics 
for yo in range(1024 / ty):
  for xo in range(1024 / tx):
    C[yo*ty:yo*ty+ty][xo*tx:xo*tx+tx] = 0
    for k in range(1024):
      for yi in range(ty):
        for xi in range(tx):
          C[yo*ty+yi][xo*tx+xi] += 
             A[k][yo*ty+yi] * B[k][xo*tx+xi]
for yo in range(128):
  for xo in range(128):
    intrin.fill_zero(C[yo*8:yo*8+8][xo*8:xo*8+8])
    for ko in range(128):
      intrin.fused_gemm8x8_add(
        C[yo*8:yo*8+8][xo*8:xo*8+8], 
        A[ko*8:ko*8+8][yo*8:yo*8+8],
        B[ko*8:ko*8+8][xo*8:xo*8+8])
for y in range(1024):
  for x in range(1024):
    C[y][x] = 0
    for k in range(1024):
      C[y][x] += A[k][y] * B[k][x]
yo, xo, yi, xi = s[C].title(y, x, ty, tx)
s[C].reorder(yo, xo, k, yi, xi)
yo,xo,ko,yi,xi,ki = s[C].title(y,x,k,8,8,8)
s[C].tensorize(yi, intrin.gemm8x8)
compute expression
A = t.placeholder((1024, 1024))
B = t.placeholder((1024, 1024))
k = t.reduce_axis((0, 1024))
C = t.compute((1024, 1024), 
   lambda y, x: 
   t.sum(A[k, y] * B[k, x], axis=k))
x0
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Figure 1: Sample problem. For a given tensor operator specification (Cij =
∑
k AkiBkj), there are multiple
possible low-level program implementations, each with different choices of loop order, tiling size, and other
options. Each choice creates a logically equivalent program with different performance. Our problem is to
explore the space of programs to find the fastest implementation.
We provide a detailed empirical analysis of component design choices in this framework. Experi-
mental results on real-world DL workloads show that our framework yields end-to-end performance
improvements ranging from 1.2× to 3.8× over existing frameworks.
2 Problem Formalization
We begin by walking through the motivating example in Figure 1. To enable automatic code
generation, we specify tensor operators using index expressions (e.g., Cij =
∑
k AkiBkj). Let E
denote the space of index expressions. The index expression leaves many low-level implementation
details, such as loop order, memory scope, and threading unspecified. As a result, we can generate
multiple variants of low-level code that are logically equivalent to the expression for a given e ∈ E .
We use Se to denote the space of possible transformations (schedules) from e to low-level code. For
an s ∈ Se, let x = g(e, s) be the generated low-level code. Here, g represents a compiler framework
that generates low-level code from e, s. We are interested in minimizing f(x), which is the real run
time cost on the hardware. Importantly, we do not know an analytical expression for f(x) but can
query it by running experiments on the hardware. For a given tuple of (g, e,Se, f), our problem can
be formalized as the following objective:
argmin
s∈Se
f(g(e, s)) (1)
This problem formalization is similar to that of traditional hyper-parameter optimization problems [34,
33, 35, 13, 17, 25] but with several key differentiating characteristics:
Relatively Low Experiment Cost. Traditionally, hyper-parameter optimization problems incur
a high cost to query f , viz., running experiments could take hours or days. However, the cost of
compiling and running a tensor program is a few seconds. This property requires that model training
and inference be fast ; otherwise, there is no benefit over profiling execution on real hardware. It also
means that we can collect more training data during optimization.
Domain-Specific Problem Structure. Most existing hyper-parameter optimization algorithms
treat the problem as a black box. As we optimize programs, we can leverage their rich structures to
build effective models.
Large Quantity of Similar Operators. An end-to-end DL system must optimize tensor operator
programs for different input sizes, shapes, and data layout configurations. These tasks are similar and
can offer opportunities for transfer learning.
We describe two key prerequisites for automatic code generation that is competitive with hand-
optimized code. (1) We need to define an exhaustive search space Se that covers all hardware-aware
optimizations in hand-tuned libraries. (2) We need to efficiently find an optimal schedule in Se.
There are many domain-specific languages (DSLs) for code generation [32, 36, 15, 37, 20, 30],
each with with a different E , Se and g. Polyhedral models [5, 42, 41] are a popular choice for Se;
they model the loop domains as integer linear constraints. An alternative approach originating from
Halide [32] defines a schedule space using a set of transformation primitives. Improving Se is an
important research direction that is beyond the scope of this paper; we pick a rich Se and focus on
schedule optimization in the rest of the paper.
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<latexit sha1_base64="3YWuE+22s48EHVzAe+Zi3sO8Uu4=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSL US0lE0GPRi8cK9gPbUDbbTbt0swm7E7GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ilh+6 QYhZOKk9nvVLZrbozkGXi5aQMOeq90le3H7M04gqZpMZ0PDdBP6MaBZN8UuymhieUjeiAdyxVNOLGz2YXT8ipVfokjLUthWSm/p7IaGTMOApsZ0RxaBa9qfif10kxvPIzoZIUuWLzRWEqCcZk+j7pC80ZyrEllGlhbyV sSDVlaEMq2hC8xZeXSfO86rlV7+6iXLvO4yjAMZxABTy4hBrcQh0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5Az4nkJ4=</latexit><latexit sha1_base64="3YWuE+22s48EHVzAe+Zi3sO8Uu4=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSL US0lE0GPRi8cK9gPbUDbbTbt0swm7E7GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ilh+6 QYhZOKk9nvVLZrbozkGXi5aQMOeq90le3H7M04gqZpMZ0PDdBP6MaBZN8UuymhieUjeiAdyxVNOLGz2YXT8ipVfokjLUthWSm/p7IaGTMOApsZ0RxaBa9qfif10kxvPIzoZIUuWLzRWEqCcZk+j7pC80ZyrEllGlhbyV sSDVlaEMq2hC8xZeXSfO86rlV7+6iXLvO4yjAMZxABTy4hBrcQh0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5Az4nkJ4=</latexit><latexit sha1_base64="3YWuE+22s48EHVzAe+Zi3sO8Uu4=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSL US0lE0GPRi8cK9gPbUDbbTbt0swm7E7GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ilh+6 QYhZOKk9nvVLZrbozkGXi5aQMOeq90le3H7M04gqZpMZ0PDdBP6MaBZN8UuymhieUjeiAdyxVNOLGz2YXT8ipVfokjLUthWSm/p7IaGTMOApsZ0RxaBa9qfif10kxvPIzoZIUuWLzRWEqCcZk+j7pC80ZyrEllGlhbyV sSDVlaEMq2hC8xZeXSfO86rlV7+6iXLvO4yjAMZxABTy4hBrcQh0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5Az4nkJ4=</latexit><latexit sha1_base64="3YWuE+22s48EHVzAe+Zi3sO8Uu4=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSL US0lE0GPRi8cK9gPbUDbbTbt0swm7E7GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ilh+6 QYhZOKk9nvVLZrbozkGXi5aQMOeq90le3H7M04gqZpMZ0PDdBP6MaBZN8UuymhieUjeiAdyxVNOLGz2YXT8ipVfokjLUthWSm/p7IaGTMOApsZ0RxaBa9qfif10kxvPIzoZIUuWLzRWEqCcZk+j7pC80ZyrEllGlhbyV sSDVlaEMq2hC8xZeXSfO86rlV7+6iXLvO4yjAMZxABTy4hBrcQh0awEDBM7zCm2OcF+fd+Zi3rjj5zBH8gfP5Az4nkJ4=</latexit>
f(x)
<latexit sha1_base64="Appt6dOASLoU0puF9XJna1LvMt4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBa hXkoigh6LXjxWMG2hDWWz3bRLdzdhdyOW0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpv7nUeqNIvlg5kmNBB4JFnECDa5FNW fzgfVmttw50CrxCtIDQq0BtWv/jAmqaDSEI617nluYoIMK8MIp7NKP9U0wWSCR7RnqcSC6iCb3zpDZ1YZoihWtqRBc/X3RIaF1lMR2k6BzVgve7n4n9dLTXQdZEwmqaGSLBZFKUcmRvnjaMgUJYZPLcFEMXsrImOsMDE 2nooNwVt+eZW0Lxqe2/DuL2vNmyKOMpzAKdTBgytowh20wAcCY3iGV3hzhPPivDsfi9aSU8wcwx84nz9sX43R</latexit><latexit sha1_base64="Appt6dOASLoU0puF9XJna1LvMt4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBa hXkoigh6LXjxWMG2hDWWz3bRLdzdhdyOW0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpv7nUeqNIvlg5kmNBB4JFnECDa5FNW fzgfVmttw50CrxCtIDQq0BtWv/jAmqaDSEI617nluYoIMK8MIp7NKP9U0wWSCR7RnqcSC6iCb3zpDZ1YZoihWtqRBc/X3RIaF1lMR2k6BzVgve7n4n9dLTXQdZEwmqaGSLBZFKUcmRvnjaMgUJYZPLcFEMXsrImOsMDE 2nooNwVt+eZW0Lxqe2/DuL2vNmyKOMpzAKdTBgytowh20wAcCY3iGV3hzhPPivDsfi9aSU8wcwx84nz9sX43R</latexit><latexit sha1_base64="Appt6dOASLoU0puF9XJna1LvMt4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBa hXkoigh6LXjxWMG2hDWWz3bRLdzdhdyOW0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpv7nUeqNIvlg5kmNBB4JFnECDa5FNW fzgfVmttw50CrxCtIDQq0BtWv/jAmqaDSEI617nluYoIMK8MIp7NKP9U0wWSCR7RnqcSC6iCb3zpDZ1YZoihWtqRBc/X3RIaF1lMR2k6BzVgve7n4n9dLTXQdZEwmqaGSLBZFKUcmRvnjaMgUJYZPLcFEMXsrImOsMDE 2nooNwVt+eZW0Lxqe2/DuL2vNmyKOMpzAKdTBgytowh20wAcCY3iGV3hzhPPivDsfi9aSU8wcwx84nz9sX43R</latexit><latexit sha1_base64="Appt6dOASLoU0puF9XJna1LvMt4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBa hXkoigh6LXjxWMG2hDWWz3bRLdzdhdyOW0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpv7nUeqNIvlg5kmNBB4JFnECDa5FNW fzgfVmttw50CrxCtIDQq0BtWv/jAmqaDSEI617nluYoIMK8MIp7NKP9U0wWSCR7RnqcSC6iCb3zpDZ1YZoihWtqRBc/X3RIaF1lMR2k6BzVgve7n4n9dLTXQdZEwmqaGSLBZFKUcmRvnjaMgUJYZPLcFEMXsrImOsMDE 2nooNwVt+eZW0Lxqe2/DuL2vNmyKOMpzAKdTBgytowh20wAcCY3iGV3hzhPPivDsfi9aSU8wcwx84nz9sX43R</latexit>
x = g(e, s)
<latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwb ZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9L iwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="z2KSz7Kif4ZV+s/8P9zK5Mr1Z7I=">AAAB53icbZBLSwMxFIXv1FetVatbN8EiVJAy40Y3guDGZQ X7gOlQMmmmDc0kQ3JHLKU/w40LRfxH7vw3po+Fth4IfJyTkHtPnElh0fe/vcLG5tb2TnG3tFfePzisHJVbVueG8SbTUptOTC2XQvEmCpS8kxlO01jydjy6m+XtJ26s0OoRxxmPUjpQIhGMorPCZ3JDBjV+Qex5r1L16/5cZB2CJVRhqUav8tXta5anXCGT1Now 8DOMJtSgYJJPS93c8oyyER3w0KGiKbfRZD7ylJw5p08SbdxRSObu7xcTmlo7TmN3M6U4tKvZzPwvC3NMrqOJUFmOXLHFR0kuCWoy25/0heEM5dgBZUa4WQkbUkMZupZKroRgdeV1aF3WA78ePPhQhBM4hRoEcAW3cA8NaAIDDS/wBu8eeq/ex6Kugrfs7Rj+yPv 8AcRGjlw=</latexit><latexit sha1_base64="z2KSz7Kif4ZV+s/8P9zK5Mr1Z7I=">AAAB53icbZBLSwMxFIXv1FetVatbN8EiVJAy40Y3guDGZQ X7gOlQMmmmDc0kQ3JHLKU/w40LRfxH7vw3po+Fth4IfJyTkHtPnElh0fe/vcLG5tb2TnG3tFfePzisHJVbVueG8SbTUptOTC2XQvEmCpS8kxlO01jydjy6m+XtJ26s0OoRxxmPUjpQIhGMorPCZ3JDBjV+Qex5r1L16/5cZB2CJVRhqUav8tXta5anXCGT1Now 8DOMJtSgYJJPS93c8oyyER3w0KGiKbfRZD7ylJw5p08SbdxRSObu7xcTmlo7TmN3M6U4tKvZzPwvC3NMrqOJUFmOXLHFR0kuCWoy25/0heEM5dgBZUa4WQkbUkMZupZKroRgdeV1aF3WA78ePPhQhBM4hRoEcAW3cA8NaAIDDS/wBu8eeq/ex6Kugrfs7Rj+yPv 8AcRGjlw=</latexit><latexit sha1_base64="zWSX7SEAPOAMI/A+45JBiFTQx0U=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJUkJJ40YtQ9OKxgv 2ANJTNdtIu3WzC7kYspT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMC1PBtXHdb2dldW19Y7OwVdze2d3bLx0cNnWSKYYNlohEtUOqUXCJDcONwHaqkMahwFY4vJ36rUdUmifywYxSDGLalzzijBor+U/kmvQreE70WbdUdqvuDGSZeDkpQ456t/TV6SUsi1EaJqjW vuemJhhTZTgTOCl2Mo0pZUPaR99SSWPUwXh28oScWqVHokTZkobM1N8TYxprPYpD2xlTM9CL3lT8z/MzE10FYy7TzKBk80VRJohJyPR/0uMKmREjSyhT3N5K2IAqyoxNqWhD8BZfXibNi6rnVr17t1y7yeMowDGcQAU8uIQa3EEdGsAggWd4hTfHOC/Ou/Mxb11 x8pkj+APn8wfz/4+1</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit><latexit sha1_base64="7SfFS4wAO3Vo/fTFR5rvB5I+J3s=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BItQQcquCHoRil48Vr AfsF1KNs22odlkSWbFsvRnePGgiFd/jTf/jWm7B219MPB4b4aZeWEiuAHX/XYKK6tr6xvFzdLW9s7uXnn/oGVUqilrUiWU7oTEMMElawIHwTqJZiQOBWuHo9up335k2nAlH2CcsCAmA8kjTglYyX/C13hQZWfYnPbKFbfmzoCXiZeTCsrR6JW/un1F05hJoIIY 43tuAkFGNHAq2KTUTQ1LCB2RAfMtlSRmJshmJ0/wiVX6OFLalgQ8U39PZCQ2ZhyHtjMmMDSL3lT8z/NTiK6CjMskBSbpfFGUCgwKT//Hfa4ZBTG2hFDN7a2YDokmFGxKJRuCt/jyMmmd1zy35t1fVOo3eRxFdISOURV56BLV0R1qoCaiSKFn9IreHHBenHfnY95 acPKZQ/QHzucP9T+PuQ==</latexit>
D
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Figure 2: Framework for learning to optimize tensor programs.
We use primitives from an existing code generation framework [9] to form Se. Our search space
includes multi-level tiling on each loop axis, loop ordering, shared memory caching for GPUs, and
annotations such as unrolling and vectorization. The search space size |Se| can be on the order of
billions of possible implementations for a single GPU operator. As we find in section 6 , our choice
of Se can contain programs competitive with hand-optimized libraries.
3 Learning to Optimize Tensor Programs
We propose a machine learning (ML)-based framework to solve this problem. Figure 2 presents
the framework and its modules. We build a statistical cost model fˆ(x) to estimate the cost of each
low-level program x. An exploration module proposes new schedule configurations to run on the
hardware. The run time statistics are collected in a database D = {(ei, si, ci)}, which can in turn be
used to update fˆ . We discuss module-specific design choices in the following subsections.
3.1 Statistical Cost Model
The first statistical model we support is based on gradient boosted trees [11](GBTs). We extract
domain-specific features from a given low-level abstract syntax tree (AST) x. The features include
loop structure information (e.g., memory access count and data reuse ratio) and generic annotations
(e.g., vectorization, unrolling, thread binding). We use XGBoost [7], which has proven to be a strong
feature-based model in past problems. Our second model is a TreeGRU[39], which recursively
encodes a low-level AST into an embedding vector. We map the embedding vector to a final predicted
cost using a linear layer.
GBT and TreeGRU represent two distinct ML approaches to problem resolution. Both are valuable,
but they offer different benefits. GBT relies on precise feature extraction and makes fast predictions
using CPUs. TreeGRU, the deep learning-based approach, is extensible and requires no feature
engineering, but it lags in training and predictive speed. We apply batching to the TreeGRU model
and use GPU acceleration to make training and prediction fast enough to be usable in our framework.
3.2 Training Objective Function
We can choose from multiple objective functions to train a statistical cost model for a given collection
of data D = {(ei, si, ci)}. A common choice is the regression loss function
∑
i(fˆ(xi)− ci)2 , which
encourages the model to predict cost accurately. On the other hand, as we care only about the relative
order of program run times rather than their absolute values in the selection process, we can instead
use the following rank loss function [6]:∑
i,j
log(1 + e− sign(ci−cj)(fˆ(xi)−fˆ(xj))). (2)
We can use the prediction fˆ(x) to select the top-performing implementations.
3.3 Exploration Module
The exploration module controls the search loop, which is summarized in Algorithm 1. At each
iteration, it must pick a batch of candidate programs based on fˆ(x) and query f(x) on real hardware.
We cannot simply enumerate the entire space of Se and pick the top-b candidates due to the size
of the search space. Instead, we use simulated annealing [19] with fˆ(x) as the energy function.
3
Algorithm 1: Learning to Optimize Tensor Programs
Input : Transformation space Se
Output : Selected schedule configuration s∗
D ← ∅
while n_trials < max_n_trials do
// Pick the next promising batch
Q← run parallel simulated annealing to collect candidates in Se using energy function fˆ
S ← run greedy submodular optimization to pick (1− )b-subset from Q by maximizing Equation 3
S ← S ∪ { Randomly sample b candidates. }
// Run measurement on hardware environment
for s in S do
c← f(g(e, s)); D ← D ∪ {(e, s, c)}
end
// Update cost model
update fˆ using D
n_trials← n_trials + b
end
s∗ ← history best schedule configuration
Specifically, we use a batch of parallel Markov chains to improve the prediction throughput of the
statistical cost model. We select the top-performing batch of candidates to run on real hardware. The
collected performance data is used to update fˆ . We make the states of the Markov chains persistent
across fˆ updates. We also apply the -greedy to select b (e.g. 0.05) candidates randomly to ensure
exploration.
Diversity-Aware Exploration. We consider both quality and diversity when selecting b candidates
for hardware evaluation. Assume that the schedule configuration s can be decomposed into m
components s = [s1, s2, · · · sm]. We maximize the following objective to select candidate set S from
the top λb candidates:
L(S) = −
∑
s∈S
fˆ(g(e, s)) + α
m∑
j=1
| ∪s∈S {sj}| (3)
The first term encourages us to pick candidates with low run time costs. The second term counts the
number of different configuration components that are covered by S. L(S) is a submodular function,
and we can apply the greedy algorithm [29, 22] to get an approximate solution.
Uncertainty Estimator. Bayesian optimization methods [34, 33, 35, 17] use acquisition functions
other than the mean when an uncertainty estimate of fˆ is available. Typical choices include expected
improvement (EI) and upper confidence bound (UCB). We can use bootstrapping to get the model’s
uncertainty estimate and validate the effectiveness of these methods. As we will see in section 6
, considering uncertainty does not improve the search in our problem. However, the choice of
acquisition function remains a worthy candidate for further exploration.
4 Accelerating Optimization via Transfer Learning
Thus far, we have focused only on learning to optimize a single tensor operator workload. In practice,
we need to optimize for many tensor operators with different input shapes and data types. In a real
world setting, the system collects historical data D′ from previously seen workloads. We can apply
transfer learning to effectively use D′ to speed up the optimization.
The key to transfer learning is to create a transferable representation that is invariant to the source
and target domains. We can then share the cost model using the common representation across
domains. Different choices of representations may have different levels of invariance.
A common practice in Bayesian optimization methods is to directly use configuration s as the model’s
input. However, the search space specification can change for different workloads or when the
user specifies a new search space for the same workload. The configuration representation s is not
invariant to changes in the search space.
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Figure 3: Possible ways to encode the low-level loop AST.
Workload Name C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12
H, W 224,224 56,56 56,56 56,56 56,56 28,28 28,28 28,28 14,14 14,14 14,14 7,7
IC, OC 3,64 64,64 64,64 64,128 64,128 128,128 128,256 128,256 256,256 256,512 256,512 512,512
K, S 7,2 3,1 1,1 3,2 1,2 3,1 3,2 1,2 3,1 3,2 1,2 3,1
Table 1: Configurations of all conv2d operators in a single batch ResNet-18 inference. H,W denotes height and
width, IC input channels, OC output channels, K kernel size, and S stride size.
On the other hand, the low-level loop AST x (Figure 3a) is a shared representation of programs that
is invariant to the search space. To leverage this invariance, our cost model fˆ(x) takes the low-level
loop AST x as input. We also need to encode x into a vector space to perform prediction. The specific
encoding of x can also result in different levels of invariance.
Context Relation Features for GBT. We define context features at each loop level to represent
loop characteristics. A simple representation of context features is a vector (e.g., in Figure 3b, where
each loop has a row of features). Context features are informative but, crucially, cannot generalize
across different loop nest patterns; we define context relation features to overcome this issue.
To build context relation features, we treat context vectors as a bag of points and extract fea-
tures that model relations between feature axes. Formally, let Z be the context feature matrix
such that Zki corresponds to the i-th feature of loop k. We define a set of log2-spaced con-
stant thresholds β = [β1, β2, · · ·βm]. The relation feature between feature i and j is defined
as: R(ij)t = maxk∈{k|Zkj<βt} Zki. This encoding summarizes useful relations, such as loop count
vs. touched memory size (related to the memory hierarchy of the access), that affect run time cost.
Context Encoded TreeGRU. The invariant representation also exists for the neural-based model.
Figure 3c shows a way to encode the program by learning an embedding vector for each identifier
and summarizing the AST using TreeGRU. This model works well for modeling a single workload.
However, the set of loop variables can change across different domains, and we do not have embedding
for the new loop variables. We instead encode each loop variable using the context vector extracted
for GBT to summarize the AST (Figure 3d). We scatter each loop level, embedding h into m vectors
using the rule outi = softmax(WTh)ih. Conceptually, the softmax classifies the loop level into a
memory slot in out. Then, we sum the scattered vectors of all loop levels to get the final embedding.
Once we have a transferable representation, we can use a simple transfer learning method by
combining a global model and an in-domain local model, as follows:
fˆ(x) = fˆ (global)(x) + fˆ (local)(x). (4)
The global model fˆ (global)(x) is trained on D′ using the invariant representation; it helps to make
effective initial predictions before we have sufficient data to fit fˆ (local)(x).
5 Prior Work
Black box optimization (auto-tuning) is used in high-performance computing libraries such as
ATLAS [43] and FFTW [12]. Alternatively, a hardware-dependent cost model can be built to guide
the search [28, 5]. Polyhedral methods [5, 42] use integer linear programming to optimize cost.
Tensor Comprehensions [41] combine both approaches, using black-box optimization to choose
parameters of thread blocks and polyhedral optimization to generate internal loops. Black-box
approaches can require many experiment trials to explore a huge Se. On the other hand, predefined
cost models may not be sufficiently accurate to capture the complexity of modern hardware and must
be manually redefined for each new hardware target.
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Figure 4: Statistical cost model vs. genetic algorithm (GA) and random search (Random) evaluated on NVIDIA
TITAN X. ’Number of trials’ corresponds to number of evaluations on the real hardware. We also conducted
two hardware evaluations per trial in Random ×2 and GA ×2. Both the GBT- and TreeGRU-based models
converged faster and achieved better results than the black-box baselines.
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Figure 5: Rank vs. Regression objective function evaluated on NVIDIA TITAN X. The rank-based objective
either outperformed or performed the same as the regression-based objective in presented results.
Previously, statistical cost models have been applied to optimize SAT solvers [17, 18]. We apply this
idea to our problem and build a domain-specific cost model that enables effective transfer among
workloads. A recent trend is to use deep neural networks to perform program analysis [3, 10]. Our
new problem setting and experiment environment can serve as a testbed for unexplored research
opportunities in related directions.
6 Experiments
6.1 Component Evaluations
We first evaluated each design choice in the framework. Component evaluations were based on
convolution workloads in ResNet-18 [14] for ImageNet classification (Table 1). Due to space
limitations, we show component evaluation results only on representative workloads; the complete
set of results is reported in the supplementary material. All methods compared in this subsection
were initialized with no historical data. Section 6.2 evaluates the transfer learning setting.
Importance of Statistical Cost Model. Figure 4 compares the performance of the statistical cost
model to black-box methods. Both the GBT and TreeGRU models outperformed the black-box
methods and found operators that were 2× faster than those found with random searches. This
result is particularly interesting compared to prior results in hyper-parameter tuning [25], where
model-based approaches were shown to work only as well as random searching. Our statistical
models benefit from domain-specific modeling and help the framework find better configurations.
Choice of Objective Function. We compared the two objective functions in Figure 5 on both types
of models. In most cases, we found that using a rank-based objective was slightly better than using a
regression-based one: the rank-based objective may have sidestepped the potentially challenging task
of modeling absolute cost values. We chose rank as our default objective.
Impact of Diversity-Aware Exploration. We evaluated the impact of the diversity-aware explo-
ration objective in Figure 6. Most of the workloads we evaluated showed no positive or negative
impact for diversity-based selection. However, diversity-aware exploration improved C6, which
shows some potential usefulness to the approach. We adopted the diversity-aware strategy since it
can be helpful, has no meaningful negative impact, and negligibly affects run time.
6
0 200 400 600 800
Number of Trials
1.5
2.0
2.5
T
F
L
O
P
S
C1
0 200 400 600 800
Number of Trials
2
3
C2
λ=1 λ=2 λ=4
0 200 400 600 800
Number of Trials
0.50
0.75
1.00
C5
0 200 400 600 800
Number of Trials
1
2
C6
Figure 6: Impact of diversity-aware selection with different choices of λ evaluated on NVIDIA TITAN X.
Diversity-aware selection had no positive or negative impact on most of the evaluated workloads.
0 200 400 600 800
Number of Trials
1.5
2.0
2.5
T
F
L
O
P
S
C1
0 200 400 600 800
Number of Trials
2
3
C2
Expected Improvement Upper Confidence Bound Mean
0 200 400 600 800
Number of Trials
0.50
0.75
1.00
C5
0 200 400 600 800
Number of Trials
1.0
1.5
2.0
2.5
C6
Figure 7: Impact of uncertainty-aware acquisition functions evaluated on NVIDIA TITAN X. Uncertainty-aware
acquisition functions yielded no improvements in our evaluations.
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Figure 8: Impact of transfer learning. Transfer-based models quickly found better solutions.
Impact of Uncertainty Estimator. We evaluated the usefulness of uncertainty-aware acquisition
functions in Figure 7. The uncertainty measurement was achieved by training five models using
bootstrapping. We used the regression objective in this setting—similar to its use in most Bayesian
optimization methods. Results show that uncertainty estimation was not as important in our problem,
possibly because our models were trained with more training samples than traditional hyper-parameter
optimization problems.
6.2 Transfer Learning Evaluations
The evaluations presented so far used no historical data. This subsection evaluates the improvements
obtainable with transfer learning.
Improvements by Transfer. We first evaluated general improvements made possible by transfer
learning. We randomly picked samples from D′ collected from C1,C2,C3,C4,C5,C6 and used them
to form the source domain (30000 samples in the TITAN X experiment and 20000 samples in the
ARM GPU and ARM A53 experiments). We then compared the performance of transfer-enabled
methods to learning from scratch for target workloads C7,C8,C9. Results are shown in Figure 8.
Overall, using transfer learning yielded a 2× to 10× speedup. This approach is especially important
for real DL compilation systems, which continuously optimize incoming workloads.
Invariant Representation and Domain Distance. As discussed in Section 4, different representa-
tions have different levels of invariance. We used three scenarios to study the relationship between
domain distance and the invariance of feature representations: (1) running optimizations on only one
target domain; (2) C1–C6→7: C1–C6 as source domain and C7 as target domain (transfer within same
operator type); (3) C1–C6→Matmul-1024: C1–C6 as source domain and matrix multiplication as
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Figure 9: Comparison of different representations in different transfer domain settings. The configuration-based
model can be viewed as a typical Bayesian optimization approach (batched version of SMAC [17]). We found
that models using configuration space features worked well within a domain but were less useful across domains.
The flattened AST features worked well when transferring across convolution workloads but were not useful
across operator types. Context relation representation allowed effective transfer across operator types.
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(a) Optimization curves in wall clock time. (We set cuDNN v7, Tensorflow Lite and ARM Com-
puteLibrary v18.03 as the baselines for TITAN X, ARM A53 and ARM Mali-T860, respectively.)
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Figure 10: Single operator performance on the TITAN X and ARM CPU. (Additional ARM GPU (Mali) results
are provided in the supplementary material.) We also included a weight pre-transformed Winograd kernel [24]
for 3× 3 conv2d (AutoTVM PT). AutoTVM generated programs that were competitive with hardware-specific
libraries.
target domain (transfer across operator types). Results ( Figure 9) show the need for more invariance
when domains are farther apart. Using our transferable feature representation, our model generalized
across different input shapes and operator types. We also ran a preliminary study on transfer from
an ARM Mali GPU to an ARM Cortex-A53 ( Figure 9d), showing that the proposed representation
enabled transfer across devices. Developing an invariant feature representation poses a difficult
problem worthy of additional research.
6.3 End-to-End Evaluation
Thus far, our evaluation has focused on specific design choices in our framework. We now segue to
the natural follow-up question: can learning to optimize tensor programs improve real-world deep
learning systems on diverse hardware targets? We call our framework AutoTVM. We compared our
approach to existing DL frameworks backed by highly engineered hardware-specific libraries on
diverse hardware back-ends: a server class GPU, an embedded CPU, and a mobile GPU. Note that
AutoTVM performs optimization and code generation with no external operator library.
We first evaluated single-operator optimization against baselines that used hardware-specific li-
braries. The baselines were: cuDNN v7 for the NVIDIA GPU, TFLite(commit: 7558b085) for
the Cortex-A53, and the ARM Compute Library (v18.03) for the ARM Mali GPU. We also in-
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Figure 11: End-to-end performance across back-ends. 2AutoTVM outperforms the baseline methods.
cluded TensorComprehensions (commit: ef644ba) [41] as an additional baseline for the TITAN X 1
TensorComprehensions used 2 random seeds ×25 generations ×200 population for each operator,
and padding was removed (TC does not yet support padding). The results are shown in Figure 10.
AutoTVM generated high-performance tensor programs across different hardware back-ends.
Further, we embedded our framework into an existing DL graph compiler stack and performed end-
to-end workload evaluation. We evaluated real world end-to-end DL inference workloads, including
ResNet [14], MobileNet [16], LSTM Language Model [44], Deep Q Network (DQN) [27], and Deep
Convolutional Generative Adversarial Networks (DCGAN) [31]. Our baselines were: MXNet (v1.1),
Tensorflow (v1.7) for the GPU, TFLite(commit: 7558b085) for the Cortex A53, and ARM Compute
Library (v18.03) for the ARM Mali GPU. Results are summarized in Figure 11. AutoTVM improved
end-to-end performance by 1.2× to 3.8×. These improvements were due to both tensor program
optimization and operator fusion optimizations; the latter would otherwise be impossible if we used
libraries with a limited set of operators.
7 Discussion and Conclusion
We presented AutoTVM: a machine learning-based framework that automatically optimizes the
implementation of tensor operators in deep learning systems. Our statistical cost model allows
effective model sharing between workloads and speeds up the optimization process via model transfer.
The positive experimental results of this new approach show promise for DL deployment. Beyond
our solution framework, the specific characteristics of this new problem make it an ideal testbed
for innovations in related areas, such as neural program modeling, Bayesian optimization, transfer
learning, and reinforcement learning. On the systems side, learning to optimize tensor programs can
enable more fused operators, data layouts, and data types across diverse hardware back-ends—crucial
to improving DL systems. Our framework can be found at https://tvm.ai.
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A Supplementary Materials
A.1 Additional Experimental Results
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Figure 12: Single Operator Performance on Mali T860MP4
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Figure 13: Effectiveness of cost model on all conv2d operators in ResNet-18.
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Figure 14: Impact of objective function of cost model on all conv2d operators in ResNet-18.
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Figure 15: Impact of diversity aware exploration on all conv2d operators in ResNet-18.
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Figure 16: Impact of uncertainty aware acquisition function on all conv2d operators in ResNet-18.
A.2 Summary of Loop Features
A.2.1 Loop Context
We extract loop context for every loop variable. The loop context contains loop attributes and the access patterns
for all touched inner buffers.
Feature Name Description
length The length of this loop
annotation One-hot annotation of this loop (can be vectorize, unrolled, paralleled, ...)
top-down The product of the lengths of outer loops
bottom-up The product of the lengths of inner loops
access pattern
(for every buffer)
touch count The number of touched elements
reuse ratio Reuse ratio of this buffer (= bottom-up / touch count)
stride Coefficent of this loop varialbe in the index expression
Table 2: Listing of loop context feature
A.2.2 Relation Feature
First we pick the longest chain from the AST. Then we extract loop context features for the loop variables in this
chain. We compute two pairs of relation : touch count vs reuse ratio and touch count vs top-down.
A.3 Experiment Configuration
15
Hyperparameter Value Description
bGBT 64 batch size of planning in GBT
bTreeGRU 64 batch size of planning in TreeGRU
emb_dim 128 dimension of loop variable embedding in TreeGRU
hidden_size 128 hidden size of GRU cell in TreeGRU
nsa 128 number of Markov chains in parallel simulated annealing
stepsa 500 maximum steps of one simulated annealing run
16
