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1. INTRODUCTION 
This is the second part of an investigation, largely via modified Prtifer 
methods, into asymptotics of the regular two parameter Sturn-Liouville 
problem 
-(PY’)‘+qY=w--M)Y (1.1) 
on the interval [a, b], subject to self-adjoint boundary conditions. We 
assume p > 0, g>O, and that all of l/p, q, f, and g are real valued and 
belong to L’(a, 6). In the first part [S], we discussed existence of 
“asymptotic directions” of the eigencurves and related asymptotic develop- 
ments. Here we discuss existence of eigencurve “asymptotes” and the more 
detailed asymptotic developments related to them. We shall also extend our 
analysis to certain non-separated end conditions, but for the present we 
assume, as in [6], that the end conditions for (1.1) are separated. The 
material has been organized so that detailed knowledge of [6] is unne- 
cessary, although familiarity with at least its introduction will provide extra 
motivation. 
We write p”(n) for the value of p at which (1.1) admits an eigenfunction 
y = y; with n zeros in (a, 6). It can be shown that this defines a function 
,u~ on R and its graph is the “nth eigencurve.” A common thread to our 
investigation concerns how the asymptotics of the p” are influenced by the 
behavior of s = f/g near its “extrema.” For example, we showed in [6] that 
if ess sup s = co then p’(n) is superlinear as 1+ co. Also we gave conditions 
involving the growth of s guaranteeing, for any given E E (0, 1 ), an estimate 
of the form 
P”(n) -n 
-2s;1l+& as i-00. (1.2) 
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Here and below, p”(n) -h(l) means p”(l)/h(l) is in some fixed positive 
interval for all large positive 1. As another example, we showed in [6] that 
if ess sup s = c < co, then $‘(L)/L + c and we gave conditions involving the 
values of s near c guaranteeing 
cl - p”(A) - ??&A1 -&) as A+cc, (1.3) 
again for some EE (0,l). Throughout we shall leave to the reader 
statements and proofs of analogous results as L + --co. 
In this second part we shall examine the question of when ~~(2) - cJ. is 
bounded as I -+ cc with a view to further asymptotic development. Such 
boundedness is precluded by (1.3) and turns out to be equivalent o attain- 
ment of s of its essential supremum c (a.e.) on a non-trivial interval. This 
is demonstrated in Section 2, along with the estimate 
p”(A) - CA + v, (1.4) 
where r” is the n th eigenvalue in a list of eigenvalues of (1.1) for I = 0, 
restricted to maximal subintervals where s = c (a.e.). Since 7” N -n2 as 
n -+ co, (1.4) is consistent with the limit of (1.3) as E + 1, although the 
conditions are different for the two estimates. We sharpen various related 
results, e.g.,’ [4, 5,9], in certain respects, and we extend certain singular 
perturbation results (e.g., [ 11, 171) to cases where the “reduced equation” 
is not even a differential equation, but does have an eigenvalue of infinite 
multiplicity. 
In Sections 3 and 4 we aim for a development of (1.4) of the form 
p’(l) - cl - F N nZvAq- ’ (1.5) 
for a given q E [ $, 1). As for (1.2), we use a modified Prtifer angle cpl, and 
we impose certain finiteness conditions to make the analysis more trac- 
table. The main difference here is that (1.5) is a more accurate estimate 
than (1.3) and requires more intricate methods. We show that ‘pi, + qrn 
pointwise as L + co, where cpm is a rather more modified (and in fact 
discontinuous in general) Prtifer type angle. In Section 4, estimates for 
I(rp,--cp,)(t)l are used to derive the cases q= 5 and ~IE($, 1) of (1.5). As 
a corollary we obtain the asymptotic formula 
A”= --c-~T” + O(n6), 6=4r/-2~[0,2), 
for the n th eigenvalue of il” of the one parameter problem (1.1) with p 
suppressed. Since Z” N -n* this implies the classical estimate I” N n2-cf. 
Atkinson and Mingarelli [3] for recent results of this type, again for L’ 
coefficients, and via different modified Priifer techniques. 
In Section 5 we apply the results of [6] and Sections 24 to periodic 
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problems. Specifically we compare periodic and antiperiodic boundary 
problems with specific separated ones and thereby we give asymptotics for 
the so called “stability boundaries.” We conclude by comparing our results 
with several others for Hill’s equation (q = 0, g = l), mostly obtained by 
different methods. Eastham [8, Chap. 4) does use a (different) modified 
Prtifer angle for the one parameter problem but his methods involve com- 
parison with a problem with C’ coefficients, a philosophy also employed by 
Atkinson and Mingarelli (lot. cit.). 
2. ASYMPTOTES 
As in [6, Sect. 21, we may transform (1.1) to the case p= 1, by writing 
t = t(x) = c-r si l/p, where c = st l/p, multiplying q, f, and g by pc2, and 
noting that the coefficients remain L’ in t. Without loss of generality, then, 
we shall treat 
-~+qY=(~f-Pg)Y, 
d *=- 
dt’ 
O<t<l, (2.1) 
subject to the boundary conditions 
y(0) cos a -3(O) sin cf = 0, aEL-o,II) 
y(l)cosB-$(l)sin/I=O, PE (0, 711. 
(2.2) 
Writing s = f/g, we shall also consider (2.1) in the form 
(T-WY= -PY, (2.3) 
the self-adjoint operator T- IZS being defined on the weighted Hilbert 
space L2( [0, I], g(t) df) = Li by 
(T-AS)y=(-jj+qy-hy)/g 
with domain 
D(T-AS)={~EL;I~, );EAC[O, 11, -j;+qy4syEL2 
and y satisfies (2.2) >. 
We shall assume throughout that 
ess sup s(t) = c < co. 
Note that- this can also be written ess sup f(x)/g(x) = c in terms of the 
original variables in (1.1 )-cf. [5, Sect. 5 J. Moreover, a simple change of 
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variables (from p to p-k) then allows us to assume c = 0. It thus follows 
from [6, Corollary 2.23 that each p”(A) is either constant or decreases 
strictly in i. Then the n th eigenvalue has an asymptote (p = rn, say) if, and 
only if, p”(A) is bounded below (with inf pFL”(A) = T”). 
THEOREM 2.1. The following are equivalent: 
(i) the nth eigencurve has an asymptote for some n, 
(ii) the nth eigencurve has an asymptote for all n, 
(iii) s = 0 a.e. on some interval J of positive length. 
Proof: Reference [6, Corollary 2.2(i)] covers the case s(t) = 0 a.e., so 
we assume the contrary. Thus if we assume (iii) to hold, then it follows 
from [6, Corollary 2.2(ii)] that ~~(2) decreases in II for each n. Now (ii) 
will hold if each ,n”(A) is bounded, so assume $(A) -+ -co as ;1+ cc for 
some n. 
Let p”(A) < 0 for A > 1, and define 
P = P(A) = ( -Pn(4)“‘, 
tan cp = py/j. 
(2.4) 
Then 
(1) = p[cos’ rp + ((As-p) g - q) pe2 sin’ cp] 
=p[cos*cp+gsin’cp+p--‘qsin2~] on J. 
(2.5) 
Thus over J the change in cp can be estimated by 
5,~~PJ:(cos2~+gSin2~)-l~l 
Moreover, (2.5) shows that cp increases strictly 
-1119111. 
near any multiple of z 
(cf. Cl, p. 2091) and so cp decreases by less than 7~ over any interval outside 
J. Since the boundary conditions force cp to increase by at most (n + 1)x 
over [0, 1 ] we obtain 
By assumption, ,u=,u~(~) + -cc as I + co, and so p + co. Thus we 
obtain a contradiction since n is fixed. Hence (iii) implies (ii) which 
trivially implies (i). 
Conversely, if (iii) fails then we may apply [9, Theorem lo] to see that 
for any given p, (2.1) has a solution satisfying (2.2) with n = 0, for some 1. 
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Now p” is continuous and decreasing, so p’(n) + -co as 1-+ GO and since 
$(n)<p’(n) for all 2 and n>O, (i) must fail. This completes the proof. 
For the rest of this section, we shall assume the conditions of 
Theorem 2.1 to hold, the maximal possible intervals J being (a;, bi), 
i = 1,2, . . . . Their union makes up “the essential interior” Q of s-‘(O), i.e., 
Q= fi (Ui, bi) 
i=l 
= {te(O, l)I.J(r)=Of or almost all z E (t-s, t + E) n [0, 11, 
forsomec>O}; (2.6) 
cf. [S, 93. With each (ai, bi) we associate Dirichlet end conditions unless 
ai = 0 or bi = 1 in which case we use the original end conditions. This leads 
us to 
DEFINITION 2.2. We define r{ as thejth eigenvalue in descending order 
of the problem 
-j+ (q+keug) .Y=o on tai, bi) (2.7) 
with the above end conditions, corresponding to a solution yi with j zeros 
in (ai, bi). We list the 7: in descending order and define 7n as the nth 
member of this list, n = 0, 1, 2, . . . . 
THEOREM 2.3. p”(A) + 7” as ,I + 00 
ProoJ We can dismiss the case s = 0 a.e.: this is covered by [6, 
Corollary 2.2(i)]. Let ri(p) be the number of zeros of a non-trivial solution 
of (2.7) subject to the initial condition 
(i) y(O) cos CI - j(O) sin ci = 0, if ui = 0, bi # 1, 
(ii) y(l)cosB-p(l)sin/?=O,ifui#O,bi=l, 
(iii) ~(a,) =O, if u,#O, b,# 1. 
and write t(p) = C,E i (JCL). According to [9, Theorem 141, the maximal 
eigenvalue ,J = n(p) of (2.1), (2.2) for given p corresponds to an eigenfunc- 
tion with t(p) internal zeros. Moreover the unmodified Prtifer angle (see 
(2.5) with p = 1) decreases as a function of p (cf. [6, Remarks before 
Theorem 2.11). It follows that S(,U)>~ if ,U < 7” and S(p)<n if p> 7”. 
From this and the fact the pfl decrease we see that $(A) + gn as A--+ co. 
The authors of [9, Theorem 141, quoted above, state that their proof is 
“essentially an extension” of that for the case n = 0, which is demonstrated 
explicitly. In the next section we shall give an interpretation of this result 
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in terms of a (modified) Prtifer angle and we shall thereby give one possible 
extension of the proof to general n. 
COROLLARY 2.4. 6’~ -n2 asn-+co. 
Proof: Since the 11” do not increase, r” < ~~(0) which is the nth eigen- 
value of the problem 
-j+qY=MY (2.8) 
on [0, 11, subject to (2.2). Also it is clear that tn > rl which is the nth 
eigenvalue of (2.8) on [a,, b, ] subject to separated end conditions. 
Estimates of the form 
p’(O) - -n2, T1 no -n2 
hold for both of these problems: see, e.g., [3, Lemma 2.11. 
This shows, incidentally, that the rn have no finite accumulation point. 
The latter can also be deduced from the proof of [4, Lemma 4.31 since 
Naimark [16, Sects. 18, 191 shows that T (see (2.3) et seq.) satisfies the 
conditions of [4]. With L” coefftcients, the general methods of [4] are 
applicable; see [5] for general results including Theorems 2.1 and 2.3. 
With L’ coefficients, however, there are difficulties with such methods: for 
example, domains of self-adjointness of the left side of (2.3) depend on il. 
We close this section with a remark about some non-standard singular 
perturbation results. For more detailed ones where the “reduced equation” 
has isolated eigenvalues of finite multiplicity, we refer the reader to, e.g., 
[ll, 173. 
COROLLARY 2.5. Zf E >O, then the problem E( -j; + qy) - fy = pgy on 
[0, 11, subject to (2.2), admits eigenvalues P”(E) corresponding to solutions 
yz with n internal zeros. Moreover P”(E) E-’ 7 -2” as ~10 ifs2 (2.6) is non- 
empty, and P”(E) ECU 7 CC otherwise. 
Proof. Set 1= c-l, p = -p&-l and apply Theorems 2.1, 2.3. 
3. A LIMITING MODIFIED PREFER ANGLE 
Throughout this and the next section we shall specialize to the case 
where !I2 of (2.6) is non-empty and in order to simplify the analysis we 
shall, in fact, assume that Q consists of finitely many intervals, say 
Q= () (a,, bi), O<a,<b,< ... <b,<l, (3.1) 
i= 1 
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and 
the eigenvalues r” are all distinct. (3.2) 
The general case can be tackled by means of perturbations which split 
eigenvalues of (necessarily) finite multiplicity. 
It is clear that there is no loss of generality in assuming rn < 0 for all n 
and thus that pB(A) < 0 for all n and for all A sufficiently large. 
Our crucial construction is that of a “limiting (pA” as 1+ co, defined as 
follows for fixed n. For t~fi we require qrn to satisfy a modified Prfifer 
equation corresponding to (2.7), viz., 
4, = P&OS2 cpcc -g sin2 cpm + 5;‘q sin’ cp,), (3.3) 
where pm = ( -r,,)l12, and for t # a, we require c$, = 0. In fact 
Vcc~(~)=Vrn(~i)9 t E (bi- I, a,), i< i, 
= cpm(bA t E tbi, ai+ 119 i>i,, 
with q,(O), cp,( 1) being prescribed via 
tancp,(O)=p, tancr, cp,(O) E ix4 711, 
tancp,(l)=p,tanfi, cPm(l)Eh (n+ lbl. 
Here i, is given by 6 = r$ for some j and iO, we we interpret b,=O if 
u,>o; uN+l= 1 if b,< 1. We shall also use the notation 
cxn = d-+1, 
[ .] being the integer part function. Finally, the definition of qrn is com- 
pleted by specifying jump discontinuities: 
Vcoo(bi+ )= IIrPco(bi)lj, ici,, 
(PA%2 - ) = UPco("i)l + 719 i> i,. 
It is instructive to check that cpa is well defined by these stipulations. 
Remark 3.1. cp,(b,), 1 < i < iO, and cp,(u,), i, < id N, are not multiples 
of 71 by virtue of assumption (3.2). 
LEMMA 3.2. Zfq~ = cpA satisfies (2.4), (2.5), then VA(t) + p,(t) us A-+ oc), 
for all t c [0, 11. 
Proof: We note that p(A) = (-p”(A))“’ + pco as A + co, so 
q,(O) + cp,(O). If ui = 0, we use continuous dependence of solutions of (3.3) 
on parameters and initial conditions to deduce that cpn(t) + q,(t), for all 
tE [a,, b,l. 
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Recall that we have taken c = 0 without loss of generality. When a, > 0 
we apply a modified version of [9, Lemma 83 over [0, ci] where ci < a, is 
arbitrary. Note first that S-CO a.e. on this interval and also observe that it 
is possible to find 1 so that the solution, y = y,, of 
-.F+(q+P”@)g-fiff) y=o, (y/);)(O) = tan 4 
has no zero in (0, 6). Then by [9, Lemma 81, generalized to the extent that 
the potential q is replaced by q + $(A) g for the current application, we see 
that (y,/j,)(ci) + 0 as I + co. It now follows that vi(t) -+ 0 over (0, a,] in 
the case under discussion. Further qJt)+ q,(t) for all ZE(U,, b,] by 
continuous dependence of solutions of (3.3) on parameters and initial 
conditions. 
The argument used for (0, a,], a, >O, may now be repeated for (6,, a,], 
and so on, until the stage at which we have established cpn(t) + q,(t) for 
all TV [0, b,]. (Here we use the observation in Remark 3.1.) The result for 
t > b, can be established by commencing at t = 1 and letting t run back- 
wards to t = b,. This completes the proof. 
In related circumstances, Read [18] has shown that (j/y)(t) > bly6, for 
6 = (y + i)-’ and a suitable constant b, given assumptions imilar to those 
used in [6, Theorem 4.21. Then ‘pi decays as Ky6, and we shall now 
discuss a different case with 1~ ‘I2 decay. 
THEOREM 3.3. Ler g(t) 2 g, > 0 for all t E [0, l] and suppose s = -)Ix~ 
where q > 0 and xE is the characteristic function of a finite union E of closed 
intervals in [O,l]. Then 
cpJt)= cp,(t) + OW’)? for&l t$!2 
cpA(f) = cpcc + O(o-‘I+ O(P, -PA), tea, 
where u = (,Iq)“*. 
Remark 3.4. Since (pa, may be discontinuous, these estimates are in 
general not uniform in t. They do, however, involve integrable functions of t. 
Proof: We write 
[O,l]\E= 52 = 6 (a, bJ, 
i= 1 
and continue to use the notation established in the definition of qm. 
Define tiA(t) by means of 
tan h(t) = 6~W(t), Bll/,dt)l = I[cPn(t)ll. 
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On [bi,ai+,], O<i<i,, where s = -q, Ai, satisfies 
$A = a(cos* I)~ - g sin* ijA) - a-‘(q + pg) sin* $A 
d o(cos* *i - go sin* el) + ~~‘5, 
where 5 = 141 + g( -r”). Define 11/0 by cot tiO = g:“, 0 < tjO < rc/2, and select 
w E (0, 7c/2 - $,,). Note that for some E > 0, 
cos* x - g, sin* x < --E if 71-w<x<14+~. 
2 2 2 
For any function a of t, define a*(t) = a(t) - [a( t)J, and choose 1’ so that 
when A> A’ we have 0-I 11<11, < o/3 and either 
(i) $:(bi) E (Z/2-0/3,11/2 + O/3), or 
(ii) V+2.tbi) = Cti,t(bi)l = 0. 
It is easy to check that such a A’ exists and further that (ii) occurs only if 
bi = 0 and CI = 0. First we claim that for A> A’, 
20 
$n*(+2+-, 
2 3 
for all t E [bi, ui+ ,I. (3.4) 
If not, since $T(bi) < 1r/2 + w/3, we could find t,, t, so that t, < t,, 
and [~,G~(t)]l remains constant over [to, ti]. Then 
and hence 
This contradiction establishes (3.4). 
Let in (bi, u,+i) be given. We wish to show that there is 1 such that 
when A > 2, 
J/:(t)2+~ 
2 3 
for all t 2 i. (3.5) 
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First select I” so that I > A”, cr E (i- bi) > 4w/3 and put i = max(l, A”). 
Take I > 1. If there is to E (bi, i) such that $:(to) = 7r/2 - 20/3, then as in 
the proof of (3.4), it follows readily that tit(t) c z/2 - w/3 for all t > t, and 
(3.5) is established. On the other hand, if tif(t) >7t/2-22w/3 for all 
t E [bi, i], then in fact $f(t) E (n/2 - 20/3, n/2 + 2w/3) over this interval 
and 
This establishes (3.5) for case (i) above; case (ii) follows similar lines. The 
upshot is that for each t, tin(t) is bounded away from 7r/2 as il+ co. 
Next we use an argument paralleling that at Atkinson [ 1, p. 2091 to see 
that cp,Jr) > [qJt)J = q,(t) for t E (bi, ai+ 1] and so, when 1 is sufficiently 
large, we deduce 
c~n*W = tan cpAt) 
P(l) = - tan tjl( t) 
0 
= O(d) as A-rco. 
This proves the theorem for values of t E (bi, ai+ r], i< i,, and similar 
arguments cover the case i > i,. 
When t E [q, bi], we note that 
@AtI = P(~)(cos~ cpAt) - g sin2 qpl(f)) - 
4(t) . - sin2 rpi( t) 
P(A) 
4(t) 
(3.6) 
h&) = P&OS~ 444 - g sin2 K&N -- 
P(a) 
sin2 q,(t). 
We use the fact that p(l) + poo and the standard Lipschitz theory for 
dependence of solutions on parameters and boundary conditions to deduce 
cpl(l) - cpal(t) = WPV) - Pm) + 0 
ki-3 
+ o(~~(ai)-~co(ai)) + o(VA(bi)-Vm(bi)) 
=O(P(+PbN+w-‘) 
505/89/2-3 
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by virtue of our previous arguments. Note from (3.6) that these order 
estimates, while not uniform in t, involve functions of t which are inte- 
grable over [ai, bJ. This completes the proof. 
4. ASYMPTOTIC ESTIMATES 
We can now deduce asymptotic results for p(“. It is convenient o restate 
our hypotheses, allowing c =ess sups to be arbitrary, although for the 
purposes of proofs we take c =0 as before. Also our conditions do in 
general now depend on the preliminary transformation from (1.1) to (2.1). 
THEOREM 4.1. Assume that Sz of (2.6) is a non-empty finite union of 
intervals, that the T” are distinct, that g(t) > g, > 0 for all t E [O, 11 and that 
for some rj>O, s(t)<c-rj forall t#Q. (4.1) 
Then there is a constant K so that for each n > 0, 
0 < p”(l) - cl - Tn < zh(lrp2 
for large 1. 
Proof. Using differential inequality theory on the (unmodified) Priifer 
angle, (i.e., (2.5) with p = 1) we find that it suffices to prove the result with 
equality in (4.1). See Theorem 2.3 for a similar argument. We continue to 
use the notation of the definition of cpou and the proof of Theorem 3.3, 
using c=O. Now 
=,,Z,-;J,, say. 
By Theorem 3.3, 
v=VA(bict)-VA(ai~)+ o(O-') 
I 
by, 1 % 
=PA qsin’cp,+O(a-‘) 
% 
(~0s’ cpi - g sin2 cpJ -& s %I 
=p,l,-;J,+O(o-I), say. 
ASYMPTOTICSOFEIGENCURVES,II 235 
Thus 
Now we use Theorem 3.3, Remark 3.4, and Corollary 2.4 to obtain 
(pm-pJZ,=O y +0(d). ( > 
Thus poo - pI = 0(0-l) and finally 
NV) - Tgn =mm + PJ(P, -PA 
= 0(na-l), 
as required. 
Analysis of eigencurves when s(t) = sgn( t - $), based on explicit trans- 
cendental equations, can be found in [2, 191. Periodic problems with coef- 
ficients as above have been studied by Hochstadt [ 121 and Loud [ 143 and 
we shall return to these in Section 5. 
We conclude this section with a result paralleling [6, Theorem 4.21 but 
where Sz # 0. As an example, one could take 
s(t) = 0 for t E [0, $1, s(t)=(t-$)” (m>O) for TV [i, l] (4.2) 
with y = l/m (see below). 
THEOREM 4.2. Assume that Q is a non-empty finite union of intervals, 
that the z” are all distinct, that g(t) > g, > 0 for all t E [0, 11, and that for 
some q > 0, s(t) < c - v] on the complement of a finite union of intervals 
containing !S and that for E E (0, q) 
I I 
2 (E) -6’ for some y > 0, (4.3) 
where C(E) = {t 1 c - E < s(t) < c} and 11 (C)J denotes the Lebesgue measure 
of x(E). Then for each n, p”(n) - CA-T’ = O(n2-Ydll--y6/2), where 
d=(y+f)-1. 
Proof. We take c = 0 and consider the basic eigenvalue problem (2.1) 
with s(t) replaced by s1( t) where 
s^( t) = 0, if s(t)> -6, 
= 4th if s(t)< -E, 
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where 0~s <q. Then this new problem generates eigencurves b”(A) and 
quantities z^,,. Standard comparison theory shows that $‘(A) < ii”(A). Hence 
by Theorem 4.1 we come to 
0 </in(n) - Tn d fin(n) - f, + (i, - T,) 
< K&k- 1’2 + (z^, - T,). 
Further we know that 
T, - -tZ27L2 152) -2, z^,- -n2n2(JB( +&y)-*, 
and hence 
It thus follows that for some constant K’, 
This estimate holds for each fixed 1 and hence E may be chosen to be 
A-dependent. In fact we first note 
1-(1+&~IQ(-1)--2<3&~IQl-’ for E small enough, 
and thus 
O</.P(~)-T~~ K’[n(~~)~“*+n*3~~lQl-~] 
Q K”[n(Ae) - l/2 + nap’] (4.4) 
for a suitable K”. We select 
in order to minimize the expression (4.4) as a function of E. Routine 
calculations then yield the desired result. 
Note that as y + co, y6 + 1 and thus Theorem 4.1 can be regarded as the 
limiting case (as y + co) of Theorem 4.2. In our example (4.2), y = l/m and 
yS = 2/(m + 2), so 
/AL”(n) - Tn = O(tl 2( 1 + m)/(2 + “‘A- l/(2 + m) ). 
As m + 0 we have the situation of Theorem 4.1 again. As m + co we have 
a result consistent with Corollary 2.4. 
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We conclude this section with asymptotic formulae for the n th eigen- 
value il” of the weighted Sturm-Liouville problem 
- j + qy = hy, s 2 0, (4.5) 
subject to separated boundary conditions, i.e., (1.1) with p = 0. Now 
Atkinson and Mingarelli [3, Theorem 2.21 have given the formula 
A” = (n7c/a)2 + o(n2), as n-+a, (4.6) 
where (T = JA s”~ is assumed to be positive. This is based on an estimate 
e,(l) - 0,(O) = aA”* + 0(1”‘), as A-00, 
for a modified Prtifer angle 13,, for (4.5); cf. the proof of [6,. Theorem 3.11. 
Since f3,, and cp differ by at most II, we can use our analysis of Section 3 to 
improve (4.6) under certain conditions. 
THEOREM 4.3. Under the conditions of Theorem 4.1 we have 1” + CC%” = 
O(1) as n + co, while under the conditions of Theorem 4.2 (so 0 < 6 c 2), 
I” + C-V = O(n’) as n + 00. 
ProoJ Note that c > 0 in the present circumstances. With p = 0 in 
Theorem 4.1 we obtain 
0 < -J.” - C-‘Y < bn(A”)-‘I* (4.7) 
for some constant b. We use (4.6) in the right-hand side of (4.7) to obtain 
the result. 
When the conditions of Theorem 4.2 hold, (4.7) is replaced by 
O< --n-C-1Z*<bn2-Y*~-Y6/2, 
and again (4.6) completes the proof. 
5. PERIODIC PROBLEMS 
In this section we shall consider periodic and antiperiodic boundary con- 
ditions, all coefficient functions being extended periodically outside [0, 1). 
It is convenient to remove the case s = c a.e. to which [6, Corollary 2.2(i)] 
applies regardless of (self-adjoint) boundary conditions. We assume, there- 
fore, that D (2.6), which may be empty, is not all of (0, 1). By translating 
t if necessary we may also assume that none of ai, bi equals 0 or 1 in the 
case Q # 0. Thus all the eigenvalues t/, used to calculate r”, correspond to 
Dirichlet eigenvalue problems. 
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Our first aim is to show that all our asymptotic results for p’(d) and 1” 
in [6] and Section 2-4 above carry over to the new setting. Specifically, we 
consider any of the following boundary conditions 
P(O)= j(l)=0 (Neumann ) (5.1) 
Y(o)=Y(l)T Jv)= 9(l) (Periodic), (5.2) 
Y(O) = -Y(l), 3(O)= -P(l) (Antiperiodic), (5.3) 
y(O)= y(l)=0 (Dirichlet). (5.4) 
For each given II, the eigenvalue problem (2.3) for p involves an operator 
T-AS which is self-adjoint, bounded below with compact resolvent 
[16, Sects. 18, 191. Thus the eigenvalues p corresponding to (5.j) for 
j= 1, 2, 3, 4 may be listed 
counted by multiplicity (which is at most two since (2.1) is of second 
order). Also it can be shown (cf. [7, pp. 212-2141) that the corresponding 
eigenfunctions y; have either n or n + 1 zeros in [0, 1) ifj= 2,3 and exactly 
n zeros in (0, 1) ifj= 1,4. 
In the next theorem the notation a < {b, c} < d means a <b < d and 
aQc<d. 
THEOREM 5.1. The eigenvalue functions pJ? obey (pointwise) the relations 
~~~<~<~~~{cL~,~:}~~(:<~L:~{~:,~L:}~~L:<cL:~ ... 
Proof The fact that ,uy < & follows from [9, Theorem 41. Using this 
we may extend the argument of [7, pp. 214-2181 to the case of L’ coef- 
ficients. This gives the inequalities for j = 2, 3,4. Now we can amend the 
above arguments in [7] replacing pz by pL;+’ to derive the remaining 
inequalities. 
COROLLARY 5.2. if an asymptotic development as II + 00 coincides for 
pi(n) and pi’“(L) th en it is also validfor p;::“(n), O<l<k, 1 <j<4. 
Since we have ensured that no a, or bj can equal 0 or 1, we may easily 
check that all our asymptotic estimates are independent of (separated) 
boundary conditions. Setting i = n and k = 0 we therefore obtain 
COROLLARY 5.3. All the asymptotic estimates of [6] and Sections 24 
carry over verbatim to the boundary conditions (5.2) or (5.3). 
These problems have been treated extensively in the special case q = 0, 
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g= 1. Then the eigencurves for (5.2) and (5.3) generate the stability boun- 
daries for Hill’s equation. We are aware of no results corresponding to 
c = co in Theorem 5.1 (see [6, Theorems 3.1, 4.11) and, in this generality, 
Theorem 5.1 is probably new even for finite c : for f~ L”, it follows from 
the general machinery of, e.g., [4]. 
A special case of [6, Theorem 4.21, which corresponds to (1.3) forfe L’, 
was given for n = 0, continuous f with a single quadratic maximum, by 
Moore [15]. A generalization, again for n = 0 and continuous f, but 
without the finiteness condition of [6, Theorem 4.21, was given by Read 
[ 18, Theorem 43. His method, which involves differential inequalities for 
v/j, is conceptually related to that of [9, Lemma 81 which we have used 
at various points. The measure condition of [6, Theorem 4.21 (cf. (4.3)), is 
the same as Read’s, but the one used for [6, Theorem 4.11 is new. 
Smooth (C6) f with a single quadratic maximiser have been treated by 
Weinstein and Keller [20] by matching techniques similar to those of 
Faierman [lo] who assumes f E C4 and separated end conditions. By vir- 
tue of Corollary 5.2, Faierman’s estimates [10, Sect. 41 apply here provided 
we translate t to ensure that s has a maximiser at neither 0 or 1. Our result 
[6, Theorem 4.21 is more modest in terms of accuracy, but applies to 
f& with y = i in the measure condition-see (4.3). Faierman also 
considers finitely many quadratic maximisers and, as we pointed out in 
[6], our result (1.3) then becomes 
cl-An(l) - nA1” (5.5) 
which follows from [lo] if Faierman’s non-resonance condition [ 10, 
Theorem 4.33 is satisfied, but in general (5.5) is not an obvious conse- 
quence of [lo]. 
Comparatively little has been done on periodic problems with 52 # 0. As 
Hochstadt [12] notes, the Meissner equation (for which f is piecewise 
constant) has various applications. Hochstadt uses transcendental equa- 
tions to generate (p, a) stability curves for the equation 
j+p2hy=0 on C-L Ll, 
where L2 1, h(t)= 1 if ItI < 1, h(t)= a2 if 1 tl > 1. This can be transformed 
into (2.1) if we write 
il=p2(1 -a2), p = p2a2, s=x[-I,l]. 
Moore [15, pp. 187, 1901 has given a slightly weaker version of 
Theorem 2.1 for, continuous J Loud [ 143 has given the result of 
Theorem 2.3, but under stronger conditions than were used for 
Theorem 4.1. We shall return to this below. 
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One parameter estimates, which are more accurate than Theorem 4.3, 
but which depend on more coefficient smoothness, have a long history. We 
refer to Eastham [8] and his references for more modern treatments. 
Roughly, Theorem 4.3 fits in between such results and the general estimate 
1” in’, which is known without our extra finiteness conditions; see, e.g., 
[3] for the separated boundary condition version which by Corollary 5.2 
applies to the periodic problem as well. 
We conclude by discussing the case when (2.1) is defined on [ - 1, 1 ] 
and all coefficients are even. This includes the frequently studied case of 
Hill’s equation -j; = (A$-- ,u) y with even 1: Two additional properties, 
which can be applied in complementary circumstances, are as follows. 
First, evenness off frequently allows us to apply Corollary 5.2 with k = 1. 
Two examples are 
(a) a#@, { -LO, l} nQ=@. Then by symmetry each r/ is 
repeated so r2n = r”‘+ ‘. We conclude from Theorem 2.3 and Corollary 5.2 
that 
pj( A) - cl + T2” as 1+co, for Z=2n, 2n+l, l<j<4. (5.6) 
This result was given by Loud [14, Theorem 53 for Hill’s equation 
(j= 2, 3) with continuousfsatisfying Theorem 4.1, and Sz consisting of two 
intervals of length /?. Then rZn = (n~/fi)~, and (5.6) can be improved if we 
use the results of Section 4. 
(b) Q = @, and f has two maximisers, + a, where a E (0, 1) and 
f(a + t) = c - bt2 + O(t)’ as t -+O with b>O. 
Our result is (5.6), but more accurate estimates (not all in agreement) are 
known. We shall assumefe C4 and apply the results of Faierman (lot cit.). 
His non-resonance condition fails, so we split the multiple ratios bi/bj, 
where bi = f”( f a), to deduce, in his notation, n* = n and 
r* = 1 for py, r*=2forpy+l, j= 1,4. 
Computing his Gl,,(r*, n*) for m = 1,2 and applying [ 10, Theorem 4.51, 
we obtain (with an depending on n and f(“)(a), m = 3,4), the expansion 
p;(A)=~A-(b1)“~(2n+ l)+#+O(l) as A+co 
for I = 2n, 2n + 1 and j= 1, 4. By Corollary 5.2, these estimates carry over 
to j = 2,3. The less accurate expansion 
p;(A) - cl - (bA)‘12(2n + 1) for 1=2n,2n+l,j=2,3, 
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was given by Loud [ 14, Theorem 31 under less smoothness conditions. 
This seems to agree with Hoehn’s earlier tratment [ 131 only when c( = f. 
Second, the relationship between the # can be made more precise in the 
even case. 
THEOREM 5.4. Zf all coefficients are even, then 
0) P?=P~. 
(ii) {I$, II:““} = (P:“, I$+‘>, 
(iii) {j~y+l, pp+*} = {,r+l, py+‘}. 
Proof It is enough to show that if p = p:(A) in (2.3) with j=2 or 3, 
then there is a corresponding eigenfunction y satisfying either (5.1) or (5.4). 
If y = u is the eigenfunction satisfying (2.1), (5.2) with p&p”(A), then 
u : t + u( - t) satisfies (2.1) and also (5.2) since 
u(-l)=u(l)=u(-1)=0(l), ti(-l)= G(l)= -ti(-l)=ti(l). (5.7) 
If p”(A) has multiplicity one, then u = au for some constant a, and (5.7) 
gives (u- l)u(-l)=O, (c1+ l)ti(-l)=O. Since ~(-1) and ti(-1) cannot 
both vanish for an eigenfunction U, it follows that IX = +l. If a = 1 then 
li( - 1) = 0 and by (5.2) we have a Neumann solution. If a = -1, then 
u( - 1) = 0, and by (5.2), we have a Dirichlet solution. 
If ,&‘(A.) has multiplicity two, then all solutions y of (2.1) are periodic, 
and in particular so is the solution y = y; to the initial value problem 
y;t-l)=O, j;(-l)= 1. 
By periodicity, this is a Dirichlet solution. 
The argument is similar when (5.2) is replaced by (5.3). 
Thus if our estimates agree for p:“(n) and p?+‘(A), as in (a) and (b) 
above, then they also apply to /.$(A) and & + ‘(A). This already follows from 
Corollary 5.2, but now we have a complement: if our estimates distinguish 
between & (A) and $+’ (A), then they continue to apply (in the right 
order) to p?(A) and PL:” + ’ (A). Similar reasoning applies to (iii) of course. 
We conclude with two further examples. 
(c) Sz = (-a, a) with a E (0, 1). Theorem 2.3 gives 
so the above arguments how that 
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provided all functions are evaluated for sutkiently large A. In particular, 
the eigencurves for 11; and & have equal asymptotes. For the case of Hill’s 
equation, this means that the boundaries of each stability region have 
equal asymptotes, a fact first observed by Loud [ 14, Theorem 61 for 
continuous f satisfying Theorem 4.1. 
(d) Mathieu’s equation, where q = 0, g = 1, and f(t) = cos zt. In this 
case Faierman [lo, p. 61 gives 
p.:‘(“) = 1” - (2n + 1)(@)“2 + 0(2”2), for j= 1,4 and fixed p>O. 
Thus again (5.8) is valid for large 1. Asymptotics for this example can be 
found in many places, including most of the references cited in this section. 
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