Introduction
Valiant argued that biology imposes various constraints on learnability, and, motivated by these constraints, introduced his model of projection learning [14] . Projection learning aims to learn a target concept over some large domain, in this paper {0, 1}
n , by learning some of its projections to a class of smaller domains, and combining these projections. Valiant proved a general mistake bound for the resulting algorithm under certain conditions. The basic assumption underlying projection learning is that there is a family of simple projections that cover all positive instances of the target, where simple means belonging to some efficiently learnable class. The projections describing the target in this way can also be thought of as a set of experts, each specialized to classify a subset of the instances, such that whenever two experts overlap they always agree in their classification.
Perhaps the most natural special case of this framework, also discussed by Valiant, is when the projection domains are subcubes of a fixed dimension, and the restrictions of the target to these domains are conjunctions. In this case, the algorithm learns a class of disjunctive normal forms (DNF) called projective DNF, which appears to be a new class of DNF expressions. As the learnability of DNF is a major open problem, it is of interest to identify new learnable subclasses and to understand their scope.
We give some basic properties of projective DNF by comparing them to standard classes such as DNF with terms of bounded size or with a bounded number of terms, and we present lower and upper bounds for the exclusion dimension of projective DNF. The exclusion dimension, or certificate size [1, 6, 7] , of a concept class is a combinatorial parameter that is closely related to its learning complexity in the model of proper learning with equivalence and membership queries. Thus we obtain bounds for the complexity of learning projective DNF in this model. For the subclass of 1-projective DNF we prove a characterization theorem that gives an explicit description of all such expressions.
One of the main goals of Valiant's work is to find attribute-efficient learning algorithms. The notion of an attribute-efficient learning algorithm goes back to the seminal work of Littlestone [10] . His Winnow algorithm learns a (monotone) disjunction of k variables out of a total of n variables with O(k log n) mistakes.
Thus Winnow is very efficient for learning problems where there are many attributes but most of them are irrelevant. It is argued that learning in the brain, and also many real-life applications have exactly that property [14, 15] . In general, a learning algorithm is called attribute efficient if it has a mistake bound that is polynomial in the number of relevant variables, and only polylogarithmic in the total number of variables. One of the most attractive features of Valiant's projection learning algorithm is its attribute efficiency.
The apparently unrelated area of theory revision in machine learning is concerned with the revision, or correction, of an initial theory that is assumed to be a good approximation of a correct theory. A typical application of theory revision is the refinement of an initial version of a theory provided by a domain expert. In that context it is argued that a large and complex theory cannot be learned from scratch, but it is necessary to start with a reasonably close initial theory. The usual assumption of theory revision is that the correct theory can be obtained from the initial one by a small number of syntactic modifications, such as the deletion or the addition of a literal. An efficient revision algorithm is required to be polynomial in the number of literals that need to be modified and polylogarithmic in the total number of literals. Wrobel surveys the complete theory revision literature [16, 17] ; efficient revision in the framework of learning with queries is discussed in detail in [4, 5] .
Thus, the situation in theory revision is similar to the case of attributeefficient learning, but instead of assuming that only a few literal occurrences are relevant, one assumes that only a few literal occurrences need to be modified. Roughly speaking, attribute efficient learning requires efficient revision of an empty initial formula. The argument for the biological relevance of attributeefficient learning can be extended to apply to revision, for example, in the case of information hard-wired at birth.
In view of this relationship, it is an interesting general question whether attribute-efficient learnability results can be extended to results on efficient revision. Previously we gave a positive answer in the case of parity function, where the relationship between the two tasks is straightforward [4] . As a next step, we show here that Winnow is in fact an efficient algorithm for revising disjunctions as well. This in turn raises the question whether Valiant's more general results on the attribute-efficient learnability of projective DNF can also be extended to efficient revision. We show that projective DNF can be revised efficiently by using, just as Valiant does, the original Winnow algorithm on two levels. In our setting, the initial weights are adapted to the task of revision. The correctness proof uses a potential function argument.
We note that the problem of revising is somewhat related to the problem of tracking changing target concepts, which is discussed in several previous papers (see, e.g., [2, 12] ). Compared to the model of tracking a changing target concept, our model is less general, as it assumes only a single change from an initial concept to the target. On the other hand, the tracking model starts from scratch, and thus, in order to simulate our setting, the initial formula (which may be large) has to be built up by adding all its relevant variables, and all these additions may enter into the mistake bound of the algorithm. Thus it appears that there is no direct implication between our results and those of Auer and Warmuth on tracking disjunctions [2] .
After some preliminaries given in Section 2, Section 3 contains the definition of projective DNF and a discussion of some of their properties, and Section 4 contains the bounds for the exclusion dimension. The characterization of 1-PDNF is presented in Section 5. Section 6 contains the revision algorithms.
Preliminaries
The weight of x ∈ {0, 1} n is the number of its ones, denoted |x|. n → {0, 1}, we write T (f ) = {x ∈ {0, 1} n : f (x) = 1}. For x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ {0, 1} n we write x ≤ y if x i ≤ y i for 1 ≤ i ≤ n, and we write x ∧ y (resp. x ∨ y) for (
is monotone, where a ∈ {0, 1} n and ⊕ is componentwise exclusive-or, and it is unate if it is a-unate for some a ∈ {0, 1} n . We use the standard model of mistake bounded learning [10] , which proceeds in a sequence of rounds (or trials). In each round the learner receives an instance x, and produces a predictionŷ. Then the correct classification y is revealed. If y = y then the learner made a mistake. The mistake bound of the learning algorithm is the maximal number of mistakes, taken over all possible runs, i.e., sequences of instances.
In addition to the standard mistake-bounded model, as a technical tool for the learning result, we also consider the more general model of learning monotone disjunctions with attribute errors (Auer and Warmuth [2] , also used by Valiant [14] with a different name). In this model y may not be the correct classification of x. It is assumed that the error comes from some components of x being incorrect, and the number of attribute errors committed in a round is the minimal number of components that need to be changed in order to get the correct classification. More precisely, if in round r the y r is not the correct classification of x r , and y r = 1 then AttrErr (r) = 1, and if y r = 0 then AttrErr (r) is the number of variables, which are included in the target disjunction and which are set to 1 in x r . The total number of attribute errors for a given run, denoted #AttributeErrors, is the sum of the attribute errors of the rounds.
For a conjunction (or term) t, we write Lit(t) for the set of literals in t. A term is monotone if it consists of unnegated variables. Given a ∈ {0, 1} n , a term is a-unate if every literal in it is unnegated iff the corresponding component of a is 0. A subcube (or simply cube) is any set of vectors that is of the form T (t) for some conjunction (i.e., term) t. For terms t 1 , t 2 it holds that
n is a cube iff for every x, y ∈ A and every z ∈ {0, 1} n such that x ∧ y ≤ z ≤ x ∨ y, it also holds that z ∈ A.
It follows, in particular, that if a cube contains two vectors with weights w 1 < w 2 , then it also contains vectors of weight w for every w 1 < w < w 2 .
Projective DNF
In this section we introduce projective disjunctive normal forms and we briefly discuss some of their properties.
where every ρ i , referred to as a k-conjunction, is a conjunction of exactly k literals, c i is a conjunction and for every i it holds that
Note that in order to specify a k-PDNF, it is not sufficient to specify its terms, but for each term one has to specify its ρ-part and its c-part; that is, the projection and the corresponding conjunction have to be distinguished. If necessary, we indicate this distinction by placing a dot between the two parts.
are two different 1-PDNF for the same function. The dots are omitted whenever this does not lead to confusion. The conjunctions ρ i and c i may have common literals in general. The requirement (1) is equivalent to requiring that ρ j ρ i c i ≡ ρ i ρ j c j for every i and j. This makes it easy to verify that a given expression, such as those in (2), is indeed a k-PDNF. It also shows that the disjunction of any set of terms of a k-PDNF is again a k-PDNF. A function f : {0, 1} n → {0, 1} is k-projective if it can be written as a k-PDNF formula. If a function is k-projective, then it is k -projective for every k with k ≤ k ≤ n. The class of n-variable k-projective functions is denoted by k-PDNF n .
We briefly discuss the relationship between projective DNF and some other standard classes. Let k-DNF n , resp. K-term-DNF n , denote the class of n-variable Boolean functions expressible as a DNF with all terms having size at most k, resp. with at most K terms. Let k-DL n denote the class of k-decision lists on n variables [13] .
Proposition 3 Assume k < n, and let K = 2
We also give some bounds for the number of n-variable k-projective functions. In view of Proposition 3, an upper bound is provided by the straightforward upper bound for the number of K-term DNF's. The exponent of the lower bound matches the exponent of the upper bound for every fixed k.
Exclusion dimension
We present the definitions of specifying sets and the exclusion dimension for the case of k-projective functions, following the terminology of Angluin [1] ( [6, 7] use unique specification dimension and certificate size for the same notion). Let f be an n-variable Boolean function. A set A ⊆ {0, 1} n is a specifying set of f (with respect to the class of k-projective functions) if there is at most one k-projective function that agrees with f on A. (So clearly {0, 1}
n is always a specifying set.) The specifying set size of f is spec(f ) = min{|A| : A is a specifying set for f }, and the exclusion dimension of the class of n-variable k-projective functions is
We now present a lower and an upper bound for the exclusion dimension of k-PDNF n , which show that for fixed k the exclusion dimension is Θ(n k ). We begin with a lemma that characterizes k-PDNF, give some examples, and then continue to the main theorem of this section that gives the bound.
(Proof of lemma omitted due to space constraints.) We illustrate Lemma 7 with the following example. We claim that the function f (x 1 , x 2 , x 3 , x 4 ) = x 1 x 2 ∨x 3 x 4 is not 1-projective. Call a vector that violates condition (a) of the lemma deviant. It suffices to show that 1 is deviant. For symmetry reasons, we only need to show that T (f ) ∩ T (x 1 ) is not a cube. Indeed, it contains 1100 and 1011, but it does not contain 1100 ∧ 1011 = 1001.
Proposition 8 For every k and n ≥ k + 2 there is a non-k-projective function with |T (f )| = k + 3.
Proof. The upper bound follows directly from Lemma 7 and Proposition 1.
For the lower bound, in view of Proposition 6, it is sufficient to construct a minimally non-k-projective n-variable function f n,k that takes the value 1 at many points. First we describe the construction in the case when n is even and k = 1. Let n = 2s, and let
We claim that f n,k is minimally non-1-projective. The non-1-projectivity of f n,k follows from the fact that 0 is deviant: any 1-projection ρ containing 0 is of the formx j , and thus it contains some vector(s) a i , but it does not contain any vector of positive weight less than s. Thus, by the remark following Proposition 1, T (f n,k ) ∩ T (ρ) is not a cube. On the other hand, the a i 's are not deviant for f n,k . This holds as they satisfy the condition of part b) of Lemma 7: the 1-conjunction x s+i contains only a i from T (f n,k ). Now we show that every f with T (f ) ⊂ T (f n,k ) is 1-projective. Indeed, if f (0) = 0 then this follows from part b) of Lemma 7 directly. Otherwise the only thing to note is that if f (a i ) = 0, then the 1-conjunctionx i contains only 0 from T (f ).
For the construction in the general case we use the following lemma. In the lemma we consider {0, 1}
p to be the p-dimensional vector space over GF (2). , |I| = k} ∪ {0}. We claim that f n,k is minimally non-k-projective. This follows very similarly to the special case above.
Using the results on the relation between the exclusion dimension and the complexity of learning with membership and proper equivalence queries [1, 6, 7] we get the following.
Proposition 11
The class k −P DN F n can be learned with O n 2 k n k 2 membership and proper equivalence queries.
The number of queries is polynomial in n for every fixed k. On the other hand, the running time of the learning algorithm is not necessarily polynomial.
Blum [3] , using ideas from Littlestone and Helmbold et al. [8, 11] , shows that 1-DL is efficiently learnable in the mistake-bounded model. It follows from a straightforward generalization of this result and Proposition 4 that for every fixed k, the class k-PDNF is learnable with polynomially many improper equivalence queries and with polynomial running time.
A characterization of 1-PDNF
In this section we give a description of 1-projective functions. First let us note that if ϕ is a 1-PDNF with two complementary projections, i.e., of the form xt 1 ∨xt 2 ∨ · · · for some variable x, then by deleting everything else besides these two terms, we get an equivalent formula. Indeed, as every x satisfying ϕ satisfies either x orx, it follows from the definition of projective DN F that x also satisfies the corresponding term.
We formulate a notion of irredundancy for 1-PDNF, which we call pirredundancy to distinguish it from the usual notion of irredundancy for DNF. Unlike the standard notion, p-irredundancy of a 1-PDNF is easy to decide.
Definition 12 A 1-PDNF formula ϕ = ρ 1 t 1 ∨ · · · ∨ ρ t is p-irredundant if the following conditions hold:
The first condition says that no term implies another, the second that in each term the projection and conjunction parts are disjoint, and the third that if there are at least three terms, then no two projections are complementary.
Proposition 13 There is a polynomial algorithm which, given a 1-projective DNF, transforms it into an equivalent p-irredundant 1-projective DNF.
First we give a description of those p-irredundant 1-projective DNF that represent either a monotone or an a-unate function, and then we give the general description. We assume throughout this section that the 1-PDNF formulas in question are nonempty; thus they represent a function that is not identically 0. Theorem 14 A formula ϕ is a p-irredundant 1-PDNF formula representing a monotone (resp. a-unate) function if and only if it is either of the form
where ρ 1 , . . . , ρ are different unnegated variables (resp. literals whose signs agree with a) not contained in t, and t is a monotone (resp. a-unate) term, or t is of the form ϕ = ρt ∨ρtt , where ρ is an unnegated variable (resp. agrees with a) and t, t are monotone (resp. a-unate) terms not containing ρ orρ.
Proof. We prove only the monotone case, as the a-unate case follows by considering the monotone function obtained by replacing x with x ⊕ a. One direction of the theorem follows immediately from the definition of p-irredundancy.
Separating the negated and unnegated projections, let us write ϕ as
As ϕ(1) = 1, it must be the case that I is nonempty. Also, as 1 is contained in every unnegated projection, projectivity implies that it satisfies every term x i t i with i ∈ I, thus it must be the case that every t i is monotone. We claim that
for every i ∈ I. Indeed, if ϕ(x) = 1, then by monotonicity ϕ(x xi=1 ) = 1, by projectivity t i (x xi=1 ) = 1, and by b) of p-irredundancy t i (x) = 1. (Here x xi=1 is x with its first component fixed to 1.) Now consider any two terms x i t i and x j t j from ϕ. From (3) we get T (
However, x j ∈ Lit(x i t i ) and x i ∈ Lit(x j t j ), as otherwise using (4) it follows that ϕ is p-redundant. But then Lit(t j ) = Lit(t i ). Thus so far we know that ϕ is of the form ϕ = i∈I
where I = ∅. If J = ∅, we are done. Otherwise let us consider a termx j t j with j ∈ J. By projectivity, T (x j t j ) = T (x j ϕ), and monotonicity implies that t j is monotone. It follows from (3) that T (x j t j ) ⊆ T (ϕ) ⊆ T (t), thus Lit(t) ⊆ Lit(x j t j ), and so Lit(t) ⊆ Lit(t j ). Thus ϕ can further be written as
where now I, J = ∅ and t, t j are monotone terms. If |J| = 1 and I = J = {i} for some i, then we are done. Otherwise, there are terms x i t andx j tt j in ϕ such that i = j. Now T (x j x i t) = T (x ixj tt j ) = ∅, and so either t j = x i or t j is the empty term. But t j = x i would imply that ϕ is p-redundant, thus t j is the empty term. Hence T (x j t) ⊆ T (ϕ), and by monotonicity T (t) ⊆ T (ϕ). With (3) this implies T (t) = T (ϕ). But then for every other termx k tt k of ϕ it holds that T (x k tt k ) = T (x k ϕ) = T (x k t), and so t k is the empty term. Therefore
This can only hold if some variable occurs both in I and J, contradicting condition c) of the p-irredundancy of ϕ.
The example of (2) shows that the representation as a p-irredundant 1-PDNF is not always unique. Also, it is an interesting consequence of the theorem that there are 1-projective monotone functions, which cannot be expressed with monotone 1-projective DNF. Consider, for example the 1-PDNF
representing the monotone function x ∨ yz. If there is an equivalent monotone 1-PDNF, then it can be transformed into a monotone p-irredundant 1-PDNF, which must look like the first case in the theorem. But then the minimal true vectors must have Hamming distance at most 2, which is not the case for this function.
Theorem 15 A formula ϕ is a p-irredundant 1-PDNF formula if and only if it is either of the form
where ρ i u ∈ Lit(t i ) andρ j u ∈ Lit(t i ) for every i = j and 1 ≤ u ≤ j , or it is of the form ϕ = xt ∨xt , where x ∈ Lit(t i ) andx ∈ Lit(t ).
Proof. Again one direction of the theorem is immediate from the definition of pirredundant. For the other direction, if there are two complementary projections in ϕ, then by condition c) of p-irredundancy, it must be of the form xt ∨xt . Otherwise, let us assume that ϕ is of the form ϕ = ρ 1 t 1 ∨ · · · ∨ ρ t . Consider any two terms ρ i t i and ρ j t j . If T (ρ i t i ) ∩ T (ρ j t j ) = ∅, then ρ i t i ∨ ρ j t j is unate, and by Theorem 14 it must be the case that t i = t j . On the other hand, if T (ρ i t i ) ∩ T (ρ j t j ) = ∅, then by projectivity, it holds that T (ρ i ρ j t j ) = ∅, thusρ i ∈ Lit(t j ). Thus for every term ρ i t i , those terms ρ j t j for which T (ρ i t i )∩T (ρ j t j ) = ∅ have the same conjunction part, and all the other terms containρ i in their conjunction part.
Revising disjunctions and k-PDNF
In this section we consider two different revision algorithms. First we define the revision distance between two k-PDNF's, which is used in our complexity measure. The distance of two terms t and t * is |t ⊕ t * |, the number of literals occurring in exactly one of the two terms. The revision distance between an initial formula
The distance is not symmetric, and this reflects the fact that we are interested in the number of edit operations required to transform ϕ 0 to ϕ. These edit operations are the deletion of a literal or a term, and the addition of a literal. For example, the d term in the definition of dist corresponds to the deletion of the d terms ρ +1 t +1 , · · · , ρ +d t +d . Given an initial formula ϕ 0 and a target formula ϕ, we want our mistake bound to be polynomial in the revision distance e = dist(ϕ 0 , ϕ), and logarithmic (or polylogarithmic) in all other parameters. In this case, that means logarithmic in n and, for k-PDNF, in the total number of projections of size k.
We begin by demonstrating that the original Winnow, with appropriately modified initial weights, is an efficient revision algorithm-even in the presence of attribute errors, if we are willing to tolerate mistakes polynomial in the number of attribute errors as well as the usual parameters. (Previous work on theory revision has not given much consideration to noise.) We will use this result to show how to use an algorithm similar to Valiant's PDNF learning algorithm to revise PDNF. There, two levels of Winnow are run, and even with noise-free data, mistakes made by the lower-level Winnows will represent attribute errors in the input to the top-level Winnow.
Throughout this section, we will sometimes need to discuss both the components of vectors and which round of a mistake-bounded algorithm a vector is used in. When we need to discuss both, we will write v r,i to denote component i of the value that vector v takes on in round r.
Revising disjunctions
Consider a version of Winnow, which we call RevWinn, presented as Algorithm 1. Note that this is Littlestone's Winnow2 [10] using different initial weights, with his parameters set to α = 2, and θ = n/2 (except that we have divided all the weights by n, because we feel it makes the analysis below a little easier to follow).
Note that throughout, all of the weights are always strictly between 0 and 1. where e = dist(φ 0 , φ).
Proof. Consider any run of the algorithm of length R. Let I be the set of indices i of variables that appear in both the initial and target disjunctions, such that for at least one round r variable x r,i = 1 but y r = 0. Let J be the set of indices of variables that appear in the target disjunction but not in the initial disjunction. Let us also introduce the notation I ∪ J = {1, . . . , n}\(I ∪J). When no confusion arises, we will sometimes refer to a variable x i belonging to one of these sets when we really should say that the variable's index belongs to the set. We will use later the fact that any variable in both ϕ 0 and ϕ that is not in I never has its weight changed from 1.
For the proof we use a potential function Φ(w) that is somewhat different from those used in some other cases for analyzing Winnow (e.g., in [2, 9] ). Put Φ(w) = n i=1 Φ i (w), where
It can be verified that Φ i (w) ≥ 0 for any w ∈ (0, 1] n . Let ∆ r = Φ(w r−1 ) − Φ(w r ) denote the change of the potential function during round r. We will derive both upper and lower bounds on R r=1 ∆ r that will allow us to relate the number of mistakes made by RevWinn to e, n, and #AttributeErrors.
First we derive an upper bound:
For i ∈ I we initialized w 0,i = 1 so Φ i (w 0,i ) = 0. Also, |J| ≤ e, and Φ j (w 0,j ) = ln(2n) − (2n − 1)/2n < ln(2n) for j ∈ J, so the sum of the first two terms is at most e ln(2n). Now we need to bound the third term. The variables that appear neither in ϕ nor in ϕ 0 have initial weights 1/2n, and so altogether can contribute at most 1/2 to the sum. There are at most e variables in ϕ 0 \ ϕ, so those variables can contribute at most e to the sum. Finally, as noted earlier, the weights never change for those variables in both ϕ 0 and ϕ but not in I. Thus we get R r=1 ∆ r ≤ e ln 2n + e + 1/2 .
To get a lower bound on the sum, we begin by deriving a lower bound on the change in potential in one round. Now
There are three cases for a round r: no change in weights, a demotion, and a promotion. Obviously, when no update is done in round r (i.e.,ŷ r = y r ), then ∆ r = 0.
In a demotion step,ŷ r = 1 and y r = 0. By the definition of I and J, in this case AttrErr (r) = |(I ∪ J) ∩ x r |. 4 Also, the total weight of components being on in x r is at least 1/2, and the weight of each of those components is halved. So, using (7),
In a promotion step,ŷ r = 0 and y r = 1. We know that the components of x r that are on have total weight at most 1/2, and that each of these components is multiplied by 2. So the first term in (7) is at least −1/2. Thus ∆ r ≥ −1/2 + |(I ∪ J) ∩ x r | ln 2. Now if y r = ϕ(x r ), then |(I ∪ J) ∩ x r | ≥ 1, because we know thatŷ r = 0 and we know that all the weights of variables in ϕ but not in I are 1. If y r = ϕ(x r ), then AttrErr (r) = 1. Thus, in a promotion step, it always holds that
Finally, let M − denote the total number of demotions and M + the total number of promotions. Then (8) and (9) give us
(1/4 − ln 2AttrErr (r)) + ŷr=0,yr=1
Combining this with (6) gives the desired mistake bound.
Note that the potential function used depends on the particular run of the algorithm, and that it does not appear to be any obvious measure of distance between the actual weight vector w r and a weight vector for the target.
Remark 17 Using the De Morgan rules one can easily modify the code of Algorithm RevWinn to make it revise conjunctions instead of disjunctions, and have the same mistake bound. Call the resulting algorithm RevWinnC.
Revising k-PDNF
Now we give a revision algorithm for PDNFs. We use Valiant's two-level algorithm [14] for learning PDNFs, except that we use the different initial weights in the individual copies of Winnow that were discussed in the previous subsection. We present this as Algorithm Rev-k-PDNF (see Algorithm 2). Rev-k-PDNF consists of a top-level RevWinn algorithm that handles the selection of the appropriate projections. On the lower level, instances of RevWinnC are run, one for each projection, to find the appropriate term for that particular projection. Each instance of RevWinnC maintains its own separate hypothesis h ρ for one of the 2 k n k projections ρ. We will write this as h ρ r when we need to indicate the current hypothesis in a particular round r.
For each projection ρ, introduce a new Boolean variable v ρ . We denote by v the vector formed by all these variables. The top level RevWinn learns a disjunction over these variables; its hypothesis in round r is denoted by h r . In round r, we define variable
Algorithm Rev-k-PDNF predicts h r (v r ) in round r.
Theorem 18 Suppose that the initial and target formulas are, respectively, the k-PDNF n formulas
and e = dist(ϕ 0 , ϕ). Then algorithm Rev-k-PDNF makes O(ek log n) mistakes.
Algorithm 2
The procedure Rev-k-PDNF(ϕ 0 )
1: {ϕ0 = ρ1t1 ∨ · · · ∨ ρ +d t +d is the k-PDNF to be revised to another k-PDNF} 2: Initialize a RevWinn instance for the top level algorithm with initial disjunction vρ 1 ∨ · · · ∨ vρ +d . 3: Initialize a RevWinnC instance for each k-projection ρi with parameter ti for ρ1, . . . , ρ +d respectively and with parameter the empty conjunction for the rest. 4: for each round r with instance xr do 5:
Set each vr,ρ = ρ(xr)h ρ r (xr) 6: Predictŷr = hr(vr) 7:
ifŷr = yr then 8:
Update top-level RevWinn for aŷr = yr mistake on vr.
9:
for each ρ with ρ(xr) = 1 and vr,ρ = yr do 10:
Update the low-level RevWinnC instance ρ for a vr,ρ = yr mistake on xr.
Proof. The top-level RevWinn is revising a disjunction over the v ρ 's. There will be two sources of mistakes. First, the initial disjunction is not correct; it needs revising. Second, the values of the v ρ 's will sometimes be erroneous, because the low-level RevWinnC's are imperfect. (The actual x input and y classification are assumed to be noiseless.) Theorem 16 tells us how to calculate the overall number of mistakes of the top-level RevWinn as a function of three quantities: the revision distance, which is d + a, the total number of variables, both relevant and irrelevant for the disjunction, which is 2 k n k , and the total number of attribute errors, which we will now calculate.
In fact, we will not count all the attribute errors. We will count (actually provide an upper bound on) only those attribute errors that occur when RevWinn is charged with a mistake.
For i = 1, . . . , , the RevWinnC instance corresponding to projection ρ i predicts v ρi according to h ρi . That RevWinnC instance updates for a mistake only when the overall algorithm makes a mistake (i.e.,ŷ r = y r ), its prediction was different from y r , and ρ i (x r ) = 1. Now y r = ϕ(x r ) = t * i (x r ) (the last equation holds because of projectivity and because ρ i (x r ) = 1). This means that the mistake bound for this RevWinnC tells us how many times this RevWinnC can make errors on rounds when the overall algorithm makes an error; after that number of mistakes, this RevWinnC will then always predict correctly. By Remark 17 the mistake bound on this RevWinnC is O(|t i ⊕ t * i | ln n). For j = 1, . . . , a a similar argument shows that there are at most O(|t j | ln n) rounds r where v r,ρ j = ρ j (x r )t j (x r ) and the top-level RevWinn makes a mistake.
Put F = ( i=1 |t i ⊕ t * i | + a j=1 |t j |) ln n. How many times can Rev-k-PDNF err when predicting? We just argued that the total number of attribute errors that occur when the top-level RevWinn makes a mistake is O(F ). The total number of variables that the top-level RevWinn is working with is 2 k n k . Thus, the overall mistake bound is, by Theorem 16, O(F + (d + a) log 2 k n k ) = O(ek log n), since F = O(e log n).
