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In this paper we ﬁrst introduce deﬁnitions of the regularized Green’s function and the
discrete Green’s function in three dimensions. With complicated arguments estimates for
these two functions are then derived. Finally we give an application of the estimate for
the discrete Green’s function to the high accuracy analysis of the three-dimensional block
ﬁnite element approximation.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
It is well known that estimates for the Green’s function play very important roles in the study of the superconvergence
of the ﬁnite element approximation (see [1–3]). For one- and two-dimensional elliptic problems, one have obtained many
optimal estimates for the Green’s function (see [1]). However, for three-dimensional elliptic problems, it is very diﬃcult to
obtain the optimal estimates for the Green’s function, which is a key factor resulting in the slow advance of the supercon-
vergence study. At present, the superconvergent results are relatively scarce in three dimensions (see [3–19]). Recently, we
studied the discrete Green’s function, and obtained several optimal estimates (see [15,20]). However, the W 2,1-seminorm
estimate with order O (h− 14 ) for the discrete Green’s function obtained in [15] is not optimal. In this paper, we will derive
the W 2,1-seminorm optimal estimate with order O (|lnh| 23 ), and then give its application to the superconvergence analysis
of the ﬁnite element method.
In this paper, we shall use the symbol C to denote a generic constant, which is independent from the discretization
parameter h and which may not be the same in each occurrence and also use the standard notations for the Sobolev spaces
and their norms.
The model problem that we study in this paper is
−u = f in Ω, u = 0 on ∂Ω. (1.1)
Here Ω ⊂ R3 is a rectangular block with boundary, ∂Ω , consisting of faces parallel to the x-, y-, and z-axes. Let T h = {e} be
a sequence of subdivisions of Ω¯ parameterized by maximum mesh-size h so that Ω¯ =⋃e∈T h e¯. In this paper, we consider
a regular family of rectangular partitions {T h} in the following sense (see [14,21]):
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J.H. Liu et al. / J. Math. Anal. Appl. 370 (2010) 350–363 351i. There exists a positive constant σ such that for every e ∈⋃h T h , μeρe  σ .
ii. The quantity h = max{μe: e ∈ T h} approaches zero, where μe = diam(e), and ρe = sup{diam(S): S is a ball contained
in e}.
In addition, we also assume that the given function f is smooth enough. Let Sh0(Ω) ⊂ H10(Ω) be the tensor-product ﬁnite
element space of degree m  1, and Πmu ∈ Sh0(Ω) the tensor-product interpolant of projection type and degree m to the




βi jkωi(x)ω˜ j(y)ω¯k(z), (1.2)
where
I = {(i, j,k) ∣∣ 0 i, j,km},
e = (xe − he, xe + he) × (ye − ke, ye + ke) × (ze − de, ze + de) ≡ I1 × I2 × I3,







l˜ j(ξ)dξ, ω¯ j+1(z) =
z∫
ze−de
l¯ j(ξ)dξ, j  0,
{l j(x)}∞j=0, {l˜ j(y)}∞j=0, and {l¯ j(z)}∞j=0 are the normalized orthogonal Legendre polynomial systems on L2(I1), L2(I2),
and L2(I3), respectively.
In (1.2), the coeﬃcients satisfy




























∂x∂y∂zuli−1(x)l˜ j−1(y)l¯k−1(z)dxdy dz, i, j,k 1.
Remark 1. Note that ∂x , ∂y , ∂z stand for usual partial derivatives.
The tensor-product interpolant of projection type and degree m has the following properties:
(1) Πmu(Pi) = u(Pi), i = 1, . . . ,8;
(2)
∫
(u − Πmu)v dl = 0 ∀v ∈ Pm−2(li), i = 1, . . . ,12;li
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∫
σi




(u − Πmu)v dV = 0 ∀v ∈ Tm−2(e).
Here, Pi , li and σi represent the vertices, edges and faces of the element e, respectively. Moreover, Pm−2(li) is a one-
dimensional (m − 2) order polynomial space on li . As for Qm−2 and Tm−2, the so-called bi-(m − 2) order and tri-(m − 2)
order polynomial spaces, we give their deﬁnitions as follows:
Tm−2 = span
{
xi y j zk














∣∣ 0 i, j m − 2}.
The proofs of these properties can be seen in [22].
Lemma 1.1. ForΠmu ∈ Sh0(Ω) the tensor-product interpolant of projection type and degreem deﬁned by (1.2), there hold the following
interpolation error estimates:
|u − Πmu|n,p,e  Chk+1−n|u|k+1,p,e ∀e ∈ T h,∣∣∇n(u − Πmu)∣∣φα,e  Chk+1−n
∣∣∇k+1u∣∣





) ∀v ∈ Sh0(Ω),
where α,β ∈ R, C∗ = C∗(α,β), n = 0,1,2, s = 0,1, θ  3|α|h, 1 p ∞, 1 km, and k is an integer, C is independent of α, h
and u. Furthermore, the deﬁnitions of φ and θ can be seen in (2.1).
Remark 2. The proof of Lemma 1.1 is almost the same as that of Lemma 4 in [1] (see p. 110 in [1]).
The corresponding weak form of problem (1.1) is to ﬁnd u ∈ H10(Ω) such that
a(u, v) = ( f , v) ∀v ∈ H10(Ω),
where
a(u, v) ≡ (∇u,∇v) =
∫
Ω
∇u · ∇v dxdy dz,
and
( f , v) =
∫
Ω
f v dxdy dz.
We have obtained the following weak estimates of the second type (see [15]):∣∣a(u − Πmu, v)∣∣ Chm+2‖u‖m+2,∞,Ω |v|h2,1,Ω, m 2, on regular meshes, (1.3)
and ∣∣a(u − Πmu, v)∣∣ Chm+3‖u‖m+3,∞,Ω |v|h2,1,Ω, m 3, on uniform meshes. (1.4)
Here v ∈ Sh0(Ω) and |v|h2,1,Ω =
∑
e∈T h |v|2,1,e .
For every Z ∈ Ω , we deﬁne the discrete δ function δhZ ∈ Sh0(Ω), the discrete derivative δ function ∂Z ,δhZ ∈ Sh0(Ω), and
the L2-projection Phu ∈ Sh0(Ω) such that(
v, δhZ




)= ∂v(Z) ∀v ∈ Sh0(Ω), for any direction  ∈ R3, || = 1, (1.6)
(u − Phu, v) = 0 ∀v ∈ Sh(Ω). (1.7)0
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∂Z ,δ
h
Z = lim|Z |→0
δhZ+Z − δhZ
|Z | , ∂v(Z) = lim|Z |→0
v(Z + Z) − v(Z)
|Z | , Z = |Z |.
Remark 3. Since Z = |Z |, that is, Z is of the same direction as . Thus, provided that the direction  is given, the
above limits exist. Hence, no matter what direction is given, the above deﬁnition has good meaning.
Let G∗Z ∈ H2(Ω) ∩ H10(Ω) be the solution of the elliptic problem −G∗Z = δhZ . We may call G∗Z the regularized Green’s
function. Further, let the discrete Green’s function GhZ ∈ Sh0(Ω) be the ﬁnite element approximation to G∗Z . Thus,
a
(
G∗Z − GhZ , v
)= 0 ∀v ∈ Sh0(Ω). (1.8)
The main result of this work is the following optimal estimate:∣∣GhZ ∣∣h2,1,Ω  C |lnh| 23 .
The rest of this paper is organized as follows. In Section 2 we derive the W 2,1-seminorm optimal estimate with order
O (|lnh| 23 ) for GhZ . Section 3 is devoted to the superconvergence analysis of the ﬁnite element approximation.
2. The W 2,1-seminorm estimate for the discrete Green’s function GhZ
To derive the estimates for the discrete Green’s function, we introduce the weight function deﬁned by
φ ≡ φ(X) = (|X − X¯ |2 + θ2)− 32 ∀X ∈ Ω¯, (2.1)
where X¯ ∈ Ω¯ is a ﬁxed point, θ = γ h, and γ ∈ [3,+∞) is a suitable real number.


























Set L ≡ −, and assume
L :W 2,q(Ω) ∩ W 1,q0 (Ω) −→ Lq(Ω) (1< q < 6)
is a homeomorphism (see [1,23]). Thus, for v ∈ W 2,q(Ω) ∩ W 1,q0 (Ω), we have the so-called a priori estimate:
‖v‖2,q,Ω  C(q)‖Lv‖0,q,Ω, (2.2)
where C(q) denotes a constant depending on q. Next, we give some lemmas used in the proofs of our main results.













∣∣∣∣= 3|α| |X − X¯ |¯ 2 2  3|α|
(|X − X¯ |2 + θ2)− 12 .φ |X − X | + θ
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|∇φα | 3|α|φα+ 13 = C(α)φα+ 13 , (2.5)
which shows that the result (2.3) holds when n = 1.
When n = 2, the operator ∇2 is the Hessian matrix of second derivatives. We set X = (x, y, z), X¯ = (x¯, y¯, z¯). From (2.4),
we have
∂xφ
α = −3α(x− x¯)φα+ 23 , ∂yφα = −3α(y − y¯)φα+ 23 , ∂zφα = −3α(z − z¯)φα+ 23 . (2.6)
Hence,
∂2x φ
α = −3αφα+ 23 + α(9α + 6)(x− x¯)2φα+ 43 , (2.7)
∂2yφ
α = −3αφα+ 23 + α(9α + 6)(y − y¯)2φα+ 43 , (2.8)
∂2z φ
α = −3αφα+ 23 + α(9α + 6)(z − z¯)2φα+ 43 , (2.9)
∂x∂yφ
α = α(9α + 6)(x− x¯)(y − y¯)φα+ 43 , (2.10)
∂x∂zφ
α = α(9α + 6)(x− x¯)(z − z¯)φα+ 43 , (2.11)
∂y∂zφ
α = α(9α + 6)(y − y¯)(z − z¯)φα+ 43 . (2.12)
From (2.7)–(2.12),
∣∣∇2φα∣∣2 = ∣∣∂2x φα∣∣2 + ∣∣∂2yφα∣∣2 + ∣∣∂2z φα∣∣2 + ∣∣∂x∂yφα∣∣2 + ∣∣∂x∂zφα∣∣2 + ∣∣∂y∂zφα∣∣2
 9α2
(
3+ |6α + 4| + (3α + 2)2)φ2α+ 43 ,
namely,
∣∣∇2φα∣∣ C(α)φα+ 23 ,
which shows that the result (2.3) holds when n = 2. 
Lemma 2.2. For φ the weight function deﬁned by (2.1), we have the following estimates:∫
Ω
φα dX  C(α − 1)−1θ−3(α−1) ∀α > 1, (2.13)
and ∫
Ω
φ dX  C(k)|ln θ |, θ  k < 1. (2.14)
Proof. Set D = diam(Ω). When α > 1, using a spherical coordinate system and the equivalence of norms in the ﬁnite-


























The proof of the result (2.13) is completed.



































where we used the fact that θ3 < 1 in the last inequality. Thus,∫
Ω
φ(X)dX  C(k)|ln θ |, θ  k < 1,
which is the result (2.14). 
Lemma 2.3. For δhZ and ∂Z ,δ
h
Z , the discrete δ function and the discrete derivative δ function deﬁned by (1.5) and (1.6), respectively,
we have the following estimates:∣∣δhZ (X)∣∣ Ch−3e−Ch−1|X−Z |, (2.15)
and ∣∣∂Z ,δhZ (X)∣∣ Ch−4e−Ch−1|X−Z |, (2.16)
where X, Z ∈ Ω¯ , and C is independent of X and Z .
Proof. Let D0 = ∅ be the empty set. We set
D1 =
⋃{
e: e ∈ T h, Z ∈ e¯}, Dk =⋃{e: e ∈ T h, e¯ ∩ D¯k−1 = D0}, k = 2,3,4, . . . .












Therefore we obtain∥∥δhZ∥∥0,Ω\Dk  inf











where {ϕ j} is the set of basis functions of the space Sh0(Ω), and
v j =
{
a j, suppϕ j ∩ Dk = D0,
0, otherwise.
We write Rk = Dk \ Dk−1, k = 1,2, . . . , and then
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i
|ai|,
∥∥ϕ∗i ∥∥0,e = maxi ‖ϕi‖0,e.
By the inverse estimate, we have
‖v‖0,e  C
∣∣a∗i ∣∣∥∥ϕ∗i ∥∥0,e  C
∥∥δhZ∥∥0,∞,e′
∥∥ϕ∗i ∥∥0,e  C
∥∥δhZ∥∥0,e′ ,










where F is a positive constant.
From (2.18) and (2.19),
‖v‖20,Ω\Dk = ‖v‖20,Rk+1  F
∥∥δhZ∥∥20,Rk . (2.20)
Combining (2.17) and (2.20) yields∑
l>k
∥∥δhZ∥∥20,Rl =
∥∥δhZ∥∥20,Ω\Dk  ‖v‖20,Ω\Dk  F
∥∥δhZ∥∥20,Rk . (2.21)
Now we use the following result from [1]: if {Pk} is a nonnegative sequence satisfying
∞∑
l=k+1


















Since ‖δhZ‖0,∞,Ω  Ch−3 (see [24]),∥∥δhZ∥∥20,D1 
∥∥δhZ∥∥20,∞,Ω ·meas(D1) Ch−3. (2.24)
Thus, combining (2.23) and (2.24) gives






For every given X ∈ Ω¯ , there exists an Rk+1 such that X ∈ Rk+1. Thus, by the inverse estimate, we have
∣∣δhZ (X)∣∣ ∥∥δhZ∥∥0,∞,Rk+1  Ch−
3
2









By the deﬁnitions of Dk and Rk , we get k = O (h−1|X − Z |). Thus, there exists a positive constant M independent of X
and Z , such that
M  k − 1











Combined with (2.26), we immediately obtain the result (2.15). With the arguments similar to those of (2.15), we can prove
the result (2.16). 
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∥∥∇δhZ∥∥φ−1  C . (2.27)









r2 + θ2) 32 h−6e−Ch−1rr2 dr.





t2 + γ 2) 32 e−Ctt2 dt  C,
where γ ∈ [3,+∞) is a suitable real number. Thus,∥∥δhZ∥∥φ−1  C . (2.28)
Similarly, from (2.16), we obtain∥∥∂Z ,δhZ (X)∥∥φ−1  Ch−1. (2.29)
Additionally, since δhX (Z) = (δhZ , δhX ) = (δhX , δhZ ) = δhZ (X), we derive, from (2.29),∥∥∂X,δhZ (X)∥∥φ−1  Ch−1.
Thus, ∥∥∇δhZ (X)∥∥φ−1  Ch−1. (2.30)
Combining (2.28) and (2.30) gives the result (2.27). 
Remark 4. Note that ∂Z ,δhZ (X) means the differentiation in the variable Z with ﬁxed X , while ∂X,δ
h
Z (X) stands for the
differentiation in the variable X with ﬁxed Z .
Lemma 2.5. For Phw the L2-projection of w ∈ Lq(Ω), we have the following stability estimate:
‖Phw‖0,q,Ω  Ct‖w‖0,q,Ω, (2.31)
where t = |1− 2q |, and 1 q∞.
Proof. First consider q = ∞. Obviously, from (1.7) and Phw ∈ Sh0(Ω), there exists a point Z ∈ Ω¯ such that
‖Phw‖0,∞ =
∣∣Phw(Z)∣∣= ∣∣(Phw, δhZ )∣∣= ∣∣(w, δhZ )∣∣ ‖w‖0,∞∥∥δhZ∥∥0,1.
Since ‖δhZ‖0,1  C (see [24]), we have
‖Phw‖0,∞  C‖w‖0,∞. (2.32)
For q = 2, we have
‖Phw‖20,2 = (Phw, Phw) = (w, Phw) ‖w‖0,2‖Phw‖0,2,
then
‖Phw‖0,2  ‖w‖0,2. (2.33)
By the Riesz–Thorin interpolation theorem [1], we derive
‖Phw‖0,q  Ct‖w‖0,q, 2 q∞, (2.34)
where t = |1− 2 |.q
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‖Phv‖0,p  Ct‖v‖0,p ∀v ∈ Lp(Ω), (2.35)
where t = |1− 2q | = |1− 2p |.
In addition,
(w, Phv) − (Phw, Phv) = (w − Phw, Phv) = 0,
(Phw, v) − (Phw, Phv) = (Phw, v − Phv) = 0.
Thus,
(Phw, v) = (w, Phv) = (Phw, Phv). (2.36)
Combined with (2.35), we have∣∣(Phw, v)∣∣= ∣∣(w, Phv)∣∣ ‖w‖0,q‖Phv‖0,p  Ct‖w‖0,q‖v‖0,p .
Hence,
‖Phw‖0,q  Ct‖w‖0,q, 1 q < 2. (2.37)
The result (2.31) follows from (2.34) and (2.37). 























∣∣∇2(φ− 12 G∗Z )∣∣2 dX +
∫
Ω
∣∣∇2φ− 12 G∗Z ∣∣2 dX +
∫
Ω
∣∣∇φ− 12 ∣∣2∣∣∇G∗Z ∣∣2 dX
)
 C





+ ∣∣G∗Z ∣∣21,φ− 13
)
 C











∣∣G∗Z ∣∣2 dX +
∫
Ω
∣∣∇φ− 12 ∣∣2∣∣∇G∗Z ∣∣2 dX +
∫
Ω

































which completes the proof of the result (2.38). 
Lemma 2.7. Let f ∈ H10(Ω),w ∈ H2(Ω) ∩ H10(Ω), and Lw = f . Then∣∣∇2w∣∣2
φ




















∣∣∇2w∣∣20,2s. (2.40)Ω Ω Ω
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Further, using the Sobolev Embedding Theorem [25] and the Poincaré inequality, we have
| f |20,2s  C‖ f ‖21,p  |∇ f |20,p, (2.42)
where 12s = 1p − 13 , 32 < p < 2.
In addition, from (2.13), we obtain
|∇ f |20,p =
(∫
Ω

























3 |∇ f |2 dX
 Cθ−4+
6




Combined with (2.40)–(2.42), we immediately obtain the result (2.39). 
Lemma 2.8. For wh ∈ Sh0(Ω), the ﬁnite element approximation to w ∈ H10(Ω), we have
‖w − wh‖21,φ−1  Ch2
∣∣∇2w∣∣2




where C is independent of X¯ , h, and w.
Proof. Set ν = φ−1(w − wh), ν1 = φ−1(w −Πmw), ν2 = φ−1(Πmw − wh), where Πmw is the interpolant of projection type
and degree m to w . By the Cauchy inequality, we have




(∣∣∇(w − wh)∣∣2 + |w − wh|2)dX
= a(w − wh, φ−1(w − wh))+ ‖w − wh‖2φ−1 − 12
∫
Ω
∇φ−1 · ∇(w − wh)2 dX
= a(w − wh, φ−1(w − wh))+ ‖w − wh‖2φ−1 + 12
∫
Ω
(w − wh)2φ−1 dX
 a(w − wh, ν − Πmν) + C‖w − wh‖2
φ
− 13





‖w − wh‖21,φ−1 +
1
2




Here we used the facts that (i) φ− 23  C which follows from (2.1) and (ii) |φ−1| Cφ− 13 which follows from (2.3). Thus,




By Lemma 1.1 we have




e∈T h |∇2ν1|2φ,e .
From (2.3),
∣∣∇2ν1∣∣2 = ∣∣∇2(φ−1(w − Πmw))∣∣2
 C
(∣∣φ− 13 (w − Πmw)∣∣2 + ∣∣φ− 23 ∇(w − Πmw)∣∣2 + ∣∣φ−1∇2(w − Πmw)∣∣2).
By Lemma 1.1 we have


























From (2.45) and (2.46),
|ν1 − Πmν1|21,φ  Ch2
∣∣∇2w∣∣2
φ−1 . (2.47)
By Lemma 1.1 we obtain




+ ∣∣∇(Πmw − wh)∣∣2φ−1). (2.48)
Furthermore, by the triangle inequality and Lemma 1.1, we have∣∣∇(Πmw − wh)∣∣2φ−1  Ch2
∣∣∇2w∣∣2
φ−1 +





 |Πmw − w|2
φ
− 13
















Combined with (2.48) and (2.49), we obtain
|ν2 − Πmν2|21,φ  Ch2
∣∣∇2w∣∣2




+ ∣∣∇(w − wh)∣∣2φ−1). (2.50)
Since ν = ν1 + ν2, we have, from (2.47) and (2.50),
|ν − Πmν|21,φ  Ch2
∣∣∇2w∣∣2




+ ‖w − wh‖21,φ−1
)
. (2.51)
Taking a suitable real number γ ∈ [3,+∞) such that C¯γ −2 < 1, we have, from (2.44) and (2.51),
‖w − wh‖21,φ−1  Ch2
∣∣∇2w∣∣2




which is the result (2.43). 





φ dX · ∥∥∇2G∗Z∥∥2φ−1 .






















3 ∥∥G∗Z∥∥20,3  C |ln θ | 13
∥∥G∗Z∥∥20,3. (2.54)
Furthermore, by an inverse inequality we have
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∣∣G∗Z ∣∣2 sgnG∗Z )
= a(G∗Z ,w)= (δhZ ,w)= Phw(Z)
 |Phw|0,∞  Ch− 3s |Phw|0,s
 Ch− 3s |w|0,s,
with 1 s < +∞, and w ∈ W 2, 32 (Ω) ∩ H10(Ω) satisfying
a(v,w) = (v, ∣∣G∗Z ∣∣2 sgnG∗Z ) ∀v ∈ H10(Ω).
We have, from the Sobolev Embedding Theorem [25] and a priori estimate (2.2),
|w|0,s  C‖w‖2, 32  C
∥∥G∗Z∥∥20,3.
Thus, ∥∥G∗Z∥∥30,3  Ch− 3s
∥∥G∗Z∥∥20,3.
Taking s = |lnh| yields∥∥G∗Z∥∥0,3  C . (2.55)
From (2.53)–(2.55),∣∣G∗Z ∣∣2,1  C |ln θ | 23  C |lnh| 23 ,
which completes the proof of the result (2.52). 
Lemma 2.10. For G∗Z and GhZ , the regularized Green’s function and the discrete Green’s function, respectively, we have the following
estimate:∣∣G∗Z − GhZ ∣∣1,1  Ch|lnh| 23 . (2.56)
Proof. For simplicity, we write g = G∗Z , and gh = GhZ . Obviously,
|g − gh|21,1 
∫
Ω
φ dX · |g − gh|21,φ−1 . (2.57)
From (2.43),
|g − gh|21,φ−1  Ch2
∣∣∇2g∣∣2




Now we mainly discuss the relationship between ‖g − gh‖2
φ
− 13
and |g − gh|21,φ−1 .




= (φ− 13 (g − gh), g − gh)= a(v, g − gh) = a(v − Πmv, g − gh)
 |g − gh|1,φ−1 · |v − Πmv|1,φ
 ε|g − gh|21,φ−1 + C(ε)|v − Πmv|21,φ




where Lv = φ− 13 (g − gh). From (2.3) and (2.39),∣∣∇2v∣∣2
φ
 Cθ−2
















(∣∣∇φ− 13 ∣∣2(g − gh)2 + (φ− 13 )2∣∣∇(g − gh)∣∣2)dX
 Cθ−2
(|g − gh|21,φ−1 + ‖g − gh‖2− 1
)
,φ 3
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φ
 Cγ −2h−2









 ε|g − gh|21,φ−1 + C(ε)γ −2









 4ε|g − gh|21,φ−1 . (2.61)
Taking a suitable ε ∈ (0,+∞), from (2.58) and (2.61), we obtain
|g − gh|21,φ−1  Ch2
∣∣∇2g∣∣2
φ−1 . (2.62)
From (2.27) and (2.38),∣∣∇2g∣∣2










 C |ln θ | 13  C |lnh| 13 .
Thus, ∣∣∇2g∣∣2
φ−1  C |lnh|
1
3 . (2.63)
From (2.14), (2.57), (2.62), and (2.63),
|g − gh|1,1  Ch|lnh| 23 ,
which is the result (2.56). 
Theorem 2.1. For GhZ the discrete Green’s function, we have the following estimate:∣∣GhZ ∣∣h2,1  C |lnh| 23 . (2.64)
Proof. Obviously, by the triangle inequality, an inverse inequality and the interpolation error estimate (see Lemma 1.1), we
have ∣∣G∗Z − GhZ ∣∣h2,1 
∣∣G∗Z − ΠmG∗Z ∣∣h2,1 +
∣∣ΠmG∗Z − GhZ ∣∣h2,1
 C
∣∣G∗Z ∣∣2,1 + Ch−1
∣∣ΠmG∗Z − GhZ ∣∣1,1
 C
∣∣G∗Z ∣∣2,1 + Ch−1
∣∣ΠmG∗Z − G∗Z ∣∣1,1 + Ch−1
∣∣G∗Z − GhZ ∣∣1,1
 C
∣∣G∗Z ∣∣2,1 + Ch−1
∣∣G∗Z − GhZ ∣∣1,1.
By the triangle inequality,∣∣GhZ ∣∣h2,1 
∣∣G∗Z − GhZ ∣∣h2,1 +
∣∣G∗Z ∣∣2,1  C
∣∣G∗Z ∣∣2,1 + Ch−1
∣∣G∗Z − GhZ ∣∣1,1. (2.65)
Combining (2.52), (2.56), and (2.65) proves the result (2.64). 
3. Superconvergence analysis of the tensor-product ﬁnite element
In this section, we give an application of the estimate for the discrete Green’s function to superconvergence analysis of
the tensor-product block ﬁnite element.
Theorem 3.1 (Supercloseness). Let u ∈ Wm+k,∞(Ω) ∩ H10(Ω) with k = 2 or 3. For uh and Πmu, the tensor-product block ﬁnite
element approximation of degree m and the corresponding interpolant of projection type of u, respectively. Then we have the following
supercloseness estimates:
|uh − Πmu|0,∞,Ω  Chm+2|lnh| 23 ‖u‖m+2,∞,Ω, m 2, on regular meshes, (3.1)
|uh − Πmu|0,∞,Ω  Chm+3|lnh| 23 ‖u‖m+3,∞,Ω, m 3, on uniform meshes. (3.2)
J.H. Liu et al. / J. Math. Anal. Appl. 370 (2010) 350–363 363Proof. For every Z ∈ Ω , applying the deﬁnition of GhZ and the Galerkin orthogonality relation, we derive
(uh − Πmu)(Z) = a
(
uh − Πmu,GhZ
)= a(u − Πmu,GhZ ). (3.3)
From (1.3), (1.4), (2.64), and (3.3), we immediately obtain the results (3.1) and (3.2). 
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