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Boson sampling can simulate physical problems for which classical simulations are inefficient.
However, not all problems simulated by boson sampling are classically intractable. We show explicit
methods of classically simulating boson sampling when its outcome is known to be highly sparse. In
the methods, we first determine a few marginal distributions and then recover the joint distribution
from them. Although the latter could be of high complexity in general, we show that it can be
classically calculable when the high sparsity assumption holds. Various extensions are discussed
including a version involving quantum annealing.
Background and motivation.– Simulating complicated
quantum systems on classical or quantum simulators is
an interesting problem with the industrial impact. It
is simply cheaper to test many, e.g., molecular configu-
rations in the simulators than synthetizing the molecules
and testing their crucial properties experimentally. How-
ever, some problems are believed to be of complexity for
which classical computers are inefficient. For instance,
Huh et al. [1, 2] showed that the statistics of Franck-
Condon (FC) factors [3, 4] for vibronic transitions in large
molecules [5, 6] is equivalent to the statistics of samples
in a version of boson sampling [7–13] - the Gaussian bo-
son sampling [14–16]. Although, it is widely accepted
that boson sampling from interferometers described by
the average-case Haar-random unitary transformations
or Gaussian-random matrices is classically computation-
ally inefficient [7], it is not clear if particular problems of
quantum chemistry belong to this class, as the related
matrices are not typically Haar- or Gaussian-random
[1, 17]. In particular, if these matrices were of low rank
or consisted of non-negative numbers there exist efficient
algorithms for approximating their permanents [18, 19].
This reduces complexity of scattershot boson sampling.
In this paper we discuss the case when we a priori know
that the statistics of outputs from boson sampling is
sparse. This knowledge can be based on experience with
similar problems, symmetries or other physical proper-
ties. We analyze examples of relevant physical systems
with approximately sparse vibronic-spectra that can be
simulated on a Gaussian boson sampling-type simulator
in [20]. There, sparsity of a spectrum is expected based
on shapes of spectra of typical molecules and the intuition
that the most significant transitions in 0K are likely these
with only a few phonons involved in just a few modes.
In the present paper, we introduce methods of at least
approximate classical computation of the sparse statis-
tics. We use the fact that for boson sampling marginal
distributions for small number of modes can be efficiently
calculated. Then we apply appropriately modified com-
pressive sensing methods to efficiently recover the joint
statistics. Up to our knownledge this is the first result
dealing with classical simulability of boson sampling with
sparse output. Moreover, we develop original methods
to improve the efficiency of the classical algorithms for
compressive sensing reconstruction, namely the so-called
polynomial time matching pursuit (PTMP) that can be
extended to other methods, for instance, gradient pursuit
[21]. Finally, our novel approach has an impact on inter-
disciplinary studies on molecular vibronic spectroscopy
[20], compressive sensing, and quantum computing with
hybrid devices.
Let us summarize our arguments. For scattershot
boson sampling computability of marginal distributions
for small number of modes is implied by the result of
Gurvits cited together with the proof in the Aaronson
and Arkhipov paper [7] as follows:
Theorem (Gurvitss k-Photon Marginal Algo-
rithm)There exists a deterministic classical algorithm
that, given a unitary matrix U ∈ CM×M , indices
i1, ..., ik ∈ [M ], and occupation numbers j1, ..., jk ∈
{0, ..., N}, computes the joint probability
PrS=(s1,...,sM )∼DU [si1 = j1 ∧ ... ∧ sik = jk]
in NO(k) time.
Here, S = (s1, ..., sM ) ∼ DU means that the occupation
numbers S are sampled according to the probability dis-
tribution over possible outputs of U . If k is small, as we
assume in this paper, calculating marginal distributions
is efficient. The counterpart of this theorem for Gaussian
boson sampling is discussed in the conclusions. In our ap-
proach we use the compressive sensing methods [24–30] to
recover the joint sparse distribution from marginal ones.
We show how to do that efficiently. Our arguments are
inspired by works from the field of quantum compressive
sensing [31–36] or similar ones that consider recovering
full information about states of high dimensional systems
from states of low-dimensional subsystems. In particular,
Cramer et al. [32] proposed an algorithm to reconstruct
a low rank quantum state from its reduced density ma-
trices known from quantum tomography of subsystems.
They used a modified singular value thresholding algo-
rithm (MSVT). The essential part of it is finding the
ground states of matrices that can be thought as Hamil-
tonians. This operation itself is inefficient, but if the
Hamiltonian is constructed from local nearest-neighbor
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2interactions the best so-called matrix product state ap-
proximations of the ground states can be found efficiently.
Then MSVT converges to the right solution in time poly-
nomial in the size of the system. Additionally, the appli-
cation of the matrix product states representation allows
for significant reduction of the required memory. The
procedure we provide is similar to this idea. We show
that the complexity bottleneck of a compressive sens-
ing reconstruction of a probability vector from marginal
distributions is in localizing the largest element from a
long list (counterpart of finding the ground state). This
procedure typically would require the number of steps
and bits of memory which is O(d), where d is the length
of the list. However, we show that in our case the list
may be written as the local nearest-neighbor interaction
Hamiltionian of a classical spin chain. Localization of the
maximum energy configuration is efficient in this problem
both in terms of the number of operations and memory
[37, 38].
Our work is related to a general problem whether spar-
sity of the output of a quantum computer guarantees
classical simulability. In [22, 23] there was shown that
the existence of an efficient classical randomized algo-
rithm for entries of all marginal distributions and the
sparsity assumption indeed guarantee this for the circuit-
based computing device. However, this result is not au-
tomatically applicable to boson sampling. Moreover, in
our approach we relax one of the assumptions consid-
ering only computability of some marginal distributions
for limited number of modes which extends the class of
known classically tractable problems consistent with the
boson sampling architecture.
Marginal distributions.— Let us start considering
the following scenario. For some unitary transforma-
tion U which reflects features of a physical system
we want to simulate the transition probabilities x =
|〈Ψ|U |n1, n2, ..., nM 〉|2 from a given M -mode initial state
|Ψ〉 to all occupation numbers states |n1, n2, ..., nM 〉 (the
left hand side of fig. 1) that may be recorded by simul-
taneous readouts of M phtoton resolving detectors. We
assume that there can be 0, 1, ..., N − 1 possible photons
in each output mode. So, the searched vector x is of
length NM . Here, we allow for the total photon num-
ber not being preserved. In this way we can consider the
situation with losses or Gaussian boson sampling using
the same formalism. We claim that if x is sparse, i.e., it
contains at most s non-zero entries, where s NM , it is
possible to efficiently find x calculating the statistics of
marginal distributions from smaller number of detectors
measuring only chosen modes and ignoring the rest (the
right hand part of fig. 1).
To analyze the problem in detail let us introduce the
following notation. Vector x can be decomposed in the
basis of measured sets of occupation numbers as follows
x =
∑
n1,...,nM
αn1,...,nM |n1, ..., nM ). (1)
Here, the numbers αn1,...,nN are non-negative, sum up to
FIG. 1. Red or blue bars - the statistics of simultaneous
readouts of different numbers of photons at the output of an
interferometer. Left hand side: The distributions measured
directly byM photon-number-resolving detectors. All combi-
nations of possible numbers of photons in M modes form an
NM dimensional vector. Right hand side: Marginal distribu-
tions of the occupation numbers in two chosen modes.
one and only s of them are non-zero. We will use the
following convention
|n1, n2, ...)T = (· · ·1 · ·) ⊗ (· · 1 · ··) ⊗ ...
↑ ↑
n1 + 1 n2 + 1 ...
(2)
where the lower line indicates the positions of 1 in each
vector component of the tensor product and there is ap-
propriate number of 0s in place of dots. In this explana-
tion we will use a notation for two-detector simultaneous
readouts, however the formalism can be extended to si-
multaneous readouts of a different number of detectors if
necessary. The measurement of modes i and j leads to
the marginal probability distribution
yni,nj = Ani,njx (3)
where yni,nj is the sum of all entries αn1,...,nN with fixed
ni and nj . We get this distribution observing frequen-
cies of outcomes from given modes independently of what
happens in the remaining modes. In the chosen conven-
tion the rows of the so-called measurement matrix A are
binary patterns as follows
Ani,nj = γni  γnj , (4)
where  means the entry-wise multiplication and
γni = 1
⊗i−1 ⊗ (· · 1 · ··) ⊗ 1⊗M−i
↑
ni + 1
. (5)
Here 1 = (1, 1, 1, ...) and (· · 1 · ··) are N dimensional vec-
tors. The entry-wise multiplication preserves the tensor
product structure and can be executed as the entrywise
multiplication in each part of the tensor product.
Probabilities of k different simultaneous readouts form
a k-dim vector
y = Ax, (6)
where A is a k × NM binary matrix. If x is sparse in
the basis incoherent with the rows of the measurement
3matrix it can be determined based on the number of
measurements k  NM as the most sparse solution of
y = Ax′. This can be seen as the constraint l1 norm
minimization problem. It is solvable by many known al-
gorithms used in compressive sensing [29]. In the next
part we analyze the complexity of particular algorithms
adapted to minimize the computational costs and mem-
ory requirements.
Complexity analysis.– Assume that we are focused on
simultaneous readouts of different photon numbers in
neighboring modes. The corresponding marginal dis-
tributions can be calculated in polynomial time in the
number of modes. Indeed, Gurvitss Algorithm from [7]
calculates k = N2M of coincidences in all neighboring
modes in NO(2)N2M steps. The dimensionality of the
sparse vector is d = NM . We allow for sub-linear scal-
ing of the number of non-zero entries s. Therefore, we
keep O(s) and O(d) well separated. Moreover, we as-
sume that problems of complexity O(s) = O(k) are effi-
ciently tractable. From the readouts for marginal distri-
butions, we want to recover the most sparse joint distri-
bution knowing the measurement matrix. So, our goal is
to solve the underdetermined problem y = Ax, where y
is a k-dimensional measurement vector of marginal dis-
tributions, x is a d-dimensional sparse vector which is
searched. In our case, rows of A are well structured pat-
terns. This implies that it is easy to multiply A by any
sparse vector. For instance, assume that we know that
an entry κ of a vector is non-zero. We decompose κ as
a N-inary number which gives us immediately its ten-
sor product representation as in (2) consistent with the
structure of A. For example, assuming that N = 2, posi-
tion 14 is represented as 01101 (corresponding to binary
13 as 0 occupies the first position) which corresponds to
(10)⊗ (01)⊗ (01)⊗ (10)⊗ (01). (7)
This vector has just one non-zero element in the 14th
entry. It is immediate to show what is its overlap with
a particular row of A which, for instance, can be of the
form
(11)⊗ (01)⊗ (10)⊗ (11)⊗ (11). (8)
We need to check only relevant modes.
To solve the underdetermined problem y = Ax we dis-
cuss in detail two first-order greedy algorithms. We con-
sider the matching pursuit [39] method which is simple
but in general less accurate, and the gradient pursuit
which can be more accurate and faster but slightly more
computationally demanding [21]. These two algorithms
are enough to discuss the bottleneck for the memory and
computational costs, and to show how to overcome these
problems. In particular, our modification of the match-
ing pursuit leads to a new algorithm which we call the
polynomial time matching pursuit (PTMP).
The standard matching pursuit protocol finds the s-
sparse solution. It is summarized as follows: I. (Initial-
ization) At step 0: the residual r0 = y and the approx-
imate solution is x0 = 0. II. (Support detection) In
step i recognize the column of A denoted by At which
is the most similar to the current residue ri−1 by solv-
ing t = argmaxt′ |(AT ri−1)t′ |. III. (Updating) Update
the solution only in index t i.e., xit = x
i−1
t + (A
T ri−1)t
and update the residue using t-th column of A as follows
ri = ri−1 − (AT ri−1)tAt. IV. Continue iterating until a
stopping criterion is matched.
Let us notice that the first and the third part of the al-
gorithm can strongly benefit from the sparsity of vectors
involved. Moreover, for any t, vector At can be found
operationally (multiplication of A and a sparse vector).
So, At does not need to be stored beforehand and the
memory and computational costs of these parts are O(k)
- size of ri. The entire procedure can be iterated until a
given sparsity s of the solution is achieved.
Finally, let us consider the operational costs of the sup-
port detection part. Without exploiting the structure of
A we require O(kd) bits of memory to store the matrix
and the same for the operational costs for multiplica-
tion AT ri−1. Moreover, without smart tricks, typically,
we would need at least O(d) steps to find the maximum
value from the list AT ri−1. The same amount of memory
is needed to store the list. However, considering specific
features of the problem we can overcome the bottleneck.
As for finding the index of the largest element of a list, we
notice that it is equivalent to finding the leading eigenvec-
tor of the diagonal matrix (Hamiltonian) with the list on
the diagonal. We know that for at least local Hamiltoni-
ans there are computationally efficient methods for find-
ing the eigenvectors. Let us notice that in our problem
AT r in the support detection part can be written exactly
as a diagonal local Hamiltonian. To simplify the expla-
nation let us consider first an example with the readouts
from a single detector only. A row of measurement ma-
trix A corresponding to nm photons in mode m is given
as γnm in (5). Observing all nm from only mode m we
have
AT[m]r[m] =
(
1⊗m−1 ⊗ (r0m , r1m , r2m , ...)⊗ 1⊗M−m
)T
,
(9)
where A[m] is a submatrix of A corresponding to different
photon numbers recorded in mode m. Here, r[m] is part
of the residual vector that corresponds to rows of A[m].
Measurements of other modes have also form of the lo-
cal Hamiltonians if understood as diagonal matrices. So,
the same holds for AT r. For simultaneous readouts of 2
neighboring modes we have
AT[m,m+1]r[m,m+1] = (10)(
1⊗m−1 ⊗ (r0m,0m+1, r0m,1m+1, r0m,2m+1 ,...)⊗ 1⊗M−m−1
)T
,
which written in the diagonal form is a part of a typical
nearest neighbor local Hamiltonian for a one dimensional
spin chain. It is clear from this notation that the matrix
vector multiplication AT r requires negligible operational
costs and O(k) bits of memory to store d long vector in
its compressed representation as a sum of local matrices.
Using these observations, the support finding from
the matching pursuit algorithm can be determined much
4faster than in O(d) time. If we consider just two neigh-
boring modes simultaneous readouts our problem can be
described in terms of the classical spin chain formalism.
We can use an explicit strategy from, e.g., [38] to find the
optimal configuration of the classical spin chain which is
equivalent to finding the position of the maximal value
in our AT r list. Indeed, hm,m+1(im, im+1) from the al-
gorithm [38] is equivalent to r(i−1)m,(i−1)m+1 . This pro-
cedure reduces the computational costs of the support
detection to 2MN2 (factor 2 is from the necessity to re-
peat the procedure for −AT r as we are looking for the
largest element in the absolute value). The matching
pursuit with the modification increasing its efficiency is
called the polynomial time matching pursuit (PTMP).
We use this method to reconstruct vibronic spectra of
some molecules from their marginal distributions in [20].
PTMP although computationally simple is not the
fastest one as the same support index may need to be
used many times. Also it does not guarantee the ac-
curate solution, as the solution is expressed based on
relatively small number of columns of A in which y is
decomposed. Some modifications of the method can lead
faster to more accurate results. Among them there is
an orthogonal matching pursuit algorithm (OMP) [40] in
which in each step the support is updated and kept in the
memory. The solution is approximated by the vector of
coefficients in the best 2-norm approximation of the mea-
surement vector y in terms of the selected columns of A.
Another algorithm, gradient pursuit (GP) [21] updates
the solution by correcting it in the direction of the largest
gradient of the 2-norm mentioned above by a given step.
As discussed in [21] the only additional cost over what we
have in the matching pursuit is the cost of calculating the
step size. This can be however done efficiently in PTMP
due to an easy way of finding the product of a sparse
vector and matrix A. The convergence rates depend on
contracting properties of A and a chosen algorithm.
Accuracy of the reconstruction.– For successful com-
pressive sensing reconstruction the so-called coherence
between the rows of a measurement matrix and the spar-
sity basis must by low. Roughly speaking it means that a
particular measurement is sensitive to changes in a large
part of the measured vector. For this reason random
unstructured matrices are of particular interest as they
are incoherent with almost any basis. However, random
matrices are problematic for large scale tasks. They are
expensive in terms of storage and operational costs as the
inefficient matrix vector multiplication is usually needed
[41]. Therefore, structured matrices which can be de-
fined operationally and do not need to be stored are also
desired. In our case, measurement matrix A is struc-
tured and of low coherence with respect to the measured
space basis. However, the usefulness of a specific ma-
trix depends as well on the reconstruction algorithm. As
we do not have theoretical predictions regarding conver-
gence of considered protocols with the measurement ma-
trix, we tested the performance of the GP algorithm with
A numerically. We have measured 1000 randomly cho-
sen distributions with s = 4, 5, 6 non-zero entries for the
problem with M = 6 output modes and N = 4 different
events measured in each mode. Matrix A was associated
with all 2-neighboring modes coincidence measurements.
So, A is a 80 × 4096 matrix. We have tested how often
X = xTtestxsolved/|xtest|2 is larger than a given threshold,
where xtest and xsolved are the randomly chosen mea-
sured signal used in the simulation and the reconstructed
signal respectively. We iterated the algorithm not more
than 50 times. For s = 4 we observe that in about 80%
cases X > 0.9 and in 74% cases X > 0.99. For s = 5, we
have X > 0.9 and X > 0.99 in 64% and 56% of situa-
tions respectively. Finally, for s = 6 we observe X > 0.9
and X > 0.99 in 47% and 37% of cases respectively. As
there are many possible more complicated and more ac-
curate algorithms which can still share the feature of the
reduced complexity we predict that these numbers can
be improved. However, testing them further is out of the
scope of this paper. How PTMP works in practice is an-
alyzed in a separate paper [20]. There, we observe that
the distribution can be only approximately sparse fort
the algorithm to reconstruct the most significant picks.
Conclusions.– In this paper we show that if we a priori
know that boson sampling samples according to a sparse
distribution and the sparsity is high enough we can calcu-
late the first-order approximation of this distribution ef-
ficiently on a classical computer. The crucial steps are to
calculate the marginal distributions using the Gurvitss k-
Photon Marginal Algorithm and then to use an algorithm
for compressively sensed sparse signal recovery. Many of
these algorithms quickly converge assuming that the sup-
port localization, as discussed in this paper, is efficient.
We show that due to the specific form of the marginal
measurements the problem can be reduced to finding the
optimal configuration in a 1 dimensional classical spin
chain with local interactions. The latter is known to be
efficient.
For Gaussian boson sampling the only difference is
in computing the marginal distributions. In this case
evolving an input states through the interferometer and
finding partial states for given modes is easy [42]. The
statistics of photons of these states requires computing
loop Hafnians [15, 16, 43, 44] of appropriate matrices
which for two mode Gaussian states are still classically
tractable. In consequence, we can use the relation be-
tween Franck-Condon factors and the Gaussian boson
sampling [1] and apply the algorithm described in this
paper to find Franck-Condon factors under the condition
that their distribution is sparse. This new approach is
tested in [20].
In this paper we have investigated the situation with
only nearest neighbor modes measurements. This re-
stricts the tolerable sparsity for the method. When the
sparsity decreases (s increases) a larger amount of data
is needed. Implementing three or more nearest neighbors
modes measurements is one of the solutions. We could
think as well about relaxing the nearest modes require-
ment and investigating the situation with non-local co-
5incidence distributions. Then more advanced techniques
from the theory of spin glass could be applied, see e.g.,
[45, 46]. Finally, our function (10) to be minimized when
restricted to pairs of binary modes is equivalent to the
Hamiltonian H =
∑
i>j Hi,j , where
Hi,j = hi,j1i,j+h
′
i,jσ
z
i σ
z
j +h
′′
i,jσ
z
i ⊗1j+h′′′i,j1i⊗σzj . (11)
Here σzi is the Pauli z matrix in mode i. The coefficients
can be chosen to correspond to rni,nj from (10). The
ground state of Hamiltonian H can be found efficiently
by simulated or quantum annealing under some condi-
tions about spectrum of H and the correspondence of H
to the connections in the annealer [47–49]. In our ap-
proach we have some freedom in choosing pairs of modes
to guarantee that these conditions are satisfied. So, the
simulated or quantum annealing could be used to extend
our approach.
Our technique can be applied to marginal distributions
measured in realistic experiments or calculated assuming
uniform losses [50, 51]. The joint distribution after losses
may be interpreted as a lossless distribution multiplied
by a stochastic matrix L describing the process of losses,
where L is in the form of a tensor product. The measure-
ment matrix from our technique is now the product of A
defined as previously and L. The new measurement ma-
trix inherits features allowing for keeping the complexity
tractable. The impact of losses may be a direction of
further studies.
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