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ABSTRACT
A technique for the evaluation of image compression algorithms was
developed. This technique was then applied in the evaluation of six
image compression algorithms (ARIDPCM, ISO/JPEG DCT, zonal DCT,
proprietary wavelet, proprietary sub-band coding and the proprietary
DCT). Of the six algorithms evaluated, the Wavelet algorithm
performed the best on average in image quality at all bit rates. The
JPEG DCT was concluded to be the most useful algorithm because of
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1.0 Introduction.
It was once said that a picture is worth a thousand words. If this is taken
literally then both sources of information should be the same size in bits
for digital computers. Assuming an average length of a word to be 4.5
letters and a half space on each end of a word (5.5 letters) and assuming
an ASCII character (eight bits per character), then 1000 words will
require 44,000 bits. This results in a binary image of about 210 pixels by
210 lines which does not even equal the spatial (approximately 640 pixels
by 460 lines) or radiometric (8 bits per pixel) resolution of television.
This exercise proves one of two things: either a picture is worth more
than a thousand words or images can be reduced in size with no loss of
information. In truth, both statements are correct. This thesis is
intended to evaluate the capability of several digital image compression
algorithms for use on a personal computer. It also provides a consistent
method for evaluating compression algorithms.
1.1 History of Study
The National Image Transmission Format Standards (NITFS) is a group of
Military Standards that ensure interoperability between secondary
imagery users (Army, Navy, Air Force, Coast Guard, Federal Bureau of
Investigation are some of the government agencies that are involved in the
standards). The secondary imagery user is one that uses images in the
field (i.e. at diverse and often remote locations and usually with little
additional support resources) and is most likely equipped with an AT-
class Personal Computer (PC). This family of standards was developed
because different agencies within the Government could not easily share
information in the form of images. Under the funding of the federal
government and the guidance of the NITFS Technical Board (NTB) this study
was completed to help the NTB select the next standard Bandwidth
Compression (BWC) algorithm for the NITFS. The original NITF BWC
standard was the Adaptive Recursive Interpolative Differential Pulse Code
Modulation (ARIDPCM). (6) This algorithm produced acceptable image
quality at 2.0 bits per pixel (bpp) with a reasonable amount of CPU time.
With the improvement of personal computers and BWC algorithms since
1984, it was believed that there was an algorithm that could significantly
out-perform the current standard, ARIDPCM.
1.2 Digital Images
Images will always be part of society and they are ever evolving in their
form. Original images started with drawings and paintings; the
development of photographic film increased the capability to record
events "exactly", without artistic interpretation. Now digital images are
being used everywhere from medical diagnosis to graphic arts to mass
media. Many of the classical film-based systems (X-rays, hand held
cameras, . . .) are converting to digital images because of the advantages
of digital images and of the associated equipment (e.g. speed, flexibility,
range, . . . ). But along with the advantages of digital images come some
drawbacks. One of the main problems is the quantity of data associated
with the digital images. For example, only one 512-by-512 24-bit color
image can be stored on a 1.44 megabyte 3.5 inch floppy. There is a need for
compression of these images to maximize the efficiency of storage and
transmission in real systems.
1.3 Motivation for Compression
Digital images have two main sources. The first type are direct digital
sources which include some medical applications (e.g. CAT Scan, MRI and
digital X-Rays), digital cameras (e.g. Kodak's Hawkeye II and the Canon's
digital camera), computer-generated synthetic images, and remote
sensing satellites (e.g. SPOT and LANDSAT). The second source type is
digitized analog data (e.g. film, video). These images can be monochrome,
single band (for most application of medical images), color (three bands)
as in television and color photography, and multiple bands as in LANDSAT
(7 bands) and MRI (3 Bands). Digital images come in many sizes. Low-
resolution images are most common in personal computer graphics ( 640
pixels per line and 480 lines per image with about 8 bits per pixel per
band). Medium-resolution is used in many photographic applications
(1024-by-1024, 8 bits per pixel per band). High-resolution images are
usually at least 2048 by 2048, 12 bits per pixel and are used for some
medical applications.
As digital images became popular, the increase in resolution resulted in
larger files. A simple monochrome low-resolution image of 512 pixels
per line by 512 lines by 8 bits per pixel (bpp) requires 262,144 bytes.
Storage and transmission of these images is a problem.
1.3.1 Storage of Digital Images
Storage of digital images is now commonly used for medical records,
criminal records (both fingerprint and mug-shots), and with new digital
consumer products it will become more common to store personal
photographs digitally (Kodak Photo-CD). Another large database of images
is tax assessments of property for the government. A small image
(512-
by-512, eight-bit resolution), which is minimal by most standards, will
use about one-fifth of a double-sided high-density (1.44 megabyte) floppy
disk. A 40 megabyte hard drive will only hold about 150 such images,
which is not sufficient for storing images of all the buildings in a small
town or all the X-rays generated by a small hospital in a week. By
compressing the images 8:1, a 40 megabyte hard drive could store up to
1,200 images.
1.3.2 Transmission of Digital Images
Transmission of digital images is increasingly useful, e.g. for news/media
events. Newspaper images begin as lithographs of photographic images.
Then the lithographed image is transformed into a digital product which
can then be transmitted over a phone line. The best solution is the
transmission of the original digital images so that the local press can be
optimized for the original image. The transmission of a simple image
(512-by-512, 8-bpp) over a common phone line at 2400 baud will take
approximately 11 minutes. With a compression rate of 2:1 this time is cut
in half and higher compression rates can decrease the transmission time
proportionally. The transmission of images is commonly used in the
newspaper industry over phone lines and in the medical industry on
anything from phone lines to local area networks (e.g. ethernet ).
Another possibility is the use of radio transmission which is usually of
lower quality (noisier) and has slower baud rates.
In these new scenarios a newspaper photographer could take the images
digitally, review the images with the camera and find the nearest phone to
call the office to transmit the selected image. By eliminating the
physical transportation, photographic development and lithographic
processing the time it takes to get the picture back to the office is
significantly reduced. A newspaper reporter can have the final shot of a
basketball game back to the main office before the fans have all left the
stadium.
1.4 Digital Image Compression Basics
Most pictures, exhibit a large amount of data redundancy. For example, the
sky in most images is quite uniform which means that any given sky pixel
is very similar to an adjacent sky pixel. These pixels are highly
correlated or have redundant information (similar information) in them.
Thus most digital images have high correlation between neighboring
pixels. The average correlation of digital images is approximately 90%
for adjacent pixels.which translates to redundant information.
Compression algorithms try to reduce the redundant information in any of
several ways. Digital image compression may be lossless (i.e. image is
perfectly recoverable) or lossy. Lossless image compression will reduce
the redundant information with no loss of fidelity. In contrast, lossy
digital image compression techniques always introduce some numerical
loss of information. With a lossless image compression algorithm only
the algorithm itself has to be evaluated since the resulting images have
not changed from the original. In lossy digital image compression the
reconstructed image quality becomes a major issue. Many of the
algorithms use the fact that the human vision system is less sensitive to
certain spatial frequencies and certain noise patterns. This allows
greater compression of the digital images with no appearance of visual
loss in the image. Lossless techniques are typically limited to
compression of about 2:1 to 3:1 depending on the image and the
algorithm*4-5'8). The compression ratio for lossy techniques is limited by
the algorithm, the images and the tolerable loss. These techniques have
an associated rate distortion curve such as shown in figure 1. This curve
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Figure 1: Rate distortion curve for ARIDPCM on test image 9
only accounts for numerical distortion, not visual distortion.
1.4.1 Lossless Compression
Lossless algorithms take advantage of local area correlation between
pixels and/or image statistics for compression. The most common
algorithm is Differential Pulse Code Modulation (DPCM) which uses a
weighted average of previous pixels (in either one-dimensional or two) to
predict the gray value of the next pixel. The resulting difference between
the actual and predicted pixel value is coded with a statistical coder (e.g.
Huffman encoder*4'5-8) or arithmetic coder*9-10)). Evaluation of lossless
algorithms is limited to speed of the algorithm, memory requirements,
and susceptibility to channel error because image quality is unchanged.
1.4.2 Lossy Compression
Lossy digital image compression techniques also use local correlation and
redundancy to reduce the number of bits necessary to represent the image.
Ideally, the resulting image is visually identical (i.e. for a given viewing
condition), but can be visually lossy. Most of the lossy algorithms can
compress the data by about 4:1 without significant visual loss. Increase
of the compression ratio results in more visual error. It is important to
understand how much error occurs with each algorithm and for what type
of image. Some algorithms perform better on a given type of image for a
variety of reasons:
1 ) some may work better because they are tuned to a given image type;
2) others may work best because their innate artifacts are relatively
undamaging to that data type.
1.5 Evaluation of Compression Algorithms
The performance of lossy algorithms are evaluated in four general areas.
First (and probably most important), is the image quality at a given bit
rate. This provides one data point on a rate distortion curve shown in
figure 1. Other aspects (e.g. speed, susceptibility to channel errors, rate
control) of the compression techniques may be overlooked if the image
quality is superior for comparable bit rate. Most algorithms are compared
using this criteria alone but this is not sufficient for system design
which includes digital image compression as a component. In most
studies, the evaluation consists of comparison of rate distortion curves of
the given algorithm versus a general standard
technique.*1
-5-15'18) Other
aspects of the evaluation are mainly dependent on the application of the
compression technique in the context of the target system for which it is
being developed. There are three main areas of compression use: 1)
storage of data, 2) transmission of data, and 3) source system. The
storage of data is usually internal storage either for long-term/archival
storage or short-term storage. The main concern in these scenarios is the
compression speed, decompression speed, and the rate-distortion curve.
The person operating the system will not want to wait five minutes to
decompress one image for display. In the transmission of the data another
obstacle is the noise in the transmission line. What are the artifacts
caused by a bit error in the transmission line (susceptibility to channel
errors). This is not a large concern in most scenarios because simple
error detection and correction (EDAC) codes can reduce the odds of a bit
error affecting the image. The most concern is when noisy channels are
used; the most common of these are radio (UHF, VHF) communications
channels. In source systems (e.g. hand-held digital camera) data-rate
control is important so that real-time allocation to fixed storage space is
possible. The source system type is common in digital cameras and
remote sensing systems where power, size and weight are a concern for
the system design and packaging. Source systems algorithms will not be
specifically considered in this paper because of their dependency on
knowledge of associated hardware design. Another concern in selecting a
compression algorithm is the inter-operability and public acceptance of
the algorithm (I.e. an algorithm which has wide acceptance will be more
functional to communicate with more people). The final concern in any
applications is the cost of the product. Although this will not be
specified in this report it is important to many consumers.
1.6 Summary
One of the most important factors governing the usage of digital images in
the world is digital image compression. People will always want better
quality (higher resolution) images, so as communication channels become
wider and storage memory becomes cheaper people will want more data
(resolution). With this in mind there will always be a need for the
compression of the data. This is reflected in the commercial world by the
number of companies that are involved with digital image compression
(e.g. IBM, Eastman Kodak, Aware, Optivision, C-Cube, . . .). For some of
them, digital image compression products are the main source of income.
This is also shown by the number of companies that are represented in the
American National Standards Institute (ANSI) and International
Organization of Standards (ISO) digital image compression committees.
With the importance of compression there is a need to evaluate different
compression techniques for a given type of system. This thesis will
address one way of evaluating compression techniques. It will also
evaluate six compression techniques on a variety of images at multiple
compression ratios.
2.0 Experimental Approach
With digital image compression being so common in the literature, there
are many established methods for evaluating the performance of an image
compression algorithm.*3'4'5-8) Many evaluations consider only the
compression rate and the image quality at that given rate. Other factors
may be important to properly design an imaging system. For example, an
algorithm will not be used regardless of compression rate if the
processing time is excessive on a given computer system.
The following study was developed for the purpose of evaluating lossy
compression algorithms for use in the Nation Imagery Transmission
Format Standards (NITFS). These military standards define the format,
communication protocols, compression techniques and other needs for the
interoperability of digital image dissemination. This standard was
defined for use with Secondary Image Dissemination Systems (SIDS)
which are mostly based on personal computers. The study plan was
developed to meet the needs of this standard. A wide variety of images
were selected for this study and were compressed over a range of bit
rates by multiple image compression techniques. Then these
reconstructed images were evaluated with respect to numerical and visual
accuracy and the algorithms were rated in speed/complexity, bit-rate
accuracy and susceptibility to channel error.
None of the algorithms were allowed to train on the test images, there
was a second set of images supplied for training.
The following subsections describe the methodology and history of this
study. This description should allow the results to be replicated, at least
in numerical performance.
2.1 Test Image Collection
Seventeen test images were selected to represent the types of images
that might be exploited for information extraction by the users of NITFS.
These monochrome images, each 512 pixels by 512 lines by 8 bits per
pixel, include high-resolution aerial images, medical images, digitized
maps, hand-held images, graphics, and images applicable to law
enforcement agencies. All of the images were selected by the author and
approved by the NTB. Table 1 shows the image identifier, image name, and
image description.
Image Number Image Name Image Descriptions
TEST IMAGE 1 SAR Building Synthetic Aperture RADAR of a
Buildinq*
TEST IMAGE 2 SARRoad Synthetic Aperture RADAR of a
Road*
TEST IMAGE 3 X-Ray Digital X-Ray of a Foot
TEST IMAGE 4 CAT Scan CAT Scan of aWoman's Midsection i
TEST IMAGE 5 Fingerprint A Fingerprint
TEST IMAGE 6 Lena Portrait of a
Woman**
TEST IMAGE 7 Nuke High Resolution Aerial Image of a Nuclear
Power Plant in Construction
TEST IMAGE 8 Simulation An Aerial View Image of an Airport Model
TEST IMAGE 9 Ship A High Resolution Aerial Image of a Ship
TEST IMAGE 10 NYC A SPOT Imaqe of New York City
TEST IMAGE 11 Thermal Thermal Infrared Aerial Image of a Plane
TEST IMAGE 12 Truck Scenic Image of a Military Truck
TEST IMAGE 13 Building Scenic Image of a Building
TEST IMAGE 14 IR Truck Near Infrared Scenic Image of a
Military Truck
TEST IMAGE 15 Hydro Map A Map of a Waterway
TEST IMAGE 16 Elevation Map An topographic map




Image supplied by ERIM. "BWC test image commonly used in the literature.
Table 1 : BWC Test Images
2.2 Candidate Bandwidth Compression Algorithm Selection
The classical lossy image compression technique is a form of DPCM. A
compression algorithm in this class is the ARIDPCM. The simplicity of
this algorithm has enabled its use on personal computers for years. But
the performance improvements of small computers, their compilers, and
in the compression algorithms themselves have permitted the
consideration of hitherto complex algorithms. For example, the relatively
recent development of the integer-based Discrete Cosine Transform (DCT)
(as opposed to floating-point) has enabled the DCT to become practical on
IBM AT-class machines.
DCT is well known for producing excellent image quality and is included in
the test matrix in three forms. The best known is the proposed ISO/JPEG
DCT standard. The second of the DCT algorithms evaluated is the
"generic"
zonal DCT algorithm. This algorithm is more complex than the ISO/JPEG
algorithm, but has advantages in bit-rate control and in resistance to
channel error. The third DCT algorithm is a proprietary algorithm
submitted by the MITRE Corporation. This evaluation also included two
proprietary forms of sub-band coding compression technology, one by
Aware Inc. and another by David Sarnoff Research Center. The sub-band
algorithms have the unique advantage of reducing blocking artifacts
compared to standard DCT algorithms.
2.3 Compression and Reconstruction
The test images were compressed to rates of 0.5, 1.0, 2.0 and 4.0 bpp and
then reconstructed. The three non-proprietary algorithms were run
internally by the author on a VAX-8700 and the images using the three
proprietary algorithms were processed by their respective companies.
These bit rates were chosen to compensate for the inherently exponential
rate distortion curves over the bit rates of interest. Sampling in such a
fashion minimizes interpolation errors for a fixed number of bit rates. An
example of a rate-distortion curve is shown in Figure 1. This study
concentrated in the range of 2.0 bpp to 0.5 bpp because at 4.0 bpp most
algorithms were visually lossless. The study did not pursue higher
compression ratios because prior experience many images are not useful
when compressed below 0.5 bpp for these algorithms.
2.4 Algorithm Evaluation
The following sections outline the methodology used in evaluating the test
algorithms for: bit-rate accuracy, image quality, susceptibility to channel
error, speed, and complexity.
Only software implementation techniques using
"standard"
practices on
serial computers were evaluated because of the cost of hardware
implementations. If hardware implementation had been considered then
additional evaluation techniques for complexity would have been
necessary, such as physical size, power consumption and absolute speed of
calculations. Hardware implementations of interest would include, for
example, small portable systems (hand held digital cameras) and remote
sensing systems.
2.4.1 Bit-Rate Accuracy
Reliable control over the number of bits transmitted is important in
scenarios where transmission time or receiver storage is limited. To
assess the performance of the algorithms in this area, the algorithms are
first divided into two classes, driven and non-driven. A driven algorithm
produces a desired bit rate independent of the image, while a non-driven
algorithm produces a bit rate that is dependent on both the image and the
algorithm. The driven algorithms are then evaluated on the ease of
obtaining a given bit rate and the accuracy of the achieved bit rate. The
steps necessary to change a non-driven algorithm to a driven algorithm
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and the relative ease with which a non-driven algorithm can produce a
desired bit rate are reviewed.
2.4.2 Image Quality Evaluation
The most important part of the overall evaluation of a BWC algorithm is
image quality. Bit-rate accuracy, speed, complexity and tolerance to
channel errors are often compromised for higher image quality.
Image quality loss is generally divided into two classes, subjective and
objective. Subjective image quality ratings rank the visual information
loss of an image. Objective image quality ratings yield information on the
loss of the radiometric (numerical) information. Subjective observations
can differ from person to person depending on a variety of factors such as
the experience and age of the observer and viewing conditions. Objective
ratings are unchanged from evaluation to evaluation. The problem with
numerical performance is that it is not directly related to subjective
image quality. This means that an algorithm may have a larger numerical
error but appear to be better in visual image quality. This can happen if
one algorithms exhibits greater error in areas or frequencies to which the
eye is relatively insensitive.
2.4.2.1 Numerical Performance
The numerical performance values include root-mean-squared error
(RMSE), signal-to-noise ratio (SNR), maximum error, global image gray
level mean before and after compression, standard deviation before and
after compression, and the entropy of the original image and of the error
images. These measurements were performed on each image at each bit
rate and for all the algorithms. It is important to note that
numerical performance values may not be directly proportional
to subjective image quality.
RMSE is one of the most common objective quality measurements used in
evaluating image compression algorithms. RMSE is calculated over the
entire image as shown in Equation 1 .(3.4.5,8)The RMSE is the square root of





\ ^ = VMSE (1)
X(X'i-Xi)2
Where Xj is an original image value, X'j is the reconstructed image and N is
the total number of pixels.
SNR is another common metric for evaluating BWC algorithms. SNR is
defined here as the ratio of the original image variance (signal) to the
mean squared error (MSE) of the compressed image (noise). The SNR is




An algorithm may exhibit relatively small global MSE while still
exhibiting objectionable error in isolated regions. Generally, a
computation of the maximum error will flag this effect. The Max error is
the maximum absolute value of the difference between the original and
the reconstructed image (Equation 3).
Max Error = MAX ( ABS (
X'
- X) ) (3)
Where X is the original image value and
X'
is the reconstructed image.
The overall statistics of the original and reconstructed images are
important if an automatic tone transfer curve (TTC) is used for display. A
TTC remaps a given image to produce the
"best"
tonal viewing conditions
for a given image and monitor. A change in image statistics may change
the resulting TTC, which will in turn change the appearance of the image.
In addition, a decrease in standard deviation may also indicate increased
smoothing by the algorithm; conversely, an increase in standard deviation
may indicate a noise increase. The mean and standard deviation of the
images are calculated using Equations 4 and 5, respectively.
N
iXi










where Xj is the value of the image at pixel i, X is the mean of that image,
and N is the total number of pixels.
The final statistics to be calculated are the entropy values of the original
image and the error image. The entropy of the original image
approximates the busyness of the original scene. The entropy of the error
image is intended to show the approximate bits per pixel additionally
required to reproduce the original image without loss. The entropy of an








where Pj is the probability of any given gray value (i) in the image and K is
the number of possible gray values (i).
2.4.2.2 Visual Performance
High-quality images of the original and reconstructed images were
presented to a group of people for evaluation. The evaluation images were
9 inches by 9 inches photographic transparency. The production of these
images was optimized to produce the best images quality. Examples of
the original and reconstructed images are shown in Appendix A in smaller
and reflection print format. There were 34 evaluators ranging in
experience from professional image analysts to engineers to military
personnel. This evaluation was to determine the relative losses in visual
utility due to the bandwidth compression (BWC) algorithms evaluated.
Some areas of concern and points of interest of the images are presented





2.4.2.2.1 Test Image Set Selection
A subset of the 17 test images were chosen for visual evaluation (See
Table 2). It was deemed unreasonable to evaluate all images at all bit
rates because of the amount of images to be viewed. The subset image set
was chosen on the basis of image applicability combined with
compressibility. For example, Briggs targets and medical images were
eliminated; both of these image sets compressed well, while the benefit
is questionable in comparison to aerial, hand-held, or map images. At 4.0
bits per pixel most images decompressed with the candidate BWC
algorithms produced visually lossless results. Therefore, these images
were eliminated from the test set. For the other images, preference was
given to lower bit-rates. Decompressed images with negligible visual loss
were eliminated from the test set.
Image Name 0.5 BPP 1.0 BPP 2.0 BPP
TEST IMAGE 1 SARRoad X X
TEST IMAGE 2 SAR Building
TEST IMAGE 3 X-Ray
TEST IMAGE 4 CAT Scan
TEST IMAGE 5 Fingerprint X X
TEST IMAGE 6 Lena X
TEST IMAGE 7 Nuke X X X
TEST IMAGE 8 Simulation
TEST IMAGE 9 Ship X X
TEST IMAGE 10 NNC
TEST IMAGE 11 Thermal X
TEST IMAGE 12 Truck
TEST IMAGE 13 Building X X
TEST IMAGE 14 IR Truck
TEST IMAGE 15 Hydro Map X X X
TEST IMAGE 16 Elevation Map X
TEST IMAGE 17 Briggs 4
Table 2: Test images included in the engineering evaluation (X = included).
2.4.2.2.2 Evaluation Layout and Media
The six algorithms with the original data were rendered on positive nine-
by-nine inch film transparencies. Transparencies present a wider dynamic
range and higher level of consistency than can be rendered on prints. A
light table was therefore required at each evaluation site. Figure 2
illustrates the format of a given test transparency. Each image within the
layout is 512 lines by 512 pixels. The 1024-by-1024 images were
digitally interpolated to 4096-by-4096 and then written to the film by a
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laser writer. These original negatives were contact printed to produce
multiple copies. Each copy was checked for consistency. The upper left
image is the standard
"original"
against which all others were evaluated.
The remaining renditions for a given image, each corresponding to a
specific compression algorithm and a bit rate, were randomly placed in









Figure 2: Test transparency format
2.4.2.2.3 Evaluation Instructions
A set of instructions for performing the rating was supplied with each
test set. The instructions, shown in Appendix E, are a step-by-step guide
through the test procedure. Because of the diversity of personnel and
differing environmental conditions at each site, the instructions are very
specific. While we assume the instructions were followed, the
evaluations were unsupervised. A set of instructions was sent with each
image set.
2.4.2.2.4 Rating Scale
The evaluators were to rate each image on a quality scale of +1 to -5 in
comparison to the original image (Standard). This scale could be
interpolated by the evaluator to an arbitrary precision. Images were
evaluated in terms of exploitation loss of the compressed image as
compared to the original uncompressed image. Each algorithm was
evaluated in comparison only to the original image standard; no scoring
should have been based on comparison between two or more algorithms.
The rating scale each evaluator used is





Slight improvement compared to the standard
No noticeable difference from the standard
Slight change in the image compared to standard but no loss in utility
Slight loss in utility compared to standard, but adequate to perform
exploitation
Significant loss in utility compared to standard (adequate to perform
exploitation but may seriously affect accuracy of exploitation)
Excessive utility loss compared to standard (unusable for exploitation
but usable for briefings and orientation)
Excessive utility loss compared to standard
(unusable for any purpose)
Figure 3: Rating scale
2.4.2.2.5 Rating Sheet
A rating sheet example is shown in Appendix F. Possible exploitation
questions/tasks, based on the image at hand, were provided for each
image. Appendix G shows sample questions for test image 7, an aerial
view of the construction site for a nuclear power plant.
2.4.2.2.6 Background Questionnaire
A personal data sheet, shown in Appendix H, was completed by each
evaluator and was intended to categorize the image exploitation
experience of each evaluator if statistical weighting would have been
required.
2.4.2.2.7 Evaluation Procedure
The data were screened for outliers by using standard statistical
techniques. Flagged outliers would have been considered for removal
according to such factors as individual experience with the given data
type. No outliers were discovered.
An analysis of variance (ANOVA) table was used to interpret the results.
The ANOVA table allows testing for biases, which might be due to the
expertise of the evaluator on an image type, the image data or the
bit-
rate. Each bit-rate was considered separately because they are discrete
points on the rate-distortion curve. The ANOVA table produces, in this
case, a mean visual rating, the variance of the rating and a prediction of
the ratings according to the variables that may bias the results. It also
displays the statistical significance between the algorithms, which
means that two algorithms statistically similar would be placed in the
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same significance group. A single algorithm can be placed in two
different significance groups which implies that group one is
significantly different from group two but that the algorithm is not
significantly different from either of the groups.
2.4.3 Algorithm Complexity and Speed
The complexity and speed of a BWC algorithm are important to small
computer users. For this study each algorithm was evaluated on the basis
of the number and type of operations (multiplies, divides, look-ups, etc.)
performed per pixel. These numbers translate to approximate running
time for a computer platform benchmarked for the speed of each operation
assuming a serial implementation of the algorithm.
Relative running times for each algorithm on a given machine are
presented for both compression and decompression. While the relative
algorithm performance is accurate for the configurations presented, the
actual times will vary depending on specific implementations. A general
goal of the NITFS is to compress and decompress a 512-by-512 sample
image in less than two minutes each direction.
2.4.4 Susceptibility to Error
Channel bit-error effects are important for evaluating BWC algorithms
used in transmission. Some algorithms will suffer localized information
loss from a bit error, while others may experience total image
destruction.*4) This indicates certain algorithms may have different error
detection and correction requirements. Error detection algorithms reduce
the loss of information in an image but also increase the overhead, which
in turn increases the total bit rate. The effects of bit errors during
transmission are presented in possible reconstructed image scenarios.
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3.0 Compression Algorithm Description
Spatial compression can be performed on images only if neighboring pixels
are correlated. In general, the higher the correlation between neighboring
pixels the more compression that can be achieved. Most lossy spatial
compression algorithms work in three phases: prediction, quantization and




phase, which takes advantage of the correlation between pixels.
This phase, which is usually lossless, decorrelates the data by either
transform or prediction methods. The intent of the transform or
prediction is to minimize the redundant information in the image.
The second phase of the compression process is the quantization of the
data. Losses in image fidelity are directly attributable to this step.
However, the amount of loss is a function of both the transform/
prediction method and the quantization strategy employed. Examples of
common quantization strategies are Lloyd-Max quantization and Pulse
Code Modulation (PCM).*4)
The quantized values are coded in the third and last phase. The two coding
methods discussed in this study are a fixed-length binary code and a
variable-length coder. Constant-length binary codes with n bits per pixel
can store
2n values. These values are representative of integer values
between 0 and 2n-1, or of values that are hard-coded in a look-up table.
In variable-length coders, the length of the code is a function of the
probability of occurrence of a given data point. An entropy coder is the
most common variable-length coder. Other examples of coding strategies
are the Mel-coder and the Lempel-Ziv*4) technique.
In sections 3.4, 3.5 and 3.6, only a limited discussion of the algorithms
can be presented due to their proprietary nature. More information can be
obtained from the references given and the companies that have submitted
the algorithms.
3.1 ARIDPCM(3.6)
The ARIDPCM algorithm consist of partitioning the original image into
8-
by-8 pixel neighborhoods, generating hierarchical prediction matrices for
those neighborhoods, and then quantizing the difference images (original
-
predicted) at each level of the hierarchy. As outlined in the NITFS
Version 1.1, ARIDPCM can be used in the driven, non-driven, or composite
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mode. Only the driven mode will be discussed since it ensures a fixed
compression rate.
3.1.1 Compression
The driven mode is a two-pass algorithm. The first pass generates the
prediction matrices, finds the difference images and then classifies each
difference neighborhood in terms of its activity. The second pass
quantizes the delta pixel values (from the difference image) in each
neighborhood according to its activity classification. As in DPCM,
compression is achieved through quantizing the difference image with
fewer bits.
3.1.1.1 Prediction and Error
Each image is subdivided into 8-by-8 pixel neighborhoods beginning at the
upper left corner of the image. All of the prediction are made with the
original values. Each neighborhood is comprised of levels; one Level-1
pixel (L1), three Level-2 pixels (L2), twelve Level-3 pixels (L3), and





































































Figure 4: The levels of the ARIDPCM 8-by-8 block
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The notation used to describe the neighborhood matrices is
Di.j = Uj - pij; difference matrix.
Li.j = Actual pixel value at Pixel i,j.
Pi.j = Predicted pixel value at Pixel i,j.
The sub-image blocks are referenced in the bottom right corner (i = j = 0),
with i, j increasing from right-to-left and bottom-to-top respectively.
A prediction matrix is computed for each neighborhood by using an
additional column to the left and an additional row to the top of the
neighborhood. In total, a 9-by-9 sub-image block encompassing the
neighborhood of interest is required to create its prediction matrix. If the
neighborhood of interest borders the top or left edge of the image, an
artificial 9th row and/or column is created by copying the first row or
column in the neighborhood respectively, and Ls,8 is assigned Lrj,0- The
following linear and bilinear interpolation scheme is used to compute the
prediction matrix for each neighborhood.
Level 2 pixels:
Po,4 = ( L0,o + Lo,8 ) / 2 (7)
P4,o = (L0,o+ L8>0)/2 (8)
P4,4 = ( L0,o + L0,8 + 1-8,0 + L8i8 ) / 4 (9)
Level 3 pixels:
Pij = ( LU-2 + Lu+2 ) / 2 for i- 0, 4 and j. 2, 6 (10)
Pij - ( Lj.2ij + Li+2ij ) / 2 for
i. 2, 6 and j- 0, 4 (11)
Pi.j = ( Lj-2,j-2 + U-2.J+2 +
Li+2,j-2+ Li+2>j+2) / 4 for i= 2, 6 and j= 2, 6 (12)
Level 4 pixels:
Pij = ( Li.j.1 + Li>j+i ) / 2 for
i= 0, 2, 4, 6 and j- 1, 3, 5, 7 (13)
Pij = ( Lj.-ij + Li+i,j ) / 2 for
i= 1, 3, 5, 7 and j= 0, 2, 4, 6 (14)
Pij = ( U-ij-i + Li-i,j+i +
Li+i,j-i + Li+1fj+i) / 4 for i= 1, 3, 5, 7 and j= 1, 3, 5, 7 (15)
The difference matrix or error map is computed by set:
DiJ = U.j - Pij. (16)
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This, however, does not include the corner point which is a Level- 1 pixel.
Do,o = L00. (17)
The level-1 delta pixels are assigned their original pixel values.
3.1.1.2 Quantization
Each difference neighborhood is classified in terms of its activity. A
measure of activity is "Busyness", which is defined as the maximum
difference of the Level-4 delta pixels.
Busyness = Max(D4) - Min(D4) (18)
Each difference neighborhood is classified as either an A, B, C, or D
Busyness; D being the busiest.
In the driven mode of operation, the first pass computes the activity of a
neighborhood. Thresholds for each busyness class are then computed such
that a fixed percentage of the neighborhoods falls into each classification.
This guarantees data compression at a specified fixed rate. Table 8 in
NITFS document Version 1.1 shows the percent Busyness classification for
a selected bit rate.
The quantization of the difference pixel is done with the use of hard-
coded look-up quantization tables that are dependent on the busyness
class, level of the pixel and the difference value of that pixel. The
Level-
1 pixels are always quantized to their full image resolution (8 bits).
Standard quantization tables were derived by using Level-4 deltas from
sample images. The population distribution of the Level-4 deltas was
determined and divided into N continuous regions of equal population (N =
2", were n represents the number of bits allocated for a given level in the
BAMs). The hard-coded Bit Allocation Matrices (BAM) and quantization
tables are incorporated in the NITFS Version 1.1 document.
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3.1.1.3 Coding
The quantized levels are coded with a constant-length binary look-up
table code. The number of bits in the BAM, the compression rate, and the
quantized value are used as indices to the look-up table.
3.1.2 Decompression
The image decompression process is the reverse process of the
compression scheme. The received data is used to reconstruct the
predicted matrix, which in turn allows reconstruction of the image. The
notation used to describe this process is:
E[ Djj ] = Estimated value of Djj after dequantization.
Ri,j = E[Dij] + P|j.
Rjj = Reconstructed value at pixel i,j.
Pij = Predicted value at pixel i,j.
Ljj = Actual value at pixel i,j.
The (R0,o. Ro,8, Rs.o, Rs.s) pixels are equal to (L0,o> L0,8, U.o, L8>8) pixels
since Level 1 pixels are transmitted in full 8-bit resolution. The
remaining image values are reconstructed by consecutively computing the
predicted values and their corresponding reconstructed values.
Level-2 pixels:
The predicted values for level-2 pixels are
Po,4 = ( Ro.o + Ro,8 )/2 (19)
P4,o = ( Ro.o + Rs.o )/2 (20)
P4.4 = ( Ro.o + Ro.s + Rs.o + Rs.s )/4. (21 )
The corresponding level-2 pixel values are reconstructed using
R0,4 = E[ D0)4 ]+ Po,4 (22)
R4,o = E[D4,o]+ P4,o (23)
R4l4 = E[ D4,4 ] + P4.4. (24)
22
Level-3 pixels:
From these reconstructed values already derived and using the
reconstructed values for ( R4.8, Rs,4 ),
P4.8 = ( Ro,8 + R8,8 )/2
P8,4 = (R8>0+ R8,8)/2 (25)
R4,8 = E[ D4,8 ]+ P0,4 (26)
R8,4 = E[ D8i4 ]+ P8>4 (27)
the following Level-3 predictions can be made.
= ( Ri,j-2 + Ri,j+2 )/2 for i= 0, 4, 8 and j= 2, 6 (28)
= ( Ri-2,j + Ri+2,j )/2 for i= 2, 6 and j= 0, 4, 8 (29)
= ( Ri-2,j-2 + Ri-2,j+2 +
Ri+2,j-2 + Ri+2,j+2 )/4. for i= 2, 6 and j= 2, 6 (30)
The corresponding reconstructed values are then computed using
Ri.j= E[ DU ] + Pij. (31)
Level-4 pixels:
The level-4 predicted values are made using the above reconstructed
values.
Pij = ( Rjj.1 + Ri,j+1 )/2 for
i= 0, 2, 4, 6 and j= 1, 3, 5, 7 (32)
Pij = ( Ri'ij + Rmj )/2 for
i= 1, 3, 5, 7 and j= 0, 2, 4, 6 (33)
Pij = ( Ri-ij-i + Ri-ij+i +
Ri+ij-i + Ri+i,j+i )/4 for i= 1, 3, 5, 7 and j= 1, 3, 5, 7 (34)
The remaining reconstructed values are computed by using
Rlj = E[ Dy ] + Pij. (35)
This completes the reconstruction process for all pixel values within an
8-by-8 neighborhood. This process is repeated until all neighborhoods are
reconstructed.
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3.2 ISO/JPEG Baseline Discrete Cosine TransformC ,3,4,5,6,7,8)
The ISO/JPEG baseline DCT is a sequential 8-bit DCT with Huffman
encoding. This DCT is a one-pass algorithm comprised of a 2-D 8-by-8
DCT transform followed by separate Huffman encoding of the set of DC
coefficients; the AC coefficients are encoded with Huffman codes and run
lengths. The improvement in quality compared to the standard Chen-Pratt
(threshold) DCTO) is in the quantization of the DCT coefficients. The
ISO/JPEG DCT has been implemented in a fast, integer-based, transform
which increases the speed of the transform with minimal quantization
errors. This implementation of the DCT has made its use in a PC-based
system more amenable.
3.2.1 Compression
The correlation structure for most realistic gray-scale images is
approximately Markov in character. When the equations governing the
Karhunen-Loeve (KL) transform are applied to a first-order Markov process
with high spatial correlation, the resulting transform looks very much
like the transform of a DCT. The DCT is thus assumed to be nearly
optimum for a block transform of a given size, as a variance-compacting
decorrelator with respect to imagery.
The DCT is significantly faster than a spatial KL transform. Figure 5
shows the DCT basis functions for a block size of 8. The transform
coefficients corresponding to each of the basis functions measures the
similarity of the pixels in the block and the corresponding basis functions.
The sign of the coefficients indicates negative or positive correlation
with the basis function.
The 1-D basis function are represented in two dimensions by equation 36.
The 1-D functions can be applyed in the lines direction and then the
samples direction because of their separability. This can increase both
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Figure 5: DCT basis functions; N = 8; C = Coefficient order<8>
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3.2.1.1 Transform
The ISO/JPEG DCT process first divides the image into 8-by-8 blocks. The
8-by-8 DCT of each block is computed. The transform equation is:










F(u,v) is the DCT value for the point u, v in the 8-by-8 block,
f(j,k) is the original image value for the pixel j, k of the 8-by-8 block,
and
C(w) = . for w = 0 and C(w) =1 for w = 1,2,3, . . . , N-1.
For most images the energy is concentrated in the low spatial frequencies
(upper left corner). The extreme upper left value is the DC value (i.e., zero
frequency) which is proportional to the mean of that block. The other
values increase in frequency and generally decrease in energy from the
upper left to the lower right.
3.2.1.2 Quantization
The ISO/JPEG DCT quantization tables have been adapted to reflect the
sensitivity of the human visual system (HVS).*8'21) This HVS quantization
is optimized to reduce information without sacrificing perceived image
context. The benefits of HVS quantization can be thought in two ways:
1. The same visual quality can be obtained with less data (i.e. more
compression).
2. Improved image quality can be obtained with the same quantity of
data.
Quantization is performed by dividing the transform data by a factor for
that frequency and quantizing to a nearest integer. Compression is
increased by multiplying the quantization table below (annex of the JPEG
Committee Draft)*21* by a normalization factor:
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16 (DC) 1 1 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
The error associated with compression occurs at this step. This is an
example, and may not be suitable for normal viewing conditions because of
the lack of symmetry.
3.2.1.3 Coding
The DC coefficient is extracted from the 8-by-8 block and coded
separately. The DC coefficient of the adjacent block is used as a predictor
and the difference is Huffman encoded. The remaining 2-D array of
quantized AC coefficients are placed in a 1-D array by zig-zag ordering,
shown in Figure 6. This reformats the transform coefficients into
approximately decreasing order of expected energy and allows them to be
run length encoded. The AC coefficients are Huffman encoded with
additions to the code for runs of zero coefficient and end-of-block (EOB)
data. The EOB is used at the last non-zero AC coefficient. This reduces
the number of coefficients to be coded since most of the high frequency
values tend to be zero, especially after the HVS quantization. The
Huffman and quantization (normalization) tables can be optimized for a
given image or global tables can be used but either must be sent as
overhead.
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Figure 6: The Zig-Zag format
3.2.2 Decompression
The ISO/JPEG DCT decompression process is a mirror image of the
compression process. The decompression process consists of four stages:
1 . decoding the Huffman code
2. recreate the 2-D block
3. dequantization
4. inverse DCT.
The transform from discrete cosine domain to image domain is executed
using Equation 37:









F(u,v) is the DCT value for the point u, v in the 8-by-8 block




for w = 0 and C(w) = 1 for w = 1 ,2,3 N-1 .
V 2
Again, equation 37 is the definition of the floating point inverse DCT




3.3 Zonal Discrete Cosine Transform (DCT)(1>2>3>4>567)
Compared to the ISO/JPEG DCT, the benefit of using the zonal HVS DCT is
increased control of the final bit rate and the minimization of the effect
of noise resulting from constant length quantization tables. The cost of
using the algorithm is increased complexity and its greater propensity to
inject artifacts.
3.3.1 Compression
The zonal DCT is a two-pass algorithm. The first pass classifies each 8-
by-8 block into one of four possible activity classes and calculates its
respective bit allocation matrices. The second pass utilizes the bit
allocation matrices to perform Max quantization on the individual DCT
coefficients.
3.3.1.1 Transform
As noted, the zonal DCT also starts by segmenting the image into 8-by-8
blocks. Each of these blocks are then transformed with the same discrete
cosine transform as the threshold DCT (Equation 36).
3.3.1.2 Quantization
Each block is then classified into one of equally populated 4 busyness
classes. A bit allocation matrix (BAM) is calculated for each class and is
dependent upon the desired bit rate (BR) and the variance of each
coefficient in that busyness class for the entire image. The variances are
weighted by a contrast sensitivity function (CSF) of the the HVS before
the BAMs are calculated. The CSF describes the sensitivity of the HVS to
spatial frequencies. Although published CSF's vary, the general shape is
constant*8'21). The CSF weighting factors (Figure 7) used are shown below:
1.000 1.000 0.914 0.680 0.489 0.357 0.265 0.197
1.000 1.000 0.860 0.644 0.470 0.346 0.259 0.193
0.914 0.860 0.719 0.556 0.420 0.318 0.241 0.182
0.679 0.644 0.556 0.452 0.357 0.278 0.215 0.164
0.488 0.469 0.420 0.357 0.293 0.235 0.185 0.143
0.357 0.346 0.318 0.278 0.235 0.193 0.155 0.121
0.265 0.258 0.241 0.215 0.185 0.155 0.126 0.100
0.197 0.193 0.181 0.164 0.143 0.121 0.100 0.081
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These weighting factors reduce the number of bits used to encode
frequencies components to which the HVS is less sensitive. The actual bit
allocations are calculated with Equation 38.
BAM(i,j,l) = BR - OH + 2 Logio(Var(i,j,l)2) - 1 ZVarO.j.l)2 (38)
i=0 j = 0
i =o
where BAM(i,j,l) is the number of bits allocated at the bit allocation
matrix location (i,j,l) (where i is the the busyness class and (j,l) is the
two-dimensional location of transform coefficient of the 8-by-8 blocks).
OH is the overhead in bits per pixel (bpp) (which includes the number of
bits associated with the transform coefficient variance matrix (var(i,j,l))
and the bits associated with the DC value). N is the total number of values
in the BAMs (N=n*n*k), n is the block size (8) and k is the number of
busyness matrices (4).
Figure 7: Contrast sensitivity function
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The transformed data is normalized by the standard deviation of the
associated coefficient for that busyness class. In the second pass, the
normalized transform coefficients are nonuniformly quantized with a
Gaussian Max quantizer and coded to the number of bits allocated for that
coefficient of the given busyness class. The quantization depends on the
actual normalized value and the bits allocated to that coefficient in its
busyness class. This produces fixed compression rate.
3.3.1.3 Coding
After the transformed data is quantized, the values are coded with a
constant-length code consistent in size with the value of their BAM
element. This code is a binary representation of the associated Gaussian
Max quantizer look-up table element.
3.3.2 Decompression
The zonal DCT decompression process is a mirror image of the
compression process. Zonal HVS DCT decompression is simpler than
threshold DCT since the decompression does not require
'tree'
decoding of
a variable-length Huffman code. The image values are reconstructed by
use of a look-up table and standard deviation of that coefficient. These
DCT coefficients are then transformed to image data with Equation 37.
3.4 Proprietary DCT(1.4,5,7,8,20)
The MITRE Corporation submitted a DCT compression algorithm that uses a
block size of 32-by-32 instead of the 8-by-8 blocks used by the ISO/JPEG
DCT. The advantage of this block size is in the reduction of blocking
artifacts (fewer blocks) and generally a better concentration of
information in the transform.
3.4.1 Compression
The MITRE DCT is a single-pass algorithm which compresses images in
three stages. The DCT is computed, the two-dimensional data is
reformatted into a one-dimensional stream of information and the stream
is uniformly quantized and adaptively encoded.
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3.4.1.1 Transform
The MITRE DCT first segments the image into 32-by-32 blocks. A DCT is
then taken on each of these blocks. The general DCT transform is shown
below in equation 39. The transform used in the algorithm is different.








n j = 0 k=0
Where,
F(u,v) is the DCT value for the point u, v in the 32-by-32 block,
f(j,k) is the original image value for the pixel j, k of the 32-by-32
block, and
C(w) = . for w = 0 and C(w) =1 for w = 1,2,3, . . . , N-1
The extreme upper left value is the mean of the given block (DC= zero
frequency). The other values increase in frequency and decrease in
expected energy from the upper left to the lower right. The
two-
dimensional signal is then transformed into a one dimensional signal
according to radial distance from the DC coefficient.
3.4.1.2 Quantization
All AC coefficients in the one-dimensional array are quantized with the
quantizer. The quantization step includes the multiplication of each
coefficient by a factor, adding a fixed value and then truncating the result.
The multiplication and rounding introduce the only error in the results.
These quantized integer values are then encoded. Thus by altering the
quantization factors the user can continuously change the compression
ratio and the resulting image quality.
3.4.1.3 Coding
The DC coefficient is coded directly. The remaining AC coefficients are
extracted as blocks of length K and matched against proprietary multiple
coding schemes to find the most efficient coding in terms of bits per
coefficient. The codeword for the scheme chosen is then written to the
data header. A one-bit codeword is used for code blocks whose
coefficients are all zeros. All other codewords must be decoded to denote
the coding scheme used. The other coding schemes depend on the
information in that given block.
32
3.4.2 Decompression
For decompression, the DC coefficient is extracted from the first bytes
and decoded. The AC coefficients are decoded according to the codewords
of the coding scheme used. The decoded data blocks are then
reconstructed for the appropriate quantization scheme and back-
transformed. The transform used in the algorithm is different but can be
generalized by the equation 40.
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n u=0 v=0
where
F(u,v) is the DCT value for the pixel (u, v) in the 32-by-32 block
f(j,k) is the reconstructed image value for the pixel (j, k) of the 32-by-
32 block, and
C(w) = . for w = 0 and C(w) = 1 for w = 1,2,3, . . . , N-1.
3.5 Proprietary Quadrature Mirror Filter (QMF) Pyramid
Compression (14,15,16,17,18)
The Quadrature Mirror Filter (QMF) Pyramid Compression algorithm is a
form of sub-band coding which was developed by the David Sarnoff
Research Center, a subsidiary of SRI International. The QMF BWC
algorithm decomposes the original image into several narrow bands of
spatial frequency. These bands are then decimated, quantized and Huffman
encoded for transmission. The primary advantage of the QMF and all
sub-
band coding methods over block-transform methods is the reduction of the
blocking artifacts that often occur in other transform coders such as the
ISO/JPEG DCT, Zonal HVS DCT and the ARIDPCM.
3.5.1 Compression
The QMF algorithm can be considered a two-pass algorithm that
compresses the image in three steps. The first step is the decomposition
of the original image into the spatial frequency bands. Each sub-band is
then quantized according to the busyness of the given band. These
sub-
bands are quantized to the number of bits allocated to each. Last, the




The original image is decomposed into narrow spatial frequency bands via
Quadrature Mirror Filters (QMF) with finite impulse response (FIR) stages
separately for the rows and columns of the image (Figure 8). The
Quadrature Mirror Filters are a pair of orthogonal convolution kernels or
basis vectors, one each with high-pass and low-pass character. The high-
pass filter impulse hh(n) and low-pass filter impulse h{n) are related in
the following fashion.
/!/,(#) -/iKn)x (-1)" (41)
The QMFs are designed to have cutoff frequency at half Nyquist. This
allows the decimation or sub-sampling by 2 after filtering without
further loss of information. The QMFs used in this compression algorithm
are seven-tap separable filters. The original image is filtered with the
high-pass and low-pass filters (the analysis filters) in the horizontal
direction. The resulting high-pass and low-pass images are decimated by
two in the horizontal direction with no further information loss. The two
images have the same number of rows as the original image but half as

















b Direction A is applied
Decimate by 2
Figure 8: QMF Sub-band generation for coding
the vertical direction which results in four sub-band images or the
level-
1 pyramid structure. Each of the four sub-bands have half of the number
of rows and columns of the original image. Level two of the pyramid
structure (figure 8) is produced by the decomposition of the
"Low-Low"
sub-band, where the majority of the information is stored. With two
levels there are four bands that have a quarter of the original rows and
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columns and three bands with half as many rows and columns. This
results in the same number of pixels to code as in the original image. The
advantage of this representation is that the spatial information is
decomposed into channels of finite bandwidth. This allows greater
flexibility in coding and quantization as a function of spatial frequency
content. The sub-bands are labeled by SBXVZ, where x is the level, y is the
first filter used and z is the second filter used {i.e. high or low). Note, for
the images compressed to 4.0 bpp and 2.0 bpp only one level of sub-bands
is quantized and coded. Two levels of sub-bands, Figure 9, are quantized
and coded for the compression of images to 1.0 bpp and 0.5 bpp.
Figure 9: Two level pyramid decomposition
3.5.1.2 Quantization
It has been determined that the probability distribution function of the
sub-bands can be modeled with a Laplacian density function. A uniform
threshold quantizer is used to minimize the entropy of the quantized
sub-
bands for a specified mean-squared-quantization error. The
reconstruction level of a given quantization level is the conditional mean
from the distribution. The number of quantized levels in each band is
specified by a bit-allocation scheme, similar to equation 38, that
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incorporates the variance of each sub-band and the desired total
distortion (image quality).
3.5.1.3 Coding
The sub-bands are all coded in the same fashion. The sub-bands have a
predominance of zero values after quantization. Each line of each sub-
band is run-length encoded for zero and non-zero value runs in which the
run-lengths are Huffman encoded. Then the non-zero values are Huffman
encoded. The Huffman code tables can be either global Huffman tables or
can be optimized for each image and sent as overhead. Each sub-band
requires separate Huffman codes because of the different distribution
properties and number of levels for each sub-band.
3.5.2 Decompression
The decompression of the data consists of two steps (Figure 10). First is
the decoding of the Huffman code and run-lengths to produce the pyramid
structure sub-bands. Second, the image is reconstructed from the QMF
pyramid by interpolating the sub-bands by a factor 2 (same as the












A' A Filter applied
b Direction A is applied
2 ) Interpolate by 2
+ j Add Images
Figure 10: QMF reconstruction process
synthesis QMFs which are designed to counteract aliasing introduced by
the analysis filters. The reconstruction of the image starts at the highest
level (level 2 for 1.0 bpp and 0.5 bpp, level-one for 4.0 bpp and 2.0 bpp).
The four level-two sub-blocks are reconstructed to produce the level-one
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"Low-Low"
band. Then, with the three other sub-bands in level-one, the
image is reconstructed. This process is shown in Figure 10
3.6 Proprietary Wavelets Pyramid Compression (10,11,12,13,15,19)
A Wavelet Pyramid Compression algorithm was developed by Aware
Incorporated. The Wavelet BWC algorithm decomposes the original image
into several spatial frequency bands of equal width on a logarithmic scale.
These bands are then decimated, quantized, and encoded with either an IBM
Q-coder(21
,22) or Huffman code for transmission. The primary advantage
of the Wavelet BWC algorithm is the reduction of the blocking artifacts
that occur commonly in other transform coders such as the ISO/JPEG DCT,
Zonal HVS DCT and the ARIDPCM. The Wavelet transform is very similar to
QMF sub-band transform; i.e. the main difference is the transform kernel.
There are also general differences in the quantization and coding schemes
used between the QMF and Wavelet algorithms.
3.6.1 Compression
The Wavelet is a single-pass algorithm that compresses the image in
three steps. The first is the transform of the image into sequence
components with the wavelet basis functions. Next, the frequency sub-
bands are uniformly quantized and variable-length encoded.
3.6.1.1 Transform
The transform uses a Mallat*12'19) two-dimensional model of the one-
dimensional six-coefficient Daubechies*13) periodic wavelet transform.
The one dimensional six-coefficient Daubechies filters are shown below
(Figure 11). The wavelet transform (Figure 12) is applied to the rows
separating the high-sequency (high-frequency) from the low-sequency
(low-frequency) horizontal components. These sub-bands are decimated
by two to produce two sub-bands with half as many columns and the same
number of rows as the original image. The wavelet transform is then
applied to the columns (vertical direction) of each of these sub-bands.
These four sub-bands are then decimated by two to produce four sub-bands
or coefficient sets which each have one quarter of the number of the
original image pixels. These four sub-bands are named the phi-phi (low-
low), phi-psi (low-high), psi-phi (high-low) and psi-psi (high-high). The


















Figure 11: Daubechies Filter
found to contain most of the information of most images. This sub-band

















b Direction A is applied
Decimate by 2
Figure 12: Wavelet sub-band decomposition
This process is continued for six levels of the pyramid. This produces
three sub-bands for levels one through five and four sub-bands for level
six. Each sub-band for a level has one quarter of the total number of
pixels in the sub-band in the previous level. For example, with an original
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image of 512-by-512 each first level sub-band is 256-by-256 and the
final level, level six, each sub-band is 8-by-8. This is the pyramidal
decomposition of the image, all shown in figure 13.
Figure 13: Six level pyramid decomposition
3.6.1.2 Quantization
The energy in each sub-band (coefficient set) is measured and an optimal
set of bin widths (constant for each sub-band) is produced using the
criterion of minimal mean-squared error. Each sub-band is then uniformly
quantized with the corresponding bin widths. These quantized
coefficients are then ready for coding.
3.6.1.3 Coding
The quantized coefficients can be coded in any of several ways. Aware
found that the optimum method of those tested was the IBM Q-coder,(91).
which is used in this evaluation. Although this has been shown to perform
better than a Huffman encoder, because of the complexity for developing
hardware products of the Q-coder, Aware has concentrated its efforts in
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the Huffman encoder in the hardware implementation. The coding scheme
includes Huffman codes or Q-codes for non-zero coefficients and run-
lengths of zero coefficients.
3.6.2 Decompression
The decompression is a mirror image of the compression scheme, Figure
14. The Huffman codes or Q-codes are decoded to quantized values and run













A' A Filter applied
b Direction A is applied
Interpolate by 2
Add Images
Figure 14: Wavelet reconstruction process
six. Each level is inverse transformed to produce the phi-phi sub-band
from the previous level. This is continued until the level-one four sub-
bands are inverse transformed to produce the reconstructed image.
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4.0 Results and Discussion
The results are presented in four formats:
1) Section 4.1, general algorithm performances are compared,
2) Section 4.2, the performance of each algorithm is evaluated in some
depth,
3) Section 4.3, general observations, and
4) The effect of the test algorithms on each test image is evaluated in
Appendix B.
4.1 General Results
Table 3 shows the overall rankings and ratings of the algorithms in the six
categories of the image evaluation. The following sections (4.1.1-4.1.5)



















L/E (2) Low (6) Low (6) Error in block(l)
Zonal DCT
(HVS)
Low (5) Low (5) UL/E (1) Moderate(5) Moderate(5) Error in block (2)

























L = Limited, UL = Unlimited E = With Error NE =
Table 3: Performance Evaluation S
: No Error
ummary (Ranking:1 = Best, 6=Worst)
4.1.1 Bit-Rate Control
Zonal DCT and the ARIDPCM both use fixed length codes. Together, they
fall into a class which is relatively optimum in the control of the final bit
rate.
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The ISO/JPEG DCT, MITRE DCT, Aware Wavelets and Sarnoff QMF are non-
driven algorithms which must be interactively executed several times to
achieve a desired bit rate. Although a bit-rate controller may be added,
image quality usually suffers at a given compression ratio. The bit rates
of all the algorithms were specified to 0.05 bpp.
4.1.2 Speed and Complexity
Figure 15 summarizes expected algorithm speed on a Compaq 386 running
at 16 MHz for serial implementations. Only ARIDPCM, ISO/JPEG DCT and
Aware Wavelets currently meet the algorithm timing goals. These




















































Figure 15: Compression and decompression speed
4.1.3 Tolerance to Channel Error
The zonal DCT, MITRE DCT and ARIDPCM use constant-length binary codes
for compression which reduces the susceptibility to channel error but the
use of activity metrics and BAMs
increases the potential of errors over
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the image. Susceptibility to channel error is slightly greater in the Zonal
and the MITRE DCT algorithms compared to the ARIDPCM due to the need to
transmit essential overhead information in each image.
The ISO/JPEG DCT, Aware Wavelets and Sarnoff QMF are very susceptible
to channel errors. A bit error could affect decoding of all remaining
transmitted bits because of the variable length code. These algorithms
should be coupled with error detection and correction codes or
resynchronization codes for noisy environments.
4.1.4 Numerical Accuracy
The general results show that the sub-band coding techniques (Wavelets
and QMF) are slightly better than the non-driven DCT algorithms (ISO/JPEG
DCT, MITRE DCT) in numerical accuracy. The ARIDPCM was usually much
worse than any other algorithm tested here. Figures 16, 17 and 18 are
graphs that represent the average values of RMS error, SNR and Max. error,
respectively. The average is taken over all 17 test images. Appendix B
shows the numerical results specific to each scene. It is important to
note that numerical performance values are not directly
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The Subjective performance of each algorithm was judged at three tested
bit rates. The image quality values correspond to the rating scale that
was shown in Figure 3. In the following graphs the shading of the bar
represents the significance group of that algorithm. Algorithms are
classified into a significance group if the difference in mean value is not
statistically significant.
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Figure 19: Visual image quality at 2.0 bits per pixel
the Wavelets created the least visual quality loss. At this compression
ratio, the visual difference between the original and the compressed
images was slight with no information loss (-1). The variance of the
evaluation differences between the Wavelets, QMF and the ISO/JPEG DCT
were not statistically significant. The MITRE DCT and Zonal DCT were
less successful but were in the same significance group.
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At 1.0 bpp, Figure 20, the two sub-band coding algorithms (Wavelets, QMF)
and the ISO/JPEG DCT performed best with less than a slight loss in
utility compared to standard, but adequate to perform exploitation (-2).
Although the Wavelet performed the best the three algorithms were not
significantly different from each other within the bounds of the
experiment. The MITRE DCT and zonal DCT performed slightly worse but
were not statistically significantly different from each other or the
ISO/JPEG DCT. The ARIDPCM performed the worst with excessive utility
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Figure 20: Visual image quality at 1.0 bits per pixel
The ARIDPCM performed the worst at 0.5 bpp, Figure 21. The wavelets
performed the best with an average rating below the significant loss in
utility compared to standard (adequate to perform
exploitation but may
seriously affect accuracy of exploitation) rating. The
other four
algorithms fell between the ARIDPCM and Wavelets and were not
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Figure 21: Visual image quality at 0.5 bits per pixel
4.2 Algorithm Results
The bit rate control, speed and complexity, tolerance to channel error,
numerical performance and subjective image quality of each algorithm are
discussed below.
4.2.1 ARIDPCM
4.2.1.1 Bit Rate Control
ARIDPCM can be run in a driven or non-driven mode. The current NITFS
driven mode is limited to four bit rates: 0.75, 1 .4, 2.3 and 4.3 bpp. These
standard bit-rates and corresponding databases were modified, by the Mr.
Bhavan Gandhi, for this evaluation to be driven to 0.5, 1.0, 2.0 and 4.0 bpp.
For alternative bit rates, a database change is necessary.
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4.2.1.2 Speed and Complexity
The ARIDPCM is the fastest algorithm in this study in compression and
decompression. Custom hardware could increase the speed of the
algorithm but it is probably not necessary for most applications. For the
non-driven mode, memory requirements for processing are minimal except
for the data base needed for quantization and coding. For the driven mode,
however, optimum algorithm speed may be obtained if the full difference
image is stored in RAM. This modification will add approximately 512
Kbytes to the required memory (for a 512-by-512 image)
4.2.1.3 Tolerance to Channel Error
Since the ARIDPCM is a constant-length coding scheme, a channel-bit
error in the compressed image will only affect that pixel and the
resultant following (i.e. lower level) prediction pixels. An error in the
overhead Level-1 values will cause error in all of the neighboring 8-by-8
blocks. An error in the Level-2 pixels will cause a problem in that pixel
and in the neighboring Level-3 and Level-4 pixels. Errors occurring on any
Level-3 pixels will cause an error on that Level-3 and the surrounding
l_eve|-4 pixels. An error in the busyness indicator will cause a problem in
a major portion of the image.
4.2.1.4 Objective Performance
ARIDPCM had the most numerical error of the algorithms tested. The
graph below show an RMS error of over 20 digital counts for 5 of the



































re 22: RMS Error Performance vs Bit Rate for the ARIDPCM Algorithm
4.2.1.5 Subjective Performance
The ARIDPCM resulted in generally the worst ratings of the algorithms
tested for all bit rates. Although the ARIDPCM image quality is acceptable
at 2.0 bits per pixel there are algorithms that can produce better image
quality and still meet the requirements of compression and decompression
in under 2 min. CPU time (PC AT class machine).
4.2.2 ISO/JPEG DCT
4.2.2.1 Bit-Rate Control
The ISO/JPEG DCT bit rate is determined by the value of the Quantization
tables and Huffman tables in combination with the image rate-distortion
curve. An arbitrary bit rate cannot be reliably obtained without the use of
a rate controller or a multiple-pass scenario. A rate controller would
change the normalization factor as the compression algorithm steps
through the blocks of the image. This would reduce the quality of the
reconstructed image as compared to a constant normalization factor
throughout the image. An example of how the bit rate is modified by




















Figure 23: Normalization factor effect on bit rate
4.2.2.2 Speed and Complexity
The ISO/JPEG DCT uses an eight-by-eight block integer transform for
speed. The speed of decompression is faster than compression because
the inverse DCT does not have to transform 1-D blocks that are all zero.
Memory needs for processing are minimal when working on 8-by-8 blocks.
The transform time, which constitutes the major portion of running time
and complexity, can be considerably improved by use of special-purpose
DCT chips or DSP chips. Multiple companies are producing ISO/JPEG DCT
chips and boards (e.g. C-Cube, Optivision, Storm Technologies, LSI Logic,
and ZORAN, to name a few).
4.2.2.3 Tolerance to Channel Error
Since the ISO/JPEG DCT uses a Huffman table (a variable-length coding
scheme), it is susceptible to channel error. A bit error can result in the
loss of all remaining image data. The ISO/JPEG DCT employs
synchronization codes in order to minimize this possibility.
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4.2.2.4 Objective Performance
The numerical performance of the ISO/JPEG DCT is slightly worse than the
Sub-band coding techniques and is very close to the MITRE DCT. The
following graph (Figure 24) shows the ISO/JPEG DCT's RMS error for all 17





















Figure 24: Average RMS Error Performance vs Bit Rate for ISO/JPEG DCT
4.2.2.5 Subjective Performance
The ISO/JPEG was generally rated as poorer than the wavelet and QMF
algorithms in image quality at a given bit rate. The ISO/JPEG produced the
best results for the hand-held type imagery (Lena, building). This was
because the global quantization and Huffman tables were optimized for
this type of images compressed to 1.0 bits per pixel. This indicates that
some improvement may be obtained in image quality for different image
types by the use of optimal quantization.
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4.2.3 Zonal DCT (HVS)
4.2.3.1 Bit Rate
The zonal DCT can perform, within a pre-specified tolerance, at any bit
rate. The tolerance used in this evaluation was set at 0.05 bpp. The
lowest tolerance that can be achieved by this algorithm is 0.01 bpp. The
actual bits in the compressed image are known after the BAMs are
calculated and before the compression.
4.2.3.2 Speed and Complexity
The zonal DCT is the second slowest algorithm for compression and
decompression. Due to the two-pass character of this algorithm, memory
requirements are larger here than for the ISO/JPEG DCT. The speed of
this algorithm can be dramatically increased with currently available DCT
chips, DSP chips, or the use of the integer based DCT.
4.2.3.3 Tolerance to Channel Error
Since the zonal DCT utilizes a constant-length code, a bit error occurring
on image data will destroy only that block. If an error occurs in the
coefficient variance matrix overhead data or in the busyness class





















Figure 25: RMS Error Performance vs Bit Rate for Zonal DCT
The zonal DCT was second worst in numerical accuracy, only slightly
better than the ARIDPCM.
4.2.3.5 Subjective Performance
The zonal DCT was generally rated as the second worst algorithm for
visual image quality, slightly better than the ARIDPCM. The zonal DCT
performs relatively better at the very low bit rates.
4.2.4 Proprietary DCT
4.2.4.1 Bit-Rate Control
The MITRE DCT is a non-driven algorithm with the resulting bit-rate a
function of the busyness of the image and the quantization used. A rate-
control algorithm can be added but this will reduce the quality of the
images at a given bit rate.
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4.2.4.2 Speed and Complexity
The MITRE DCT was the slowest algorithm tested and did not meet the
criterion compressing a 512-by-512 image in less than two minutes of
CPU time. The speed of this algorithm can be significantly increased with
currently available DCT or DSP chips.
4.2.4.3 Tolerance to Channel Error
A bit error that occurs will produce an error in the given coding block but
will not affect the next block. The error in each block has an effect on the
quality of the entire transform block. A significant portion of the image
would be lost if an error occured in the overhead which helps the decoder
understand the bit stream.
4.2.4.4 Objective Performance

























The MITRE DCT was rated visually the best on the fingerprint image. In
general, the MITRE DCT was slightly behind the ISO/JPEG DCT in image
quality for most of the other image types.
4.2.5 Proprietary QMF Pyramid Compression
4.2.5.1 Bit Rate Control
The Sarnoff QMF is a non-driven algorithm and hence is a constant-quality
algorithm. The bit rate depends on the busyness of the image and the
distortion value specified. A rate controller can be added with some loss
of image quality.
4.2.5.2 Speed and Complexity
The Sarnoff QMF does not meet the requirements of the 2-minute CPU on
the 386, 16-MHz machine. With a 32-MHz machine it is believed that it
would meet this criteria. The algorithm performed slower than the
ARIDPCM, ISO/JPEG DCT and Wavelets but was much faster than either the
Zonal DCT and the MITRE DCT.
4.2.5.3 Tolerance to Channel Error
The Sarnoff QMF is very susceptible to bit errors because of its use of
run-length and Huffman codes. A bit error can produce a major loss of
information in the image. The use of re-synchronization codes can
improve the tolerance to channel errors with minimal addition of























Figure 27: RMS Error Performance vs Bit Rate for Sarnoff QMF
Depending on the image the QMF was either first or second to wavelet in
the numerical performance.
4.2.5.5 Subjective Performance
The Sarnoff QMF was rated within the top two algorithms for most images
in this evaluation. The QMF did particularly well with aerial images and
maps. The algorithm did not perform as well with the handheld images
and the fingerprint image.
4.2.6 Proprietary Wavelets Compression
4.2.6.1 Bit-Rate Control
The wavelet compression algorithm is a non-driven algorithm. The
resulting compression ratio depends upon the busyness of the image and
the quantization bin widths. The desired bit rate can be achieved, with
some accuracy (about 10%) and within a close estimate of the entropy of
the image to produce the proper quantization bin widths.
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4.2.6.2 Speed and Complexity
The Wavelet algorithm meets the criteria of compressing a 512-by-512
image in less than 2 minutes CPU on an 386 PC type machine. The wavelet
compression algorithm was slightly faster than the QMF but not as fast as
the ARIDPCM or the ISO/JPEG DCT. Aware has produced chips that perform
the wavelet compression algorithm. The wavelet transform is also
amenable to parallelization for increased speed.
4.2.6.3 Tolerance to Channel Error
With the use of variable-length codes, a significant portion of the image
could be lost with a bit error. Re-synchronization codes can be used at
the end of a block that will reduce the loss of information. The optimum
solution is to use error detection and correction codes with the encoded
data.
4.2.6.4 Numerical Performance
The wavelet was second or first in the numerical performance, alternating



















Figure 28: RMS Error Performance vs Bit Rate for Aware Wavelets
4.2.6.5 Subjective Performance
The Aware wavelet algorithm was generally rated within the top two
algorithms for all image types and was the best overall in image quality
ratings. The wavelet transform did particularly well in the aerial and map
category at 0.5 bpp. The wavelet algorithm did not perform poorly on any
of the image types.
4.3 General Observations
This section presents some subjective views on the performance of the
algorithms.
4.3.1 Algorithm Performance Observations
As noted in previous sections, the ARIDPCM is the fastest in compression
and decompression of the algorithms studied. While the image quality of
the ARIDPCM algorithm is relatively poor at 0.5 and 1.0 bpp, for many
applications its quality is satisfactory at rates of 2.0 bpp and larger. The
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speed of the ARIDPCM algorithm may be further improved. The ARIDPCM
was rated very high for compression ratio control and for susceptibility
to channel error.
The zonal DCT was slightly better than the ARIDPCM in image quality, was
not susceptible to bit errors, and had the ability to directly control
compression ratio. This algorithm is slow due to its two-pass nature.
The proprietary DCT did very well on some types of images and was
generally better than both the ARIDPCM and the Zonal DCT in image quality.
This algorithm had the slowest performance on the Compaq 386 (16-MHz).
The algorithm had some capability of rate control and was less
susceptibility to channel error than the other two proprietary algorithms
and ISO/JPEG DCT.
The ISO/JPEG DCT performed best in image quality on the images for
which the global quantization and Huffman tables were optimized (i.e. the
hand- held consumer-type images). This algorithm did not perform as
well on the other images and was slightly worse than the proprietary
wavelet and proprietary QMF but usually better than the proprietary DCT.
The algorithm was the second fastest. The ISO/JPEG DCT does not have
any rate control and is susceptible to channel error. The ISO/JPEG DCT
has an advantage because it is an international standard and therefore a
system developer could benefit by decreased development costs and
increased compatibility with planned "off the
shelf"
equipment.
The proprietary QMF algorithm was rated very high in image quality, only
slightly worse than the proprietary wavelet algorithm. The algorithm was
the fourth fastest and met the criterion for speed. This algorithm is
susceptible to channel error and did not have any rate control.
Rated highest in overall image quality was the proprietary wavelet
algorithm. This algorithm was the third fastest but did not have any rate
control. The proprietary wavelet transform was susceptible to channel
errors.
4.3.2 Image Quality Observations
Artifacts representative of a given algorithm are most noticeable in
images compressed to 0.5 bpp and are unnoticeable, in most cases, for the
images compressed to 4.0 bpp. The artifacts are generally the same for a
given algorithm but are more pronounced as the compression ratio
increases (bit rate decreases).
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The images were divided into three busyness categories (low, moderate
and high activity images) based on the author's visual assessment. This is
reflected in the variance of the image and the amount of edges in the
image. This does not mean that within a given activity level the images
are of the same type nor does it mean that the quality ratings are constant
within that category.
For low-activity images e.g. test images 3, 6, 11 and 17 (X-ray, Lena,
Thermal, and Briggs 4), the artifacts are generally not noticeable in the
images at 1.0 bpp but are noticeable for most algorithms at 0.5 bpp. The
most noticeable artifacts are the blurring and false texture caused by the
ARIDPCM and the blocking artifacts of the Zonal DCT. The proprietary QMF
and wavelet have characteristic artifacts which either reduce or change
the texture and the noise patterns. The proprietary DCT produced blocking
artifacts and some false texture in these images. The ISO/JPEG DCT also
produced false texture and had some ringing artifacts around edges.
For the moderately busy images, for example, test image 1, 2, 8, 10, 12,
13, 14 (SAR Building, SAR Road, Simulation, NYC, Truck, Building, IR
Truck) artifacting is noticeable in all algorithms at 0.5 and 1.0 bpp. The
ARIDPCM produced images that are not usable for exploitation at 0.5 bpp
and have a significant loss of information at 1.0 bpp in this busyness
class of images. The Zonal DCT algorithm produced images with
noticeable blocking artifacts at 0.5 bpp and 1.0 bpp with the significant
loss of information at 0.5 bpp. Specific artifacts include ringing around
the building in test image 13 and the blocking and blurring of busy areas in
these images. With the Proprietary DCT the artifacts include ringing
around the building (causing the building width to appear larger than it is)
in test image 13 and blocking artifacts in all these images. Both the QMF
and wavelet compression algorithms produce similar artifacts: reduction
and change of both texture and noise patterns. These images usually
retain the edge information but produce artifacts in the low busyness
areas of the image. These algorithms were usually rated first or second
in image quality for these images.
For very active images, for example, test images 4, 5, 7, 9, 15 and 16 (
CAT Scan, Fingerprint, Nuke, Ship, Hydro-map, Elevation map), artifacts
and loss of information are noticeable at both 0.5 and 1.0 bpp. The image
quality was poorest for ARIDPCM. The images at 0.5 bpp and 1.0 bpp were
usually deemed to be unusable for exploitation but at 2.0 bpp were useful.
General blurring and artificial texture artifacts were present in all
images compressed with the ARIDPCM algorithm. The specific artifacts
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include: loss of separation between lines in the fingerprint image (test
image 5), loss of the cables and other information in test image 7, loss of
gun barrels and hoses on the ship image (test image 9), and loss of hash
marks and numbers in test images 15 and 16. The zonal DCT produced
images that were useful at 1.0 bpp and were good at 2.0 bpp. Blocking and
ringing artifacts were present in all the images compressed with the
zonal DCT algorithm. The specific artifacts include: blurring of two lines
in the fingerprint image (test image 5), loss of the cables and ladder rungs
in test image 7, loss of gun barrels and hoses on the ship image (test
image 9), and loss of hash marks and the small numbers in test images 15
and 16. The Proprietary DCT produced images that were generally usable
at 0.5 bpp but were better at 1.0 bpp. The images at 2.0 bpp were usable
but not perfect. The proprietary DCT produced images with blocking and
ringing artifacts of size 32-by-32. The specific artifacts include: some
blocking and false texture in the fingerprint image (test image 5), loss of
the cables in test image 7, loss of gun barrels in transition between
blocks in test image 9, and loss of some hash marks and some small
numbers in test images 15 and 16. ISO/JPEG DCT produced images that
were usable at 1.0 bpp but were not always exploitable at 0.5 bpp. At 2.0
bpp the images were relatively error free. Blocking (8-by-8) and ringing
artifacts were present in all the images compressed with the ISO/JPEG
DCT algorithm. The specific artifacts include: blurring of two lines in the
fingerprint image (test image 5), loss of the cables and ladder rungs in
test image 7, loss of gun barrels and hoses on the ship image (test image
9), and loss of hash marks and the small numbers in test images 15 and
16. With the proprietary QMF most images were useful at 0.5 bpp and all
were useful at 1.0 bpp. There was not much difference between the
original and the reconstructed images at 2.0 bpp. General blurring and
artificial texture is produced with the Proprietary QMF. The specific
artifacts include: blurring of lines in the fingerprint image (test image 5),
some discontinuity of the cables in test image 7, loss of some structure
of the crane arm in ship image (test image 9), and loss of some hash
marks and some small numbers in test images 15 and 16. Most of these
images were useful at 0.5 bpp and all were useful at 1.0 bpp for the
proprietary wavelet algorithm. The images at 2.0 bpp were not much
different than the original images. The proprietary wavelet transform
produces artificial texture and some blurring of these images. The
specific artifacts include: blurring of multiple lines into one line in test
image 5, some discontinuity of the cables in test image 7, loss of some
structure of the crane arm in test image 9, and loss of some hash marks
and some small numbers in test images 15 and 16.
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For the use of the reader some questions can be asked that will assist in
evaluating the images in Appendix A. For the ratings of the images shown
in appendix A, the raters were asked some general questions were asked
for all images and specific tasks were requested to be performed on each
image.
The general questions are as follows:
Has the sharpness of the image been noticeably degraded?
Has the introduction of compression artifacts reduced your
confidence in this image in extracting information from it?
Have the compression artifacts introduced structures that could be
mistaken for scene content?
The following tasks were asked to be completed for the given image by
comparing the rendition to the standard image:




For test image 6:
Describe fiber texture of hat.
Characterize basic tonal variation in eyes.
Identify this person in real life.
For test image 7:
Measure the thickness of the walls.
Count the number of rungs on each of the three ladders.
Identify and measure length of cable (from upper left corner to lower
middle).
Measure width of planking in upper right corner of image.
For test image 9:
Locate and identify guns by type.
Measure the length and width of the gun barrels.
Measure the size of the barrels/crates located in the top left section of
the image.
Identify content of shadow regions.
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For test image 11:
Identify aircraft on the basis of size, shape and markings.
Measure width of jet engine.
Detect presence of grounds wires or hoses.
For test image 13:
Measure heights and widths of windows.
Estimate the time of day based upon shadow locations.
Detect absence or presence of personnel on roof.
Determine basic building materials based on texture.
For test image 15:
Read all numbers and letters.
See all hash marks representing reefs/shoals.
Use this image for safe navigation through this area.
For test image 16:
Read all letters and numbers.
Follow lines representing elevations, roads, etc.
Distinguish geologic regions based on contrast in shades and patterns.
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5.0 Conclusion and Recommendations
Conclusion 1
ARIDPCM produced the images with the worst image quality at the bit
rates tested in this study. The ARIDPCM is the fastest algorithm for the
computer system used in this study. The algorithm had limited bit-rate
control and minor artifacts are caused by bit errors.
Recommendation 1
For most applications, ARIDPCM would not be the optimal choice of
compression algorithm. It and other DPCMs are very useful in hardware
applications because of the simplicity of the hardware implementation.
These simplistic implementations are important where
power/size/weight is an issue.
Conclusion 2
At 1.0 bpp and 2.0 bpp the ISO/JPEG DCT, Sarnoff QMF and Aware Wavelets
performed in the same significance group in image quality. These
algorithms were significantly better in image quality than the ARIDPCM
algorithm.
Recommendation 2
One of these algorithms should be suitable for most applications
depending on the other evaluation criteria and the system design.
Conclusion 3
Of ISO/JPEG DCT, Sarnoff QMF, and Aware Wavelets, ISO/JPEG DCT will be
the most readily available and the fastest for the computer system
benchmarked in this study.
Recommendation 3
While the image quality was not significantly different among these three
algorithms at 2.0 and 1.0 bpp, it would be most beneficial for an image
transmission system that is operating with other imaging systems to
adopt the ISO/JPEG DCT because it will be the most readily available and
compatible. It was also the fastest of these algorithms.
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Conclusion 4
The ISO/JPEG DCT did better than any algorithm for the hand-held
(consumer) type imagery (test images 6,13). The global quantization and
Huffman tables used in the ISO/JPEG DCT were developed for optimal
quality in these types of images at one bit per pixel. This indicates
potential for improved image quality by optimization the quantization and
Huffman tables for specific image types.
Recommendation 4
If the ISO/JPEG DCT is adopted as a standard, the global quantization and
Huffman encoding tables should be optimized for different types of data
(i.e. map, fingerprint, aerial, graphics and SAR).
Conclusion 5
At a rate of 0.5 bpp, the Aware Wavelet algorithm performed best in
subjective image quality, while the Sarnoff QMF performed best in
numerical error. The ISO/JPEG DCT was significantly worse than from the
Wavelet algorithm in subjective performance at 0.5 bpp.
Recommendation 5
When considering another lossy algorithm for compression of images at or
below 0.5 bpp, sub-band coding algorithms should be seriously considered
(e.g. Wavelets, QMF), as well as a larger block DCT, or possibly a Vector
Quantization algorithm. The ISO/JPEG DCT was optimized for 1.0 bpp and
could improve image quality at 0.5 bpp with optimization for that bit rate.
The DCT has been studied by many people for over 20 years while the sub-
band coding systems are only now receiving similar attention. Future
algorithms will probably be based on some type of sub-band coding.
Conclusion 6
The only compression algorithm that was very reliable in bit-rate control
was the zonal DCT. The ARIDPCM did produce bit rates consistent with the




In a scenario where there is a need for bit-rate control the zonal DCT is
the most applicable algorithm tested. ARIDPCM may also be considered at
higher bit rates.
Conclusion 7
Most algorithms tested may lose significant image content with a bit
error in the data occured between the coder and the decoder.
Recommendation 7
For most scenarios with noisy channels there will be a need for some
protection against error wether it be Forward Error Detection (FED), Error
Detection and Correction (EDAC), resynchronization codes, or simple
resending the data.
Conclusion 8
It is shown in all of the test images that visual image quality is not
directly correlated with RMS error or SNR or any of the other numerical
error metrics. QMF algorithm preformed better than the wavelet
algorithm in numerical performance but not in visual performance many
times. Also, multiple engineers hours are required for a visual quality
study. This is increased when more images are used and more bit rates
are tested. There is a need for a computable visual RMS error or visual
SNR metric which does not require observers.
Recommendation 8
As human visual models and human visual difference models are
developed, there should be a reasonably simple way of defining visual
error measurement for digital image compression evaluation. The use of a
standard observer and a standard observation could produce a consistent
answer. Observations and results from this compression evaluation could
be used for developing such an algorithm. The correlation between the
algorithms visual error measurement and the observations could be
evaluated. The only problem may be that the observation rating scale is
not a linear scale.
In conclusion, for current applications the ISO/JPEG DCT is probably the
most applicable because it has competitive image quality and speed and it
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has advantage of being an international standard. Though DPCM and DCT
approaches have been around for many years, the future approach may be in
the sub-band coding techniques. Since the sub-band coding techniques
outperformed (not always statistically significant) DPCM and DCT
techniques tested in image quality it is believed that the future of image
compression will be sub-band coding. It is also believed that while the
DPCM and DCT algorithms are reaching maturity the development of
sub-
band coding techniques is just beginning and significant improvements are
possible.
NOTE: The NTB selected the ISO/JPEG DCT algorithm as the next NITFS
BWC standard based on this study. Although this may be the right choice
for the NITFS other algorithms may be more suitable for other
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Appendix A: Reconstructed Images and the Original images
The following pages include all the images compressed at 2.0 bpp, 1.0 bpp
and 0.5 bpp for all six algorithms. The image header is shown as follows
Image X-Y
where X is the test image number
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Images Compressed to 0.5 bpp
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Image 14-A
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Image 16-C
Images Compressed to 2.0 bpp
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Appendix B: Image Results Tables and Graphs
Each image result section has three graphs associated with it and four
tables. The three graphs will show the RMS Error, SNR and Max Error vs
Bit Rate for each algorithm on that image. The three tables show all of
the numerical performance values, and average visual rating as described
















Test Image 1 Results
6
Bit Rate (bpp)




Figure 30: Max Error Performance vs Bit Rate for Test Image 1
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Bit Rate (bpp)
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Figure 64: Signal to Noise Ratio vs Bit Rate
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Figure 71: RMS Error
Performance'



























Figure 73: Signal to Noise Ratio vs Bit Rate
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main(int argc, char *argv[])
{
/ * * /
/* This program was written to evaluate difference in image * /
/*




a human observer included in any these measurements
* /
/*













/ * Eastman Kodak Company
*
/










* National Image Transmission Format (NITF)
* /

















* Also the number of samples and lines in each
* /






* Outputs: The output of this program is an
error map
* /
/ * which is defined
as the error or difference
*
/




/ * reconstructed). It
will also produce a data
* /
/
* file that will include error statistics
* /




/ * Mean Squared
Error (MSE), Root Mean Squared
*
/
/ * Error (RMSE),




* Rat;0 (SNR), Maximum error and the
mean and */
/
* standard deviation before and after
* /










/* The mean of image 1 which * /
/* is the original image * /
double mean_2;
/* The mean of image 2 which




/* The mean squared error















/* The root mean squared
rmse;
/*
error between the two
/* images entered (original
/*
and decompressed )
/* The Signal to Noise Ratio
snr_l;
/* that is defined as ratio of
/*
peak to peak (255 for 8
/* bit images) to MSE
/* The Signal to Noise Ratio
snr_2;
/* that is defined as ratio of



















of image 1 (original image)
*
/
/* The standard deviation of
*
/
/* image 2 (decompressed image) */
double










sum_sqr_l=0;/*The sum of the original












/* initialized to zero * /
double sum_sqr_2=0;/* The sum of the * /
/* decompressed image pixels * /
/*
squared initialized to zero * /
double sum_diff=0;
/*
sum of the difference * /
/* between the two images * /
/* initialized to zero * /
/*
sum of the difference * /
double sum_std_l=0;
/* between the mean and the * /
/*
pixels in the image 1 * /
/* initialized to zero * /
/*
*/











/* The decompressed image (2)
* /
int dtype;
/* This array will contain the data type
of the decompressed image. * /
int handle[2];
/* This field will contain the file
*
/
/* handle * /
int itype;
/* This array will contain the data type */
/*
















algorithm at this data rate
*
/
/* for the given original
*
/
/* image (1) defined as the
*
/



















a counter for samples
*
/
max_error=0;/* The maximum error between
*
/







i n t nbits; /* The bits per pixel of the * /
/*
original image, (for NITF * /
/*
this is 8) * /
int ilines; /* The number of lines in the */
/*
original image (1) * /
int dlines; /* The number of lines in the */
/* decompressed image (2) * /
int npixels;
/* The number of pixels in the */
/*
original image (1) * /
int is amps;
/* The number of samples in * /
/*
the original image (1)
* /
int dsamps; /* The number of samples in * /
/*




Below is where the CHARACTER data types will be declared.
*/
char output_file[255];




If the number of arguments is less than 3 than the user failed to
supply all the necessary arguments.
-*/
if ((argc < 4) II (!strcmp(argv[l],"-h")))
{
printf ("\nlossy_compress in_image decomp outjmage [out_file]\n\n");
printf
("





- decompressed image name\n\n");
printf
("
outjmage output image name\n\n");
printf
("




















If the number of arguments is <= 4 than the output will be
displayed on SYS$OUTPUT.
*/




/* - - -
Below is where the output file will be opened.
*/
if ((outfile = fopen (outputJile,"w")) == NULL)
{





/* Open the images (original and reconstructed) and read
*
/






if (0 == (handle[l] = rd_cmfjmage (argv[l], &itype, &image,
&ilines, &isamps)))




if (itype != Ebyte) {
fprintf (stderr, "\n(LOSSYj:OMPRESS) ERROR invalid %s %s\n",
"image type, the image must be byte",argv[l]);
exit (1);
}









^fprintHs^dem 4(LOSSY_COMPRESS) ERROR invalid %s %s\n",





Below is where the memory for the error image will be allocated.
- */
if (NULL == (errorjmage = calloc(ilines * isamps, sizeof(byte))))
{




















Checking the number of samples in the decompressed image
*
/





if (isamps != dsamps)
fprintf(stderr,"\n(LOSSY_COMPRESS) The number of samples %s",
"is not the same for both images.Nn");
exit(l);
}
if (ilines != dlines)
fprintf(stderr,"\n(LOSSY_COMPRESS The number of lines %s",









image to calculate out the sums needed
* /





for (countJines = 0; countjines
< isamps; countJines++)
for (count.samps = 0;






I* The main part of the program finding the sums of various * /
/*
parameters so that the final image error values for this * /
/*







sum_sqr_l += image[countJines*isamps+count_samps] *
image[countJines*isamps+count_samps];
sum_sqr_2 += decJmage[countJines*dsamps+count_samps] *
decJmage[countJines*dsamps+count_samps];

































meanJ = sum_mean_l / npixels ;





/* Finding the standard








std_l = sqrt(sum_sqr_l/npixels (meanj * meanj));






Finding the mean squared error between the two images * /
/ * * /
I****************************************************,


















logl0( pow(bit.nbits) / mse );




/* Write out the error image
*
/
/ * * /
1****************************************************1
wr_cmfjmage (argv[3], Ebyte, errorjmage, ilines, isamps);
/* */
/*







fprintf(outfile,"The mean of the original image is %6.3f.\n", meanj);
fprintf(outfile,"The standard deviation of the %s %6.3f.\n",
"original image is ",std_l);
fprintf(outfile,"The mean of the decompressed
image is %6.3f.\n",
mean_2);




fprintf(outfile,"The mean squared error of the %s %6.3f.\n'\
"decompression is", mse);
fprintf(outfile,"The root mean squared error of %s %6.3f.\n",
"the decompression is", rmse);
fprintf(outfile,"The maximum error between the %s %3d.\n",
"two images is", max_error);
fprintf(outfile,"The signal to noise ratio is (using %s %6.3f.\n",
"the std of original image)",snr_2);
fprintf(outfile,"The signal to noise ratio is (using %s %6.3f.\n",
"the peak to peak of the original image)",snr_l);


























































The order in which the images were shown to the observer ';
proc ANOVA;
CLASS OBSER IMage Algo BPP;
model Rating = OBSER IMage Algo algo*image;
MEANS OBSER IMage Algo algo*image/bon ;
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Regression to test the significance of each of the variables 10:16MONDAY, DECEMBER 10, 1990 1
ANALYSIS OF VARIANCE PROCEDURE
CLASS LEVEL INFORMATION
CLASS LEVELS VALUES




NUMBER OF OBSERVATIONS IN DATA SET = 1302
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Regression to test the significance of each of the variables 10: 1 6 MONDAY, DECEMBER 10, 1990 2
ANALYSIS OF VARIANCE PROCEDURE
DEPENDENT VARIABLE: RATING Rating of the Image (dependent variable
SOURCE DF SUM OF SQUARES MEAN SQUARE FVALUE PR > F R-SQUARE
C.V.
MODEL 71 1241.76137481 17.48959683 26.18 0.0 0.601804 25.7206
ERROR 1230 821.63823349 0.66799856 ROOTMSE RATING MEAN
CORRECTED TOTAL 1301 2063.39960829 0.81731179 3.17764977
SOURCE DF ANOVA SS F VALUE PR>F
OBSER 30 490.43079877 24.47 0.0
MAGE 6 479.01353303 119.51 0.0
ALGO 5 194.87048387 58.34 0.0
MAGE*ALGO 30 77.44655914 3.86 0.0001
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Regression to test the significance of each of the variables 10:16MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)TTESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERIMENTWISE ERROR RATE




MEANS WITH THE SAME LETTER ARENOT SIGNIFICANTLY DIFFERENT.
BON GROUPING MEAN N OBSI
A 3.9762 42 24
A
B A 3.9286 42 22
B A
B A 3.9048 42 26
B A
B A C 3.8333 42 11
B A C
B A C 3.8095 42 29
B A C
B A C 3.7929 42 31
B A C
B A C 3.7857 42 28
B A C
B D A C 3.6667 42 12
B D A C
B D A C 3.6310 42 32
B D A C
B D A C 3.6310 42 27
B D A C
B D A C 3.5952 42 6
B D A C
B D A C 3.5238 42 2
B D A C
E B D A C 3.5000 42 16
E B D A C
E B D A C 3.4643 42 33
E B D A C
E B D A C F 3.3571 42 3
E B D A C F
E B D A C F 3.3095 42
34
E B D A C F
E B D A C F 3.2857 42
19
E B D C F
E B D G C F 3.2381 42
1
E D G C F
E D G C F 3.1667 42
4
E D G C F
E D G C F 3.1429
42 25
E D G F
E H D G F 3.0000
42 17
E H G F
E H G I F 2.8095
42 15
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Regression to test the significance ofeach of the variables 10: 1 6MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
B(:n GRC)UPING MEAN N OBSER
H G I F
H G I F 2.7619 42 13
H G I F
H J G I F 2.6667 42 14
H J G I
H J G I 2.5714 42 18
H J I
H J I 2.4286 42 10
H J I














K 1.7143 42 7
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Regression to test the significance of each of the variables 10:16MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN) T TESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERIMENTWISE ERROR RATE
BUTGENERALLY HAS A HIGHER TYPE II ERROR RATE THAN REGWQ
ALPHA=0.05 DF=1230 MSE=0.667999
CRITICAL VALUE OF T=3.04440
MINIMUM SIGNIFICANT DIFFERENCE=.25802
MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.



















Regression to test the significance of each of the variables 10:16MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)T TESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERIMENTWISE ERROR RATE




MEANS WITH THE SAME LETTER ARENOT SIGNIFICANTLY DIFFERENT.















Regression to test the significance of each of the variables 10:16MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
MEANS
MAGE ALGO N RATING
2 1 31 4.07096774
2 2 31 3.29677419
2 3 31 3.62903226
2 4 31 3.40322581
2 5 31 2.49032258
2 6 31 2.76451613
3 1 31 3.08064516
3 2 31 2.37741935
3 3 31 2.15161290
3 4 31 2.42580645
3 5 31 2.24838710
3 6 31 2.34516129
5 1 31 3.81612903
5 2 31 3.13870968
5 3 31 3.40322581
5 4 31 2.98387097
5 5 31 3.29677419
5 6 31 2.88709677
6 1 31 2.90322581
6 2 31 1.73225806
6 3 31 1.83870968
6 4 31 2.33225806
6 5 31 2.72580645
6 6 31 1.48387097
7 1 31 4.25483871
7 2 31 3.36129032
7 3 31 2.84838710
7 4 31 3.30645161
7 5 31 3.62258065
7 6 31 2.92258065
8 1 31 4.87096774
8 2 31 3.74193548
8 3 31 4.04193548
8 4 31 3.97741935
8 5 31 4.15483871
8 6 31 3.00000000
9 1 31 4.69354839
9 2 31 3.60645161
9 3 31 3.43548387
9 4 31 3.69677419
9 5 31 3.80000000
9 6 31 3.3O0OOOO0
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Regression to test the significance of each of the variables 10: 17 MONDAY, DECEMBER 10, 1990 1
ANALYSIS OF VARIANCE PROCEDURE
CLASS LEVEL INFORMATION
CLASS LEVELS VALUES
OBSER 31 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 21 22 24 25 26 27 28 29 31 32 33 34
MAGE 5 2 4 5 7 8
ALGO 6 123456
BPP 1 1
NUMBER OF OBSERVATIONS IN DATA SET = 930
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Regression to test the significance of each of the variables 10:17MONDAY, DECEMBER 10, 1990 2
ANALYSIS OF VARIANCE PROCEDURE
DEPENDENT VARIABLE: RATING Rating of the Image (dependent variable
SOURCE DF SUM OF SQUARES MEAN SQUARE F VALUE PR > F R-SQUARE
C.V.
MODEL 59 1151.76626882 19.52146218 27.63 0.0 0.652049 36.3721
ERROR 870 614.61404301 0.70645292 ROOTMSE RATINGMEAN
CORRECTED TOTAL 929 1766.38031183 0.84050754 2.31086022
SOURCE DF ANOVA SS F VALUE PR>F
OBSER 30 498.02531183 23.50 0.0
MAGE 4 93.84337634 33.21 0.0001
ALGO 5 480.17063441 135.94 0.0
MAGE*ALGO 20 79.72694624 5.64 0.0001
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Regression to test the significance of each of the variables 10:17 MONDAY, DECEMBER 10, 1990 3
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN) T TESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERMENTWISE ERROR RATE
BUTGENERALLY HAS A HIGHER TYPE II ERROR RATETHAN REGWQ
ALPHA=0.05 DF=870 MSE=0.706453
CRITICAL VALUE OFT=3 .89083
MIMMUM SIGNIFICANTDIFFERENCE=.84438
MEANSWITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
BON GROUPING MEAN N ()BSE1
A 3.6000 30 22
A
B A 3.4567 30 31
B A
B A C 3.2167 30 2
B A C
B D A C 3.1667 30 26
B D A C
E B D A C 3.0167 30 27
E B D A C
E B D A C 2.9900 30 28
E B D A C
E B D A C F 2.9200 30 32
E B D A C F
E B D A G C F 2.8667 30 24
E B D A G C F
E B D A G C F 2.8333 30 33
E B D A G C F
E B D A G C F 2.8000 30 11
E B D A G C F
E B D A G C F 2.7667 30 29
E B D G c F
E B D G c F 2.7000
30 16
E B D G c F
E B D H G c F 2.6167
30 6
E D H G c F
E I D H G c F
2.5000 30 12
E I D H G c F
E I D H G c F
2.4833 30 17
E I D H G c F
E I D J H G c F
2.4667 30 3
E I D J H G F
E I D J H G K F
2.3667 30 19
E I I H G K F
E I L I H G K F
2.3000 30 D
E I L J H G K F
E I M L J H G K F
2.2000 30 1
I M L J H G K F
I M L I H G K F
2.1333 30 4
I M L J H G K
N I M L J H G K
2.0667 30 15
N I M L J H K
N I M L J H K
1.8033 30 9
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Regression to test the significance of each of the variables 10:17MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BON GROUPING
N I M L J H K
N I M L I H K
N I M L J K
N I M L I K
N M L J K
N M L I O K
N M L O K
N P M L O K
N P M L O
N P M L O
N P M O





















Regression to test the significance of each of the variables 10:17MONDAY. DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)TTESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERMENTWISE ERROR RATE




MEANSWITHTHE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
BON GROUPING MEAN N MAGE
A 2.82527 186 4
B 2.37742 186 8
B
B 2.33172 186 7
B
B 2.17419 186 2
C 1.84570 186 5
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Regression to test the significance of each of the variables 10:17MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)TTESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERMENTWISE ERROR RATE




MEANS WITHTHE SAME LETTER ARENOT SIGNIFICANTLY DIFFERENT.
BON GROUPING MEAN N ALGO
A 3.88516 155 1
B 2.18903 155 4
B
B 2.11290 155 5
B
C B 2.05613 155 3
C
C 1.83032 155 2
C
C 1.79161 155 6
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Regression to test the significance of each of the variables 10:17MONDAY, DECEMBER 10, 1990
ANALYSIS OF VARIANCE PROCEDURE
MEANS
MAGE ALGO N RATING
2 1 31 4.00000000
2 2 31 2.15161290
2 3 31 1.99032258
2 4 31 2.08064516
2 5 31 1.29032258
2 6 31 1.53225806
4 1 31 4.20000000
4 2 31 2.25806452
4 3 31 2.25806452
4 4 31 2.40322581
4 5 31 3.30645161
4 6 31 2.52580645
5 1 31 2.98387097
5 2 31 1.24193548
5 3 31 2.01290323
5 4 31 2.07096774
5 5 31 1.53225806
5 6 31 1.23225806
7 1 31 3.78064516
7 2 31 2.02580645
7 3 31 2.02258065
7 4 31 2.08387097
7 5 31 2.20645161
7 6 31 1.87096774
8 1 31 4.46129032
8 2 31 1.47419355
8 3 31 1.99677419
8 4 31 2.30645161
8 5 31 2.22903226
8 6 31 1.79677419
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Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 1
ANALYSIS OF VARIANCE PROCEDURE
CLASS LEVEL INFORMATION
CLASS LEVELS VALUES
OBSER 31 12345 67 89 10 1112 13 14 15 16 17 18 1921222425262728 2931323334
MAGE 2 4 8
ALGO 6 123456
BPP 1 2
NUMBER OF OBSERVATIONS IN DATA SET = 372
Page D-16
Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 2
ANALYSIS OF VARIANCE PROCEDURE
DEPENDENT VARIABLE: RATING Rating of the Image (dependent variable
SOURCE DF SUM OF SQUARES MEAN SQUARE F VALUE PR > F R-SQUARE
C.V.
MODEL 41 433.58951613 10.57535405 16.65 0.0 0.674083 63.8455
ERROR 330 209.63951613 0.63527126 ROOTMSE RATINGMEAN
CORRECTED TOTAL 371 643.22903226 0.79703906 1.24838710
SOURCE DF ANOVA SS F VALUE PR>F
OBSER 30 184.05403226 9.66 0.0001
MAGE 1 1.73430108 2.73 0.0994
ALGO 5 245.16000000 77.18 0.0
MAGE*ALGO 5 2.64118280 0.83 0.5280
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Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 3
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)T TESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERMENTWISE ERROR RATE
BUT GENERALLY HAS A HIGHER TYPE B ERROR RATE THAN REGWQ
ALPHA=0.05 DF=330 MSE=0.635271
CRITICALVALUE OFT=3.92040
MIMMUM SIGNIFICANT DIFFERENCES .2757








B D A C
B D C
B D E C
B D E C
B D E C
B D E C
F B D E C
F B D E C
F B D E C
F B D E c
F B D E c G
F B D E c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F B D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H c G
F D E H G
F D E H G
F E H G
F E H G
F E H G

























Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 4
ANALYSIS OF VARIANCE PROCEDURE
BONGROUPING
F E H G




























Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 5
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)T TESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERIMENTWISE ERROR RATE




MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
BONGROUPING MEAN N MAGE
A 1.31667 186 4
A
A 1.18011 186 8
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Regression to test the significance ofeach of the variables 16:49 FRIDAY, JANUARY 25, 1991 6
ANALYSIS OF VARIANCE PROCEDURE
BONFERRONI (DUNN)TTESTS FOR VARIABLE: RATING
NOTE: THIS TEST CONTROLS THE TYPE I EXPERMENTWISE ERROR RATE




MEANS WITH THE SAME LETTER ARENOT SIGNIFICANTLY DIFFERENT.
BONGROUPING MEAN N ALGO
A 2.8710 62 1
B 1.4952 62 5
B
B 1.2694 62 4
C 0.8226 62 3
C
C 0.5726 62 2
C
C 0.4597 62 6
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Regression to test the significance of each of the variables 16:49 FRIDAY, JANUARY 25, 1991 7
ANALYSIS OF VARIANCE PROCEDURE
MEANS
MAGE ALGO N RATING
4 1 31 2.93548387
4 2 31 0.72580645
4 3 31 0.90322581
4 4 31 1.40967742
4 5 31 1.57096774
4 6 31 0.35483871
8 1 31 2.80645161
8 2 31 0.41935484
8 3 31 0.74193548
8 4 31 1.12903226
8 5 31 1.41935484
8 6 31 0.56451613
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Appendix E: Test evaluation Packet
Guidelines
1 . Each evaluator must fill out the background questionnaire included in the evaluation
packet. Note; Only one person may rate imagery per set of evaluation sheets. If more
than one evaluator is present at a given test site then duplicates of the evaluation sheets
and the background questionnaire should be made. The same test images will have to be
shared among multiple evaluators at a given site.
2. Each evaluation should be administered by a second person to ensure that the evaluation is
performed according to the guidelines and instructions. This administrator is responsible
for the ordering of the test transparencies and for making sure that all the guidelines and
instructions are carried out properly.
3. Please find a room with minimal distraction for this evaluation.
4. Please use a light table with a uniform light distribution for the evaluation. If uniformity
is a problem, then evaluate each image within a transparency in the same, but uniform,
subarea.
5. The evaluations should be performed in one session. If a need to break the evaluation into
two different sessions arises, then please record the break position and the length
between sessions (e.g. Between image 9-b7 and 11-b1 for 1 hour) on the space provided
in the background questionnaire.
6. Do not use a tube magnifier, rear projection viewer or any other magnification device.
The test is intended to be conducted using only your normal vision in conjunction with a
light table.
7. A viewing distance of 10 inches is recommended.
8. Always evaluate the algorithm against the standard (uncompressed) upper left image. Do
not try to rank the algorithms by rating against each another.
9. If you are not familiar with a given image type (which should be stated in the
questionnaire) please use the enclosed
example questions as a guideline for your ratings.
10. You should keep the rating scale close at hand for quick reference when rating the images.
1 1 . Refrain from discussion of the test sets until all evaluators have completed the
test.
1 2 . Each test transparency is coded as follows:
Transparency Number a-B#
Where a: The original test image number (1-17).
B#: The test transparency number (B1-B7).
13. The example exploitation questions, given for
each image on the rating sheets, are not
intended to replace questions the users would naturally ask; they are provided only as
guidelines and perhaps to accelerate the
process of image rating for viewers not
accustomed to a particular image type.
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14. If there are any questions or concerns please contact one of the following people.
Bernie Brower Chris Honsinger
Eastman Kodak Company Eastman Kodak Company
(716) 253-5293 (716) 253-5380
Instructions
1 . Fill out the questionnaire.
2. Review the rating scale (Figure 3) and the rating sheets (Appendix C). Make sure you
understand how the rating scale is applicable to the questions for a given image.
Definitions of terms used in the rating scale are shown below
3. Start with the first test transparency (2-B1).
4 . Three decompressed images and the standard (uncompressed) image are mosaiced into one
test transparency as shown in figure 2.
5. Be sure that the identification number on the test transparency, appearing at the header
of each transparency, is the same as the transparency number on the rating sheet. Note:
Please evaluate the test transparencies in the numerical order that they appear in the
rating sheets.
6. Rate the first algorithm rendition (upper right) on the mosaic transparency from +1 to
-5. Repeat the rating process for algorithm rendition 2 and then rendition 3 (shown in
figure 2). Each algorithm rendition should be rated separately according to the rating
scale and your criteria for that image type. If you are not not familiar with this image
type please use the example questions provided. Enter the overall rating in the space
provided in the rating sheet. You are allowed to interpolate the scale (e.g. you can give a
1.5). Also, if you wish, elaborate on the numerical scores by providing comments in the
space provided below each rating.
7- Repeat steps 5 through 6 with the remaining 35 test transparencies.
8. Return the evaluation sheets, the personal questionnaire, and all of the transparencies to
your point of contact.
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Appendix G: EXAMPLE QUESTIONS
TEST IMAGE 7
General Questions
In addition to the image dependent questions outlined below, the following fundamental questions
may apply for each image rendition:
Has the sharpness of the image been noticeably degraded?
Has the introduction of compression artifacts reduced your confidence in this image in
extracting information from it?
Have the compression artifacts introduced structures that could be mistaken for scene
content?
Specific Questions
Compare the rendition to the standard image for your ability to perform the following tasks:
Measure the thickness of the walls
Count the number of rungs on each of the three ladders.
Identify and measure length of cable (from upper left comer to lower middle)
Measure width of planking in upper right corner of image.
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Missing Page
Appendix H: Background Questionnaire
Name.




Years experience in image exploitation.

















Formal training in image exploitation for this image type and currently
work, or have worked, with this data type.
Some familiarity with exploitation of this image type, but image
exploitation of this type is not a typical part of job.
No formal training or significant experience in this image type but some
familiarity with image type.
Not very sure what the image should
look like due to the lack of
experience or training in the exploitation of this type of image.
Primary experience is based on which of the following
media (Check as many as you like)?
Softcopy/CRT Hardcopy Transparency Hardcopy Print
Test packet Number
Was the evaluation completed in a single session?
If not the break point was between images
and
The length of the break was _ .
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Appendix H (cont): Background Questionnaire
Testing conditions
Describe the light table (Size, light uniformity,..):
Describe the room lighting conditions (light source (e.g. fluorescent, daylight), bright, dark,
unlit)
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