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We systematically analyze the tensorial structure of the lattice pressure tensors for a class of
multiphase lattice Boltzmann models (LBM) with multi-range interactions. Due to lattice discrete
effects, we show that the built-in isotropy properties of the lattice interaction forces are not neces-
sarily mirrored in the corresponding lattice pressure tensor. We therefore outline a new procedure
to retrieve the desired isotropy in the lattice pressure tensors via a suitable choice of multi-range po-
tentials. The newly obtained LBM forcing schemes are tested via numerical simulations of non-ideal
equilibrium interfaces and are shown to yield weaker and less spatially extended spurious currents
with respect to forcing schemes obtained by forcing isotropy requirements only.
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I. INTRODUCTION
The study of multiphase fluids pertains a vast spec-
trum of scientific disciplines, from theoretical physics to
biology and engineering. The analysis of complex phe-
nomena such as liquid/vapour coexistence, spray forma-
tion and droplet breakup has sparked numerous scien-
tific and technological breakthroughs, as every produc-
tion process virtually deals with multiphase flows: from
emulsion generation and evolution to internal combustion
engine mixture formation, from pollutant emission con-
trol to inkjet printing and painting/coating [1–4]. The
investigation of multiphase flows, however, poses a chal-
lenge that lies at the heart of fluid dynamics, as proven
by the multitude of analytical and numerical approaches
encompassed by the vast scientific literature on the sub-
ject [1, 5–7]. Among these, the lattice Boltzmann method
(LBM) [7] stands out for its remarkable capability in han-
dling multiphase flows. The first pioneering applications
of LBM for the simulations of multiphase flows started
to appear around 30 years ago [8–13]. Since then, var-
ious studies have been reported in the literature, wit-
nessing the versatility and robustness of the methodol-
ogy in simulating multiphase flows with an ample spec-
trum of applications across widely separated time and
space scales [7, 14, 15]. Among all the facets of the LBM
methodology for multiphase flows, the so-called “Shan-
Chen” (SC) method [10, 11, 16, 17] has undoubtedly
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marked a major contribution to the field and its appli-
cations have experienced an increasing success, in the
recent years [18–33]. In a nutshell, the method hinges on
the evolution of a lattice Boltzmann dynamics equipped
with multi-range interaction forces directly computed on
the lattice nodes. The resulting dynamics reproduces
multiphase flows whose non-ideal interfaces emerge from
the underlying mesoscale interactions without the need
of being tracked in time during the evolution. In gen-
eral, the mechanical properties of a non-ideal interface
are encoded in the pressure tensor, whose precise knowl-
edge is crucial for an accurate characterization of all in-
terface properties (i.e. bulk densities, surface tension,
etc.) [34]. The SC method is based on lattice forces,
hence the pressure tensor needs to be constructed once
the lattice forces are assigned. Over the years, various
attempts have been made to compute the pressure ten-
sor for the SC method. While a pioneering analysis on
the SC pressure tensor was already presented in the sem-
inal paper by Shan & Chen [11] for lattice forces with
a limited range of interactions, it is only in the last 15
years that the topic has attracted considerable interest,
with particular emphasis on the role of multi-range po-
tentials, i.e. SC forces with arbitrary range of interac-
tions [19, 20, 35, 36]. Sbragaglia et al. [19] presented an
analysis to compute the “continuum” pressure tensor for
multi-range potentials, based on a continuum approxima-
tion of the interaction forces with the desired degree of
isotropy [35]. Shan [37] presented a systematic analysis
to construct the “lattice” pressure tensors for multi-range
potentials concerning multi-phase flows. The crucial ad-
vantage of the lattice formulation of the pressure tensor
is that it solves the mechanical equilibrium condition of
zero divergence directly on the lattice, without invoking
any continuum approximation; hence, it can be used as
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2a starting point to retrieve more accurate interfacial pre-
dictions. Based on this lattice formulation, Sbragaglia
& Shan [38] drew some guidelines on the suitable choice
of the pseudo-potentials to achieve thermodynamic con-
sistency. The lattice formulation for the pressure tensor
has also been extended to multicomponent fluids [39]. In
a recent paper, From et al. [33] studied the lattice pres-
sure tensor on higher order lattices truncating the expan-
sion at second order derivatives of the pseudo-potentials
and analyzed the corresponding mechanical equilibrium
conditions for a flat interface, verifying the thermody-
namic consistency along the lines of the analysis proposed
in [38]. These results have been later applied in [40] for
the calculation of the diffusion constants and contact an-
gles in multi-component systems.
In this paper, we go deeper in details with the analysis
of the tensorial structures of lattice pressure tensors for
multi-range potentials. Given the forcing schemes with
some prescribed isotropy properties, it will be shown that
such isotropy properties are not exactly mirrored in the
lattice pressure tensors introduced in [37], i.e. the lat-
tice pressure tensor possesses anisotropic contributions
that are absent in the forcing. The desired isotropy can
be retrieved by proper adjustments of the multi-range
potentials, resulting in new forcing schemes where both
forces and lattice-based pressure tensors possess the de-
sired isotropy properties. Numerical tests will be con-
ducted to highlight the improvements introduced by the
new forcing schemes.
The paper is organized as follows: in Sec. II we re-
view some basic concepts and definitions of the LBM
while in Sec. III we give some technical details on the
analysis of the forcing isotropy. In Sec. IV we re-
view the essential features of the lattice pressure ten-
sor and in Sec. V we present a systematic analysis of
the structure of the pressure tensor for multi-range po-
tentials, highlighting the anisotropic contributions and
proposing new strategies to cure them. In Sec. VI we
present results of numerical simulations to test the im-
provements brought by the new forcing schemes. Con-
clusions will follow in Sec. VII. The source code for
the simulations can be found on the github repository
https://github.com/lullimat/idea.deploy [41–48], where
a Jupyter notebook [47] is available to reproduce the re-
sults reported in this paper.
II. LATTICE BOLTZMANN
A brief overview of the method is here provided. Ex-
tensive details can be found elsewhere [7, 15]. The lattice
Boltzmann method (LBM) [49–51] is based on a discrete
version of the Boltzmann transport equation in which the
single-particle probability density function f(x, ξ, t) is
defined on the the nodes {x} of a d-dimensional lattice, at
discrete times t. The velocities {ξi}, with i = 0, . . . , Np,
are discretized as well [7, 15, 52], so that for each of
them the probability density function only depends on
space and time fi(x, t) = f(x, ξi, t). The latter are com-
monly referred to as populations. The discretized ve-
locities are chosen as vectors connecting different points
on the lattice (similarly to what is shown in Fig. 1 with
the force vectors) and feature a set of weights {wi}, such
that
∑Np
i=0 wi = 1: these are chosen in order to recover
the isotropic n-rank tensors from the sum of the velocities
tensor products, i.e. ξµ1i · · · ξµni , up to a given maximum
order. As an example, the second order isotropic tensor
can be written as
Np∑
i=0
wiξ
α
i ξ
β
i = c
2
sδ
αβ , (1)
where the prefactor c2s is the square of the lattice sound
speed, which is specific to the given set of velocities {ξi},
and Greek indices run over the vector components. In
the next Section we are going to analyze in details a sim-
ilar construction applied to the interparticles forces.
The moments of the discretized distribution function are
computed directly by summing the populations. For the
first two moments, i.e. the mass density n and the mo-
mentum density nu, one has
n (x, t) =
Np∑
i=0
fi (x, t) , n (x, t)u (x, t) =
Np∑
i=0
ξifi (x, t) .
(2)
The Boltzmann equation can be discretized over a uni-
tary time lapse ∆t = 1 as
fi (x+ ξi, t+ 1)− fi (x, t) = Ωi (x, t) , (3)
which is typically understood as describing two different
processes: collision on the right-hand side, conserving
mass and momentum, i.e.
∑
i Ωi =
∑
i ξ
α
i Ωi = 0, and
streaming on the left-hand side. The collision operator
acts locally and it is responsible for the local relaxation
of the momenta of the probability distribution, while the
streaming operator is responsible for the space-time prop-
agation of the relaxed populations along the lattice. In
this work we employ the single-time relaxation BGK col-
lision operator
Ω
(BGK)
i (x, t) = −
1
τ
[
fi (x, t)− f (eq)i (x, t)
]
, (4)
which relaxes the populations towards a local equilib-
rium distribution f
(eq)
i (x, t) at a characteristic rate given
by the inverse of the relaxation time τ . The local equi-
librium is chosen as the second order expansion of the
Maxwellian distribution
f
(eq)
i = win
[
1 +
ξαi u
(eq)
α
c2s
+
(ξαi u
(eq)
α )2
c4s
− u
(eq)
α u
(eq)
α
2c2s
]
,
(5)
where we use the summation over repeated indices and
omit the space-time dependence. In the previous ex-
pression one substitutes u
(eq)
α (x, t) with the fluid velocity
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FIG. 1: Set of basis vectors {ea} (with a = 1, . . . , 24) used
to construct the forcing schemes presented in Sec. III. Panels
(a) and (b) show the numbers referred to lattice vectors, with
the color coding for the different squared lengths {|ea|2 =
1, 2, 4, 5, 8}. Using these vectors one can define 4-th, 6-th and
8-th order isotropic forcing schemes [19, 20], labelled as E(4),
E(6) and E(8), respectively.
computed from the local populations as described in (2).
By means of the Chapman-Enskog expansion [7, 15, 49–
51], it can be shown that the discretized transport equa-
tions converge to a conservation equation for the density
n and to the Navier-Stokes equation with a kinematic
viscosity given by ν = c2s(τ − 1/2), and ideal gas equa-
tion of state given by p = nc2s. In order to implement
the inter-particles forcing we adopted the scheme pro-
posed by Guo [15, 53], according to which one modifies
the equilibrium fluid velocity and the collision term as
follows
u(eq)α (x, t) =
1
n (x, t)
Np∑
i=0
ξαi fi (x, t) +
1
2n (x, t)
Fα (x, t) ,
(6)
Ωi = Ω
(BGK)
i
+
(
1− 1
2τ
)
wi
[
1
c2s
ξαi +
1
c4s
(
ξαi ξ
β
i − c2sδαβ
)
u
(eq)
β
]
Fα
(7)
With this scheme we are able to implement the inter-
particles forces described in the next Section, which mod-
ify the equation of state allowing for the coexistence of a
liquid and a gas phase for suitable choices of the forcing
parameters.
III. LATTICE FORCE ISOTROPY
In this Section we review the SC multi-phase forc-
ing scheme and analyze its isotropy properties. The SC
scheme [11] is based on the definition of a body force
resulting from the inter-particles interactions at each lat-
tice point involving only a limited number of neighbors.
The component µ of this local force is defined as
Fµ (x) = −Gc2sψ (x)
∑
ea∈G
W
(|ea|2)ψ (x+ ea) eµa , (8)
where G is a (self-)coupling constant and the function
ψ(x, t) = ψ(n(x, t)) is the so-called pseudo-potential,
which is a generic function of the local density, hence
implicitly depending on time and position. With ea we
indicate the stencil vectors which connect any given point
x to its neighbors in a finite set G, and finally with W
(distinguishing them from the weights wi of the lattice
velocities) we indicate a set of weights which only de-
pend on the squared length of the stencil vectors, i.e.
W (|ea|2).
Given the discrete nature of this definition one should
look at the isotropy properties of the continuum limit of
the forcing. This can be done by considering the Taylor
expansion of the lattice force
Fµ (x) '−Gc2sψ (x)
[
∂αψ (x)
∑
ea∈G
W
(|ea|2) eαaeµa
+
1
3!
∂α∂β∂γψ (x)
∑
ea∈G
W
(|ea|2) eαaeβaeγaeµa + . . .
]
,
(9)
where one can notice the summations involving the prod-
ucts of an even number of basis vectors. We will now ana-
lyze in details the isotropy properties of these quantities,
which in turn determine the isotropy of the forcing. As a
first step, we collect the ea vectors in groups, according
to their squared lengths, i.e. G` = {ea : |ea|2 = `} (al-
though ` is not a unique label for ` ≥ 25 in 2D [56]). Typ-
ical requirements are that each group G` contains vectors
that are related either by spatial parity or coordinates
permutations combined with alternate sign changes. In
the following we will be using only vectors such that
` = |ea|2 ≤ 8 (cfr. Fig. 1). Such stencil can be em-
ployed to define 4-th, 6-th or 8-th order isotropy multi-
range forcing that we denote [19, 35, 37] as E(4), E(6)
and E(8), respectively. The symmetry requirement for
vectors belonging to the same group are enough to en-
sure that the sum of the product of an odd number of
stencil vectors will add up to zero, i.e.∑
ea∈G`
eµ1a e
µ2
a · · · eµ2n+1a = 0. (10)
Hence, we introduce the 2n-indices quantities defined by
the relation
Eµ1...µ2n =
∑
ea∈G
W
(|ea|2) eµ1a eµ2a · · · eµ2na
= Eµ1...µ2niso + E
µ1...µ2n
aniso ,
(11)
where Eµ1...µ2niso and E
µ1...µ2n
aniso indicate the isotropic and
anisotropic contributions respectively. Notice that the
4previous decomposition holds for 2n > 2 since for 2n = 2
all the contributions are proportional to the Kronecker
delta. The main idea [19, 35, 54] is to choose the weights
{W (|ea|2)} so that only the isotropic contributions sur-
vive
Eµ1...µ2n = Eµ1...µ2niso = e2n ∆
µ1...µ2n , (12)
where the isotropy constants e2n multiply the fully
isotropic 2n-rank tensor ∆µ1...µ2n [19, 35, 54]. General-
izing the approach of [54], the anisotropic contributions
can be written as
Eµ1...µ2naniso =
M(n)/2∑
k=0
I2n,k [δ
µ1...µ2kδµ2k+1...µ2n + perms] ,
(13)
where δµ1...µ2n is the higher rank Kronecker delta, which
is not isotropic and equals 1 only if all indices take
the same value, and the upper limit for 2k is M(n) =
n− (2 + nmod 2) with n ≥ 2; finally, “perms” stands for
all the possible independent indices permutations, whose
number is (2n)!/(2n−2k)!(2k)!. The isotropy coefficients
e2n, multiplying ∆
µ1...µ2n , and the anisotropy ones I2n,k,
multiplying terms proportional to δµ1...µ2n , can be gen-
erally written as combinations of the weights
e2n =
∑
`
A(2n) (`)W (`) ,
I2n,k =
∑
`
B(2n)2n−2k (`)W (`) ,
(14)
where the coefficients A(2n) and B(2n)2n−2k depend on ` =
|ea|2. More details are reported in the Appendix A. In
order to obtain the weights for the 6-th order isotropic
forcing E(6) [19, 20, 35] one sets I4,0 = 0 and I6,0 = 0
which are linear combinations of {W (1),W (2),W (4)}.
For the 8-th order isotropic forcing, E(8), one has to con-
sider, alongside I4,0 = 0 and I6,0 = 0, the conditions
I8,0 = 0 and I8,1 = 0, which are now combinations of
{W (1),W (2),W (4),W (5),W (8)}.
We wish to stress that the 2n-order isotropy can only
be achieved for the tensorial structure in Eq. (11) and
not for the same structure computed for each group sep-
arately, because the isotropy conditions can only be sat-
isfied by using linear combinations of the weights. How-
ever, the restriction to a single group of Eq. (11) plays a
crucial role in the identification of the anisotropic terms
of the Taylor expansion of the pressure tensor (see Sec-
tion V and Appendix A for details).
IV. LATTICE PRESSURE TENSOR
Let us now review the definition of the lattice for-
mulation of the pressure tensor for the SC model [37]:
this will be the starting point for the study of its
isotropy properties. All details will be specified for
the forcing stencil reported in Fig. 1(b), i.e. using five
gas liquid
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FIG. 2: Panel (a): Forcing directions ea belonging to the G2
group and centered at the point x. Vectors starting at x are
reported in solid lines, while in dashed those ending in x. Unit
area elements A(k) are reported in red. Panel (b): different
contributions to the average force F¯a [see Eq. (19)] at a gas
liquid flat interface: double arrows stand for the magnitude of
the contribution specified in the adjacent expression. Notice
that the contributions on the gas side are smaller in magni-
tude due to smaller pseudo-potential (i.e. smaller densities).
Notice that the average force F¯a is the same for all directions.
weights {W (1),W (2),W (4),W (5),W (8)} in two dimen-
sions. Recently, the lattice pressure tensor has been an-
alyzed on a large class of higher order stencils in [33]:
an explicit expression for the pressure tensor expansion
has been provided for a flat interface, while only a formal
general expression has been reported without discussing
its isotropy properties. Our present analysis allows us
to write the continuum expansion of the pressure tensor
accounting for a generic dependence on the Cartesian co-
ordinates x, and it is thus applicable to the case of curved
interfaces as well. Such an expansion is explicit, i.e. the
various coefficients are expressed as combinations of the
weights {W (|ea|2)}, and it plainly displays the presence
of anisotropic terms in the 4-th order approximation. In
this work we restrict our focus to the stencils E(4), E(6)
and E(8), however the present results should form a solid
basis for extending the calculations to three dimensions
and to larger forcing stencils.
The procedure described in [37] allows us to define the
interaction pressure tensor, Pµνint directly on the lattice.
The total lattice pressure tensor is given by summing
the latter to the kinetic pressure tensor which for LBM
simply amounts to the ideal gas isotropic contribution
Pµνkin(x) = n(x)c
2
sδ
µν , hence Pµνtot = P
µν
kin + P
µν
int . Given
this distinction, we will use the notation Pµν for the in-
teraction part in the rest of the paper, adding the ideal
contribution when needed.
Following [37, 39] we write, in tensorial form on the
lattice, the total force crossing a given unit area element
as the pressure flux through the same element, which for
5each group G` reads
Fµ`,(k) (x) =
∑
ea∈G`
Fµa,(k) (x) = −
∑
ea∈G`
Pµαa (x) A
α
(k),
(15)
where A(y) = e1 and A(x) = e2 are the unit areas, with
e1 and e2 the coordinate basis vectors (see Fig. 1(a)),
and Fµ`,(k) (x) is the group total force crossing the area
element A(k), while F
µ
a,(k) (x) is the specific force contri-
bution along the direction ea (see Fig. 1(a) and (b)). Let
us come to the details of the calculation. A possible way
to write Fµa,(k) is given by computing the contributions
Na,(k) of the vectors ea crossing A(k) multiplied by the
norm of an average force F¯a(x), i.e.
Fµa,(k) (x) = F¯a (x)Na,(k) e
µ
a . (16)
Hence, we need to specify both Na,(k) and F¯a (x). Let us
start from the former (more details are provided in Ap-
pendix C). The main point is that each vector parallel
to a given ea and crossing the area element A(k), con-
tributes to the total sum Na,(k) by a weight that equals
1, if the vector crosses the area element, or 1/2 if the
vector is shared by parallel area elements, i.e. if the vec-
tor starts or ends in the middle of the area element or
simply touches the boundary of the area. As it was no-
ticed in [37], the sum of these values coincide with the
absolute value of the scalar product of the force direc-
tion and the area element Na,(k) = e
α
aA
α
(k), i.e. equal
to exa and e
y
a when crossing A(y) and A(x), respectively.
Note that possible sign changes in Na,(k) reflect the pos-
sible choices of orientation of the area elements. We can
rewrite Eq (16) as
Fµa,(k) (x) = F¯a (x) e
α
ae
µ
a A
α
(k) = −Pµαa (x) Aα(k), (17)
from which we write the definition of the lattice pressure
tensor
Pµνa (x) = −F¯a (x) eµaeνa. (18)
Now, we need to define the norm of the average force
F¯a (x). We report in Appendix C a detailed review of the
construction presented in [37]. For the sake of brevity,
we analyze here the case in which the number of contri-
butions of the forcing vector ea is independent on the
direction of the surface element A(k), i.e. such that
exa = e
y
a. Let us take as an example e5. As it can be
seen in Fig. 2(a), e5 vectors end and start in the middle
of both area elements, hence, each of the two force vec-
tors will contribute with 1/2 to |N5,(k)| = 1. We define
F¯a as the weighted average of the norm of the force vec-
tors crossing the largest number of times any of the area
elements A(k) (cfr. Appendix C). Thus, for e5, the sum
of the weights, i.e. the normalization, is equal to 1 and
the average force is given by
F¯5 = −Gc2sW (2)ψ (x)
[
1
2
ψ (x− e5) + 1
2
ψ (x+ e5)
]
.
(19)
We report in Fig. 2 a sketch depicting the above expres-
sion for the different contributions of the group ` = 2,
at one node of a flat gas-liquid interface. Further details
and discussion for the other force directions are reported
in Appendix C.
We now make some remarks about the symmetries of
the terms in Eq. (18). We notice that the product of
the stencil vectors on the right-hand side is invariant
under axis reversal, or parity, transformations. Hence,
opposite vectors, e.g. e1 and e1 = −e3, yield exactly
the same contribution to the pressure tensor. On top of
this we also notice that every time a −ea appears in the
pseudo-potential ψ space dependence, it can be substi-
tuted with the opposite vector ea¯ = −ea belonging to
the same group. Hence, when considering all the vectors
of the stencil we need to multiply the total sum by 1/2.
Now, we can write the lattice pressure tensor contri-
bution of each group of vectors. Starting from each of
the single-force directions (see Appendix C for details)
we can write the total sum for the groups {G1,G2,G4,G8}
in a compact form
Pµν(1,2) =
Gc2s
2
ψ (x)
∑
ea∈{G1,G2}
W
(|ea|2)ψ (x+ ea) eµaeνa,
(20)
Pµν(4,8) =
Gc2s
4
ψ (x)
∑
ea∈{G4,G8}
W
(|ea|2)ψ (x+ ea) eµaeνa
+
Gc2s
4
∑
ea∈{G4,G8}
w
(|ea|2)ψ (x+ ea
2
)
ψ
(
x− ea
2
)
eµae
ν
a.
(21)
We notice that in Eq. (21) the factor 1/4 in front of
the first sum results from the product of the weights of
the contributing forces 1/2 with the normalization for
the largest contribution 1/2, while the factor in front of
the second sum results from the product of the same
normalization and a factor 1/2 necessary to avoid double
counting when employing the sum over all vectors of the
group. Considering the group G5 and following [37], we
define two different contributions for the pressure tensor,
namely (5a) including the directions starting/ending in
x and (5b) for those starting/ending on the neighbors:
Pµν5a =
Gc2s
4
W (5)ψ (x)
∑
ea∈G5
ψ (x+ ea) e
µ
ae
ν
a, (22)
Pµν5b =
Gc2s
4
W (5) [ψ−1,−1ψ1,0 + ψ−1,0ψ1,1] e
µ
17e
ν
17
+
Gc2s
4
W (5) [ψ−1,−1ψ0,1 + ψ0,−1ψ1,1] e
µ
18e
ν
18
+
Gc2s
4
W (5) [ψ0,1ψ1,−1 + ψ−1,1ψ0,−1] e
µ
19e
ν
19
+
Gc2s
4
W (5) [ψ1,0ψ−1,1 + ψ1,−1ψ−1,0] e
µ
20e
ν
20,
(23)
6where we used the short-hand notation ψa,b = ψ(x +
ae1 + be2) [37].
The interaction lattice pressure tensor for the multi-
range SC forcing defined on the stencil in Fig. 1 can be
obtained by summing all the different contributions, i.e.
Pµν (x) = Pµν(1,2) (x) + P
µν
(4,8) (x) + P
µν
5a (x) + P
µν
5b (x) .
(24)
In the next Section we analyze the isotropy properties of
this lattice pressure tensor using a 4-th order expansion.
V. ISOTROPY ANALYSIS & MODIFIED
FORCING SCHEMES
We study now the continuum limit of the lattice pres-
sure tensor by using its Taylor expansion up to second
order derivatives and products of first ones. This, in
turn, will yield an analysis of the isotropy properties up
to the 4-th order. We do not consider any specific solu-
tion for the weights so that we can analyze the role of
the anisotropic terms.
Let us start from the leading order Pµν[0] : one can check
that the contributions from all the groups sum up to yield
the second order isotropy constant e2
Pµν[0] =
Gc2s
2
ψ2
∑
ea∈{G}
W
(|ea|2) eµaeνa = Ge2c2s2 ψ2δµν .
(25)
If we sum this expression to the kinetic ideal gas contri-
bution Pµνkin(x) = n(x)c
2
sδ
µν , we obtain the well-known
expression for the bulk pressure [10, 11, 35]:
Pµνb =
(
nc2s +
Ge2c
2
s
2
ψ2
)
δµν . (26)
Let us now analyze the second order derivatives terms
Pµν(1, 2)[∂2] = Gc
2
sW (2)∆
αβµνψ∂α∂βψ
+
Gc2s
2
[W (1)− 4W (2)]δαβµνψ∂α∂βψ,
Pµν
(4, 8)
[
∂2
] = 12Gc2sW (8)∆αβµνψ∂α∂βψ
+
3Gc2s
2
[4W (4)− 16W (8)]δαβµνψ∂α∂βψ,
Pµν5a[∂2] = 4Gc
2
sW (5)∆
αβµνψ∂α∂βψ
− 7Gc
2
s
2
W (5)δαβµνψ∂α∂βψ,
Pµν5b[∂2] = Gc
2
sW (5)[2∆
αβµν + δαβδµν ]ψ∂α∂βψ
− 5Gc
2
s
2
W (5)δαβµνψ∂α∂βψ.
(27)
The first three terms can be obtained by applying the re-
sults of Section III and Appendix A and computing the
coefficients multiplying the isotropic ∆αβµν = δαβδµν +
δαµδβν + δανδβµ and anisotropic δαβµν tensors accord-
ing to
∑
ea∈G` e
α
ae
β
ae
µ
ae
ν
a = A(4) (`) ∆αβµν+B(4)4 (`) δαβµν .
The expressions for the coefficients read
A(4) (`) =
∑
ea∈G`
(exa)
2
(eya)
2
,
B(4)4 (`) =
∑
ea∈G`
(exa)
4 − 3A(4) (`) .
(28)
On the other hand, the result for Pµν5b[∂2] (x), given by the
contribution of vectors beginning and ending in neigh-
boring points of x, cannot be entirely computed with a
similar procedure, since, it contains terms proportional
to eα1 e
β
1 e
µ
2e
ν
2 , i.e. involving the product of different vec-
tors. We report in the Appendix D the computation for
this case. Specifically, it is still possible to rewrite these
products in terms of isotropic and anisotropic tensors,
similarly to Eq. (11) (see details in Appendix D).
Similar considerations hold for the terms proportional
to the product of first derivatives. One can recognize that
only the groups {G4,G5,G8} can provide this kind of con-
tribution with an overall negative sign. The expressions
read
Pµν(4, 8)[∂∂] =− 4Gc2sW (8) ∆αβµν∂αψ∂βψ
− Gc
2
s
2
[4W (4)− 16W (8)]δαβµν∂αψ∂βψ,
Pµν5b[∂∂] =−Gc2sW (5) [2∆αβµν − δµνδαβ ]∂αψ∂βψ
+Gc2sW (5) δ
αβµν∂αψ∂βψ.
(29)
Finally, we can put together all the different contribu-
tions and obtain the general form for the 4-th order ex-
pansion of the lattice pressure tensor for the E(4), E(6)
and E(8) forcing stencils
Pµν =
(
nc2s +
Gc2se2
2
ψ2
)
δµν
+Gc2s
(
ΛNψ∇2ψ − χN
∣∣∇ψ∣∣2) δµν
+Gc2s (ΛTψ∂
µ∂νψ − χT∂µψ∂νψ)
+Gc2s (ΛIψ∂α∂βψ − χI∂αψ∂βψ) δαβµν ,
(30)
with the constants of the isotropic contributions given
by ΛN = W (2) + 12W (8) + 7W (5), χN = W (5) +
4W (8), ΛT = 2 [W (2) + 12W (8) + 6W (5)] and χT =
4 [W (5) + 2W (8)]. Anisotropic contributions of deriva-
tives contracted with δαβµν , appear. The latter are mul-
tiplied by the coefficients
ΛI =
1
2
W (1)− 2W (2) + 6W (4)− 24W (8)− 6W (5) ,
χI = 2W (4)− 8W (8)−W (5) .
(31)
To the best of our knowledge Eq. (30) is the first gen-
eral expression for the expansion of the lattice pressure
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(6)
P2,F6 E
(6)
P4,F6 E
(8)
P2,F8 E
(8)
P4,F6
Forcing Expansion e2 1 1 1 1
e4 2/5 2/5 4/7 4/7
e6 2/15 2/15 32/105 32/105
e8 2/45 −4/45 16/105 −16/315
Profile & Surface Tension ε 2/17 2/17 10/31 10/31
Pressure Isotropy Condition ΛI −1/60 0 −8/315 0
χI 1/60 0 8/315 0
Forcing Isotropy Condition I8,0 8 −34 0 −64
I8,1 −4/15 26/15 0 64/21
TABLE I: Values of the isotropy (e2n and ε) constants for different forcing schemes. The isotropy constants match up to the
6-th order, assuring the same forcing expansion; the same ε and e2 assure the same flat interface profile and, with e4, the same
surface tension. The non-zero values of χI and ΛI single out the stencils yielding a 2-nd order isotropy for the pressure tensor,
i.e. E
(8)
P2,F6 and E
(8)
P2,F8. We report in bold the values that are set in the linear system of equations, i.e. Eqs. (31) and (E1), used
to determine the weights for E
(8)
P4,F6 and E
(8)
P4,F6, reported in Table II. We also report the first “broken” isotropy conditions at
the 8-th order forcing, i.e. I8,0 and I8,1 (see Section V C for discussion).
tensor for E(4), E(6) and E(8) reported in the literature
in tensorial form, displaying clear information about the
isotropy properties of the pressure tensor.
Now, one should ask whether the coefficients ΛI and
χI automatically vanish when the isotropy conditions for
the forcing are satisfied. The answer is negative. Indeed,
one can see that, for the present choice of the forcing
vectors, the 4-th order isotropy equation for the forcing,
i.e. I4,0 = 0, is given by a combination of the coefficients
χI and ΛI
I4,0 = 2W (1)− 8W (2) + 32W (4)− 28W (5)− 128W (8)
= 4 (ΛI + χI) = 0.
(32)
The last result implies that requiring the 4-th order
isotropy for the lattice pressure tensor expansion, i.e.
χI = ΛI = 0, does imply the 4-th order isotropy con-
dition for the forcing, but not vice versa. Indeed, all
multi-range forcings above the 4-th order isotropy, i.e.
above the single belt, suffer this issue. However, the 4-
th order, or single-belt, stencil E(4) automatically yields
an isotropic expression of the continuum limit of the lat-
tice pressure tensor at the 4-th order. This happens be-
cause in the single belt case χI = 0 trivially, so that
I4,0 = 4ΛI = 0, i.e. 4-th order pressure and forcing
isotropy are obtained with the same condition. This is
probably the reason why the anisotropy of the pressure
tensor went unnoticed so far.
Indeed, the fact that the 4-th order pressure tensor
isotropy is implemented by means of two equations, i.e.
χI = 0 and ΛI = 0, and not only one as for the forcing
case, i.e. I4,0 = 0, implies that, for a fixed number of
weights, the solution leading to a higher pressure tensor
isotropy must also yield a lower forcing isotropy. How-
ever, as we will show in the next Section, this delivers
a reduction of the spurious currents, rather than an in-
crease in magnitude and extension as one would have
expected [19, 20, 35].
We now wish to understand what are the effects of a
higher isotropy order for the pressure tensor. To do so, we
compare forcing schemes with the same forcing isotropy,
i.e. same values for the isotropy constants {e2n}, up to a
given order, while changing the pressure tensor isotropy
order. Finally, we select the weights so that the bulk and
interface properties, i.e. flat interface profile and sur-
face tension, are kept constant. Summarizing, we aim at
keeping constant the physical properties and the forcing
isotropy in order to isolate solely the role of the isotropy
of the pressure tensor.
A. Mechanical Equilibrium Analysis
Let us start by analyzing the mechanical equilibrium
condition of a flat interface. Assuming that the density
field n depends on x only, we write the normal and tan-
gential component to the interface, i.e. P xx and P yy
respectively, as
P xx =nc2s +
Gc2se2
2
ψ2 +
Gc2s
12
[
βψ
d2ψ
dx2
+ α
(
dψ
dx
)2]
P yy =nc2s +
Gc2se2
2
ψ2 +
Gc2s
4
[
ηψ
d2ψ
dx2
+ γ
(
dψ
dx
)2]
(33)
8W (1) W (2) W (4) W (5) W (8)
E
(6)
P2,F6 4/15 1/10 1/120 0 0
E
(6)
P4,F6 19/60 1/15 −1/240 1/120 −1/480
E
(8)
P2,F8 4/21 4/45 1/60 2/315 1/5040
E
(8)
P4,F6 4/15 4/105 −1/420 2/105 −1/336
TABLE II: Values of the weights for different isotropy orders
of the lattice pressure tensor. The values for E
(8)
P2,F6 and
E
(8)
P2,F8 correspond to those obtained requiring the forcing
isotropy only (cfr. [19, 20, 35]) at the 6-th and 8-th order,
respectively, yielding a 2-nd order isotropy for the pressure
tensor. The values for E
(6)
P4,F6 and E
(8)
P4,F6 are obtained by
matching the forcing Taylor expansion of E
(8)
P2,F6 and E
(8)
P2,F8
up to the 6-th order, i.e. same e2, e4 and e6, the bulk and
interface properties, i.e. same ε, and imposing the 4-th order
pressure tensor isotropy, i.e. ΛI = χI = 0.
with P xy = 0. As for the coefficients α, β, γ and η we
used the same notation as in [37]. These can be expressed
using the coefficients of the general expression in Eq. (30)
as follows: −α/12 = χN+χT +χI , β/12 = ΛN+ΛT +ΛI ,
η/4 = ΛN and −γ/4 = χN . The mechanical equilibrium
condition, i.e. ∂µP
µν = 0, implies P xx(x) = p0 for a flat
interface, i.e. the pressure normal to the interface must
not change from one bulk phase to the other, and through
the interface itself. We wish to stress [37, 39] that, as
demonstrated in simulations, the lattice pressure tensor
in Eq. (24) is observed to be numerically constant at
machine precision in the bulk and through the interface,
i.e. it exactly implements the mechanical equilibrium
condition on the lattice. Starting from the mechanical
equilibrium condition P xx(x) = p0 and making use of
the identity d
2ψ
dx2 =
1
2
d
dψ (
dψ
dx )
2 it is possible to write the
following equation for the square of the density profile
derivative as a function of the density n(
dn
dx
)2
=
24ψ−ε
Gc2sβψ
′2
∫ n
ng
dn¯
ψ′
ψε+1
[
p0 − n¯c2s −
Gc2se2
2
ψ2
]
,
(34)
where ψ′ = dψ/dn, ε = −2α/β and 24/β = 8(1 −
ε)/e2 [37][57] (see Appendix E for details).
Given the fact that the density derivative is zero in the
bulk phases one obtains an integral constraint∫ nl
ng
dn¯
ψ′
ψε+1
[
p0 − n¯c2s −
Gc2se2
2
ψ2
]
= 0. (35)
Assuming G < Gc (where Gc is the critical value below
which two-phase coexistence is possible), Eq. (35) cou-
pled to the mechanical equilibrium requirement of equal
bulk pressures [see Eq. (26)] in both phases
Pµνb (ng) = P
µν
b (nl) = p0δ
µν , (36)
allows to uniquely determine the values of the bulk gas
ng and liquid nl densities as a function of the coupling
G. As one can see, the properties of the stencil of the
multi-range forcing explicitly enter in Eq. (35) through
the constant ε, which also appears in the definition of
the profile derivative in Eq. (34). Hence, by matching e2
and ε we can obtain the same equation of state and same
density profile for the flat interface.
B. Surface Tension Analysis
Let us now continue with the surface tension of the flat
interface which is given by the integral
σ =
∫ +∞
−∞
dx [P xx (x)− P yy (x)]
=−Gc2s (χT + ΛT + χI + ΛI)
∫ +∞
−∞
dx
[
dψ (x)
dx
]2
.
(37)
Assuming the use of a forcing scheme for which the 4-
th order forcing isotropy condition I4,0 = 0 is fulfilled,
given Eq. (32) it automatically follows that χI + ΛI = 0,
i.e. the surface tension does not depend on the anisotropy
coefficients. In other words, the anisotropies of the lattice
pressure tensor do not affect the value of σ, thus securing
its physical meaning (and its use for the contact angle
calculations [40]) for higher order stencils.
In order to complete the comparison with [37] we com-
pute the value of the combination χT + ΛT , resulting in
(see Appendix E for details)
χT + ΛT =
e4
2
, (38)
which coincides with the result reported in [37]. Hence,
matching e4, in addition to e2 and ε as discussed in Sec-
tion V A, eventually yields the same surface tension of
any reference multi-range forcing.
C. Macroscocpic Matching Strategy
In order to match the forcing expansion and the bulk
and interface properties we express e2n as a function of
the weights {W (|ea|2)} (see Appendix E) according to a
new group-wise parametrization of Eµ1...µ2n , extending
the 6-th order one presented in [54], discussed in Ap-
pendix A. Given the results of the previous subsections,
it can be seen that by matching e2, e4 and ε one auto-
matically recovers the force isotropy conditions up to the
4-th order, i.e. I4,0 = 0 (cfr. Appendix E), the same
bulk densities for the flat interface and the same surface
tension as a function of G. Hence, in order to impose the
4-th order isotropy of the pressure tensor we just need
to impose either ΛI = 0 or, equivalently, χI = 0, since
I4,0 = 0 is already implemented [see Eqs. (31) and (32)].
9FIG. 3: Surface tension and flat interface profile comparison for E(6), on the left half, and E(8), on the right half, at different
values of Gc2s and for different pseudo-potentials, ψ = exp(−1/n) and ψ = 1− exp(−n). In panels (a) and (b) (corresponding
to the two choices of ψ) we report for E(6) the results of the Laplace law. The slope of the straight lines corresponds to σ
obtained by integrating of Eqs. (34), (35) and (37) (see main text for details). Similar data are presented in panels (e) and
(f) for E(8). Red ‘x’ points and blue ‘+’ symbols represent the data for P4 and P2 respectively. Panels (c) and (d): relative
deviation of the flat interface profiles for E(6) for different G and ψ. The latter is given by 1 minus the ratio of the 4-th order
isotropic pressure tensor profile nP4 (reported in the inset) normalized by the 2-nd order one, nP2. The same quantities are
reported in (g) and (h) for E(8).
A detailed report of the relevant quantities involved in
our numerical tests is reported in Table I and II. Notice
that we have introduced a slight modification to the no-
tation E(6) and E(8). For the latter cases the pressure
tensor is isotropic at the 2-nd order while the forcing at
the 6-th and 8-th order respectively, hence, we introduce
the notation E
(6)
P2,F6 and E
(8)
P2,F8. Furthermore, we can
indicate with E
(8)
P4,F# a set of weights yielding the same
bulk and interface properties and the same forcing ex-
pansion as E
(8)
P2,F8 up to the # order with 4-th order
pressure isotropy. The same notation applies for the 6-th
order case E
(6)
P4,F#. We report in Table II the weights for
the two new multi-range models E
(6)
P4,F6 and E
(8)
P4,F6.
As it can be seen in Table I the values of the coeffi-
cients of the first anisotropic corrections I8,0 and I8,1, for
the lower isotropy forcing E
(8)
P4,F6, are different from zero
while they vanish, by construction, for E
(8)
P2,F8. Indeed,
based on the previous literature [19, 20, 35], one would
think that the intensity of the spurious currents would be
stronger for E
(8)
P4,F6 because of the lower forcing isotropy.
As we show in the next Section, the opposite rather hap-
pens. Indeed, it is the pressure tensor isotropy to play a
decisive role. In fact, the coefficients of the pressure ten-
sor anisotropic corrections, ΛI and χI , vanish for E
(8)
P4,F6,
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FIG. 4: In the first row we report the results for the new forcing schemes with a 4-th order isotropic pressure tensor while
in the second row we report the usual maximally isotropic forcing schemes. The normalization is performed with respect to
um = minu(x) and uM = maxu(x). Panels (a), (b), (c) and (d) (two middle columns): Maps of the normalized spurious
currents intensity u = |u| in linear scale for E(6)P4,F6 in (a) (uM/cs ' 0.019) and E(6)P2,F6 in (b) (uM/cs ' 0.022), and for E(8)P4,F6
in (c) (uM/cs ' 0.012) and E(8)P2,F8 in (d) (uM/cs ' 0.014). Panels (A), (B), (C) and (D) (lateral columns): Normalized
spurious currents intensity in logarithmic scale for E
(6)
P4,F6 in (A) and E
(6)
P2,F6 in (B), and for E
(8)
P4,F6 in (C) and E
(8)
P2,F8 in (D).
In all plots Gc2s = −3.6, L = 255 and ψ = exp(−1/n). Coordinates have the origin in the center of the droplet. The relative
intensities have been scaled and “quantized” by multiplying for an integer (9 for the linear case and 12 for the log scale) and
taking the (floor) integer part b·c. Hence, the color map has discrete changes easing the area comparison in a given range.
The spatial extension of the currents in the upper row (higher pressure tensor isotropy) is smaller than in the lower row.
implying a higher pressure isotropy, while they are dif-
ferent from zero for E
(8)
P2,F8, leading to stronger spurious
currents (see Fig. 4).
VI. NUMERICAL TESTS
The following results have been obtained by imple-
menting the methods described in Section II for a two-
dimensional regular square lattice of linear size L. We
use the D2Q9 discrete velocity set {ξi} with i = 0, . . . , 9,
for which ξ0 = 0 and ξa = ea for a = 1, . . . , 8 as reported
in Fig. 1(a), and c2s = 1/3. In the following, we report
the forcing values in the scaled form Gc2s, so that our re-
sults can be easily compared to those obtained with dif-
ferent discrete velocity sets with a different sound speed
cs. Finally, in order to demonstrate the robustness of
our findings, we also considered two different functional
forms for the pseudo-potential, namely ψ = exp(−1/n)
and ψ = 1− exp(−n) [10, 11, 19, 20, 37]. Further details
are reported in Appendix F.
Let us begin by showing that the forcing schemes pre-
sented in Table II yield the same macroscopic properties,
i.e. surface tension σ and flat interface density profiles
n(x). These results are reported in Fig. 3. For the eval-
uation of the surface tension, we resorted to the Laplace
test: we simulated droplets of different sizes, measuring
the pressure difference between the inside and the outside
of the droplet, ∆p = pin − pout. These values have been
computed according to Eq. (26) since the gradients in the
bulk regions of the two phases are negligible. The Young-
Laplace law relates the pressure difference to the surface
tension and the radius of the droplet through the well-
known expression ∆p = σ/R, in two dimensions. Hence,
in order to estimate σ, given the values of ∆p, one needs
to measure the radius of the droplet R, which we obtain
by means of the Gibbs criterion [34], i.e. by inverting the
relation [58] L2〈n〉 = piR2 nin+(L2−piR2)nout, where we
used the average density 〈n〉 = L−2∑x n(x). The points
(R−1,∆p) are reported in Fig. 3(a), (b), (e) and (f) for
different values of Gc2s. Red ‘x’ points are associated
to the new 4-th order pressure tensor isotropy schemes,
while blue ‘+’ are those associated to the higher forcing
isotropy schemes [19, 35]. Finally, the slope of the dashed
lines represent the values of σ obtained from the numer-
ical integration of Eqs. (34), (35) and (37) [59]. We first
notice that blue and red points (R−1,∆p) superpose in
good agreement with the slope given by σ for all forcing
values and choices of ψ, demonstrating that the newly
proposed forcing schemes E
(6)
P4,F6 and E
(8)
P4,F6 yield the
same surface tension as E
(6)
P2,F6 and E
(8)
P2,F8, respectively.
We continue with the analysis of the flat interface pro-
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FIG. 5: Normalized velocity u/cs = |u|/cs histogram p(log(u/cs)) for L = 255 and complementary cumulative distribution
F˜ = 1−F (log(u/cs)) for different values of G, choices of ψ and forcing schemes. Data for the new 4-th order isotropic pressure
tensor schemes, i.e. E
(6)
P4,F6 and E
(8)
P4,F6 (see Tab. II), are reported in thick red lines while those related to the standard higher
order schemes [19, 20, 35], i.e. E
(6)
P2,F6 and E
(8)
P2,F8 (see Tab. II), are reported in thin blue.
files, reported in Fig. 3(c), (d), (g) and (h). In these pan-
els we report the relative variation of the profiles related
to the new 4-th order pressure tensor isotropy schemes
E
(6)
P4,F6 and E
(8)
P4,F6, that we indicate for brevity as nP4,
with respect to the profiles obtained using the standard
schemes E
(6)
P2,F6 and E
(8)
P2,F8, labeled as nP2. In the in-
sets we report the profiles nP4 for the same values of Gc
2
s
for reference. The data highlight that the magnitude of
the largest deviation is of order 10−11 (compatibly with
floating point rounding [60]), changing for different val-
ues of the coupling constant and ψ.
Now that we have numerically verified that the macro-
scopic properties are consistent across the different
schemes in a wide range of coupling values and for dif-
ferent choices of ψ, we continue with the analysis of
the spurious currents. In Fig. 4 we report the plots for
the spatial distribution of the scaled velocity magnitude
u(x) = |u(x)|. Each row refers to a different degree of
isotropy of the pressure tensor, 4-th and 2-nd order for
first and second row respectively. In the two columns
on the left we consider the cases E
(6)
P#,F#, while the re-
sults for E
(8)
P#,F# are reported in the two columns on
the right. Normalization is performed by means of the
minimum um = minu(x) and maximum uM = maxu(x)
in the whole domain, for each case. In Fig. 4(a), (b),
(c) and (d) we use a linear scale, providing fine-grained
details. In Fig. 4(A), (B), (C) and (D) we use a loga-
rithmic scale, providing a good first-glance indication of
the extension of the currents. We multiply the normal-
ized quantities by an arbitrary integer N and then we
take the integer part b·c so that only N colors appear,
with N = 9 and N = 12 for the linear and logarith-
mic scales respectively. To guide the eye we report the
center of the droplet, which is used as the origin of the
coordinates, and the radius obtained with the Gibbs cri-
terion above described. As apparent from Fig. 4, for
Gc2s = −3.6 and ψ = exp(−1/n), the extension of the
spurious currents is always smaller for the new schemes
E
(6)
P4,F6 and E
(8)
P4,F6, even in the case of E
(8)
P4,F6 which
has a lower forcing isotropy order with respect to the
standard E
(8)
P4,F8. Hence, the degree of isotropy of the
pressure tensor tunes the spatial extension of the spuri-
ous currents, for the same values of the surface tension σ
and the reference (i.e. flat) interface profile.
In the previous literature [19, 20, 35] the intensity of
the spurious currents has been mainly characterized by
the maximum Mach number uM/cs. However, one can
see in Fig. 4 (linear scale panels) that only a very small
fraction of the system area displays the strongest cur-
rents. In order to have a more informative character-
ization, we report in Fig. 5 the histogram of the log-
arithm of the normalized velocity magnitude u/cs, i.e.
p(log(u/cs)), for different values of Gc
2
s and different ψ,
as well as the complementary cumulative distribution
F˜ (log(u/cs)) = 1− F (log(u/cs)) (starting from 1 on the
left side of the insets). This latter quantity represents the
fraction of the area of the system where the currents are
larger than a given value of u/cs. The parameters used in
Fig. 4 are analyzed in Fig. 5(a) and (c): thicker red lines
refer to the new schemes E
(6)
P4,F6 and E
(8)
P4,F6 while the
thinner blue curves refer to the standard ones [19, 20, 35]
E
(6)
P2,F6 and E
(8)
P2,F8 (see Table II). We can observe that
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the new schemes always yield the smallest peak value for
the histograms, i.e. the majority of the system area is
affected by smaller spurious currents with respect to the
standard case. This fact automatically implies a smaller
spatial extension of the currents. The insets in Fig. 5(a)
and (c) show that the complementary cumulative distri-
bution F˜ = 1 − F decreases faster for the new schemes,
i.e. for a given value of u/cs the area of the systems
containing larger currents is sizeably smaller for the new
schemes than for the standard ones. The other panels in
Fig. 5 confirm this trend. The histograms of the spurious
currents eventually converge, independently on the pres-
sure tensor isotropy order, for smaller coupling constants
Gc2s, near the critical point. Finally, we verified that by
changing the size of the system to L = 351, while keeping
fixed the ratio between L and the initial droplet radius
L/R = 5, the histogram of log(u/cs) does not change for
Gc2s ≤ −3.1, for both choices of ψ.
In summary, with this series of numerical tests we
showed that a higher order isotropy of the pressure ten-
sor yields spurious currents that are both weaker and less
spatially extended than those emerging from the stan-
dard multi-range approach [19, 20, 35]. Such a result has
been obtained comparing forcing schemes that share the
same lattice force continuum expansion up to a given or-
der, same surface tension and flat interface profile, for
different values of the coupling constant Gc2s and differ-
ent choices of the pseudo-potential ψ, thus establishing
the robustness of the findings.
VII. CONCLUSIONS
In the present paper we have reviewed the isotropy
analysis of the Shan-Chen forcing scheme [10, 11, 19,
20, 35] and generalized it to the lattice pressure ten-
sor defined in [37]. As a first step, we fine-grained the
isotropy analysis to the single forcing vectors groups used
in the multi-range models by extending the parametriza-
tion of the relevant tensorial structures introduced in [54]
(see Appendix A). Such fine-grained approach, together
with the treatment of mixed vectorial structures (see
Appendix D) allowed us to write the general form of
the fourth-order expansion of the lattice pressure ten-
sor for the multi-range schemes E(4), E(6) and E(8)
[see Eq. (30)]. Such general expression highlights the
anisotropic contributions allowing to define the new
isotropy conditions for the lattice pressure tensor expan-
sion, namely χI = ΛI = 0 [see Eq. (31)]. In particular
we noticed that the fourth order isotropy condition for
the forcing can be obtained by a linear combination of
the pressure tensor conditions, i.e. I4,0 = 4(χI + ΛI)
[see Eq. (32)]. This last result has the important con-
sequence of making the value of the surface tension of
the flat interface independent from the anisotropic coef-
ficients χI and ΛI [see Eq. (32) and (37)], thus secur-
ing its physical meaning. Finally, we designed a nu-
merical setup capable of keeping fixed the forcing ex-
pansion (up to the 6-th order) and the macroscopic flat
interface properties (i.e. flat interface profile and surface
tension), thus isolating the role of the pressure tensor
isotropy. Hence, starting from the previously proposed
E
(6)
P2,F6 and E
(8)
P2,F8 multi-range schemes [19, 20, 35],
where we indicate with P# and F# the isotropy or-
der of the pressure tensor and forcing respectively, we
obtained the new schemes E
(6)
P4,F6 and E
(8)
P4,F6 (see Ta-
ble II). We showed in Figures 4 and 5 that the higher
isotropy degree for the pressure tensor yields weaker and
less spatially extended spurious currents, even for E
(8)
P4,F6
which yields only a 6-th order forcing isotropy with re-
spect to the 8-th order of E
(8)
P2,F8. The source code for
the simulations can be found on the github repository
https://github.com/lullimat/idea.deploy [41–48], where
a Jupyter notebook [47] is available to reproduce the re-
sults reported in this paper.
On a more general perspective, the difference between
the isotropy conditions of the lattice forcing and the lat-
tice pressure tensor can be traced back to the differ-
ent algebraic structure of their Taylor expansions: while
the forcing expansion only involves higher order deriva-
tives, the pressure tensor introduces products of lower
order ones [39]. The possibility to express the 4-th order
isotropy condition of the forcing as a linear combination
of the two new conditions for the pressure tensor is at
one time striking and pointing at a more fundamental
structure underlying both lattice quantities. It would be
interesting to extend the present analysis to further or-
ders and check whether the new isotropy conditions for
the lattice pressure tensor would still be compatible with
the forcing ones. Indeed, the analysis of the isotropy of
the lattice pressure tensor opens up yet another “dimen-
sion” to study and control the spurious currents, yielding
a more effective reduction of the latter at a fixed forcing
isotropy order.
Finally, the possibility to isolate the anisotropic parts
of the pressure tensor lays the foundation for a sys-
tematic treatment, in the multi-range case, of the re-
maining isotropic components. This is of utmost impor-
tance when bridging the Lattice Boltzmann method to
other thermodynamic and mesoscopic descriptions of the
physics of a multi-phase interface [34].
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Appendix A: Stencil Isotropy Details
In this Section we will present the details of the deriva-
tion of the expressions for the isotropy constants, i.e.
e2n, and forcing isotropy conditions, i.e. I2n,k, which
have been introduced in Section III as the isotropic and
anisotropic contributions to Eµ1...µ2n in Eq. (11) and
further specified in Eqs. (12) and (13). Expressing the
isotropy constants e2n as a function of the weights, as in
Appendix E, allows us to define the system of equations
whose solution is the set of weights defining E
(6)
P4,F6 and
E
(8)
P4,F6 (see Table II), yielding a 4-th order isotropic pres-
sure tensor. The presentation below constitutes a basis
for the generalization of the results presented in this pa-
per at higher order and in three-dimensions, which must
be complemented by a parallel development of the results
obtained in Appendix D relative to the product of vectors
belonging to different groups [see Eq. (D5)]. Technically,
we adopt a slightly different perspective with respect to
earlier multi-range works [19, 35], by generalizing (to the
best of our knowledge) the analysis reported in [54] which
was limited to the 6-th isotropy order [61].
Let us start from the definition of Eµ1...µ2n in Eq. (11):
we can see that a summation over all groups is used.
However, we can split the definition for each group, i.e.
keeping fixed the square norm |ea|2 = `, so that we can
write the group-wise quantities as
Eµ1...µ2n` =
∑
ea∈G`
eµ1a e
µ2
a · · · eµ2na , (A1)
for which a possible parametrization for n ≥ 2, extending
the 6-th order one provided in [54], can be written as
Eµ1...µ2n` =A(2n) (`) ∆µ1...µ2n
+B(2n)2n (`) δµ1...µ2n
+B(2n)2n−2 (`) [δµ1µ2δµ3...µ2n + perms] + · · ·
+B(2n)2n−M(n) (`) [δµ1...µM(n)δµM(n)+1...µ2n + perms]
(A2)
or in a more compact form
Eµ1...µ2n` = A(2n) (`) ∆µ1...µ2n
+
M(n)/2∑
k=0
B(2n)2n−2k (`) [δµ1...µ2kδµ2k+1...µ2n + perms] .
(A3)
In the above expressions ∆µ1...µ2n is the 2n-rank isotropic
tensor [19, 35, 54], δµ1...µ2n is the 2n-rank Kronecker delta
(which equals one only if all indices take the same value)
and M(n) = n− (2 + nmod 2) (notice that we use both
n and 2n in the definitions). Finally, we set the conven-
tion δµnµk = 1 for n ≥ 1 and k = 0, e.g. δµ1µ0 = 1,
δµ2µ0 = 1 and so on. The constants A(2n) (`) take on dif-
ferent values for each group of vectors of squared length
` = |ea|2 and they all multiply isotropic tensors. Sim-
ilarly, the coefficients B(2n)2n−2k (`) depend on the specific
group and they all multiply the anisotropic contributions
given by the higher rank Kronecker deltas. Hence, given
Eq. (A3), it is clear that a single group of vectors cannot
be used as a basis for 2n-rank isotropic tensors, because
it is not possible to eliminate the anisotropic contribu-
tions. The solution is to use more than a group as it is
done in Eq. (8) so that the total sum of the 2n-indices
quantities can be made fully isotropic. By summing E`
over the different groups, we single out the coefficients
e2n (cfr. Eq.(12) and nearby discussion) multiplying the
fully isotropy tensors of rank 2n, i.e. the isotropy coeffi-
cients, and the isotropy conditions I2n,k = 0 assuring the
vanishing of the anisotropic contributions
e2n =
∑
`
A(2n) (`)W (`) ,{
I2n,k =
∑
`
B(2n)2n−2k (`)W (`) = 0
}
.
(A4)
We remark that Eq. (A3) only represents a definition of
the anisotropic contribution coefficients B(2n)2n−2k (`) allow-
ing to set their combination to zero as in Eq. (A4).
Let us now discuss the combinatorial aspect of
Eq.(A3). We remark that the present discussion assumes
n ≥ 2. The quantity M(n) = n− (2 +nmod 2) is related
to the maximum of the sum. The limit k = M(n)/2 is
imposed in order to avoid double counting the tensorial
structures. This point can be better understood by some
direct examples: choosing 2n = 4 we get M(2) = 0, i.e.
the above sum only contains the k = 0 element, which
is indeed the case, since at 4-th order one can only have
either the full isotropic tensor ∆(4) or the higher rank
Kronecker delta δ(4), whose coefficients are going to be
captured by the k = 0 terms. If we consider 2n = 6
then M(3) = 0 yielding only ∆(6) and δ(6) in agreement
with the highest order explicitly treated in [54], while for
2n = 8 one would get M(4) = 2, so that the sum would
end at k = M(4)/2 = 1. This result is compatible with
the analysis reported in [19, 35] yielding two isotropy
conditions for the forcing at the 8-th order.
This structure can be better understood by looking at
the possible arrangements of an even number of the two
variables x and y in a set of 2n elements. For 2n = 4 it
is clear that only two arrangements are possible, either
{x, x, x, x} or {x, x, y, y} since the ones obtained from the
exchange x ↔ y, namely {y, y, y, y} and {y, y, x, x}, are
expected to yield the same expressions given the invari-
ance of the vectors of the group under coordinate permu-
tations. Hence, for the problem of finding the indepen-
dent indices arrangements, one needs to consider all those
permutations that are not trivially linked by coordinates
exchange. In the case of 2n = 6 one still has two possible
arrangements {x, x, x, x, x, x} and {x, x, x, x, y, y}, while
for 2n = 8 there are three, namely {x, x, x, x, x, x, x, x},
{x, x, x, x, x, x, y, y} and {x, x, x, x, y, y, y, y}.
Furthermore, we notice that, at each order 2n,
all arrangements different from the homogeneous one
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{x, x, . . . , x, x}, would allow at most two tensorial struc-
tures to yield a contribution. Let us analyze again
the previous examples: for 2n = 4 the combination
{x, x, x, x} is such that both ∆xxxx = 3 (see [19, 54]) and
δxxxx = 1 differ from zero, while for {x, x, y, y} the only
non-zero contribution would be ∆xxyy = 1 since δxxyy =
0. Similar arguments hold for 2n = 6. For 2n = 8 one has
three tensorial structures, namely ∆(8), δ(8) and δ(2)δ(6),
which in Eq. (A3) are multiplied by A(8)(`), B(8)8 (`) and
B(8)6 (`) respectively. For {x, x, x, x, x, x, x, x} all three
terms survive yielding A(8)(`) ∆xxxxxxxx = A(8)(`) 7!!,
B(8)8 (`) δxxxxxxxx = B(8)8 (`) and B(8)6 (`) (δxxδxxxxxx +
perms.) = B(8)6 (`)
(
8
2
)
, while for {x, x, x, x, x, x, y, y} one
hasA(8)(`) ∆xxxxxxyy = A(8)(`) 5!!, B(8)8 (`) δxxxxxxyy = 0
and B(8)6 (`) (δyyδxxxxxx + perms.) = B(8)6 (`), where in
the last term only one of the possible combinations sur-
vives. The last permutation {x, x, x, x, y, y, y, y} yields
only the term proportional to the fully isotropic ten-
sor A(8)(`) ∆xxxxyyyy = A(8)(`) 3!!3!!. Thus, we can de-
fine a system of equations to determine the coefficients
A(8)(`), B(8)8 (`) and B(8)6 (`) for any value of `, by means
of Eq. (A3): we enumerate all possible independent in-
dices permutations and isolate the non-vanishing terms
in ∑
ea∈G`
eµ1a e
µ2
a · · · eµ8a
= A(8)(`) ∆µ1...µ8 + B(8)8 (`) δµ1...µ8
+ B(8)6 (`) (δµ1µ2δµ3...µ8 + perms),
(A5)
yielding, for each permutation, a linear equation. The
system can then be solved for the coefficients A(8)(`),
B(8)8 (`) and B(8)6 (`).
Let us now analyze the general case in which we select
the first 2nx indices to be equal to x and the remaining
2n− 2nx = 2ny to be equal to y, so that one would get∑
ea∈G`
(exa)
2nx (eya)
2ny =
= A(2n) (`) (2nx − 1)!! (2ny − 1)!! + B(2n)2n (`) δk (2ny)
+
M(n)/2∑
k=1
B(2n)2n−2k (`)
[
Z
(2n)
2n−2kδk (2ny) + δk (2ny − 2k)
]
,
(A6)
where δk(a) is the Kronecker delta being equal to 1 when
a = 0, and Z
(2n)
2n−2k =
(
2n
2n−2k
)
=
(
2n
2k
)
indicates the num-
ber of possible independent permutations of the indices
in the terms δµ1...µ2kδµ2k+1...µ2n .
The above arguments of symmetry under coordinate
exchange x ↔ y impose a lower limit 2nx ≥ m(n) =
n + n mod 2: all indices permutations below this value,
i.e. 2nx < m(n), coincide, under coordinates exchange
x ↔ y, with those such that 2nx ≥ m(n). At the lower
bound, for 2nx = m(n), remembering the upper limit
of the summation M(n) = n − (2 + nmod 2), one has
2ny = 2n − 2nx = n − n mod 2 > M(n) so that all the
B(2n)2q terms disappear allowing to compute the coefficient
A(2n) as
A(2n) (`) =
∑
ea∈G` (e
x
a)
n+n mod 2
(eya)
n−n mod 2
(n+ n mod 2− 1)!! (n− n mod 2− 1)!! .
(A7)
For 2n −M(n) ≤ 2q < 2n the coefficients B(2n)2q can be
computed as
B(2n)2q (`) =
∑
ea∈G`
(exa)
2q
(eya)
2n−2q
−A(2n) (`) (2q − 1)!! (2n− 2q − 1)!!,
(A8)
while in the limiting case 2q = 2n one has
B(2n)2n (`) =
∑
ea∈G`
(exa)
2n −A(2n) (`) (2n− 1)!!
−
M(n)/2∑
k=1
B(2n)2n−2k (`) Z(2n)2n−2k.
(A9)
The above equations can be solved by first computing
the value of the coefficient A(2n)(`) in Eq. (A7), which
in turn allows to compute any of the coefficients B(2n)2q (`)
as in Eq. (A8). Once computed the above values one can
finally evaluate the remaining B(2n)2n (`) as in Eq. (A9).
Appendix B: Forcing Isotropy
Let us now connect the results in Appendix A to the
previous literature on the forcing isotropy [19, 20, 35]. In-
deed, we defined the forcing isotropy conditions {I2n,k =
0}, according to our new parametrization, in Eq. (A4) as{
I2n,k =
∑
`
B(2n)2n−2k (`)W (`) = 0
}
, (B1)
which can be explicitly written once all the coefficients
B(2n)2n−2k (`) are computed according to Eqs. (A7), (A8)
and (A9). However, the above conditions do not have
the same form as those reported in [19], where the
isotropy is obtained by requiring that the sum, over
all groups,
∑
ea∈GW
(|ea|2) (exa)2nx (eya)2ny , only yield
isotropic contributions. Such request is expressed by the
following sequence of ratios [19]
15

∑
ea∈G
W
(|ea|2) (exa)m(n)+2 (eya)2n−m(n)−2 / ∑
ea∈G
W
(|ea|2) (exa)m(n) (eya)2n−m(n) = (m (n) + 1)!! (2n−m (n)− 3)!!(m (n)− 1)!! (2n−m (n)− 1)!!∑
ea∈G
W
(|ea|2) (exa)m(n)+4 (eya)2n−m(n)−4 / ∑
ea∈G
W
(|ea|2) (exa)m(n)+2 (eya)2n−m(n)−2 = (m (n) + 3)!! (2n−m (n)− 5)!!(m (n) + 1)!! (2n−m (n)− 3)!!
...∑
ea∈G
W
(|ea|2) (exa)2n / ∑
ea∈G
W
(|ea|2) (exa)2n−2 (eya)2 = (2n− 1)!!(2n− 3)!! (2n−m (n)− 3)!!
(B2)
Equations in (B2) must then be linear combinations of those in (B1). Such combinations can be computed by
straightforward (although tedious) manipulations. We report now, in the same order, the isotropy conditions in
Eq. (B2), expressed in terms of the coefficients B(2n)2n−2k of the new parametrization
∑
ea∈G
W
(|ea|2)B(2n)2n−M(n) (|ea|2) = 0, for M (n) > 0∑
ea∈G
W
(|ea|2) [B(2n)2q+2 (|ea|2)− (2q + 1)(2n− 2q − 1)B(2n)2q (|ea|2)
]
= 0, for M (n) > 0 and 2n−M (n) ≤ 2q < 2n
∑
ea∈G
W
(|ea|2) [B(2n)2n (|ea|2)+ θ (M (n))(Z(2n)2n−2 − 2n+ 1)B(2n)2n−2 (|ea|2)
+θ (M (n)− 2)
M(n)/2∑
k=2
Z
(2n)
2n−2kB(2n)2n−2k
(|ea|2)
 = 0.
(B3)
Each equation involves a combination of our new
isotropy conditions I2n,k =
∑
` B(2n)2n−2kW (`) = 0,
proving the linear dependence of Eq. (B1) and
Eq. (B2). In the Jupyter notebook [47] relative
to this paper, accessible on the github repository
https://github.com/lullimat/idea.deploy [41–48], it is
possible to find the comparison of Eq. (B3) against
Eq. (B2) for multi-range forcing schemes up to the 14-th
isotropy order. As an aside, the above analysis allows to
compute the number of equations needed to satisfy the
isotropy conditions at the 2n-th order, which is simply
given by Neq(2n) = (2n −m(n))/2 = (n − n mod 2)/2,
i.e. by the difference between the maximum values of
2nx = 2n and the minimum 2nx = m(n) divided by 2
since only even changes in 2nx would yield a non-zero
result. Hence, the total number of weights Nw required
to obtain isotropy at the 2n-th order is given by the fol-
lowing equation
Nw−1 = 1
2
n∑
k=2
[2k−m(k)] = 1
2
n∑
k=2
(k−k mod 2), (B4)
where with the −1 we are indicating the fact that one
of the equations is typically used to set the value of the
second order isotropy constant e2. This is the common
practice, however this is not necessary from the mathe-
matical point of view.
Appendix C: Lattice Pressure Tensor Definition
In this Section we will provide the details of the defini-
tion of the lattice pressure tensor given in Section IV.
Let us start with the number of contributions Na,(k).
We draw in Fig. 6 (a), (b) and (c) the force vectors
intersecting the two unit area elements A(x) (horizon-
tal red line) and A(y) (vertical red line), one direc-
tion for each of the three groups G2, G8 and G5 re-
spectively. We determine Na,(k) using the following
rules: i) if a vector ea, starting either at x + cbeb or
x − ea + cbeb (with cb and eb chosen in order to guar-
antee the intersection), crosses the area element any-
where along its surface, excluding its boundary, then it
contributes with weight N(k) (x+ cbeb,x+ ea + cbeb) =
N(k) (x− ea + cbeb,x+ cbeb) = 1, ii) if a vector ea
starts or ends at the position where A(k) is cen-
tered or it only superpose along the boundary, then
it counts with weight N(k) (x+ cbeb,x+ ea + cbeb) =
N(k) (x− ea + cbeb,x+ cbeb) = 1/2. The second rule is
needed to avoid double counting the contribution of those
vectors along the same direction that are “shared” by dis-
tinct parallel area elements (see Fig. 6). A supplementary
rationalization of the last result for the “shared” forcing
vectors [37] has been given in [39] following the pressure
tensor construction of Irving & Kirkwood [55]: the factor
1/2 follows from choosing, on the basis of isotropy con-
siderations, the normalization of the Dirac delta on half
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e5
e13
e17
(a) (b) (c)
FIG. 6: Sketch for the computation of the number of contributions Na,(k) of forcing vectors crossing the area elements. The
three examples in panels (a), (b) and (c), correspond to a = 5, 13 and 17 (from left to right), respectively. In the middle we
sketch in solid red lines the two area elements A(x) = e2 and A(y) = e1, while we report in dashed those parallel area element
“sharing” a given forcing vector.
of the real line as
∫ 0
−∞ δ(x) = 1/2. Now we can determine
the values of Na,(k) for the examples reported in Fig. 6.
Let us begin with e5 and e13 for which the expression
does not depend on the choice k of the direction of the
unit area element
N5,(k) = N(k) (x,x+ e5) +N(k) (x− e5,x)
=
1
2
+
1
2
= 1,
N13,(k) = N(k) (x− e13,x) +N(k)
(
x− e13
2
,x+
e13
2
)
+N(k) (x,x+ e13)
=
1
2
+ 1 +
1
2
= 2,
(C1)
whereas in the case of e17 we need to distinguish the area
element directions
N17,(y) = N(y) (x− e17,x) +N(y) (x,x+ e17)
+N(y) (x− e1,x− e1 + e17)
+N(y) (x− e1 − e2,x− e1 − e2 + e17)
= 4× 1
2
= 2,
N17,(x) = N(x) (x− e17,x) +N(x) (x,x+ e17)
= 2× 1
2
= 1.
(C2)
The previous results can be expressed in the more com-
pact form [37]
Na,(k) = e
α
aA
α
(k), (C3)
which allows us to write the contribution of the forcing
vector ea as P
µν
a (x) = −F¯a (x) eµaeνa (cfr. Section IV).
We remark that the above definition of Na,(k) carries
a sign of the relative orientation of the forcing vectors
and the area element. While the vectorial nature of this
sign is relevant for the definition of the pressure tensor
the weights related to the contribution of specific forcing
vectors is always assumed positive, i.e. the sign of the
weights is the same for a specific forcing vector ea and
its opposite ea = −ea¯, in agreement with the construc-
tion presented in [39].
Let us now define the average force F¯a. In order to
take into account the variation of the force vectors cross-
ing the area elements we need to use an average force
F¯a (x). In the multi-range case, one can immediately no-
tice that the number of contributions for a given ea may
vary according to the direction of the area element. Let
us use as a starting point the weighted sum of the crossing
forces through A(k) along the direction ea, i.e. the sum of
the products of the weights N(k) (x+ cbeb,x+ ea + cbeb)
and the magnitude of the force defined between the same
couple of points. In the case of e17 one would obtain
F¯17,(y) =−Gc2sW (5)ψ (x)
[
1
2
ψ (x− e17) + 1
2
ψ (x+ e17)
]
−1
2
Gc2sW (5)ψ (x− e1)ψ (x− e1 + e17)
−1
2
Gc2sW (5)ψ (x− e1 − e2)ψ (x− e1 − e2 + e17) ,
F¯17,(x) =−Gc2sW (5)ψ (x)
[
1
2
ψ (x− e17) + 1
2
ψ (x+ e17)
]
,
(C4)
A possible way to define a unique average force is to
use the weighted sum with the largest total contribution
and normalize it to the total sum of the weights, i.e.
for the present case we select F¯17 (x) normalizing it by
|N17,(y)| = |ex17|, i.e.
F¯17 (x) =
1
|N17,(y)| F¯17,(y) (x) . (C5)
17
Such a choice implies that when considering the contribu-
tion of the forcing direction ea crossing the surface area
A(k), i.e. F
µ
a,(k) (x), one would obtain for k = x, y
Fµ17,(y) = F¯17 (x) e
α
17e
µ
17A
α
(y) =
Aα(y)e
α
17
|N17,(y)| F¯17,(y) (x) e
µ
17
=
N17,(y)
|N17,(y)| F¯17,(y) (x) e
µ
17 = F¯17,(y) (x) e
µ
17 sign (e
x
17) ,
Fµ17,(x) = F¯17 (x) e
α
17e
µ
17A
α
(x) =
Aα(x)e
α
17
|N17,(y)| F¯17,(y) (x) e
µ
17
=
N17,(x)
|N17,(y)| F¯17,(y) (x) e
µ
17 =
1
2
F¯17,(y) (x) e
µ
17 sign (e
y
17) ,
(C6)
hence |F17,(y) (x) | = |F17,(x) (x) |/2 which is consistent
with the ratio of the number of contributing vectors for
the two area elements.
The discussion above has focused on those force vec-
tors whose components do not have equal magnitude
or are not proportional to the coordinate basis. How-
ever, the above construction naturally applies to the
those vectors whose components have the same magni-
tude, i.e. {G2,G8}, since the intersecting vectors yield the
same contribution for both area elements |Fa,(y) (x) | =
|Fa,(x) (x) |, and also to the vectors proportional to the
coordinate basis, i.e. {G1,G4} for which the number of
crossings alternatively equals zero according to Na,(k) =
eαaA
α
(k).
Now, we can write the contribution to the lattice pres-
sure tensor for a specific vector belonging to each group
Pµν1 =Gc
2
sW (1)ψ (x)
[
1
2
ψ (x+ e1) +
1
2
ψ (x− e1)
]
eµ1e
ν
1 ,
Pµν5 =Gc
2
sW (2)ψ (x)
[
1
2
ψ (x+ e5) +
1
2
ψ (x− e5)
]
eµ5e
ν
5 ,
Pµν9 =
Gc2s
2
W (4)ψ (x)
[
1
2
ψ (x+ e9) +
1
2
ψ (x− e9)
]
eµ9e
ν
9
+
Gc2s
2
W (4)ψ
(
x− e9
2
)
ψ
(
x+
e9
2
)
eµ9e
ν
9 ,
Pµν17 =
Gc2s
4
W (5)ψ (x)ψ (x− e17) eµ17eν17
+
Gc2s
4
W (5)ψ (x)ψ (x+ e17) e
µ
17e
ν
17
−Gc
2
s
4
W (5)ψ (x− e1)ψ (x− e1 + e17) eµ17eν17
−Gc
2
s
4
W (5)ψ (x− e1 − e2)
× ψ (x− e1 − e2 + e17) eµ17eν17,
Pµν13 =
Gc2s
4
W (8)ψ (x)ψ (x+ e13) e
µ
13e
ν
13
+
Gc2s
4
W (8)ψ (x)ψ (x− e13) eµ13eν13
+
Gc2s
2
W (8)ψ
(
x− e13
2
)
ψ
(
x+
e13
2
)
eµ13e
ν
13.
(C7)
The latter quantities can be used to define the different
contributions to the full lattice pressure tensor reported
in Eqs. (20), (21), (22) and (23) of Section IV.
Appendix D: Lattice Pressure Tensor Continuum
Expansion
In this Section we provide some detailed calculations
for the 4-th order continuum expansion of the pressure
tensor. The only contribution to the lattice pressure ten-
sor that requires further attention is the one related to
the shifted vectors of G5 reported in Eq. (23). Differently
from the other contribution, Eq. (23) yields an expan-
sion where the product of two pairs of different vectors
appears, namely terms of the type eα1 e
β
1 e
µ
2e
ν
2 . In order to
extract from the latter terms the same tensorial struc-
tures appearing in Eαβµν` , namely ∆
αβµν and δαβµν , we
first need to define some basic quantities in terms of the
usual basis vectors, i.e. e1 and e2. As a first step we
express the Kronecker delta as
δαβ = δµνδ
αµδβν = δαx δ
β
x + δ
α
y δ
β
y = e
α
1 e
β
1 + e
α
2 e
β
2 . (D1)
Hence, by the same token, we write the rank-4 Kronecker
delta as
δαβµν = eα1 e
β
1 e
µ
1e
ν
1 + e
α
2 e
β
2 e
µ
2e
ν
2 . (D2)
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In order to compute the 4-th order expansion of Eq. (23)
we need to manipulate the quantity 8e
(µ
1 e
ν)
2 e
(ρ
1 e
σ)
2 . Since
we want to retrieve terms related to ∆αβµν and δαβµν we
sum and subtract a few terms as follows
8e
(µ
1 e
ν)
2 e
(ρ
1 e
σ)
2 = 2 (e
µ
1e
ν
2 + e
µ
2e
ν
1) (e
ρ
1e
σ
2 + e
ρ
2e
σ
1 )
= 2(eµ1e
ρ
1(e
ν
1e
σ
1 + e
ν
2e
σ
2 )− eµ1eρ1eν1eσ1 )
+2(eµ1e
σ
1 (e
ν
1e
ρ
1 + e
ν
2e
ρ
2)− eµ1eσ1 eν1eρ1)
+2(eν1e
ρ
1(e
µ
1e
σ
1 + e
µ
2e
σ
2 )− eν1eρ1eµ1eσ1 )
+2(eν1e
σ
1 (e
µ
1e
ρ
1 + e
µ
2e
ρ
2)− eν1eσ1 eµ1eρ1).
(D3)
It is still possible to perform a similar manipulation that
would finally yield the desired tensorial structure and the
very same term we started with but with opposite sign
8e
(µ
1 e
ν)
2 e
(ρ
1 e
σ)
2 = + 2[(e
µ
1e
ρ
1 + e
µ
2e
ρ
2) (e
ν
1e
σ
1 + e
ν
2e
σ
2 )
− eµ2eν1eσ1 eρ2 − (eµ1eρ1eν1eσ1 + eµ2eρ2eν2eσ2 )]
+ 2[(eµ1e
σ
1 + e
µ
2e
σ
2 ) (e
ν
1e
ρ
1 + e
ν
2e
ρ
2)
− eµ2eν1eρ1eσ2 − (eµ1eσ1 eν1eρ1 + eµ2eσ2 eν2eρ2)]
+ 2[(eν1e
ρ
1 + e
ν
2e
ρ
2) (e
µ
1e
σ
1 + e
µ
2e
σ
2 )
− eν2eµ1eσ1 eρ2 − (eν1eρ1eµ1eσ1 + eν2eρ2eµ2eσ2 )]
+ 2[(eν1e
σ
1 + e
ν
2e
σ
2 ) (e
µ
1e
ρ
1 + e
µ
2e
ρ
2)
− eν2eµ1eρ1eσ2 − (eν1eσ1 eµ1eρ1 + eν2eσ2 eµ2eρ2)]
= 2(2δµρδνσ+2δµσδνρ − 4δµνρσ)− 8e(µ1 eν)2 e(ρ1 eσ)2 ,
(D4)
thus, we can write the following relation
8e
(µ
1 e
ν)
2 e
(ρ
1 e
σ)
2 = 2δ
µρδνσ + 2δµσδνρ − 4δµνρσ. (D5)
Now, we examine the derivative expansion. Starting
from Eq. (23) we begin by selecting the terms that are
proportional to the product of two first derivatives, bear-
ing in mind to decompose the vectors e17, e18, e19 and
e20 as a sum of e1 and e2. Hence, we obtain
Pµν5b[∂∂] =
Gc2s
2
W (5) eα5
(
eβ1 [e
µ
17e
ν
17] + e
β
2 [e
µ
18e
ν
18]
)
∂αψ∂βψ
+
Gc2s
2
W (5) eα6
(
eβ2 [e
µ
19e
ν
19] + e
β
3 [e
µ
20e
ν
20]
)
∂αψ∂βψ
= 3Gc2sW (5)
(
eα1 e
β
1 e
µ
1e
ν
1 + e
α
2 e
β
2 e
µ
2e
ν
2
)
∂αψ∂βψ
+Gc2sW (5) (e
µ
1e
ν
1 + e
µ
2e
ν
2)
(
eα1 e
β
1 + e
α
2 e
β
2
)
∂αψ∂βψ
+Gc2sW (5) (8e
(α
2 e
β)
1 e
(µ
1 e
ν)
2 )∂αψ∂βψ
= Gc2sW (5)
(
2∆αβµν − δµνδαβ − δαβµν) ∂αψ∂βψ
(D6)
Similarly, we consider the second order derivative terms
from the expansion of Eq. (23) and finally obtain
Pµν5a[∂2] =−
Gc2s
4
W (5) eα2 e
β
2 ([e
µ
18e
ν
18] + [e
µ
19e
ν
19])ψ∂α∂βψ
−Gc
2
s
4
W (5)(eα1 e
β
1 [e
µ
17e
ν
17] + e
α
3 e
β
3 [e
µ
20e
ν
20])ψ∂α∂βψ
−Gc
2
s
4
W (5)eα5 e
β
5 ([e
µ
17e
ν
17] + [e
µ
18e
ν
18])ψ∂α∂βψ
−Gc
2
s
4
W (5)eα6 e
β
6 ([e
µ
19e
ν
19] + [e
µ
20e
ν
20])ψ∂α∂βψ
= −3Gc
2
s
2
W (5) (eµ1e
ν
1e
α
1 e
β
1 + e
α
2 e
β
2 e
µ
2e
ν
2)ψ∂α∂βψ
−Gc
2
s
2
W (5)(eα1 e
β
1 + e
α
2 e
β
2 )(e
µ
1e
ν
1 + e
µ
2e
ν
2)ψ∂α∂βψ
−5Gc
2
s
2
W (5)(eα1 e
β
1 + e
α
2 e
β
2 )(e
µ
1e
ν
1 + e
µ
2e
ν
2)ψ∂α∂βψ
−Gc2sW (5)(8e(α1 eβ)2 e(µ1 eν)2 )ψ∂α∂βψ
= −Gc
2
s
4
W (5) (8∆αβµν + 4δαβδµν − 10δαβµν)ψ∂α∂βψ
(D7)
Appendix E: Forcing weights as a function of {e2n}
and ε
By treating the forcing weights {W (|ea|2)} as degrees
of freedom we can adopt a different perspective and write
them as a function of the isotropy constants {e2n} and
the parameter ε. We do so in order to gain insight on
the definition of the new forcing schemes, E
(6)
P4,F6 and
E
(8)
P4,F6, yielding a higher order pressure tensor isotropy.
The advantage results in a clearer understanding of the
implications on the isotropy conditions when fixing the
force expansion coefficients e2n and the macroscopic flat
interface properties by means of ε.
We start by explicitly writing the expressions of {e2n}
and ε according to the new parametrization reported in
Eq. (A3) (see Appendix A for details)
e2 = 2W (1) + 4W (2) + 8W (4) + 20W (5) + 16W (8) ,
e4 = 4W (2) + 32W (5) + 64W (8) ,
e6 =
4
3
W (2) +
80
3
W (5) +
256
3
W (8) ,
e8 =
4
9
W (2) +
128
9
W (5) +
1024
9
W (8) ,
ε =
48W (4) + 96W (5) + 96W (8)
6W (1) + 12W (2) + 72W (4) + 156W (5) + 144W (8)
.
(E1)
It is possible to invert this system of equations and ob-
tain the five weights as a function of the four isotropy
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coefficients and ε
W (1) =
1
24
[
6e2
(ε− 1) + 18e2 − 20e4 + 27e6 − 9e8
]
,
W (2) =
1
36
(16e4 − 24e6 + 9e8) ,
W (4) =− 1
96
[
6e2
(ε− 1) + 6e2 − 5e4 + 18e6 − 9e8
]
,
W (5) =− 1
144
(4e4 − 15e6 + 9e8) ,
W (8) =
1
576
(e4 − 6e6 + 9e8) .
(E2)
We can use the above transformation to rewrite in the
new variables the forcing isotropy conditions
I4,0 = +2W (1)− 8W (2) + 32W (4)− 28W (5)− 128W (8)
= − 3e2
2 (ε− 1) −
1
2
(e2 + 6e4) ,
I6,0 = +2W (1)− 16W (2) + 128W (4)
− 140W (5)− 1024W (8)
= − 15e2
2 (ε− 1) −
1
2
(13e2 + 30e6) ,
I8,0 = +2W (1) + 32W (2) + 512W (4)
− 2108W (5) + 8192W (8)
= − 63e2
2 (ε− 1) −
1
2
(61e2 − 224e4 + 840e6 − 630e8) ,
I8,1 = −8
3
W (2) +
176
3
W (5)− 2048
3
W (8)
= −4e4 + 15e6 − 15e8,
(E3)
and the pressure tensor ones
χI =− 1
144
[
18e2
(ε− 1) + 18e2 − 17e4 + 57e6 − 18e8
]
,
ΛI =− 1
144
[
36e2
(ε− 1) + 125e4 − 57e6 + 18e8
]
.
(E4)
It is easy to see that by matching the first three isotropy
coefficients of any multi-range scheme obtained from im-
posing the forcing isotropy conditions only [19, 20, 35],
as well as ε, the new forcing scheme will certainly yield
I4,0 = I6,0 = 0, i.e. a 6-th order forcing isotropy.
Given the set of five weights, we are only left with one
degree of freedom which is fixed by the pressure ten-
sor isotropy condition, i.e. either χI = 0 or ΛI = 0
since I4,0 = 4(χI + ΛI) = 0 is already verified. Hence,
in the case of the forcing stencil with the five weights
{W (1),W (2),W (4),W (5),W (8)} we can match any forc-
ing scheme up to the 6-th order, as well as its density
profile an surface tension, and use the remaining degree
of freedom to impose a higher 4-th order isotropy degree
for the lattice pressure tensor expansion.
Let us conclude this section by proving the relation
in Eq. (38). We only need to use the definition of the
coefficients χT = 4W (5) + 8W (8) and ΛT = 2W (2) +
24W (8) + 12W (5), provided right after the general ex-
pansion of the pressure tensor in Eq. (31), and compare
with the definition of e4 in Eq. (E1) obtaining
χT + ΛT =
1
2
[4W (2) + 32W (5) + 64W (8)] =
e4
2
(E5)
Appendix F: Simulations Details
We summarize here some details of the simulations
we performed that are not reported in the main text.
All droplets simulations have been run with a size ratio
L/R = 5, where L is the linear size of the fully periodic
square system and R is the initial value of the radius
which is used during the initialization. The latter is per-
formed by means of the following radial profile
n(r,R) =
1
2
(ng + nl)− 1
2
(nl − ng) tanh(r −R), (F1)
where the values of ng and nl are obtained by
solving Eqs. (34), (35) and (36). All Laplace
tests have been performed for system sizes L ∈
{127, 159, 191, 223, 255, 287, 319, 351}, while the system
sizes for the flat interfaces are (Lx = 117, Ly = 82), and
the profile is initialized using the following profile
n (x, x0, w) =
1
2
(nl + ng)
−1
2
(nl − ng) tanh
[
x−
(
x0 − w
2
)]
+
1
2
(nl − ng)
{
tanh
[
x−
(
x0 +
w
2
)]
+ 1
}
,
(F2)
where x0 is the center of the strip and w its width.
Finally, as convergence criterion we adopt the spatial
average of the difference between the components of two
velocity fields separated by a time interval δt = 214,
δu = L−2
∑
x
∑
α |uα(x, t + δt) − ux(x, t)|, and stop the
simulation when δu < 10−12.
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0.004579, 0.04376, 0.09998 (lbu) for Gc2s =
−2.6,−3, 1,−3.6 and ψ = exp(−1/n), σ '
0.003868, 0.02904 (lbu) for Gc2s = −1.4,−1.6 and
ψ = 1 − exp(−n), where “lbu” stands for Lattice
Boltzmann units.
[60] We remark that the exact value of the relative deviation
is compatible with the double-precision floating point
rounding, hence the details of these results can vary ac-
cording to the implementation details, compiler and op-
timization options.
[61] See Eq. (3.5.5), (3.5.6) and (3.5.7) in [54]
