We develop a rigorous error analysis for coarse-graining of defect-formation free energy. For a one-dimensional constrained atomistic system, we establish the thermodynamic limit of the defect-formation free energy and obtain explicitly the rate of convergence. We then construct a sequence of coarse-grained energies with the same rate but significantly reduced computational cost. We illustrate our analytical results through explicit computations for the case of harmonic potentials and through numerical simulations.
Introduction
Crystalline materials contain a variety of defects, such as vacancies, interstitials and dislocations. Macroscopic properties of materials are strongly dependent on the distribution of defects, in particular through the interaction between dislocations and other defects [CR10] . Meso-scopic models for defect interaction (e.g., dislocation dynamics, point defect diffusion) usually take as input an atomistic simulation of a single, or few defects, from which the meso-scopic model parameters can be extracted. A prototypical example is the defect formation energy, which we discuss in more detail below. A great number of numerical schemes on spatial coarse-graining of the free energy have been developed in the literature, see for instance in [DTMP05, MVH
+ 10] and references therein. However, a rigorous analysis on the accuracy of these schemes is still underdeveloped; we are only aware of the references [BBLP10, SL14] .
In this paper, we provide such a rigorous analysis for the computations of the defect-formation free energy. We consider one-dimensional constrained atomistic systems, which model perfect and defect materials respectively, with degrees of freedom u ∈ R N . The system can be either influenced by external forces or not. In the case without external forces, free energies are respectively defined by
where
are the energies associated to the perfect and defect materials, V is the sum of bond energies ψ(u i − u i−1 ); P : R N → R models the defect. For simplicity, we assume that P is a localised function and depends only on the first bond P (u) = P (u 1 − u 0 ); and finally β > 0 is the temperature.
In the case with external forces, the perfect free energy is unchanged, but the deformed free energy is influenced by the external forces 
where ψ i (y) = ψ(y) + h i y with {h i } N i=1 representing the external forces. Note that the integrals (1), (2) and (4) are subjected to the boundary constraints
so that the free energies depend on N and A as shown, and P (u) = P (u 1 ).
The main quantity of interest in this paper is the defect-formation free energy defined as the difference of the free energies
This quantity is used to obtain the equilibrium defect concentration [Put92, WSC11] or to analyse defect clustering [SK09, HKM + 14]. A direct computation of G N [P ] is practically impossible due to the curse of dimensionality: one needs to compute integrals over R N −1 , which is an extremely high-dimensional space.
As a matter of fact, N itself is an approximation parameter, the exact defect formation free energy is given by the thermodynamic limit, letting N → ∞. Establishing this limit, and thus making precise what we mean by the "exact model" is the first result of our paper. Once we have established this, we search for an alternative scheme by which to approximate it, which yields an improved accuracy/computational cost ratio.
The computation of lim N G N is a problem that is interesting in its own right, but at the same time it serves as a natural benchmark problem for exploring the relative accuracy/cost of various coarse-graining methods at finite termperature.
The work [BBLP10] considers a similar model as ours, but this work is focused on the scaling limit of the free energy, not the free energy difference, which is a different scale. Furthermore, it does not take defects into account. The work [SL14] is in spirit much closer to ours and in particular does take defects into account. The main difference to our work is that [SL14] consider "low" temperature via an asymptotic series expansion. Moreover, our coarse-grained model has some close similarities with common quasicontinuum-type models.
Technically, to prove our main results, we will link the defect-formation free energy to a ratio of the densities of certain random variables and employ techniques from statistical mechanics. The latter have been used in the literature, for example in [GOVW09, Men11] . However, the connections to the defect-formation free energy, to the best of our knowledge, is new and moreover, some technical modifications of the mentioned papers were required.
Assumptions and main results
For simplicity of notation we set β = 1 throughout the paper. Moreover, we make the following standing assumptions on the bond energy ψ, the defect P and the external forces {h i } N i=1 . Assumption 1.1. ψ, P ∈ C 2 (R) and there exist positive constants κ 1 ≤ κ 2 and ς 1 ≤ ς 2 such that κ 1 ≤ ψ ≤ κ 2 , ς 1 ≤ (ψ + P ) ≤ ς 2 .
Theorem 1.1. There exists G ∞ ∈ C ∞ (R), such that, for all A ∈ R |G N (A) − G ∞ (A)| N −1 .
Step 2: Coarse-graining: The (finite-temperature) Cauchy-Born strain energy function is given by [BL13] W (A) = sup σ∈R σA − log R exp(−βψ(y) + σy) dy .
Taking a continuum model [W (u ) + hu ]dx outside the defect core {0, 1} and then discretising it with the atomistic grid {1, 2, . . . N } we obtain
with admissible displacements u : {0, . . . , N } → R satisfying u 0 = 0, u N = AN . After replacing u i = Ai + v i , summation by parts, and taking the formal limit N → ∞, yields
It is important to note here that E cb is formulated in a way that ensures it is well-defined for arguments with v ∈ 2 .
We obtain the following characterisation of G ∞ (A) in terms of E cb .
where E cg h=0 denotes the coarse-grained energy with h j ≡ 0.
Step 3: Approximation: Thus, we have replaced a limit of high-dimensional integrals by a one-dimensional integral over a coarse-grained energy functional whose evaluation requires the solution of an infinite-dimensional variational problem. In our next step, we replace E cg (A, y) with a finite-dimensional approximation.
Let
Here we have chosen E cg N as the most basic approximation scheme to E cg , but far more sophisticated choices could be explored. With this definition we obtain the following result.
(ii) For all A ∈ R we have the estimate
The sharpness of the results of Theorems 1.1 and 1.2 are demonstrated through explicit computations in the harmonic case ψ(y) = α|y| 2 and P (y) = β|y| 2 in Section 4 and in numerical simulations in Section 5.
Interpretation: Statements (ii) of Theorems 1.2 and 1.3 imply that G ∞ (A) can be computed from two one-dimensional integrals, but this extreme reduction of computational complexity is only due to the special one-dimensional structure of our model problem and cannot in general be reproduced.
The structure in our construction that can be expected more generally though is that G ∞ (A) can be approximated by a low-dimensional canonical average with respect to a coarse-grained energy that is obtained by a variational problem in the exterior of the computational domain. In our case the coarse-grained measure is one-dimensional but in general one may still expect it to be relatively low-dimensional. A Langevin or other type of Markov-Chain type algorithm can now be employed to compute G ∞ (A); cf. Section 5.
Of course, the evaluation of E cg (y) is in general impossible, and an approximation needs to be performed. For example, E cg N (A, y) (and its derivatives) is computable with a reasonably low O(N ) cost. Note that W itself may be costly to evaluate, but it could be easily precomputed to high accuracy e.g. via Taylor expansions or spline techniques. The O(N ) cost could be reduced further if we employ a quasi-continuum style coarse-graining of E cg N .
Organisation of the paper
The rest of the paper is structured as follows. In Section 2 we study the case without external forces. Extension to the case with external forces is shown in Section 3. In Section 4, we provide explicit computations for the harmonic case. Finally, in Section 5, we present some numerical simulations.
The case without external forces
In this section, we analyse the case without external forces.
Thermodynamic limit
In this section, we prove Theorem 1.1 for the case without external forces by establishing the existence of the thermodynamic limit G ∞ and the rate of convergence of G N to G ∞ . The main result of this section is the following theorem.
Theorem 2.1. Suppose that Assumption 1.1 is satisfied. Then the thermodynamic limit is given by
Moreover, for all A ∈ R, we have the estimate
Proof. The proof is split into three steps that are Proposition 2.3, Proposition 2.7 and Proposition 2.10 below.
We start with the following auxiliary lemma that links the free energy to the density of an average of independent random variables. This lemma will be applied in Proposition 2.3 and Theorem 3.2 later on.
Lemma 2.2. Suppose thatψ i ∈ C 2 (R) and 0 < κ 1 ≤ψ i ≤ κ 2 for i = 1, . . . , N . We definẽ
Let σ * be the maximizer in (11). We define the one dimensional probability measures
where Z i is the normalising constant. LetX i be independent random variables distributed according toμ σ * i and letm i be the mean ofX i . Letg N,A be the density of
Proof. This proof is adapted from [Men11, Lemma 8] (see also [GOVW09, Eq. (125)]). By change of variables y i = u i − u i−1 , for i = 1, . . . , N − 1, we can re-writeF N (A) as
We defineφ
We haveφ
A straightforward calculation gives
Substituting (17) and (18) into (16), we obtain
SinceX i are independent, the density of the sum N i=1X i is given by the convolutioñ
Using the definition of convolution, we can compute the above density explicitly as follows
We recall that if Y has density f (y)dy then, for α > 0, β ∈ R, αY + β has density
In particular, using (17), (15) and (19), we get
It follows from (16) and the above equality that
which is equivalent to (14) as claimed.
The following proposition provides an analytical expression of the defect-formation free energy in terms of densities of averages of independent random variables. We define an analogous function that is associated to the defect material
(21) Let σ 0 and σ N P be the maximisers in definitions of (20) and (21) respectively. We define the one-dimensional probability measures
where Z µ , Z ν and Z µ P are normalising constants. Let m, m P,1 and m P,2 be respectively the means of µ σ0 , ν
..,N be independent random variables, where
, and {Y i } i=2,...,N distributed according to µ σ N P (dy). Let g N,A and g P N,A be respectively the density of
Proof. Applying Lemma 2.2 for the casesψ i = ψ (i = 1, . . . , N ) andψ 1 = ψ + P,ψ i = ψ (i = 2, . . . , N ), we obtain the following relations respectively
The assertion (24) immediately follows from these two relations.
The next step is to passing to the limit N → ∞ for each term in the relation (24). We will need some auxiliary lemmas. We define
The following lemma on boundedness of derivatives of Ψ and Φ will be used several times in the sequel.
Lemma 2.4. It holds that
for some positive constant C.
Proof. We first prove the first part of (26). The following proof is simplified from [Cap03, Lemma 2.4]. In [Cap03, Lemma 2.4] the author has actually proved a stronger result than we need here. We have Using this equality, we now estimate d dσ Ψ(σ) using assumptions on ψ. For the upper bound: since ψ ≥ κ 1 , µ σ satisfies the Poincare inequality with constant κ 1 uniformly in σ. Therefore,
For the lower bound: using the inequality g 2 ≥ 2f g −f 2 for all functions f and g, with g = y −m σ , we have
By taking f = β(ψ − σ) for β ∈ R, and applying integration by parts, we obtain
Now maximizing over β, by choosing β = 1 ψ (y)µσ(dy)
, we get
where we have used the assumption that ψ ≤ κ 2 . The second estimate in (26) is proved similarly. We have Since ψ + P satisfies a similar assumption as ψ, we obtain
As a consequence, we get 1
which implies the second estimate in (26).
Recalling that σ 0 and σ P N are corresponding the maximisers in (20) and (21). The following lemma provides an estimate for |σ P N − σ 0 |. Lemma 2.5. There exists a positive constant C such that, for N sufficiently large,
1 N Φ. Then we have
This, together with Lemma 2.4, imply that for sufficiently large N and for all σ ∈ R 0.5
By the mean value theorem, there exists θ ∈ R such that
for some constant C > 0 and for N sufficiently large.
The following estimate is elementary but will be used at various places later.
Lemma 2.6. For any z ∈ C, we have
Proof. We have
The second ingredient of the proof of Theorem 2.1 is the following proposition.
Proposition 2.7. It holds that
Moreover, it hods that
Proof. We recall that σ 0 and σ N P are respectively the maximisers in the definitions of W (A) and W P N (A), so that
where σ 0 satisfies
By properties of the Legendre transform, we also have W (A) = σ 0 , which is explicitly shown in (61). Similarly
where σ
Using these supremum representations we will estimate lower and upper bounds for
For an upper bound: it follows from (31) that
This, together with (35), we get
Similarly, using (34) and (32), we obtain
Bringing these bounds together,
(37) We now estimate the right-hand side of the last expression. We have
Taking the logarithm of the above equality, we deduce
We now show that the last two terms in the right-hand side of (38) are of order O(N −1 ). Using the estimate |e t − 1| ≤ |t|e |t| (Lemma 2.6) and Lemma 2.5, we have
Since (ψ + P )(y) is bounded from below and above by a quadratic potential, it implies that the term
is finite. Therefore exp[(σ
Similarly, we obtain the following estimate for the last term in (38)
Substituting these above estimates to (38), we achieve the following estimate for the upper bound in (37)
Therefore, it follows from (37) that
This completes the proof of the proposition.
Next, we estimate the last term in (24). We will need two auxiliary lemmas.
where C σ = exp Note that since 0 < κ 1 < κ 2 , we have 0 < C σ < κ1 κ2 < 1, which is independent of σ.
Proof. The proof of this lemma is adapted from that of [GOVW09, Lemma 39, (i)]. Since κ 1 x 2 ≤ ψ(x) ≤ κ 2 x 2 , we have
Note that 0 < C σ < 1 for all σ. The following identity is the same as [GOVW09, (157)]
Next we estimate Var(cos(ξx)).
The second integral on the right-hand side can be computed explicitly as follows:
The first integral can be computed similarly:
Therefore,
Substituting these computations into (41) we obtain
By repeating the computation, we obtain that the same inequality holds for Var(sin(ξx)). Therefore,
This concludes the proof.
Lemma 2.9. There exists C > 0 such that, for any σ 1 , σ 2 ∈ R,
Proof. It follows from (27) that Λ(σ) = Ψ (σ). According to [GOVW09, Lemma 41] we have
for some constant C > 0. As a consequence, we obtain that
This finishes the proof.
We are now ready to estimate the last term in the right-hand side of (24).
Proposition 2.10. There exists C > 0 such that
Proof. We recall the general setting in Lemma 2.2.
For each j = 1, . . . , N , letm j andς 2 j be the mean and variance ofμ σ * j , i.e.,
Theng N,A has been defined to be the density of 
where · j denotes the average with respect toμ σ * j . For some δ > 0 sufficiently small, we split the above integral into two terms
According to [Men11, Proof of Theorem 4], the following estimates hold
for some positive constants C 1 , C 2 , C 3 and 0 < λ < 1 depending only on δ. The constant λ is the upper bound of exp(iỹ j ξ) j . Moreover, there exists a complex-valued function h j (ξ) such that for 0 < |ξ| sufficiently small,
We are now ready to prove Proposition 2.10. Applying (43), (44) and (45) for the perfect material, we have g N,A (0) = 1 2π (I 1 + II 1 ), where
for some 0 < λ 1 < 1 and positive constants C 11 , C 12 , C 13 and
with ς 2 denotes the variance of µ σ0 . According to Lemma 2.8, the constant λ 1 is given by
with 0 < C σ0 < 1. Similarly,
for some 0 < λ 2 < 1 and positive constants C 21 , C 22 , C 23 and 
It follows from (47) that |I 1 + II 1 | ≤ C for N sufficiently large, thus
The second term decays exponentially fast since, from (47) and (50)
It remains to estimate |I 2 − I 1 |. By changing variable t := ξ √ N , we have
Note that
. . =h N (t), ζ P,j = ζ P,2 for j = 2, . . . , N, and
, where we recall that ζ 2 , ζ 2 P,1 and ζ 2 P,2 are, respectively, the variances of µ σ0 , ν 
Now we estimate
From Lemma 2.5 and Lemma 2.9, we have
where Λ P (σ) is the variance of the measure Z −1 exp[−(ψ +P )(x)+σx] dx and the last inequality is obtained similarly as in Lemma 2.9.
Substituting these estimates into (56), we obtain that, for t < 1,
Therefore by using the estimate |e z − 1| ≤ |z|e |z| , we obtain
Substituting the estimates (55)- (57) into (54), we obtain
By choosing δ = N −α where
Substituting these estimates into (52), we obtain
Coarse-grained energy
In this section, we prove Theorem 1.2 for the case without external forces by deriving the formula for the coarse-grained energy and the representation of the thermodynamic limit G ∞ (A).
We recall that the finite coarse-grained energy E cg N is defined as a minimization problem
The main theorem of this section is the following. 
In addition, for all A, y ∈ R we have |E
(ii) The defect formation free energy G ∞ (A) can be represented in terms of E cg as
Proof. We first prove (59). The minimizer of the minimization problem (58) satisfies the following Euler-Lagrange equation
). This implies that
Thus, we obtain
By applying the mean value theorem twice, there exist 0 ≤ θ, θ ≤ 1 such that
Let x ∈ R and let σ x be the maximiser in the definition of W (x). Then we have
It follows that
According to Lemma 2.4, we have
which gives (59). The representation (60) is a direct consequence of (9) and (59). Indeed,
Propagation of error
In this section, we prove Theorem 1.3 for the case without external forces.
Proof of Theorem 1.3 for the case without external forces.
For shortening of the notation, we defineψ := ψ + P . We rewrite G cg N (A) as follows.
where ζ 1 and ζ 2 are two probability measures defined by
We next show that the logarithmic terms are of order O(N −1 ). The argument will be similar to the paragraph following (38) in the proof of Proposition 2.7. Applying the estimate |e t −1| ≤ |t|e |t| and using the estimate in Theorem 2.11, we get
Thanks to Assumption 7, the last average term will be finite. Therefore,
which implies that
Similarly we also have
Therefore, we obtain that
This completes the proof.
External forces case
In this section, we consider the case where the external forces are present. Recall that in this case, the perfect free energy is unchanged
The deformed free energy is influenced by the external forces
where ψ i (y) = ψ(y)+h i y. The defect-formation free energy is defined as the free energy difference,
Finally, the finite-domain coarse-grained energy is given by
Recall also that the external forces {h i } n i=1 satisfy Assumption 1.2 and H = ∞ i=2 h i .
Coarse-grained energy
We now establish the formula for the coarse-grained energy, thus proving Theorem 1.2 for the case with external forces. 
In addition, for all A, y ∈ R, we have the estimate
Proof. By changing variables v i = u i − A and substituting to (65), we obtain
Therefore
We now show that lim
In fact, since J ∞ (A; v) depends only on v i , we have that
To shorten the notation, we define 
We define an admissible sequenceṽ i as follows
for some C N . Since {v i } ∈ l 1 , we have N i=2 v i → a for some a ∈ R. By summing up the above equalities, it follows that
Since v i minimizes Θ i we have
As a consequence, we obtain
Note that in the estimation above we have used the fact that
On the other hand, using again the fact that v i minimizes Θ i for each i = 2, . . . , N , we have
From (73) and (74), we obtain
from which (72) follows. Finally, from (71) and (75), we get
which is (68) (and hence (66)) as claimed. This finishes the proof of Theorem 3.1.
Thermodynamic limit
The main result of this section is the following theorem on the representation of the defect formation free energy.
Theorem 3.2. The thermodynamic limit is given by
where E cg (A, y) is defined in (66).
Proof of Theorem 3.2. The proof is analogous to that of Theorem 2.1 which consists of three main steps.
Step 1) Express the defect-formation free energy in terms of the energy difference and a ratio of the densities of random variables based on Lemma 2.2.
Step 2) Establish the limit of the energy difference.
Step 3) Show that the ratio of the densities of random variables are of order O(1/N ).
We now only sketch out the main computations in
Step 1) and
Step 2). Applying Lemma 2.2 for the caseψ 1 = ψ 1 + P,ψ 2 = ψ i , for i = 2, . . . , N to obtain
The optimal value σ N solves
where Ψ is defined in (25) and Ψ P is given by
Since W (A) is unchanged, it is the same as in (31)- (32), so that
where σ 0 = W (A). We will need the following lemma whose proof is postponed after the proof of Theorem 3.2.
Lemma 3.3. It holds that
To proceed, we will compare this free energy difference with the finite-domain coarse-grained energy. Recalling that the latter is defined by (see (65)), Therefore, we obtain that
Summing up these equalities from i = 2 to N and using the boundary condition on u, we obtain the following equation
Next, we use the following relations of the Legendre transform
Therefore, the sum inside the inf in (81) can be re-written as (recalling that u N = N A, u 1 = y)
Substituting this expression back into (81), we get
It follows from (79) and (83) that
Then we have
where we have used (27) to obtain the last inequality. Therefore b N (x) is a non-increasing function.
Furthermore, from (82) and (77), we have
Therefore both b N (λ N ) and b N (σ N ) are uniformly bounded. It follows that
Substituting this estimate into (84), we obtain
(85) An analogous argument as in the proof of Proposition 2.7 we obtain
The assertion (76) of Theorem 3.2 is then followed from (85), Theorem 3.1, Lemma 3.3 and (86).
We now prove Lemma 3.3.
Hence,
By the mean value theorem, there exists θ such that
We have
Harmonic potentials
In this section, we provide explicit computations for the quadratic case,
Harmonic potentials without forcing
We recall that
and
The main result of the present section is the following.
Theorem 4.1. The defect-formation free energy is given by
The thermodynamic limit is given by
Moreover, the following error estimate holds for all A ∈ R and N ≥ 2 and for some positive constant
Proof. The computations are lengthy but elementary. The following integrals will be used in the sequel
From (33), we have
Similarly, from (36), we have
which leads to
Therefore, we obtain
As a consequence, taking the limit N → ∞, we achieve
We next compute g N,A (0) and g P N,A (0) using the formula (43).
According to (89a)-(89c), we have
Since m j = σ0 2α , it follows that
Substituting back to (92) we obtain
Next we compute g P N,A (0) using
From (89a), the normalising constants Z P,i are given by
Similarly as above, we find
.
).
From (93) and (97), we get
Since 0 ≤
Harmonic potentials with external forces
Now we consider the quadratic case with external forces. Recall that the perfect energy is
(99) and the deformed energy is
where ψ i (y) = ψ(y) + h i y = αy 2 + h i y, where {h i } represent the external forces.
In view of Assumption 1.2 we define
The main result of this section is the following.
Theorem 4.2. The thermodynamic limit has the following explicit formula
Proof. In this case
where σ 0 = 2αA, which is obtained similarly as in the case without forces. And,
where σ N solves
which results in
Next we compute
The first term:
The second term:
The third term:
Bring all three terms together we obtain
Taking the limit N → ∞, we get
is the same as in Section 4.1. The assertion of the theorem is then followed from the above limit.
Finite coarse-grained energy and representation of the thermodynamic limit
In the quadratic case, ψ(y) = αy 2 , then
and W * (y) = 1 4α y 2 + 1 2 (log π − log α). In this case, λ satisfies
We obtain λ = 2α(N A−y) N −1
Taking the limit N → ∞, we obtain
Further more |E
The thermodynamic limit can be represented as
which is in accordance with the general result in Section 3.
Harmonic coarse-graining
In this section, we provide a direct method to coarse-graining for the harmonic case. We consider as before the potential energy
and the perturbed energy
where we consider the harmonic case ψ(r) = K 1 r 2 and P (r) = K 2 r 2 . We are interested in the free energy difference
We note that this is exactly the result arrived at in Section 4.1, and that there is no p or M dependence here. That is, any uniform coarse-graining of the chain that leaves the first bond refined exactly computes the free energy difference.
Numerical Free Energy
We present numerical experiments to illustrate the results of the paper using standard free energy computation techniques as in [LRS12] . We compare the finite chain energy G N , coarse grained energy G cg N , and G ∞ computed using numerical quadrature of the limit expression. We see the theoretically expected N −1 rate of convergence, where the asymptotic rate is observed to be valid even for small N, and we numerically demonstrate that G N − G cg N also seems to decay as N −1 .
Free Energy Perturbation
A standard approach for computing free energy differences is called the free energy perturbation technique which rewrites the free energy difference as an ensemble average of the energy perturbation with respect to the invariant measure of the unperturbed system. To compute the free energy difference between V and V P , we write
Therefore, one samples exp(−P (u)) with respect to the invariant measure given by V. The last step uses the assumption of a separable Hamiltonian.
Staging
Direct sampling to compute the free energy perturbation can be very slow to converge when V P − V is large, particularly when the minima of V and V P are separated. Many samples are chosen near the global minimum of V, which may not significantly contribute to the value of the integral. Instead, one can employ staging, where the free energy difference is broken into a telescopic sum. That is, we write V λ = V + λP, and F λ = −β −1 log Γ V λ (z) dz. Then the free energy difference can be written
so that one must sample exp(−β(λ i −λ i−1 )P ) with respect to the invariant measure corresponding to V λi−1 . Since the energies V λi and V λi−1 are closer than V and V P , it can convergence and reduce the overall computed variance.
Metropolis Adjusted Langevin Algorithm
In the following, we apply the Metropolis Adjusted Langevin Algorithm (MALA), which proceeds as a series of overdamped Langevin steps followed by an accept/reject step:
Then we accept the new step and set q n+1 = q * with probability r(q n , q * ) = min 1, T (q * , dq n )µ(dq * )
T (q n , dq * )µ(dq n ) where T (q, dq ) = 1 4πh Otherwise, we set q n+1 = q n . The accept/reject step assures that we are sampling the invariant measure µdq for any stepsize h. The choice of h is driven by two competing interests: larger h speeds up convergence from the initial condition to the invariant measure, whereas smaller h means that a step is more likely to be accepted.
Unforced Nonlinear Chain
We consider the nonlinear energy
which satisfies the growth assumptions (1.1) and was also the test case used in [BBLP10] . We take a harmonic defect perturbation P (y) = y 2 and choose A = 2.
The free difference G N is sampled using the MALA algorithm with 100 staging steps and 100 independent replicas to compute confidence intervals. In addition, the coarse-grained approximation G cg N is also computed. Due to the 1D nature of the problem, the minimizer for the CG energy is given by an affine function, so that the computations involved are low-dimensional integrals. 
External Forces
As a second example, we compute the free energy difference with external forces but no defect potential. Using different decay rates for the external forces provides an analog for the slow decay in the elastic field that surrounds defects in higher dimensional problems. The non-defective chain has nonlinear interaction potentials (110), and the defective chain has external forces f i = i −p on each degree of freedom u i , or h i = − N −1 j=i f j . The free energy G N chain is sampled using MALA with 100 stages, and the limiting expression for G ∞ (76) is computed numerically, where it is noted that the minimization problem in the limit separates into single variable problems. As the forces decay sufficiently fast, a Taylor series approximation is used for all but the first four terms in E cg (A).
In figure 2, the differences G N − G ∞ are plotted for various rates of decay in the external forces f i = i −p , p = 3, 3.5, 4, 4.5. The observed rates of convergence depend on the decay rate and are observed to be faster than O(N −1 ). Figure 2: A nonlinear chain is sampled where the defect is modeled by decaying forces f i = i −p . The free energy difference is sampled using staging for varying N , and the limiting free energy is computed as in (76). On the right, we show the rate of convergence to the limiting energy G ∞ , where the approximations seem to have p-dependent rates of convergence. Note that for exponents p = 4 and p = 4.5, the computed energy quickly approaches the limiting energy up to statistical noise.
Conclusion
We have provided a rigorous analysis of the defect-formation free energy (6) for a onedimensional, nearest neighbour chain with nonlinear local defect and external forces. The limiting energy is written in terms of a coarse-grained energy that is based on the Cauchy-Born strain energy density. The form of the coarse-grained energy was chosen because its variational structure is amenable to analysis and approximation by methods in variational mechanics.
The analysis required many restrictions on the model. The nonlinear perturbation P could be extended to a finite region rather than the first bond without additional difficulty. Including interactions beyond nearest neighbour in V would entail extension of the arguments here, for example the bonds are no longer independently distributed in Lemma 2.2, compare the work done for the free energy density in [BBLP10] . Moving beyond one spatial dimension for the chain requires significant additional work; however, the inclusion of external forces was motivated in part by the higher dimensional cases as a way to model slowly-decaying stress field around a defect present in dimensions higher than one.
