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Symplectic and odd orthogonal Pfaffian formulas for algebraic
cobordism
Thomas Hudson, Tomoo Matsumura
Abstract
In this paper, we prove generalizations of Pfaffian formulas for the degeneracy loci classes
in the algebraic cobordism of the symplectic/odd orthogonal Grassmann bundles.
1 Introduction
The r-th degeneracy locus of a morphism of vector bundles ϕ : E → F is the subvariety Dr(ϕ) of
the base scheme X formed by all the points x over which the image of the restriction ϕ(x) has
dimension at most r. If, for simplicity, one assumes X to be a smooth quasi-projective scheme and
ϕ to be sufficiently general, the classical Giambelli–Thom–Porteous formula describes the Chow
ring fundamental class [Dr(ϕ)]CH as a determinant in Chern classes. Similarly, it is possible to
consider more restrictive settings in which ϕ is either skewsymmetric or symmetric, which means
that one has F = E∨ and ϕ∨ = −ϕ (respectively ϕ = ϕ∨). In both cases [Dr(ϕ)]CH is given by
a Pfaffian formula in the Chern classes of E.
A more general family of degeneracy loci can be constructed by replacing E and F with
flags of vector bundles Ep1 ⊆ · · · ⊆ Epl = E and F = Fqm ։ · · · ։ Fq1 , by considering the
morphisms ϕi,j : Ei → Fj induced by ϕ : E → F and taking the intersection of the loci Dri,j (ϕi,j).
Fundamental examples of these loci are represented by the Schubert varieties of Grassmannians
or, more generally, of partial flag varieties. Just as before, it is possible to take into consideration
“skewsymmetric” and “symmetric” variants. Instead of subspaces of a fixed dimension inside the
given vector space, the symplectic Grassmannian (respectively orthogonal Grassmannian) consists
of subspaces which are isotropic, i.e. on which a given symplectic (respectively symmetric bilinear)
form vanishes identically. Inside of these ambient spaces one can construct Schubert varieties
which are indexed by the combinatorial objects known as k-strict partitions.
In [12] Pragacz considered the case in which the dimension of the isotropic subspaces is
maximal and showed that all Schubert classes, the fundamental classes of Schubert varieties, can
be expressed through a Pfaffian formula. Later, in [10], Kazarian generalised Pragacz’s formula
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to the case of isotropic Grassmann bundles in which the vector space is replaced by a vector
bundle E → X. An alternative proof for maximal symplectic Grassmann bundles, also known as
Lagrangian, was given by Ikeda [8] by means of equivariant cohomology. The formulas for the non-
maximal Grassmannians are instead due to Buch–Kresh–Tamvakis [4] and in [14] Wilson made
a conjecture for the explicit formula describing the Schubert classes of non-maximal symplectic
Grassmann bundles, which was later proved by Ikeda and the second author [9]. Alternative
proofs of the conjecture were given by Tamvakis–Wilson [13] and Anderson–Fulton [3].
In recent years, following the trend of generalised Schubert calculus, there has been an attempt
to lift classical results in CH∗ to other functors like connective K-theory and algebraic cobordism,
respectively denoted CK∗ and Ω∗. In [6], together with T. Ikeda and H. Naruse, we established
Pfaffian formulas describing the K-theoretic Schubert classes of symplectic and odd orthogonal
Grassmann bundles which generalise those that have already been mentioned. The goal of this
paper is to further extend these formulas to Ω∗.
A key aspect of algebraic cobordism, which was established by Levine–Morel in [11], is its
universality. In particular, this means that formulas which hold for Ω∗ can be specialised to any
other oriented cohomology theory in exactly the same way in which expressions in CK∗ recover
the classical ones. An easy example of this phenomenon is illustrated by the behaviour of the
first Chern class of line bundles. In CH∗ one has
c1(L⊗M) = c1(L) + c1(M) and c1(L
∨) = −c1(L),
while in CK∗ these equalities become
c1(L⊗M) = c1(L) + c1(M)− βc1(L)c1(M) and c1(L
∨) =
−c1(L)
1− βc1(L)
,
with β ∈ CK∗(Speck) being the pushforward of the fundamental class of P1 to the point. In
order to describe c1(L⊗M) and c1(L
∨) in a general theory A∗, it becomes necessary to introduce
FA and χA, two power series in respectively two and one variables which are known as formal
group law and formal inverse.
Let us begin by explaining our results in the case of a symplectic Grassmann bundle SGk(E),
where E → X is a vector bundle of rank 2n with a nowhere vanishing skewsymmetric form
and for every x ∈ X the fiber SGk(E)x is the symplectic Grassmannian of (n − k)-dimensional
isotropic subspaces of Ex. Exactly as Kazarian did in [10], in [6] for every k-strict partition λ the
K-theoretic fundamental class of the Schubert variety XCλ was obtained by computing ψ∗[Y
C
λ ]CK ,
the pushforward of the fundamental class of a resolution of singularities ψ : Y Cλ → X
C
λ →֒ SG
kE.
The final formula was expressed in terms of the relative Segre classes S CKi
(
(U −E/F j)∨
)
, some
characteristic classes associated to the tautological isotropic subbundle U and to the elements of
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the given reference flag of subbundles of E used to define the Schubert varieties
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ F−1 ⊂ · · · ⊂ F−n = E.
Since in a general oriented cohomology theory not all Schubert varieties have a well defined
notion of fundamental class, we opted for ψ∗[Y
C
λ ]A as a replacement and, by combining Kazar-
ian’s approach with the generalised relative Segre classes S A introduced in [7], we obtained the
following description.
Main Theorem (Theorem 3.10). Let A∗ be any oriented cohomology theory and for each m ∈ Z
and −n ≤ ℓ ≤ n set C
(ℓ)
m := S Am
(
U∨− (E/F ℓ)∨)
)
. Then, for every k-strict partition (λ1, · · ·, λr),
we have the following equality in A∗(SGk(E)):
[Y Cλ → SG
k(E)]A := ψ∗[Y
C
λ ]A =
∑
s=(s1,...,sr)∈Zr
cλ
s
C
(χ1)
λ1+s1
· · ·C
(χr)
λr+sr
. (1.1)
Here χ = (χ1, χ2, · · ·, χr) is the characteristic index defined in Section 3.1 and the coefficients
cλ
s
∈ A∗(Speck) are given by the Laurent series expansion∏
1≤i<j≤r(1− ti/tj)PA(tj , ti)∏
(i,j)∈C(λ)(1− t¯i/tj)PA(tj, t¯i)
=
∑
s=(s1,...,sr)∈Zr
cλ
s
· ts11 · · · t
sr
r ,
where C(λ) := {(i, j) | 1 ≤ i < j, χi + χj ≥ 0}, t¯i = χA(ti) and PA is the unique power series
satisfying FA(u, χA(v)) = (u− v)PA(u, v).
It is worth pointing out that when λ = (λ1) one simply has [Y
C
λ1
→ SGk(E)]A = C
(χ1)
λ1
,
since the Laurent series defining the coefficients reduces to 1. In particular this means that it
consists of a single relative Segre class. This is in general not the case when one considers an
odd orthogonal Grassmann bundle OGk(E), with E of rank 2n + 1 and each fiber being an
orthogonal Grassmannian of (n − k)-dimensional isotropic subspaces. The essential difference
with the previous situation is that it is far more complex to deal with the case of quadric bundles
OGn−1(E) = Q(E), the orthogonal analogue of projective bundles. In fact, if we set the reference
flag to be
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ (F 0)⊥ ⊂ F−1 ⊂ · · · ⊂ F−n = E,
then, as elements of A∗(Q(E)) ⊗Z Z[1/2], the Schubert classes are given by
[XBλ1 → Q(E)]A = B
(χ1)
λ1
:=

S Aλ1
(
U∨ − (E/Fχ1)∨
)
(0 ≤ λ1 < n)
1
F
(2)
A
(
c1(U∨)
)S Aλ1(U∨ − (E/Fχ1)∨) (n ≤ λ1 < 2n),
where F
(2)
A (u) is the power series defined by the equation F
A(u, u) = u ·F
(2)
A (u). More generally,
the pushforward classes [Y Bλ → OG
k(E)]A ∈ A
∗(OGk(E)) ⊗Z Z[1/2] associated to the Schubert
varieties XBλ are obtained from (1.1) by replacing C
(i)
m with B
(i)
m (see Theorem 4.11).
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Recently, in [1], Anderson extended the results of [6] to more general degeneracy loci including
those arising from even orthogonal Grassmann bundles. His work is based on the approach he
and Fulton employed in their study of the Chow ring fundamental classes of degeneracy loci for
all types [2, 3]. In our future work we would like to lift Anderson’s results to Ω∗ so to cover also
the even orthogonal case.
The organisation of the paper is as follows. In section 2 we recall some basic facts about
Borel–Moore homology theories, the covariant analogue of oriented cohomology theories, and we
translate into this setting the results on Segre classes presented in [7]. In section 3 we prove the
main theorem for symplectic Grassmann bundles, while in section 4 we first deal with the special
case of quadric bundles, which we then use to establish the main theorem for odd orthogonal
Grassmann bundles.
Notations and conventions: Throughout this paper k will be a field of characteristic 0. By
Schk we will denote the category of separated schemes of finite type over k and Lcik will stand
for its full subcategory constituted by the objects whose structural morphism is a local complete
intersection. For a given category C we will write C ′ to refer to its subcategory given by allowing
only projective morphisms. Ab∗ represents the category of graded abelian groups.
2 Preliminaries
The goal of this section is to collect some basic properties of Borel–Moore homology theories and
to translate in this context some of the results on generalised Segre classes appeared in [7].
2.1 Borel–Moore homology theories
An oriented Borel–Moore homology theory on Schk (or mutatis mutandis on Lcik) is given by
a covariant functor A∗ : Sch
′
k
→ Ab∗ , by a family of pullback maps {f
∗ : A∗(Y ) → A∗(X)}
associated to l.c.i. morphism and by an external product A∗(X) ⊗ A∗(Y ) → A∗(X ×Spec k Y ).
Let us remind the reader that a morphism is a local complete intersection if and only if it can
be factored as the composition of a regular embedding and a smooth morphism. A detailed
description of the properties that these three components have to satisfy would force us to take
a significant detour, so we will focus only on the aspects that are more relevant to our work and
refer the reader to [11, Definition 5.1.3] for the precise definition.
For us the most relevant feature of oriented Borel–Moore homology theories is that they satisfy
the projective bundle formula. Roughly speaking it states that for every vector bundle E of rank
e with X ∈ Schk, the evaluation of A∗ on the associated dual projective bundle P
∗(E)
q
→ X can
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be described in terms of A∗(X). More precisely for i ∈ {0, 1, . . . , e− 1} one has operations
ξ(i) : A∗+i−e+1(X) −→ A∗(P
∗(E))
given by ξ(i) := c˜1(Q)
i ◦ q∗, where Q → P∗(E) is the tautological line bundle and c˜1(Q) := s
∗ ◦s∗,
for any section s : P∗(E)→ Q. Altogether these yield the following isomorphism
Ψ :
e−1⊕
i=0
A∗+i−e+1(X)
∑e−1
i=0 ξ
(i)
−→ A∗(P
∗(E)).
A very important consequence of this is that every oriented Borel–Moore homology theory admits
a theory of Chern class operators: to E one associates {c˜Ai (E) : A∗(X)→ A∗−i(X)}0≤i≤e. These
are defined by setting c˜A0 (E) = idA∗(X) and, up to a sign, by considering the different components
of Ψ−1 ◦ ξ(e), so that one obtains the relation
e∑
i=0
(−1)iξ(e−i) ◦ c˜Ai (E) = 0.
These operators can be collected in the so-called Chern polynomial c˜A(E;u) :=
∑e
i=0 c˜
A
i (E)u
i
and it is worth mentioning that, in view of the Whitney formula, its definition can be extended
to the Grothendieck group of vector bundles by setting
c˜A(E − F ;u) :=
c˜A(E;u)
c˜A(F ;u)
.
Beside being extremely useful for computations, Chern classes allow one to get some insight
on how a general oriented Borel–Moore homology theory A∗ differs from the Chow group CH∗,
probably the most commonly known example. Let us consider, as an example, the behaviour of
the first Chern class with respect to the tensor product of two line bundles L and M . While in
CH∗ one has
c˜CH1 (L⊗M) = c˜
CH
1 (L) + c˜
CH
1 (M),
in general the relation between the three Chern class operators is described by a formal group
law
(
A∗(Spec k), FA
)
, where FA(u, v) is a special power series with coefficients in the coefficient
ring of the theory A∗(Spec k). The precise relation is given by
c˜A1 (L⊗M) = FA
(
c˜A1 (L), c˜
A
1 (M)
)
.
In a similar fashion, whereas in CH∗ one simply has c˜
CH
1 (L
∨) = −c˜CH1 (L), in general one needs
to introduce the formal inverse χA, a power series in one variable satisfying both
c˜A1 (L
∨) = χA
(
c˜1(L)
)
and FA
(
u, χA(u)
)
= 0.
In some case we will denote the formal inverse χA(u) simply by u.
All our computations will take place in the algebraic cobordism of Levine–Morel Ω∗ and our
choice is motivated by the following fundamental result.
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Theorem 2.1 ([11, Theorems 7.1.3 and 4.3.7]). Ω∗ is universal among oriented cohomology
theories on Lcik. That is, for any other oriented Borel-Moore homology theory A∗ there exists a
unique morphism
ϑA : Ω∗ → A∗
of oriented Borel–Moore homology theories. Furthermore, its associated formal group law
(
Ω∗(Speck), FΩ
)
is isomorphic to the universal one defined on the Lazard ring (L, F ).
One consequence of this universality is that all the formulas obtained for Ω∗ can be specialised
to every other oriented Borel–Moore homology theory A∗. In other words, algebraic cobordism
allows one to work with all theories at once. Since we will only work with algebraic cobordism,
in the remainder of the paper we will remove the subscript Ω from the notation.
Let us conclude our general discussion by briefly mentioning the construction of fundamental
classes and some results which can be used to compute them. To everyX ∈ Schk whose structural
morphism πX is l.c.i. we associate its fundamental class by setting 1X := π
∗
X(1). Notice that
here 1 stands for the multiplicative unit in A∗(Spec k). In the special case of the zero scheme of
a bundle, the fundamental class can be computed via the following lemma.
Lemma 2.2 (Lemma 6.6.7 [11]). Let E be a vector bundle of rank e over X ∈ Schk. Suppose
that E has a section s : X → E such that the zero scheme of s, i : Z → X is a regularly embedded
closed subscheme of codimension d. Then we have
c˜e(E) = i∗ ◦ i
∗.
In particular, if X is an l.c.i. scheme, we have
c˜e(E)(1X ) = i∗(1Z).
Finally, as it will play an important role in our computations, we would like to make more
explicit the case of the fundamental class of a nonreduced divisor. For this we will require a bit
of notation. For every integer n ≥ 2, let n ·FA u be the formal multiplication by n, i.e the power
series obtained by adding n times the variable u using the formal group law FA. Since FA is a
formal group law, one has
n ·FA (u) = u · F
(n)
A (u) (2.1)
for some degree 0 power series F
(n)
A (u) whose costant term is n. We are now able to restate [11,
Proposition 7.2.2] for the particular case we will need.
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Lemma 2.3. Let W be a smooth scheme and D a smooth prime divisor of W . For any integer
n ≥ 2, let |E| be the closed subscheme associated to the divisor E = nD. If L is the line bundle
corresponding to D and ι : D → |E| is the natural morphism, then in A∗(|E|) we have
1|E| = ι∗
(
F
(n)
A
(
c˜A1 (L|D)
)
(1D)
)
,
where L|D is the restriction of L to D.
2.2 Segre operators
In [7], in order to be able to describe the pushforwards along projective bundles, we generalised to
algebraic cobordism the classical definition of Segre classes given in [5] by Fulton. In the context
of oriented Borel–Moore homology theories we can rephrase it as follows.
Definition 2.4. Let E be a vector bundle of rank e over X. For each m ∈ Z, consider the dual
projective bundle π : P∗(E ⊕ O⊕nX ) → X where OX is the trivial line bundle over X. Define the
degree m Segre class operatos S˜m(E) of E by
S˜m(E) = π∗ ◦ c˜1(Q)
m+e+n−1 ◦ π∗,
where Q is the first Chern class of the tautological quotient line bundle of P∗(E ⊕O⊕nX ). We set
S˜ (E;u) :=
∑
m∈Z
S˜m(E)u
m.
Remark 2.5. It is worth pointing out that the definition of Segre classes does not depend on
the choice of n: any increase of this parameter will leave S˜m(E) unchanged.
Remark 2.6. If E is a line bundle and n = 0, then one has Q = E and π = idX . In particular
this implies that S˜m(E) = c˜1(E)
m for all m ≥ 0.
It is actually possible to relate these operators to the Chern classes as in [7, Theorem 3.6],
but for this we first need to define the following power series.
Definition 2.7. Let {x1, . . . , xe} be the Chern roots of a vector bundles E and define w˜−s(E)
by setting
e∏
i=1
P (z, xi) =
∞∑
s≥0
w˜−s(E)z
s,
where P is the unique power series satisfying the equality F (z, χ(x)) = (z − x)P (z, x). Since
this expression is symmetric it is independent of the chosen roots and we can also set w˜(E;u) :=∑∞
s≥0 w˜−s(E)u
−s. It should be noticed that w˜0(E) has constant term 1 and as a consequence
w˜(E;u) is an invertible power series.
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Proposition 2.8. Let E → X be a vector bundle of rank e over X ∈ Schk. Then we have the
following equality of power series:
S˜ (E;u) =
P(u)
c˜(E;−u)w˜(E;u)
.
Here P(u) :=
∑∞
i=0[P
i]u−i is the power series collecting the pushforwards classes of projective
spaces [Pi] := [Pi → Speck] ∈ L−i.
This relation can be used to lift the notion of Segre classes to the Grothendieck group of
vector bundles ([7, Definition 3.8]). In fact, it easily follows from Definition 2.7 that w˜(− ;u) is
additive on exact sequences and so one can meaningfully evaluate such collection of operators on
virtual bundles [E]− [F ] by setting w˜(E − F ;u) := w˜(E;u) ◦ w˜−1(F ;u).
Definition 2.9. Let X ∈ Schk. For vector bundles E and F over X, respectively of rank e and
f , define the relative Segre class operators S˜m(E − F ) on Ω∗(X) as
S˜ (E − F ;u) :=
∑
m∈Z
S˜m(E − F )u
m = P(u)
c˜(F ;−u) ◦ w˜(F ;u)
c˜(E;−u) ◦ w˜(E;u)
(2.2)
or, equivalently, by setting
S˜m(E − F ) :=
∞∑
p=0
∞∑
q=0
(−1)pc˜p(F ) ◦ w˜−q(F ) ◦ S˜m−p+q(E). (2.3)
Remark 2.10. It is easy to check that the last equality holds even if one allows F to be a virtual
bundle.
Remark 2.11. In the special case in which E is a line bundle one has π = idX and as a
consequence c˜1(Q)
s ◦ c˜f (Q⊗ F
∨)) = S˜f−e+1+s(E − F ).
We conclude this section by providing a description of relative Segre classes in terms of push-
forwards of Chern classes. This is should be seen as an analogue of [7, Theorem 3.9].
Theorem 2.12. Let X ∈ Smk and i : Z →֒ X a regular embedding. Let E be a vector bundle
of rank e over X and F a vector bundle of rank f over Z. Let π′ : P∗(E|Z) → Z be the dual
projective bundle of the restriction E|Z of E and QZ its universal quotient line bundle. The
pullback of F to P∗(E|Z) is denoted also by F . In Ω∗(Z), we have
π′∗ ◦ c˜1(QZ)
s ◦ c˜f (QZ ⊗ F
∨)(1P∗(E|Z)) = S˜s+f−e+1(E|Z − F )(1Z).
Proof. Let us begin by observing that, since an easy Chern roots computation analogue to [7,
Formula (3.1)] gives us
c˜f (QZ ⊗ F
∨) =
f∑
p=0
∞∑
j=0
(−1)pc˜p(F ) ◦ w˜−q(F ) ◦ c˜1(QZ)
f−p+q,
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the left hand side can be rewritten as
f∑
p=0
∞∑
q=0
(−1)pc˜p(F ) ◦ w˜−q(F ) ◦ π
′
∗ ◦ c˜1(QZ)
s+f−p+q(1P∗(E|Z)). (2.4)
We now notice that 1P∗(E|Z) can be rewritten as π
′∗1Z so to obtain the Segre classes of E|Z . Then
(2.4) becomes
f∑
p=0
∞∑
q=0
(−1)pc˜p(F ) ◦ w˜−q(F ) ◦ S˜s+f−e+1−p+q(E|Z)(1Z).
The right hand side of the statement can be now obtained by using the definition of relative Segre
classes (2.3).
3 Symplectic degeneracy loci
For this section we fix a nonnegative integer k.
3.1 k-strict partitions and characteristic indices
A k-strict partition λ is a weakly decreasing infinite sequence λ1, λ2, . . . such that the number of
nonzero parts is finite, and if λi > k, then λi > λi+1. The length of λ is the number of nonzero
parts λ. Let SPk be the set of all k-strict partition. Let SPkr be the set of all k-strict partitions
with the length at most r. If λ ∈ SPkr , then we write λ = (λ1, . . . , λr). Let SP
k(n) be the set of
all k-strict partitions such that λ1 ≤ n+ k and the length of λ is at most n− k.
Let W∞ be the infinite hyperoctahedral group which can be identified with the group of all
signed permutation, i.e., all permutations w of Z\{0} such that w(i) 6= i for only finitely many
i ∈ Z\{0}, and w(i) = w(¯i) for all i where i¯ := −i. A signed permutation w is determined by
the sequence (w(1), w(2), . . . ) which we call one line notation. An element w ∈ W∞ is called
k-Grassmannian if
0 < w(1) < · · · < w(k), w(k + 1) < w(k + 2) < . . . .
The set of all k-Grassmannian elements in W∞ is denoted by W
(k)
∞ .
There is a bijection between W
(k)
∞ and SP
k defined as follows. For each w ∈ W
(k)
∞ , the
corresponding k-strict partition is given by
λi :=
w(k + i) if w(k + i) < 0#{j ≤ k | w(j) > w(k + i)} if w(k + i) > 0.
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For each λ (and the corresponding signed permutation w), we define its characteristic index
χ = (χ1, χ2, . . . ) by
χi :=
−w(k + i)− 1 if w(k + i) < 0−w(k + i) if w(k + i) > 0.
Moreover, the following notations are necessary for our formulas of Grassmannian degeneracy loci
in type C and B: for each λ ∈ SPk and the corresponding characteristic index χ, define
C(λ) := {(i, j) | 1 ≤ i < j, χi + χj ≥ 0},
γj := ♯{i | 1 ≤ i < j, χi + χj ≥ 0} for each j > 0.
3.2 Symplectic degeneracy loci
Let E be a symplectic vector bundle over X of rank 2n, i.e., we are given a nowhere degenerating
section of ∧2E. For a subbundle F of E, we denote by F⊥ the orthogonal complement of F with
respect to the symplectic form. Fix a reference flag F • of subbundles of E
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ F−1 ⊂ · · · ⊂ F−n = E,
where rkF i = n − i and (F i)⊥ = F−i for all i with −n ≤ i ≤ n. Let SGk(E) → X be
the Grassmannian bundle over X consisting of pairs (x,Ux) where x ∈ X and Ux is an n − k
dimensional isotropic subspace of Ex. Let U be the tautological bundle of SG
k(E).
For each λ ∈ SPk(n) of length r, let XCλ be the symplectic degeneracy locus in SG
k(E)
defined by
XCλ =
{
(x,Ux) ∈ SG
k(E) | dim(Ux ∩ F
χi
x ) ≥ i, i = 1, . . . , r
}
where χ = (χ1, χ2, . . . ) is the characteristic index for λ.
Let Flr(U) → SG
k(E) be the r-step flag bundle of U where the fiber at (x,Ux) ∈ SG
k(E)
consists of the flag (D•)x = {(D1)x ⊂ · · · (Dr)x} of subspaces of U with dim(Di)x = i. Let
D1 ⊂ · · · ⊂ Dr be the flag of tautological bundles of Flr(U). We set D0 = 0. The bundle Flr(U)
can be constructed as a tower of projective bundles
π : Flr(U) = P(U/Dr−1)
πr−→ P(U/Dr−2)
πr−1
−→ · · ·
π3−→ P(U/D1)
π2−→ P(U)
π1−→ SGk(E). (3.1)
The quotient line bundle Dj/Dj−1 is regarded as the tautological line bundle of P(U/Dj−1) and
we set τj := c1((Dj/Dj−1)
∨). We are now able to define the resolution of singularities of the
degeneracy loci.
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Definition 3.1. For each j = 1, . . . , r, we define a subvariety Yj of P(U/Dj−1) by
Yj :=
{
(x,Ux, (D1)x, . . . , (Dj)x) ∈ P(U/Dj−1) | (Di)x ⊂ F
χi
x , i = 1, . . . , j
}
.
We set Y0 := SG
k
r (U) and Y
C
λ := Yr. Let Pj−1 := π
−1
j (Yj−1), π
′
j : Pj−1 → Yj−1 the projection
and ιj : Yj → Pj−1 the obvious inclusion. Let pj := π
′
j ◦ ιj. We have the commutative diagram
P(U/Dj−1) πj
// P(U/Dj−2)
Pj−1
π′j
//
OO
Yj−1
OO
Yj
ιj
OO
pj
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
The following lemma is known from [6], where it was proved for CK∗. One can easily check
that the proof works for an arbitrary oriented Borel-Moore homology and in particular for Ω∗.
Lemma 3.2. For each j = 1, . . . , r, the variety Yj is regularly embedded in Pj−1 and Pj−1 is
regularly embedded in P(U/Dj−1). Furthermore, in Ω∗(Pj−1), we have
ιj∗(1Yj ) = c˜λj+n−k−j
(
(Dj/Dj−1)
∨ ⊗ (D⊥γj/F
χj )
)
(1Pj−1).
Definition 3.3. Let p := p1 ◦ · · · ◦ pr : Y
C
λ → SG
k(E). Define the class κCλ ∈ Ω∗(SG
k(E)) by
κCλ := p∗(1Y C
λ
).
Remark 3.4. It is also known that Y Cλ is irreducible and has at worst rational singularity.
Furthermore Y Cλ is birational to X
C
λ through the projection π (See for example, [6]). Therefore
in K-theory and Chow ring of SGk(E) the class κCλ coincides with the fundamental class of the
degeneracy loci XCλ . Note that in a general oriented cohomology theory, the fundamental class
of XCλ is not defined since X
C
λ may not be an l.c.i scheme.
3.3 Computing κCλ
Definition 3.5. For each m ∈ Z and −n ≤ ℓ ≤ n, define
C˜
(ℓ)
m := S˜m
(
U∨ − (E/F ℓ)∨
)
.
In Ω∗(SGk(E)), we denote C
(ℓ)
m := C˜
(ℓ)
m (1SGk(E)).
Lemma 3.6. In Ω∗(Yj−1), we have
pj∗ ◦ τ˜
s
j (1Yj ) =
j−1∑
p=0
∞∑
q=0
(−1)pc˜p(D
∨
j−1 −Dγj ) ◦ w−q(D
∨
j−1 −Dγj ) ◦ C˜
(χj)
λj+s−p+q
(1Yj−1). (3.2)
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Proof. By Lemma 3.2, we have
pj∗ ◦ τ˜
s
j (1Yj ) = π
′
j∗ ◦ ιj∗ ◦ τ˜
s
j (1Yj ) = π
′
j∗ ◦ τ˜
s
j ◦ ιj∗(1Yj ) = π
′
j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1),
where α˜j := c˜λj+n−k−j((Dj/Dj−1)
∨ ⊗ (D⊥γj/F
χj )). By Theorem 2.12, we have
π′j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1) = S˜s+λj
(
(U/Dj−1)
∨ − (D⊥γj/F
χj )∨
)
(1Yj−1)
= S˜s+λj
(
U∨ − (E/Fχj )∨ − (Dj−1 −D
∨
γj
)∨
)
(1Yj−1),
where we have used D⊥γj = E −D
∨
γj
. Now the claim follows from (2.3).
Before we continue, we need to establish some notation. Let R = Ω∗(Grd(E)), viewed as
a graded algebra over L, and let t1, . . . , tr be indeterminates of degree 1. We use the multi-
index notation ts := ts11 · · · t
sr
r for s = (s1, . . . , sr) ∈ Z
r. A formal Laurent series f(t1, . . . , tr) =∑
s∈Zr ast
s is homogeneous of degree m ∈ Z if as is zero unless as ∈ Rm−|s| with |s| =
∑r
i=1 si.
Let supp f = {s ∈ Zr | as 6= 0}. For each m ∈ Z, define L
R
m to be the space of all formal Laurent
series of homogeneous degree m such that there exists n ∈ Zr for which n+ supp f is contained
in the cone in Zr defined by s1 ≥ 0, s1+ s2 ≥ 0, · · · , s1+ · · ·+ sr ≥ 0. Then L
R :=
⊕
m∈Z L
R
m is
a graded ring over R with the obvious product. For each i = 1, . . . , r, let LR,i be the R-subring
of LR consisting of series that do not contain any negative powers of t1, . . . , ti−1. In particular,
LR,1 = LR. A series f(t1, . . . , tr) is a power series if it doesn’t contain any negative powers of
t1, . . . , tr. Let R[[t1, . . . , tr]]m denote the set of all power series in t1, . . . , tr of degree m ∈ Z. We
set R[[t1, . . . , tr]]gr :=
⊕
m∈Z R[[t1, . . . , tr]]m.
We are now able to define the substitution morphism φj .
Definition 3.7. Define a graded R-module homomorphism φ1 : L
R → Ω∗(SG
k(E)) as
φC1 (t
s1
1 · · · t
sr
r ) = C˜
(χ1)
s1
◦ · · · ◦ C˜ (χr)sr (1SGk(E)).
Similarly, for each j = 2, . . . , d, define a graded R-module homomorphism φCj : L
R,j → Ω∗(Yj−1)
by setting
φCj (t
s1
1 · · · t
sr
r ) = τ˜
s1
1 ◦ · · · ◦ τ˜
sj−1
j−1 ◦ C˜
(χj)
sj ◦ · · · ◦ C˜
(χr)
sr (1Yj−1).
Remark 3.8. By regarding Ω∗(SGk(E)) = ΩdimSGk(E)−∗(SG
k(E)), we have
φC1 (t
s1
1 · · · t
sr
r ) = C
(χ1)
s1
· · ·C (χr)sr .
Using φCj , we can restate (3.2) as follows.
Lemma 3.9. One has
pj∗ ◦ τ˜
s
j (1Yj ) = φ
C
j
(
t
λj+s
j
∏j−1
i=1 (1− ti/tj)P (tj , ti)∏γj
i=1(1− t¯i/tj)P (tj , t¯i)
)
.
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Proof. Consider the functions of t1, . . . , tj−1 defined by the following generating functions:
∞∑
p=0
Hλp (t1, . . . , tj−1)u
p :=
e(t1, . . . , tj−1;u)
e(t¯1, . . . , t¯γj ;u)
=
∏j−1
i=1 (1 + tiu)∏γj
i=1(1 + t¯iu)
∞∑
q=0
W λ−q(t1, . . . , tj−1)u
−q :=
w(t1, . . . , tj−1;u)
w(t¯1, . . . , t¯γj ;u)
=
∏j−1
i=1 P (u
−1, ti)∏γj
i=1 P (u
−1, t¯i)
.
Then we have
Hλp (τ˜1, . . . , τ˜j−1) = c˜p(D
∨
j−1 −Dγj ), W
λ
−q(τ˜1, . . . , τ˜j−1) = w˜−q(D
∨
j−1 −Dγj ).
Thus, by (3.2) and the definition of φCj , we have
pj∗ ◦ τ˜
s
j (1Yj ) = φ
C
j
j−1∑
p=0
∞∑
q=0
(−1)pHλp (t1, . . . , tj−1)W
λ
−q(t1, . . . , tj−1)t
λj+s−p+q
j

= φCj
tλj+sj
j−1∑
p=0
(−1)pHλp (t1, . . . , tj−1)t
−p
j
 ∞∑
q=0
W λ−q(t1, . . . , tj−1)t
q
j
 .
The claim follows from the definitions of Hλp and W
λ
−q in terms of the generating functions.
Finally, we are able to prove the main theorem in the case of symplectic Grassmann bundles.
Theorem 3.10. For a strict partition λ ∈ SPk(n), the associated symplectic Kempf–Laksov class
κCλ is given by
κCλ =
∑
s=(s1,...,sr)∈Zr
fλ
s
C
(χ1)
s1+λ1
· · ·C
(χr)
sr+λr
.
where fλ
s
∈ L are the coefficients of the Laurent series∏
1≤i<j≤r(1− ti/tj)P (tj , ti)∏
(i,j)∈C(λ)(1− t¯i/tj)P (tj , t¯i)
=
∑
s=(s1,...,sr)∈Zr
fλ
s
· ts11 · · · t
sr
r (3.3)
as an element of LL.
Proof. By Definition 3.3, it follows from successive applications of Lemma 3.9 (cf. [6]) that
κCλ = φ
C
1
(
tλ11 · · · t
λr
r
∏
1≤i<j≤r(1− ti/tj)P (tj , ti)∏
(i,j)∈C(λ)(1− t¯i/tj)P (tj , t¯i)
)
.
Then, in view of the definition of the coefficients fs, it suffices to apply φ
C
1 to obtain the claim.
4 Odd orthogonal degeneracy loci
For this section we fix a nonnegative integer k.
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4.1 Degeneracy loci
Consider the vector bundle E of rank 2n + 1 over X with a symmetric non-degenerate bilinear
form 〈 , 〉 : E⊗E → OX where OX is the trivial line bundle over X. Let ξ : OG
k(E)→ X be the
Grassmann bundle consisting of pairs (x,Ux) where x ∈ X and Ux is an n−k dimensional isotropic
subspace of Ex. Note that the bilinear form 〈 , 〉 on E induces an isomorphism F
⊥/F ⊗F⊥/F ∼=
OX for any maximal isotropic subbundle F of E where F
⊥ is the orthogonal complement of F
with respect to 〈 , 〉. This implies that c1(F
⊥/F ) = 0 in Ω∗(X)⊗Z Z[1/2].
Fix a reference flag
0 = Fn ⊂ Fn−1 ⊂ · · · ⊂ F 1 ⊂ F 0 ⊂ (F 0)⊥ ⊂ F−1 ⊂ · · · ⊂ F−n = E,
such that rkF i = n− i for i ≥ 0 and (F i)⊥ = F−i for all i ≥ 1. For each λ ∈ SPk(n) of length r,
we define the associated degeneracy loci XBλ in OG
k(E) is defined by
XBλ =
{
(x,Ux) ∈ OG
k(E) | dim(Ux ∩ F
χi) ≥ i, i = 1, . . . , r
}
.
where χ is the characteristic index associated to λ.
4.2 Quadric bundle
The bundle OGn−1(E) is also known as the quadric bundle and we denote it by Q(E). In this
section, we do not assume that X is smooth as long as it is regularly embedded in a quasi-
projective smooth variety. Let S be the tautological line bundle of Q(E). In this particular case
the Schubert varieties of Q(E) are indexed by a single integer λ1 and can be explicitly described
as follows:
XBλ1 =
Q(E) ∩ P(F λ1−n) (0 ≤ λ1 < n)
P(F λ1−n) (n ≤ λ1 < 2n).
(4.1)
It is worth noticing that λ1 represents the codimension of X
B
λ1
in Q(E).
Lemma 4.1. The fundamental class of the subvariety XBλ1 in Ω∗(Q(E)) for λ1 < n is given by
[XBλ1 → Q(E)] = c˜λ1(S
∨ ⊗ E/F λ1−n)(1Q(E)). (4.2)
Moreover the fundamental class of XBλ1 in Ω∗(Q(E)) for λ1 ≥ n satisfies the following identity
F (2)
(
c˜1(S
∨ ⊗ (F 0)⊥/F 0)
)(
[XBλ1 → Q(E)]
)
= c˜λ1
(
S∨ ⊗ (E/(F 0)⊥ ⊕ F 0/F λ1−n)
)(
1Q(E)
)
. (4.3)
where F (2) is a special case of the power series defined in (2.1).
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Proof. The formula (4.2) follows from Lemma 2.2. For (4.3), first we show the case for λ1 = n,
by computing the class [XBn → Q(E)] in Ω
∗(Q(E)) in two different ways. The variety XBn is
a divisor in P((F 0)⊥), corresponding the line bundle S∨ ⊗ (F 0)⊥/F 0. Moreover, the scheme
theoretic intersection Q(E) ∩ P((F 0)⊥) defines the Weil divisor 2XBn on P((F
0)⊥) and in view of
Lemma 2.3 we have
1Q(E)∩P((F 0)⊥) = ι∗
(
F (2)
(
c˜1(S
∨ ⊗ (F 0)⊥/F 0)
)
(1XBn )
)
,
where ι : XBn → Q(E)∩P((F
0)⊥) is the obvious inclusion. Thus, by pushing forward this identity
to Q(E), we obtain the following identity in Ω∗(Q(E)):
[Q(E) ∩ P((F 0)⊥)→ Q(E)] = F (2)
(
c˜1(S
∨ ⊗ F 0)⊥/F 0
)(
[XBn → Q(E)]
)
.
On the other hand, Lemma 2.2 implies that
[Q(E) ∩ P((F 0)⊥)→ Q(E)] = c˜n
(
S∨ ⊗ E/(F 0)⊥
)
.
This proves (4.3) for λ1 = n.
If λ1 > n, by Lemma 2.2 we have [X
B
λ1
→ XBn ] = c˜i(S
∨⊗F 0/F i) in Ω∗(X
B
n ). Thus by pushing
forward the identity
F (2)
(
c˜1(S
∨ ⊗ (F 0)⊥/F 0
)(
[XBλ1 → X
B
n ]
)
= F (2)
(
c˜1(S
∨ ⊗ F 0)⊥/F 0
)
◦ c˜i(S
∨ ⊗ F 0/F i)(1XBn )
to Ω∗(Q(E)), and applying (4.3) for λ1 = n, we obtain
F (2)
(
c˜1(S
∨ ⊗ (F 0)⊥/F 0
)(
[XBλ1 → Q(E)]
)
= c˜n
(
S∨ ⊗ E/(F 0)⊥
)
◦ c˜λ1−n(S
∨ ⊗ F 0/F λ1−n)(1Q(E))
= c˜λ1
(
S∨ ⊗ (E/(F 0)⊥ ⊕ F 0/F i)
)
(1Q(E)).
Thus (4.3) holds.
As mentioned above, we have c˜1((F
0)⊥/F 0) = 0 in Ω∗(Q(E)) ⊗Z Z[1/2] so that c˜1(S
∨ ⊗
(F 0)⊥/F 0) = c˜1(S
∨). Therefore we have
F (2)
(
c˜1(S
∨ ⊗ (F 0)⊥/F 0)
)
= F (2)
(
c˜1(S
∨)
)
.
Notice that, since it is homogeneous of degree 0 with constant term 2, the series F (2)(u) is
invertible in L⊗Z Z[1/2]. Thus we have the following corollary.
Corollary 4.2. In Ω∗(Q(E)) ⊗Z Z[1/2], we have
[XBλ1 → Q(E)] =

c˜λ1(S
∨ ⊗E/F λ1−n)(1Q(E)) (0 ≤ λ1 < n)
1
F (2)
(
c˜1(S∨)
) ◦ c˜λ1(S∨ ⊗ E/F λ1−n)(1Q(E)) (n ≤ λ1 < 2n).
Remark 4.3. As mentioned in Remark 2.11, we have
[XBλ1 → Q(E)] =

S˜λ1
(
S∨ − (E/F λ1−n)∨
)
(1Q(E)) (0 ≤ λ1 < n)
1
F (2)
(
c1(S∨)
)S˜λ1(S∨ − (E/F λ1−n)∨)(1Q(E)) (n ≤ λ1 ≤ 2n).
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4.3 Resolution of singularities
Consider the r-step flag bundle π : Flr(U) → OG
k(E) as before. We let D1 ⊂ · · · ⊂ Dr be the
tautological flag. Recall that Flr(U) can be constructed as the tower of projective bundles
π : Flr(U) = P(U/Dr−1)
πr→ · · ·
π3→ P(U/D1)
π2→ P(U)
π1→ OGk(E) (4.4)
We regard Dj/Dj−1 as the tautological line bundle of P(U/Dj−1) where we let D0 = 0. For
each j = 1, . . . , r, let τ˜j := c˜1((Dj/Dj−1)
∨) be the firstChern class operator of (Dj/Dj−1)
∨ on
CK ∗(P(U/Dj−1)).
Definition 4.4. For each j = 1, . . . , r, we define a subvariety Yj of P(U/Dj−1) by setting
Yj :=
{
(x,Ux, (D1)x, . . . , (Dj)x) ∈ P(U/Dj−1) | (Di)x ⊂ F
χi
x , i = 1, . . . , j
}
.
We set Y0 := SG
k
r(U) and Y
B
λ := Yr. Let Pj−1 := π
−1
j (Yj−1), π
′
j : Pj−1 → Yj−1 the projection
and ιj : Yj → Pj−1 the obvious inclusion. Let pj := π
′
j ◦ ιj. We have the commutative diagram
P(U/Dj−1) πj
// P(U/Dj−2)
Pj−1
π′j
//
OO
Yj−1
OO
Yj
ιj
OO
pj
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
As in the symplectic case we set p := p1 ◦ · · · ◦ pr : Y
B
λ → OG
k(E) and define
κBλ := p∗(1Y B
λ
).
The following lemma is known from [6], where the computation of the fundamental class of Yj
in Pj−1 is done in connective K-theory CK ∗. However, the proof is valid in an arbitrary oriented
Borel-Moore homology and in particular in Ω∗.
Lemma 4.5. For each j = 1, . . . , r, the variety Yj is regularly embedded in Pj−1 and Pj−1 is
regularly embedded in P(U/Dj−1), in particular they both belong to Lcik. Moreover we have
ιj∗(1Yj ) = α˜j(1Pj−1),
in CK ∗(Pj−1), where
α˜j =

c˜λj+n−k−j
(
(Dj/Dj−1)
∨ ⊗ (D⊥γj/F
χj )
)
(−n ≤ χj < 0)
1
F (2)
((
c1(Dj/Dj−1)∨
)) c˜λj+n−k−j((Dj/Dj−1)∨ ⊗ (D⊥γj/Fχj )) (0 ≤ χj < n).
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4.4 Computing κBλ
Definition 4.6. Let−n ≤ ℓ < n. For eachm ∈ Z, we define the operators B
(ℓ)
m for Ω∗(OG
k(E))⊗Z
Z[1/2] by means of the following generating function
∑
m∈Z
B˜
(ℓ)
m u
m =

S˜
(
U∨ − (E/F ℓ)∨;u
)
(−n ≤ ℓ < 0)
1
F (2)(u−1)
S˜
(
U∨ − (E/F ℓ)∨;u
)
(0 ≤ ℓ < n).
If F (2)(u−1)−1 =
∑
s≥0 fsu
−s with fs ∈ L⊗Z Z[1/2], then for each ℓ ≥ 0, we have
B˜
(ℓ)
m =
∑
s≥0
fsS˜m+s
(
U∨ − (E/F ℓ)∨
)
.
Remark 4.7. If λ = (λ1) ∈ SP
k(n), we have κBλ = B
(χ1)
λ1
.
Lemma 4.8. For each s ≥ 0, we have
pj∗ ◦ τ˜
s
j (1Yj ) =
∞∑
p=0
∞∑
q=0
(−1)pc˜p(D
∨
j−1 −Dγj ) ◦ w˜−q(D
∨
j−1 −Dγj ) ◦ B˜
(χj)
λj+s−p+q
(1Yj−1). (4.5)
Proof. By Lemma 4.5, we have
pj∗ ◦ τ˜
s
j (1Yj ) = π
′
j∗ ◦ ιj∗ ◦ τ˜
s
j (1Yj ) = π
′
j∗ ◦ τ˜
s
j ◦ ιj∗(1Yj ) = π
′
j∗ ◦ τ˜
s
j ◦ α˜j(1Pj−1).
Suppose that χj < 0. By Theorem 2.12, the right hand side equals
S˜λj+s
(
(U/Dj−1 −D
⊥
γj
/Fχj )∨
)
(1Yj−1) = S˜λj+s
(
(U − E/Fχj −Dj−1 +D
∨
γj
)∨
)
(1Yj−1)
where D⊥γj = E − D
∨
γj
. Then the claim follows from (2.3). Similarly, if 0 ≤ χj, Theorem 2.12
implies that the right hand side equals
∞∑
s′=0
fs′S˜λj+s+s′
(
(U/Dj−1)
∨ − (D⊥γj/F
χj )∨
)
(1Yj−1)
where we set F (2)(u−1)−1 =
∑
s′≥0 fs′u
−s′ with fs′ ∈ L ⊗Z [1/2] as above. Again, we use the
identity D⊥γj = E −D
∨
γj
and then the claim follows from (2.3).
Set R := Ω∗(OGk(E))⊗Z Z[1/2] and let L
R be the ring of formal Laurent series with indeter-
minates t1, . . . , tr defined in the previous section.
Definition 4.9. Define a graded R-module homomorphism φB1 : L
R⊗ZZ[1/2]→ Ω∗(OG
k(E))⊗Z
Z[1/2] by
φB1 (t
s1
1 · · · t
sr
r ) = S˜s1
(
U∨ − (E/Fχ1)∨
)
◦ · · · ◦ S˜sr
(
U∨ − (E/Fχr )∨
)
(1OGk(E)).
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Similarly, for each j = 2, . . . , d, define a graded R-module homomorphism φBj : L
R,j ⊗Z Z[1/2]→
Ω∗(Yj−1)⊗Z Z[1/2] by
φBj (t
s1
1 · · · t
sr
r ) = τ˜
s1
1 ◦ · · · ◦ τ˜
sj
j−1 ◦ S˜sj
(
U∨ − (E/Fχj )∨
)
◦ · · · ◦ S˜sr
(
U∨ − (E/Fχr )∨
)
(1Yj−1).
Note that for each i such that j ≤ i ≤ r and χi ≥ 0, we have
φBj
(
tmi
F (2)(ti)
)
= B˜(χi)m (1Yj−1), m ∈ Z. (4.6)
As with Lemma 3.9, by making use of Lemma 4.8 we can prove the following lemma.
Lemma 4.10. We have
pj∗ ◦ τ˜
s
j (1Yj ) =

φBj
(
t
λj+s
j
∏j−1
i=1 (1− ti/tj)P (tj , ti)∏γj
i=1(1− t¯i/tj)P (tj , t¯i)
)
(χj < 0)
φBj
(
t
λj+s
j
F (2)(tj)
∏j−1
i=1 (1− ti/tj)P (tj , ti)∏γj
i=1(1− t¯i/tj)P (tj , t¯i)
)
(0 ≤ χj).
for all s ≥ 0.
A repeated application of Lemma 4.10 to the definition of κBλ , together with (4.6), allows us
to obtain the main theorem for odd orthogonal Grassmannians.
Theorem 4.11. We have
κBλ =
∑
s=(s1,...,sr)∈Zr
cλ
s
B
(χ1)
λ1+s1
· · ·B
(χr)
λr+sr
.
where the fλ
s
∈ L are the coefficients of the Laurent series∏
1≤i<j≤r(1− ti/tj)P (tj , ti)∏
(i,j)∈C(λ)(1− t¯i/tj)P (tj , t¯i)
=
∑
s=(s1,...,sr)∈Zr
cλ
s
· ts11 · · · t
sr
r (4.7)
as an element of LL.
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