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Abstract: We consider Lorentzian CFT Wightman functions in momentum space. In par-
ticular, we derive a set of reference formulas for computing two- and three-point functions,
restricting our attention to three-point functions where the middle operator (corresponding
to a Hamiltonian density) carries zero spatial momentum, but otherwise allowing operators
to have arbitrary spin. A direct application of our formulas is the computation of Hamil-
tonian matrix elements within the framework of conformal truncation, a recently proposed
method for numerically studying strongly-coupled QFTs in real time and infinite volume.
Our momentum space formulas take the form of finite sums over 2F1 hypergeometric func-
tions, allowing for efficient numerical evaluation. As a concrete application, we work out
matrix elements for 3d φ4-theory, thus providing the seed ingredients for future truncation
studies.
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1 Introduction and summary
Accessing real-time dynamics in strongly-coupled quantum field theories (QFTs) is a per-
sistent challenge across many areas of physics. For generic nonperturbative systems, i.e.,
those lacking a clear expansion parameter or large amounts of symmetry, one must usually
rely on numerical methods to make progress. However, even with numerics, accessing truly
dynamical quantities (such as time-dependent correlation functions, spectral densities, and
quantum wavefunctions of states) is still notoriously difficult.
Conformal truncation [1] is a recently-proposed numerical method for studying strongly-
coupled QFTs that is formulated directly in real time and infinite volume to facilitate the
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computation of dynamics. The basic idea is to view the QFT of interest as the IR limit
of a UV conformal field theory (CFT) that has been deformed by one or more relevant
operators OR. At the level of the Hamiltonian,
HQFT = HCFT + λV = HCFT + λ
∫
dd−1~xOR(~x), (1.1)
where d is the number of spacetime dimensions and ~x denotes spatial directions. Then,
one implements a version of Hamiltonian truncation starting from the UV CFT that re-
constructs the RG flow to access the IR QFT.
Hamiltonian truncation refers to an array of QFT methods that all share the same
basic strategy. First, the QFT Hamiltonian is expressed in a chosen basis. Second, the
Hamiltonian is truncated to a finite size according to some prescription. Finally, the
truncated Hamiltonian is diagonalized (usually numerically) to obtain an approximation
to the physical spectrum and eigenstates of the QFT. For a recent review of these methods,
see [2]. Different Hamiltonian truncation methods differ precisely in their choice for the
basis and the prescription used for truncation.
Conformal truncation is a variant of Hamiltonian truncation where one uses states in
the UV CFT to construct a basis. Specifically, the conformal truncation basis consists of
Fourier transforms of CFT primary operators,
|O(P )〉 ≡
∫
ddx e−iP ·xO(x)|0〉. (1.2)
The Hamiltonian is expressed in this basis, and truncation occurs in the scaling dimension
∆ of the operators O(x): only operators with ∆ below some cutoff ∆max are included. The
resulting Hamiltonian matrix is diagonalized numerically in order to obtain an approxima-
tion to physical observables like the spectrum and correlation functions. Finally, one looks
for convergence in computed observables as the threshold ∆max is increased. For recent
implementations of conformal truncation, see [3–6].
A direct consequence of the basis choice in (1.2) is that inner products and Hamiltonian
matrix elements are given by Fourier transforms of CFT two- and three-point functions.
Formally, the inner product between two states is given by
〈O(P )|O′(P ′)〉 = (2pi)dδd(P − P ′)
∫
ddx eiP ·x〈O(x)O′(0)〉, (1.3)
while matrix elements of the Hamiltonian deformation V are given by
〈O(P )|V |O′(P ′)〉 = (2pi)d−1δd−1(~P − ~P ′)
∫
ddx ddx′ ei(P ·x−P
′·x′)〈O(x)OR(0)O′(x′)〉. (1.4)
Thus, at a schematic level, the basic ingredients of conformal truncation are simply CFT
correlators in momentum space. However, to fully define (1.4), we need to specify the
quantization scheme.
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Conformal truncation uses lightcone quantization [7]. Our conventions for lightcone
coordinates are
x± =
1√
2
(
x0 ± x1) , ~x⊥ = (x2, · · · , xd−1),
ds2 = 2dx+dx− − d~x⊥2.
(1.5)
In lightcone quantization, one considers x+ to be time and ~x = (x−, ~x⊥) to be spatial.
The lightcone momenta are defined by P± ≡ (P0 ± P1) /
√
2. In particular, the lightcone
Hamiltonian is P+, with
V =
∫
dd−1~xOR(x+ = 0, ~x). (1.6)
This is the quantization scheme defining (1.4). Interestingly, as we will see, lightcone
coordinates are very natural for evaluating Fourier transforms of CFT correlators because
of a factorization that occurs in the x± integrations. This factorization leads to simple
expressions in two dimensions and motivates our strategy for higher dimensions.1
The correlators appearing on the right-hand sides of (1.3)-(1.4) are Wightman func-
tions, with operators ordered as written. This fixed ordering of the correlator is crucial
for constructing well-defined in- and out-states for the Hamiltonian matrix elements and
is obtained by using a particular i prescription when performing the Fourier transform
integrals to momentum space, which we will review.
Any conformal truncation effort will rely on our ability to efficiently compute inner
products and Hamiltonian matrix elements. Schematically, (1.3)-(1.4) will take the form
〈O(P )|O′(P ′)〉 = (2pi)dδd(P − P ′) IOO′(P, P ′),
〈O(P )|V |O′(P ′)〉 = (2pi)d−1δd−1(~P − ~P ′)COO′ORMOROO′(P, P ′),
(1.7)
where COO′OR are theory-dependent OPE coefficients, while IOO′ andMOROO′ are kinematic
functions of momenta, whose structure is completely fixed by conformal symmetry, based
on the scaling dimensions and spins of O, O′, and OR.
The goal of this work is to derive reference formulas for IOO′ andMOROO′ in 1+1 and 2+1
dimensions. Then, as a direct application, we will use the reference formulas to compute
inner products and matrix elements for 3d φ4-theory, thus providing the seed ingredients
for future truncation studies of this theory.
1In the context of Hamiltonian truncation, lightcone quantization offers several advantages compared
to the more familiar equal-time quantization. In particular, all Hamiltonian matrix elements involving
the vacuum vanish in lightcone quantization, such that the vacuum is not renormalized [8–10]. This is a
consequence of the fact that the lightcone momentum P− = 0 for the vacuum but is strictly positive for any
non-vacuum state, so that the vacuum cannot mix with other states by momentum conservation. For free
CFTs, this means that matrix elements corresponding to particle creation from vacuum must vanish, which
is a significant simplification compared to equal-time quantization. The caveat to all of these statements is
the possible effects of ‘zero modes’. There is now a better understanding of how to systematically account
for zero modes with an effective Hamiltonian [11, 12] and how to match results between lightcone and
equal-time quantization [13–15].
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From (1.3)-(1.4), we see that the kinematic function IOO′ is a general CFT two-point
Wightman function in momentum space, while MOROO′ corresponds to a three-point func-
tion, with the restriction that the middle operator has fixed x+ and zero spatial momentum,
because it corresponds to a Hamiltonian density. This restriction on the spatial momentum
is particularly constraining in lightcone quantization, because it forces the momentum of
the middle operator to be null,
P 2 = 2P+P− − |~P⊥|2⇒ 0 when P−, ~P⊥ = 0. (1.8)
Computing Hamiltonian matrix elements in lightcone quantization is thus equivalent to
computing CFT three-point Wightman functions in momentum space where the middle
operator has null momentum.
This restriction on the momentum greatly simplifies the task of Fourier transforming,
as well as the resulting momentum space expressions. However, we must allow for the
external operators O and O′ to have arbitrary spin, since they are general operators in a
CFT. This makes things more challenging in higher dimensions.
In 2d, we directly compute the inner products and matrix elements of primary operators
with general spin. In 3d, we compute Fourier transforms of a simple but complete basis of
tensor structures that can appear in correlation functions of arbitrary-spin primaries. In
other words, we compute contributions to IOO′ and MOROO′ coming from a basis of tensor
structures that can appear in 〈OO′〉 and 〈OORO′〉. Taking appropriate linear combinations
of our results, one can obtain the inner products and matrix elements of general primary
operators. Next, we apply our 3d formulas to φ4-theory and compute inner products and
matrix elements of so-called “monomial” operators, which are products of derivatives acting
on multiple insertions of φ. Again, one can take linear combinations of these results to
obtain expressions for general primaries.
The main results of this paper are summarized as follows:
d = 1 + 1 (Primary operators):
– Two-point functions (3.6)
– Three-point functions (3.16)
d = 2 + 1 (Complete basis of – Two-point functions (4.8)
tensor structures): – Three-point functions (4.23)
3d φ4-theory:
– Inner products (6.13)
– Matrix elements for φ2 (6.20)
– Matrix elements for φ4 (6.26), (6.27), (6.31), (6.33)
These formulas are meant to serve as a reference for future truncation applications.
Our basic strategy in 3d is to perform the Fourier integral over the perpendicular
direction x⊥ first, thus reducing the problem back down to 2d. We find that conformal
truncation matrix elements in 3d are effectively sums over 2d matrix elements. More con-
cretely, 2d matrix elements are expressible in terms of the 2F1 hypergeometric function,
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see (3.16). In 3d, while the reference formula for Fourier transforms in (4.23) looks com-
plicated, note that it is a closed-form expression that can be applied to operators with
arbitrary spin, and is ultimately just a sum of 2F1’s.
For φ4-theory, the UV CFT is free massless scalar field theory, so one could alterna-
tively use Fock space methods to compute conformal truncation matrix elements. We have
checked that the φ4-theory matrix elements presented here agree with results obtained us-
ing independent Fock space techniques, providing a highly nontrivial check of our formulas.
The Fock space methods are interesting in their own right and require their own analytical
machinery, which we will cover in a separate publication. However, it is worth emphasizing
that the momentum space formulas presented in this work are much more efficient than
Fock space methods for computing matrix elements. Moreover, in other applications where
the UV CFT is not free, Fock space methods are not applicable, and working directly with
momentum space correlators provides the only path forward.
Recently, there has been much interest in studying CFT correlators in momentum
space. Indeed, momentum space is the natural arena for many types of observables. Ex-
ample contexts include cosmology [16–26], ‘conformal collider’ physics [27–31], anoma-
lies [32–35], and quantum critical transport [36–41]. Momentum space is also useful for
computing conformal blocks and the conformal bootstrap [42–45]. In the context of con-
formal truncation, momentum space CFT correlators are the gateway for accessing general
strongly-coupled QFTs. Indeed, the Hamiltonian matrix elements in (1.4) encode infor-
mation about renormalization group flows emanating from the CFT. The more of these
matrix elements we can compute, the more power we have to extract that information and
make predictions beyond the CFT.
Interestingly, though, CFT correlators in Lorentzian momentum space, which is our
interest here, are much less understood than their Euclidean counterparts, which have been
studied extensively (e.g., [46–53]). In principle, one expects to be able to obtain Lorentzian
correlators from Euclidean ones via Wick rotation. However, doing this in practice is
subtle for momentum space Wightman functions, and results so far have been restricted
to operators with low spin [36, 54, 55]. It is worth reiterating that in this paper, we are
studying the structure of Lorentzian CFT correlators in momentum space, but with the
restriction that the middle operator in three-point functions has zero spatial momentum.
Thus (1.4) is a special case of the most general Fourier transform of a CFT three-point
function. It is intriguing that in our scenario, we are able to do computations for arbitrary
spin. It would be interesting to see if the strategies used here can be combined with those
of [36, 54, 55] to tackle the most general momentum space correlators for any spins.
As a final remark, we mention that working in Lorentzian spacetime requires keeping
careful track of any and all phases arising from Wick rotation. They are important, and
affect the final formulas. We have made every effort to be precise with phases so that i’s
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and minus signs in every formula can be trusted.2
This paper is organized as follows. In section 2, we review the i prescription needed
for constructing Wightman functions. In section 3, we present our 2d momentum space
formulas. This is a useful warm-up before deriving our 3d formulas in section 4. Our
approach in higher dimensions, while simple, is admittedly brute-force and leaves something
to be desired. In section 5, we briefly discuss an alternative approach, using AdS Witten
diagrams to compute momentum space correlators in general dimension d for the specific
case of scalar operators. If this approach can be generalized to spinning operators, it may
provide an alternative strategy. In section 6, we use our momentum space formulas to
compute matrix elements for 3d φ4-theory. These are the seed ingredients for upcoming
numerical studies of this theory. We conclude in section 7 with an outlook for the future.
Appendix A contains a summary of notation introduced in the body of the paper, for the
reader’s convenience, while appendix B contains some useful formulas for Lorentzian AdS
propagators.
2 i prescription for Wightman functions
The inner product and matrix elements of our conformal truncation basis states are specif-
ically defined as the Fourier transforms of Wightman functions, with a particular fixed
ordering for the operators. In general, a Lorentzian correlator can be defined as the ana-
lytic continuation of a Euclidean correlation function to imaginary Euclidean time,
τi → iti, (2.1)
where ti is the real Lorentzian time associated with the local operator Oi.
To obtain a particular ordering of operators in the resulting Lorentzian correlator, we
introduce an infinitesimal real Euclidean time i for each operator and define
〈O1(t1, ~x1) · · · On(tn, ~xn)〉 ≡ lim
i→0
〈O1(i(t1 − i1), ~x1) · · · On(i(tn − in), ~xn)〉, (2.2)
where the limit is taken with 1 > · · · > n (e.g., [56, 57]). In this definition, the expression
on the right-hand side is an analytically continued Euclidean correlator, and the expression
on the left-hand side is the resulting Lorentzian Wightman function.
For example, let’s consider the two-point function of some scalar primary operator in
general dimension d. The original Euclidean correlator takes the simple form,
〈O(τ, ~x)O(0)〉 = 1
(τ2 + |~x|2)∆ . (2.3)
To obtain a Lorentzian correlator where the operator acting at the origin is on the right
(i.e. acts first), we need to consider the analytic continuation,
τ → i(t− i), (2.4)
2We welcome attention brought to any errors in this regard.
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with positive , resulting in the Lorentzian correlator
〈O(t, ~x)O(0)〉 = e
−ipi∆
(t2 − |~x|2−i sgnt)∆ . (2.5)
In this work, we will typically be working in lightcone coordinates, in which case it
is more convenient to write the original Euclidean correlator in terms of the holomorphic
coordinates
z =
1√
2
(τ + ix1), z¯ =
1√
2
(τ − ix1). (2.6)
which, for this two-point function example, results in the Euclidean expression
〈O(z, z¯, ~x⊥)O(0)〉 = 1
(2zz¯ + |~x⊥|2)∆ . (2.7)
To obtain the same Wightman function as above (with O(0) on the right), we therefore
need to perform the analytic continuation
z → i(x+ − i), z¯ → i(x− − i), (2.8)
resulting in
〈O(x)O(0)〉 = e
−ipi∆(
2(x+ − i)(x− − i)− |~x⊥|2
)∆ , (2.9)
which is equivalent to eq. (2.5).
Similarly, we can consider a scalar three-point function, with the original Euclidean
correlator
〈O1(x1)O2(x2)O3(x3)〉 = C123
x∆1+∆2−∆312 x
∆2+∆3−∆1
23 x
∆1+∆3−∆2
13
. (2.10)
If we want to construct the corresponding Wightman function where O1 is on the far left
and O3 is on the far right, then we need to perform the analytic continuation
τ1 → i(t1 − i), τ2 → it2, τ3 → i(t3 + i). (2.11)
For this particular ordering, the resulting Lorentzian correlator is
〈O1(x1)O2(x2)O3(x3)〉
=
C123 e
− ipi
2
(∆1+∆2+∆3)(
2(x+12 − i)(x−12 − i)− |~x⊥12|2
)∆1+∆2−∆3
2
(
2(x+23 − i)(x−23 − i)− |~x⊥23|2
)∆2+∆3−∆1
2
× 1(
2(x+13 − i)(x−13 − i)− |~x⊥13|2
)∆1+∆3−∆2
2
.
(2.12)
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Figure 1. Integration contour for evaluating eq. (3.4). The i prescription for this Wightman
function places the branch point in the upper half of the complex plane, which ensures that the
Fourier transform only has support for physical lightcone momentum P > 0. The discontinuity
along this branch cut gives the resulting momentum space expression in eq. (3.5).
3 2d momentum space formulas
In this section, we evaluate the Fourier transforms (1.3) and (1.4) in d = 2 spacetime
dimensions. As we will see, the results in 2d contain all of the essential features we will
need to generalize to higher dimensions.
3.1 Two-point functions
In 2d, the Lorentzian CFT two-point function for a general primary operator O is
〈O(x)O(0)〉 = e
−ipi∆
(x+ − i)2h(x− − i)2h¯ , (3.1)
where h, h¯ are the conformal weights of O, which are related to the scaling dimension ∆
and spin J via
∆ = h+ h¯, J = |h− h¯|. (3.2)
Note that we are using the i prescription for Wightman correlators explained in the
previous section. Since the correlator factorizes in x±, the Fourier transform in lightcone
coordinates likewise factorizes into a product of two independent integrals,∫
d2x eiP ·x〈O(x)O(0)〉 =
∫
d2x eiP ·x
e−ipi∆
(x+ − i)2h(x− − i)2h¯ = Ih(P+) Ih¯(P−), (3.3)
where we have defined the general one-dimensional integral
Ih(P ) ≡ e−ipih
∫ ∞
−∞
dx
eiPx
(x− i)2h . (3.4)
As shown in figure 1, the integrand for Ih(P ) contains a branch point at x = i, since
generically 2h is not an integer. If P < 0, we can close the contour in the lower half of
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the complex plane, which contains no singularities, such that the integral vanishes. The i
prescription for this Wightman function therefore gives rise to a Heaviside step function
Θ(P ), which ensures that the Fourier transform only has support for positive lightcone
momentum P .
For P > 0, we can evaluate Ih(P ) by integrating along the contour shown in figure 1,
resulting in the expression
Ih(P ) =
2piP 2h−1
Γ(2h)
Θ(P ). (3.5)
Plugging into (1.3), we obtain the 2d inner product
〈O(P )|O(P ′)〉 = (2pi)2δ2(P − P ) · 4pi
2P 2h−1+ P
2h¯−1
−
Γ(2h)Γ(2h¯)
Θ(P+)Θ(P−). (3.6)
3.2 Three-point functions
Let us now turn to the Hamiltonian matrix elements (1.4) for d = 2. The Lorentzian CFT
three-point function is
〈O(x)OR(0)O′(x′)〉 = COO′OR e−
ipi
2
(∆+∆R+∆
′) 1
(x+ − i)A(−x′+ − i)B(x+ − x′+ − i)C
× 1
(x− − i)A¯(−x′− − i)B¯(x− − x′− − i)C¯ ,
(3.7)
where
A = h+ hR − h′, B = hR + h′ − h, C = h+ h′ − hR,
A¯ = h¯+ h¯R − h¯′, B¯ = h¯R + h¯′ − h¯, C¯ = h¯+ h¯′ − h¯R.
(3.8)
Just as for inner products, the expression for 2d matrix elements factorizes into two inde-
pendent integrals,
〈O(P )|V |O′(P ′)〉 = (2pi)δ(P− − P ′−)COO′ORMABC(P+, P ′+)MA¯B¯C¯(P−, P ′−), (3.9)
where we have defined
MABC(P, P
′) ≡ e− ipi2 (A+B+C)
∫
dx dx′
ei(Px−P ′x′)
(x− i)A(−x′ − i)B(x− x′ − i)C . (3.10)
Without loss of generality, in evaluating this integral we can assume P < P ′. Given
this assumption, it is convenient to start with the x′ integration. As we can see, there are
two branch points, at x′ = −i and x′ = x − i, which are associated with O′ crossing
the lightcones of OR and O, respectively. The i prescription pushes both of these branch
points into the lower half of the complex plane, which means that the integral vanishes for
P ′ < 0, similar to the two-point function.
For P ′ > 0, we can evaluate the x′ integral with a similar contour to figure 1, though
now with discontinuities along two branch cuts. However, a somewhat simpler approach is
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to first assume the exponents B and C are integers, in which case the singularities simply
become poles, evaluate the associated residues, then analytically continue the resulting
expression. Following this approach, we obtain the sum∫
dx′
e−iP ′x′
(x′ + i)B(x− x′ − i)C
= −2piiΘ(P ′)
(
B−1∑
m=0
(C)m(−iP ′)B−1−m
m! Γ(B −m)(x− i)C+m −
C−1∑
m=0
(B)m(iP
′)C−1−me−iP ′x
m! Γ(C −m)(x− i)B+m
)
.
(3.11)
Turning to the remaining x integration, we encounter two types of integrals:∫
dx
eiPx
(x− i)A+C+m =
2piei
pi
2
(A+C+m)PA+C+m−1
Γ(A+ C +m)
Θ(P ), (3.12)
∫
dx
ei(P−P ′)x
(x− i)A+B+m = 0, (P < P
′). (3.13)
Both of these integrals are of the form of eq. (3.4). The first simply has support for physical
momentum P > 0, but the second integral vanishes under our assumption that P < P ′,
due to the i prescription. Putting these pieces together, we obtain the overall expression
MABC(P, P
′) =
4pi2PA+C−1P ′B−1
Γ(A+ C)Γ(B)
Θ(P )Θ(P ′)
B−1∑
m=0
(−1)m
(
B − 1
m
)
(C)m
(A+ C)m
(
P
P ′
)m
=
4pi2PA+C−1P ′B−1
Γ(A+ C)Γ(B)
Θ(P ) Θ(P ′) 2F1
(
C, 1−B,A+ C, PP ′
)
(P < P ′).
(3.14)
Plugging this back into (3.9), we arrive at the formula for 2d matrix elements,
〈O(P )|V |O′(P ′)〉
= (2pi)δ(P− − P ′−)
16pi4COO′ORP
2h−1
+ P
2h¯−1
− P
′hR+h′−h−1
+ P
′h¯R+h¯′−h¯−1−
Γ(2h)Γ(2h¯)Γ(h′ + hR − h)Γ(h¯′ + h¯R − h¯)
×Θ(P−)Θ(P ′−)2F1
(
h¯+ h¯′ − h¯R, 1− h¯R − h¯′ + h¯, 2h¯, P−P ′−
)
×Θ(P+)Θ(P ′+)2F1
(
h+ h′ − hR, 1− hR − h′ + h, 2h, P+P ′+
)
(P+ < P
′
+).
(3.15)
Note that the overall delta function fixes P− = P ′−, which sets the argument of the
first hypergeometric function to 1.3 The behavior of the hypergeometric function in this
limit is set by the dimension of the middle operator OR. For h¯R > 12 , the function is finite,
3The assumption P < P ′ in (3.14) implies that the limit P−/P ′− → 1 in (3.15) is taken from below.
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and collapses into a ratio of gamma functions, resulting in the Hamiltonian matrix element
〈O(P )|V |O′(P ′)〉
= (2pi)δ(P− − P ′−)
16pi4COO′ORΓ(2h¯R − 1)P 2h−1+ P ′hR+h
′−h−1
+ P
h¯+h¯R+h¯
′−2
−
Γ(2h)Γ(h′ + hR − h)Γ(h¯′ + h¯R − h¯)Γ(h¯+ h¯R − h¯′)Γ(h¯+ h¯R + h¯′ − 1)
×Θ(P−)Θ(P+)Θ(P ′+)2F1
(
h+ h′ − hR, 1− hR − h′ + h; 2h; P+P ′+
)
(P+ < P
′
+, h¯R >
1
2).
(3.16)
For h¯R ≤ 12 , the hypergeometric function diverges in this limit. This divergence arises
due to eq. (3.13), which for P− = P ′− no longer necessarily vanishes, and in fact can be
infinite if the exponent in the denominator is too small. This divergence can be regulated
by inserting some nonzero momentum Q− for the Hamiltonian, in which case we recover
eq. (3.15), with the overall delta function modified to δ(P− +Q− − P ′−).
This behavior is quite general, and persists in higher dimensions, where operators with
dimension ∆R ≤ d2 give rise to divergent Hamiltonian matrix elements. In the context of
Hamiltonian truncation, this issue is discussed in more detail in [1] for the case of free field
theory, where these divergences can be eliminated by restricting to a “Dirichlet” subspace
created by particular linear combinations of primary operators. For the rest of this work,
we will mostly ignore this subtlety and focus on the case where ∆R >
d
2 .
4 3d momentum space formulas
We now consider the Fourier transforms (1.3)-(1.4) in three spacetime dimensions, with
coordinates
(
x+, x−, x⊥
)
. Our general strategy will be to perform all of the x⊥ integrals
first, thus reducing the 3d expressions to 2d ones, which can subsequently be evaluated
using the formulas in the previous section.
An important simplification we will make throughout is to work in the frame
P⊥ = 0. (4.1)
All of the formulas we derive will be in this frame. The expressions for more general
reference frames can easily be obtained by applying Lorentz transformations, specifically
spatial rotations, to our results. Of course, for truncation applications rotating to a general
frame is usually unnecessary. One can always work in the P⊥ = 0 frame, in which case the
formulas below directly apply.
As mentioned in section 1, we will not be explicitly computing the two- and three-
point functions of primary operators, as we did for 2d. Instead, we will be computing
the Fourier transforms of monomial tensor structures with fixed powers of x+, x−, and
x⊥. These individual terms can then be combined to reconstruct the correlation functions
corresponding to primary operators.
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4.1 Two-point functions
In 3d, CFT Euclidean two-point functions are linear combinations of terms of the general
form4
〈O(z, z¯, x⊥)O(0)〉 ⊇ z
a+ z¯a−(x⊥)a⊥
(2zz¯ + x⊥2)A
. (4.2)
If we analytically continue to Lorentzian signature, the corresponding terms are
〈O(x)O(0)〉 ⊇ e
− ipi
2
(2A−a+−a−)(x+ − i)a+(x− − i)a−(x⊥)a⊥(
2(x+ − i)(x− − i)− x⊥2
)A . (4.3)
In order to obtain the contribution of such a term to the momentum space Wightman
function, we need to compute the function
IA(P ) ≡ e−
ipi
2
(2A−a+−a−)
∫
d3x eiP ·x
(x+)a+(x−)a−(x⊥)a⊥
(x2)A
, (4.4)
where for simplicity we have suppressed the factors of i and introduced the shorthand
notation
A ≡ (a+, a−, a⊥, A). (4.5)
Inner products of (general-spin) primary operators will be linear combinations of the func-
tions IA(P ). Specifically, for some coefficients TAOO′ ,
〈O(P )|O′(P ′)〉 = (2pi)3δ3(P − P ′)
∑
A
TAOO′ IA(P ). (4.6)
The first step in evaluating IA is to perform the integral over x⊥. Since we are working
in the frame P⊥ = 0, the formula we need is∫ ∞
−∞
dx
xn
(x2 + Ω)∆
=
(
1 + (−1)n
)Γ(n+12 )Γ(∆− n+12 )
2Γ(∆) Ω∆−
n+1
2
. (4.7)
In this frame, the Fourier transform vanishes for odd a⊥. After the x⊥ integration, we are
left with a 2d integral of the form∫
dx+dx−
eiP ·x
(x+)A−a+−
a⊥+1
2 (x−)A−a−−
a⊥+1
2
,
which we already evaluated in section 3. The final Fourier transform formula is thus5
IA(P ) ≡ e−
ipi
2
(2A−a+−a−)
∫
d3x eiP ·x
(x+)a+(x−)a−(x⊥)a⊥
(x2)A
=
(1 + (−1)a⊥)pi2Γ(a⊥+12 )Γ(A− a⊥+12 )P
A−a+−a⊥+32
+ P
A−a−−a⊥+32−
2A−
a⊥+3
2 Γ(A)Γ(A− a+ − a⊥+12 )Γ(A− a− − a⊥+12 )
Θ(P+)Θ(P−)
(P⊥ = 0).
(4.8)
4Note that in this section lowercase variables (a, b, . . .) will exclusively be used for exponents which are
integers, while capitalized variables (A,B, . . .) will be used for more general exponents.
5We have checked that this formula agrees with equation (2.12) of [43] for several examples.
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4.2 Three-point functions
Similar to two-point functions, in 3d Lorentzian CFT three-point functions can be expanded
into terms of the form
〈O(x1)OR(0)O′(x3)〉
⊇ eiθABC (x
+
1 )
a+(x−1 )
a−(x⊥1 )a⊥(−x+3 )b+(−x−3 )b−(−x⊥3 )b⊥(x+13)c+(x−13)c−(x⊥13)c⊥
(x21)
A(x23)
B(x213)
C
,
(4.9)
where the overall phase is given by
θABC ≡ pi
2
(a+ + a− + b+ + b− + c+ + c−)− pi(A+B + C), (4.10)
and for notational simplicity we have suppressed the factors of i, which have the same
structure as eq. (4.3). To obtain the contribution of these terms to the momentum space
Wightman function, we need to evaluate the integral
MABC(P, P ′) ≡ eiθABC
∫
d3x1 d
3x3 e
i(P ·x1−P ′·x3)
∏
µ=±,⊥(x
µ
1 )
aµ(−xµ3 )bµ(xµ13)cµ(
x21
)A (
x23
)B (
x213
)C . (4.11)
Matrix elements of (general-spin) primary operators will be linear combinations of the
functions MABC(P, P ′),
〈O(P )|V |O′(P ′)〉 = (2pi)2δ2(~P − ~P ′)
∑
ABC
TABCOO′ORMABC(P, P ′), (4.12)
for some coefficients TABCOO′OR . Note that the delta function out front sets
~P = ~P ′. We will
therefore impose this in evaluating MABC(P, P ′).
Ultimately, we will write down an explicit formula for MABC in the simplified case
when a− = b− = c− = 0. This case is of particular interest, because it is sufficient for
computing conformal truncation matrix elements in free scalar field theory, which is the
immediate goal of this work. While the more general case of nonzero a−, b−, or c− is more
complicated, we will explain how those formulas can also be computed. For now, we assume
general arguments and will indicate when we choose to set the exponents a−=b−=c−=0.
Our first step in evaluating MABC is to rewrite the denominator in (4.11). We do
this using the Anti-de Sitter (AdS) bulk representation for scalar three-point functions.
Specifically, in d spacetime dimensions, one has the formula [58]6
eipi(A+B+C−
1
2
)
(x21)
A(x23)
B(x213)
C
= F (d)(A,B,C)
∫
ddx dw
wd+1
(
w
(x− x1)2 − w2
)A+C( w
x2 − w2
)A+B( w
(x− x3)2 − w2
)B+C
,
(4.13)
6Note that we have analytically continued the Euclidean expression in [58] to Lorentzian signature.
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where the prefactor is defined as
F (d)(A,B,C) ≡ 2 Γ(A+ C) Γ(A+B) Γ(B + C)
pi
d
2 Γ(A) Γ(B) Γ(C) Γ(A+B + C − d2)
. (4.14)
The precise i structure of eq. (4.13) is discussed in section 5. The right-hand side represents
the computation of a three-point Witten diagram in AdSd+1 with bulk coordinates (x
µ, w).
The utility of rewriting the denominator in this way is that the Fourier transform factorizes,
at the cost of the extra integration variables.
To proceed, we insert the bulk representation (4.13) into the expression for MABC
in (4.11). Then, in a slight abuse of notation, we relabel x → −x2, which will make
the resulting expression somewhat more intuitive, even though this coordinate is really
associated with the bulk AdS interaction point. Next, we can factorize the expression by
shifting x1,3 → x1,3 − x2. The resulting expression for MABC is
MABC(P, P ′)
= F (3)(A,B,C) eiθABC−ipi(A+B+C−
1
2
)
∫
d3x1 d
3x2 d
3x3 e
i(P ·x1−P ′·x3)e−i(P+−P
′
+)x
+
2
×
∫
dw
w4
(
w
x21 − w2
)A+C( w
x22 − w2
)A+B( w
x23 − w2
)B+C ∏
µ=±,⊥
(xµ12)
aµ(xµ23)
bµ(xµ13)
cµ .
(4.15)
As mentioned before, our strategy for evaluating this expression is to integrate over all
of the transverse components first. With this in mind, we can expand out the x⊥ij factors
appearing in the numerator as
(x⊥12)
a⊥(x⊥23)
b⊥(x⊥13)
c⊥ =
a⊥∑
ma=0
b⊥∑
mb=0
c⊥∑
mc=0
(−1)b⊥+ma+mc−mb
(
a⊥
ma
)(
b⊥
mb
)(
c⊥
mc
)
× (x⊥1 )a⊥+c⊥−ma−mc(x⊥2 )ma+mb(x⊥3 )b⊥−mb+mc .
(4.16)
Each term in this expansion gives rise to three factorized x⊥i integrals of the same form
as eq. (4.7). Because the power of x⊥i in the numerator of each of these integrals must be
even for the expression to be nonzero, we therefore obtain the requirements
a⊥ + b⊥ + c⊥
ma +mb
b⊥ −mb +mc
 = even. (4.17)
After expanding with (4.16) and then evaluating the transverse integrals with (4.7),
the resulting expression for MABC contains sums over ma,b,c along with integrals of the
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general form∫
d2x1 d
2x2 d
2x3 e
i(P ·x1−P ′·x3)e−i(P+−P
′
+)x
+
2
∏
µ=±
(xµ12)
aµ (xµ23)
bµ (xµ13)
cµ
×
∫
dw
w4
(
w
2x+1 x
−
1 − w2
)A+C−a⊥+c⊥−ma−mc+1
2
(
w
2x+2 x
−
2 − w2
)A+B−ma+mb+1
2
×
(
w
2x+3 x
−
3 − w2
)B+C− b⊥−mb+mc+1
2
w
a⊥+b⊥+c⊥+3
2 ,
(4.18)
where d2x ≡ dx+dx−.
The next step is to integrate over x−2 . Now we assume that a− = b− = c− = 0. For
this case, the integral we need is worked out in appendix B. We reproduce it here for the
reader’s convenience,∫ ∞
−∞
dx−
1
(2x+x− − w2 − i)∆ = e
ipi(∆− 1
2
)piw
2(1−∆)
∆− 1 δ(x
+). (4.19)
Since the x−2 integration is proportional to δ(x
+
2 ), we can trivially evaluate the integral
over x+2 , which simply sets x
+
2 = 0. These steps reduce the integral in (4.18) to∫
dw
wA+B−
1
2
(a⊥+b⊥+c⊥+ma+mb)
∫
d2x1 d
2x3 e
i(P ·x1−P ′·x3) (x+1 )a+ (−x+3 )b+ (x+13)c+
×
(
w
2x+1 x
−
1 − w2
)A+C−a⊥+c⊥−ma−mc+1
2
(
w
2x+3 x
−
3 − w2
)B+C− b⊥−mb+mc+1
2
.
(4.20)
Before continuing, let us pause to make two comments. The first is that formula (4.19)
assumes ∆ > 1, or more generally ∆ > d2 in higher dimensions. For conformal truncation
matrix elements, this directly corresponds to assuming ∆R >
d
2 , where ∆R is the dimension
of the relevant operator perturbing the UV CFT. This is an important caveat for our
formulas (as we alluded to earlier below (3.16)). A physical understanding of this restriction
comes from interpreting matrix elements as AdS Witten diagrams. We will discuss this in
section 5.
Second, we comment on the case of nonvanishing a−, b−, or c−. In that case, factors
of x− would appear in the numerator on the left-hand side of (4.19). As a result, the right-
hand side would be modified to a derivative of a delta function, δ(n)(x+). Then, one would
need to integrate by parts inside the x+2 integral before setting x
+
2 = 0. This can certainly
be done, and the resulting integrals can be evaluated using the same steps discussed below.
For our purposes, though, we are content to ignore these complications and focus on the
case a−=b−=c−=0.
Returning to the integral (4.20), we can make progress with the following crucial
observation: this integral is precisely the Fourier transform of a three-point function in 2d,
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written in a bulk representation! To see this, define
A′ ≡ A− a⊥ + c⊥ +mb −mc + 1
2
,
B′ ≡ B − b⊥ +ma +mc + 1
2
,
C ′ ≡ C + ma +mb
2
.
(4.21)
Then the integral in (4.20) becomes∫
d2x1 d
2x3 e
i(P ·x1−P ′·x3)(x+1 )
a+(−x+3 )b+(x+13)c+
×
∫
dw
wA′+B′+1
(
w
2x+1 x
−
1 − w2
)A′+C′ ( w
2x+3 x
−
3 − w2
)B′+C′
=
eipiC
′
(A′ +B′ − 1)
2A′+B′+C′piF (2)(A′, B′, C ′)
∫
dx+1 dx
+
3
ei(P+x
+
1 −P ′+x+3 )
(x+1 )
A′−a+(−x+3 )B′−b+(x+13)C′−c+
×
∫
dx−1 dx
−
3
eiP−x
−
13
(x−1 )A
′(−x−3 )B′(x−13)C′
.
(4.22)
We have therefore reduced our initial 3d formula to a sum of 2d integrals, which we already
evaluated in the previous section.
Putting all the pieces together leads us to our final expression for MABC in the case
of vanishing a−, b−, and c−:
MABC(P, P ′) ≡ eiθABC
∫
d3x1 d
3x3 e
i(P ·x1−P ′·x3)
∏
µ=+,⊥(x
µ
1 )
aµ(−xµ3 )bµ(xµ13)cµ
(x21)
A(x23)
B(x213)
C
=
pi7/2 25+
a⊥+b⊥+c⊥
2
−A−B−CPA+B+C−
a⊥+b⊥+c⊥
2
−3
−
Γ(A) Γ(B) Γ(C) Γ(A+B + C − 32)
Θ(P−)Θ(P+)Θ(P ′+)
×
a⊥∑
ma=0
b⊥∑
mb=0
c⊥∑
mc=0
(−1)ma
(
a⊥
ma
)(
b⊥
mb
)(
c⊥
mc
)
× 18
(
1 + (−1)a⊥+b⊥+c⊥
)(
1 + (−1)ma+mb
)(
1 + (−1)b⊥−mb+mc
)
× Γ(
a⊥+c⊥−ma−mc+1
2 ) Γ(
b⊥−mb+mc+1
2 ) Γ(
2A+2B−ma−mb−3
2 ) Γ(
2C+ma+mb
2 ) Γ(
ma+mb+1
2 )
Γ(2B−2b+−b⊥−ma−mc−12 ) Γ(
2A+2C−2a+−2c+−a⊥−c⊥+ma+mc−1
2 )
× PA+C−a+−c+−
a⊥+c⊥−ma−mc+3
2
+ P
′B−b+− b⊥+ma+mc+32
+
× 2F1
(
2C−2c++ma+mb
2 ,
−2B+2b++b⊥+ma+mc+3
2 ;
2A+2C−2a+−2c+−a⊥−c⊥+ma+mc−1
2 ;
P+
P ′+
)
(~P = ~P ′, P⊥ = 0, P+ < P ′+, a−=b−=c−=0).
(4.23)
– 16 –
OR
<latexit sha1_base64="aKu1rZlnKSVahkd90IbaMA8DyHk=">AAAFMnicddTdbtMwFABgbwQ Y5W8DccVNRFWJq6kZSKAJoUEnBNL+GGs3qa2qU8dpo9pOZDtrKysPwS28Bi8Dd4hbHgI77bTGLZZqHfuzYx83cT+lsVT1+s+19RvezVu3N+5U7t67/+Dh5tajlkwygUkTJzQRF32QhMacNFWsKLlIB QHWp+S8P2pYP78kQsYJP1PTlHQZDHgcxRiU6TrvHGOgvdPeZrW+XS+KvxwE86CK5uWkt+U96YQJzhjhClOQsh3UU9XVIFSMKckrnUySFPAIBqRtQg6MyK4u9pv7NdMT+lEizI8rv+hdnKGBSTllfTO SgRpK12znKmtnKnrd1TFPM0U4ni0UZdRXiW+T98NYEKzo1ASARWz26uMhCMDKHFFplTHIqdmCSYSTMU4YAx7qzpnIte4I5pvAIQG5qeLBUIEQydhRapWSaDWKK/3v/Dd2APBBcbSCLNJbu+4VLUJq ILV/CFBHIpOGqQA7/Q3zMhix52oi3XBzPCj7geuHZT90/ajsR64fl/3Y9VbZW67vk9xWVIEDoYVwBTQYTPJZ4j374MnSI2cD9slqHhU8Wo0klWbqJQgTxDTh7tofzgwrMlGCadtw/F345dptw/FPp9 dsYkebrWttLp3UEGhUvAM6yPWOqzwRIRF5O+jqWsX39W5x5IJQk6Y0XwjRAcvyarDYynfzWiU3F0ngXhvLQWtnO3ixvfP5ZXXv/fxK2UBP0TP0HAXoFdpDH9EJaiKMRugr+oa+ez+8X95v789s6Pra fM5jVCre33+JRt4E</latexit>
O
<latexit sha1_base64="anGpeyMy7ZVbyS 3PU6XTtBs6OPo=">AAAFMHicddTdbtMwFABgbwQY5W8DccVNRDWJq6nZkEATQoNOCKT9AWs 3qa2mU8dprdpOZDvbKivPwC28Bk8DV4hbngI77bTGLZZqHfuzYx83cT9jVOlG49fS8o3g5q 3bK3dqd+/df/Bwde1RW6W5xKSFU5bK0z4owqggLU01I6eZJMD7jJz0R03nJ+dEKpqKYz3OS I/DQNCEYtC2q9U9xMDOVuuNjUZZwvkgmgZ1NC1HZ2vBk26c4pwToTEDpTpRI9M9A1JTzEhR6 +aKZIBHMCAdGwrgRPVMudsiXLc9cZik0v6EDsve2RkGuFJj3rcjOeih8s11LrJOrpNXPUNF lmsi8GShJGehTkOXehhTSbBmYxsAltTuNcRDkIC1PaDKKhegxnYLNhFBLnDKOYjYdI9lYUx X8tAGHkkobEUHQw1SpheeMqeMJItRXul/5792A0AMyqOVZJbeuHWvaBYyC5n7Q4B5ktg0bA XY62/aV8GKO1cbmaaf417V93zfr/q+7wdVP/D9sOqHvrer3vZ9lxSuYho8iB3EC6DJ4bKYJ H7mHnw598jJgF2ymEcljxYjyZSdeg7SBpSlwl/7/bFlTS615MY1PH8bf7l21/D84+drtrGn rfa1tuZOaggsKd8BExVm01eRypjIohP1zHotDM12eeSSMJumsl8IMRHPi3o02yq2i/VaYS+ SyL825oP25ka0tbH56UV95930SllBT9Ez9BxF6CXaQR/QEWohjCj6ir6h78GP4GfwO/gzGb q8NJ3zGFVK8Pcf5kvdPw==</latexit> O0
<latexit sha1_base64="umxliqtjAxgwLHxMdQMcsuKQL+Q=">AAAFMXicddTdbtMwFAB gbwQY5W8DccVNRDXB1dRsSKAJoUEnBNL+gLWb1FbVqeO0obYT2c7ayso7cAuvwdPsDnHLS2Cnnda4xVKtY3927OMm7qU0lqpWu1xZveHdvHV77U7l7r37Dx6ubzxqyiQTmDRwQhNx3gNJa MxJQ8WKkvNUEGA9Ss56w7r1swsiZJzwUzVJSYdBn8dRjEGZrmb7GAN93l2v1rZqRfEXg2AWVNGsnHQ3vCftMMEZI1xhClK2glqqOhqEijEleaWdSZICHkKftEzIgRHZ0cV2c3/T9IR+lA jz48oveudnaGBSTljPjGSgBtI127nMWpmKXnd0zNNMEY6nC0UZ9VXi29z9MBYEKzoxAWARm736eAACsDInVFplBHJitmAS4WSEE8aAh7p9KnKt24L5JnBIQG6quD9QIEQycpRapSRajuJK /zv/jR0AvF8crSDz9Naue0XzkBpI7R8C1JHIpGEqwE5/3bwLRuy5mkjX3RwPyn7g+mHZD10/KvuR68dlP3a9Wfam6/sktxVV4EBoIVwCdQbjfJp41z54vPDI6YB9spyHBQ+XI0mlmXoBw gQxTbi79odTw4qMlWDaNhx/F369dttw/NOXazaxo43mtTYWTmoANCreAR3kettVnoiQiLwVdPRmxff1bnHkglCTpjRfCNEBy/JqMN/Kd/PNSm4uksC9NhaD5vZWsLO1/fllde/97EpZQ0/ RM/QCBegV2kMf0QlqIIy+oe/oB/rp/fIuvd/en+nQ1ZXZnMeoVLy//wDK3d1w</latexit>
Figure 2. Witten diagram for the CFT Wightman function 〈OORO′〉. The solid lines for the two
external operators represent Wightman bulk-to-boundary propagators, while the dashed line for
the middle operator represents a time-ordered propagator.
5 AdS approach
So far, our approach has been to first compute the position space expression for CFT
Wightman functions, then explicitly Fourier transform to obtain the corresponding mo-
mentum space result. However, one useful way to automatically enforce d-dimensional
CFT kinematics is to work in (d + 1)-dimensional Anti-de Sitter space, which effectively
“geometrizes” the action of the conformal generators [59]. In this section, we reconsider
matrix elements for scalar primary operators using AdS to illustrate this alternative ap-
proach.
Because we are specifically interested in momentum space correlation functions, it is
most natural to work in Poincare´ patch coordinates (xµ, w), where xµ are the d-dimensional
spacetime coordinates of the CFT, and w is the bulk AdS coordinate (with the spatial
boundary of AdS located at w = 0). In these coordinates, the AdS metric is
ds2AdS =
ηµνdx
µdxν − dw2
w2
. (5.1)
Since two- and three-point functions are completely fixed (up to OPE coefficients) by
conformal symmetry, they can always be rewritten as boundary correlation functions of an
effective field theory in AdS, even for CFTs which have no large N parameter or no clear
holographic dual.
For example, consider a three-point Wightman function 〈OORO′〉 where all three op-
erators are scalar primaries. As shown in figure 2, this CFT correlator can be rewritten
as an AdS Witten diagram containing a cubic interaction between three bulk scalar fields,
whose masses m2 are related to the scaling dimensions of these operators by
m2 = ∆(∆− d). (5.2)
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This Witten diagram corresponds to a product of the three bulk-to-boundary propagators
connecting the CFT operators to the bulk interaction point, with the location of this
interaction integrated over all of AdS, resulting in the schematic expression
〈O(x1)OR(x2)O′(x3)〉
∼
∫
dw
wd+1
∫
ddx 〈O(x1)φ(x,w)〉〈T {OR(x2)φR(x,w)}〉〈φ′(x,w)O′(x3)〉.
(5.3)
Note that, for this particular ordering of the CFT correlator, the bulk-to-boundary
propagators associated with the external operators (O and O′) are Wightman propagators,
which in position space take the form
〈φ(xµ, w)O(0)〉 =
(
e−ipiw
2(x+ − i)(x− − i)− |~x⊥|2−w2
)∆
, (5.4)
where we’ve normalized this AdS propagator such that it reduces to a standard CFT two-
point function in the limit w→0,
〈O(x)O(0)〉 = lim
w→0
w−∆〈φ(xµ, w)O(0)〉. (5.5)
The bulk-to-boundary propagator for the middle operator (OR), however, is time-ordered,
〈T {φ(xµ, w)O(0)}〉 =
(
e−ipiw
2x+x− − |~x⊥|2−w2 − i
)∆
. (5.6)
Combining these together, we thus obtain the full AdS representation for this scalar
three-point function,
〈O(x1)OR(x2)O′(x3)〉 = COO′ORe−ipi(∆+∆
′+∆R− 12 )F (d)(∆−∆
′+∆R
2 ,
∆′−∆+∆R
2 ,
∆+∆′−∆R
2 )
×
∫
dw
wd+1
∫
ddx
(
w
2(x+ − x+1 + i)(x− − x−1 + i)− |~x⊥ − ~x⊥1 |2−w2
)∆
×
(
w
2(x+ − x+2 )(x− − x−2 )− |~x⊥ − ~x⊥2 |2−w2 − i
)∆R
×
(
w
2(x+ − x+3 − i)(x− − x−3 − i)− |~x⊥ − ~x⊥3 |2−w2
)∆′
,
(5.7)
where the prefactor F (d)(A,B,C) was defined previously in eq. (4.14).
The advantage of this AdS representation is that it greatly simplifies the Fourier trans-
form of the three-point function. Due to the factorized structure of (5.7), taking the Fourier
transform with respect to the position xi simply recovers the corresponding momentum
space bulk-to-boundary propagator. For the external operators O and O′, we therefore
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obtain the momentum space Wightman propagator7∫
ddx eiP ·x〈φ(x,w)O(0)〉 =
∫
ddx eiP ·x
(
e−ipiw
2(x+ − i)(x− − i)− |~x⊥|2−w2
)∆
=
pi
d
2
+1
2∆−
d
2
−1Γ(∆)
µ∆−
d
2w
d
2J∆− d
2
(µw) Θ(µ2)Θ(P+),
(5.8)
where Jν is a Bessel function of the first kind and µ
2 ≡ 2P+P−− |~P⊥|2. In the limit w→0,
this propagator simply reduces to the Fourier transform of a CFT two-point Wightman
function for a scalar primary,
lim
w→0
w−∆
(
pi
d
2
+1
2∆−
d
2
−1Γ(∆)
µ∆−
d
2w
d
2J∆− d
2
(µw)
)
=
pi
d
2
+1µ2∆−d
22∆−d−1Γ(∆)Γ(∆− d−22 )
, (5.9)
which agrees with our eqs. (3.6) and (4.8) for the cases d = 2, 3.
For the middle operator OR, the propagator is time-ordered, which has the correspond-
ing momentum space expression∫
ddx eiP ·x〈T {φR(x,w)OR(0)}〉 =
∫
ddx eiP ·x
(
e−ipiw
x2 − w2 − i
)∆R
=
pi
d
2
+1
2∆R−
d
2 Γ(∆R)
µ∆R−
d
2w
d
2H∆R− d2 (µw),
(5.10)
where Hν is a Hankel function of the first kind. However, for computing Hamiltonian
matrix elements in lightcone conformal truncation, we are specifically interested in the
case where the spatial momenta ~P ≡ (P−, ~P⊥) of the middle operator are set to zero,
which is equivalent to taking µ2→0. In this limit, we find very different behavior for the
Hankel function, depending on whether ∆R is greater than or less than
d
2 :
lim
µ2→0
H∆R− d2 (µw) ∼

(
1
µw
)∆R− d2
(∆R >
d
2),(
1
µw
) d
2
−∆R
(∆R <
d
2).
(5.11)
For ∆R >
d
2 , the powers of µ perfectly cancel, such that (5.10) is finite for µ
2→0.
However, for ∆R ≤ d2 , this limit is divergent. This is exactly the same behavior discussed
in section 3.2, where Hamiltonian matrix elements in 2d were shown to be divergent for
∆R ≤ 1. From the AdS perspective, we thus see that this behavior is universal, and arises
specifically from the bulk-to-boundary propagator for OR. We therefore generically expect
these divergences to appear in any matrix element with ∆R ≤ d2 , regardless of the number
of spacetime dimensions or the spins of the external operators O and O′.8
7See appendix B for a detailed derivation of the momentum space bulk-to-boundary propagators.
8In principle, this divergence could be softened or removed if the bulk field φR is derivatively coupled,
such that powers of momenta in the numerator cancel the overall factor of 1/µd−2∆R , which can only
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For the finite case where ∆R >
d
2 , we can use this bulk-to-boundary propagator to
compute the integral necessary for Hamiltonian matrix elements,∫
dd−1x 〈T {φR(x,w)OR(0)}〉 =
∫
dd−1x
(
e−ipiw
x2 − w2 − i
)∆R
= − ipi
d
2 Γ(∆R − d2)
Γ(∆R)
wd−∆Rδ(x+) (∆R > d2).
(5.12)
Using these expressions, we can now compute the Hamiltonian matrix element for three
scalar primaries by taking the Fourier transform of eq. (5.7). The integrals over the three
boundary positions xi simply convert the bulk-to-boundary propagators to momentum
space, and the resulting integral for the interaction position x trivially reproduces the
overall momentum-conserving delta function δd−1(~P − ~P ′). We are therefore left with a
single integral, over the bulk position w,∫
ddx1 d
d−1x2 ddx3 ei(P ·x1−P
′·x3) 〈O(x1)OR(x2)O′(x3)〉
= (2pi)d−1δd−1(~P − ~P ′) COO′OR2
d+3−∆−∆′pid+2Γ(∆R − d2)
Γ(∆+∆R−∆
′
2 )Γ(
∆′+∆R−∆
2 )Γ(
∆+∆′−∆R
2 )Γ(∆ + ∆
′ + ∆R − d2)
× µ∆− d2µ′∆′− d2 Θ(µ2)Θ(P+)Θ(µ′ 2)Θ(P ′+)
∫
dw
w∆R−d+1
J∆− d
2
(µw) J∆′− d
2
(µ′w).
(5.13)
Note that in obtaining this expression, we have only made two assumptions: all three
operators are scalar primaries and ∆R >
d
2 . This expression therefore holds in any number
of dimensions and for any choice of external momenta P, P ′.
For the case where the external operators O and O′ have nonzero spin, the resulting
Fourier transform will have the same overall structure as eq. (5.13). Specifically, the ex-
pression can be reduced to a single integral over the bulk point w, where the integrand is a
product of the bulk-to-boundary propagators for the spinning AdS fields φ and φ′, with the
power of w in the integration measure set by ∆R. The overall polarization structure, cor-
responding to a polynomial in P and P ′, is set by the particular choice of bulk interaction
coupling the two spinning fields to the scalar field φR.
For this simple case where all operators are scalars, we can evaluate the integral over
happen if the external operators have nonzero spin. However, in d = 2 we saw above that this does not
happen when the external operators are primary, and instead requires a linear combination of primaries and
descendants to successfully remove all divergences, which for free field theory corresponds to the Dirichlet
basis discussed in [1]. It would be interesting to understand if this behavior generalizes in higher dimensions,
or if there are particular polarization structures of primary operators which have finite matrix elements.
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w to obtain the final Hamiltonian matrix element
〈O(P )|V |O′(P ′)〉
= (2pi)d−1δd−1(~P − ~P ′) 2
2(d+1−∆−∆′−∆R)pid+2Γ(∆R − d2)
Γ(∆+∆R−∆
′
2 )Γ(
∆′+∆R−∆
2 )Γ(∆ + ∆
′ + ∆R − d2)
× µ
∆+∆R−∆′−dµ′ 2∆′−d
Γ(∆+∆R−∆
′−d+2
2 )Γ(∆
′ − d−22 )
Θ(µ2)Θ(P+)Θ(µ
′ 2)Θ(P ′+)
× 2F1
(
∆+∆′−∆R
2 ,
∆′−∆−∆R+d
2 ; ∆
′ − d−22 ; µ
2
µ′2
)
,
(5.14)
where in evaluating this integral we’ve assumed (without loss of generality) that µ′2 > µ2.
This expression agrees with eqs. (3.16) and (4.23) for d = 2, 3.
6 Application: 3d φ4-theory
In this section, we use the Fourier transform formulas derived in section 4 to compute the
conformal truncation matrix elements for 3d φ4-theory. The Lagrangian for this theory is
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − 1
4!
λφ4, (6.1)
and the corresponding lightcone Hamiltonian is
P+ =
∫
d2~x
(
1
2
(∂⊥φ)2 +
1
2
m2φ2 +
1
4!
λφ4
)
. (6.2)
The UV CFT is free, massless scalar field theory, which is then deformed by the relevant
operators φ2 and φ4.
The conformal truncation basis is constructed using CFT operators. For a free massless
scalar, these operators are built from derivatives acting on the field φ. Due to the equation
of motion ∂2φ = 0, we can choose to eliminate ∂+ derivatives in favor of working only with
∂− and ∂⊥. Making this choice, we utilize the following notation to write down general
operators. First, let k be a two-component vector with a minus and transverse component,
k = (k−, k⊥), (6.3)
and for a single field φ define
∂kφ ≡ ∂k−− ∂k⊥⊥ φ. (6.4)
For an operator with n fields, we use a vector k
k = (k1, . . . , kn) , (6.5)
where again each ki = (ki−, ki⊥), and define
∂kφ ≡ ∂k1φ · · · ∂k2φ. (6.6)
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We refer to ∂kφ as a monomial. General operators are linear combinations of these mono-
mials,
O(x) =
∑
k
COk ∂
kφ(x). (6.7)
Finally, it is useful to introduce shorthand notation for summations,
|k−|=
∑
i
ki−, |k⊥|=
∑
i
ki⊥, |k|= |k−|+|k⊥|. (6.8)
We will now use the formulas derived in section 4 to compute φ4-theory conformal
truncation matrix elements for states created by individual monomials,
|∂kφ(P )〉 ≡
∫
d3x e−iP ·x∂kφ(x)|0〉. (6.9)
Since primary operators are linear combinations of monomials, the formulas below are
sufficient to compute matrix elements for all operators. Without loss of generality, we
work in the frame P⊥ = 0, allowing us to apply the formulas of section 4 directly. We will
only focus on the computation of matrix elements in this work, leaving the analysis of the
resulting Hamiltonian and its eigenstates for the future.
It is worth commenting that we have independently checked the formulas below using
Fock space methods, since our UV CFT is a free theory. Those methods are interesting
in their own right and will be considered in more detail in an upcoming publication. In
practice, however, we have found the Fourier transform formulas below to be much more
efficient and amenable to numerical evaluation.
6.1 Inner product
The inner product (1.3) between conformal truncation states is computed by a Fourier
transform of a position-space two-point function. Our normalization of φ is such that its
two-point function is
〈φ(x)φ(0)〉 = −i
4pi(x2)
1
2
. (6.10)
The two-point function of arbitrary monomials (6.6) can be obtained via Wick contractions,
with the result
〈∂kφ(x)∂k′φ(0)〉 = (−i)
n(−1)|k−|+|k′⊥|(2x+)|k−|+|k′−|(2x⊥)|k⊥|+|k′⊥|
(4pi)n(x2)|k|+|k
′|+n2
×
1
2(|k⊥|+|k′⊥|)∑
M=0
(
x2
x⊥2
)M
WM,k,k′ .
(6.11)
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In this formula, n is the particle number (i.e. the number of φ’s in each monomial), and
we have defined the coefficient
WM,k,k′ ≡
∑
Perms(k′)
∑
{m⊥: |m⊥|=M,m⊥≤12(k⊥+k′⊥)}
n∏
i=1
(
1
2
)
mi⊥
(
1
2
)
ki−+k′i−
×
(
ki⊥ + k′i⊥
2mi⊥
)(
ki− + k′i− +
1
2
)
ki⊥+k′i⊥−mi⊥
.
(6.12)
In this definition, the outer sum is over all permutations of k′, the inner sum is over all
vectors m⊥ = (m1⊥, . . . ,mn⊥) satisfying |m⊥|= M and mi⊥ ≤ (ki⊥ + k′i⊥)/2 for each
component, and (x)y = Γ(x+ y)/Γ(x) are Pochhammer symbols.
The expression in (6.11) can be massaged in different ways using the fact that x2 =
2x+x− − x⊥2. We have purposefully chosen an expression that avoids x− so that when we
handle Hamiltonian matrix elements below, we will be precisely in the case a− = b− =
c− = 0 of (4.23) and will be able to apply that formula directly.
With the two-point function (6.11) in hand, we can directly apply the Fourier transform
formula (4.8) to obtain the conformal truncation inner product between monomials,
〈∂kφ(P )|∂k′φ(P ′)〉 = (2pi)3δ3(P − P ′) (−i)
|k|i|k′|pi2P
|k−|+|k′−|
− µ|k⊥|+|k
′
⊥|+n−3
(4pi)n 2n−4Γ
( |k⊥|+|k′⊥|+n−1
2
)
×
(
1 + (−1)|k⊥|+|k′⊥|
2
) 12(|k⊥|+|k′⊥|)∑
M=0
(−1)
|k⊥|+|k′⊥|
2 −M Γ
( |k⊥|+|k′⊥|
2 +
1
2 −M
)
Γ
(|k|+|k′|+n2 −M) WM,k,k′
(µ2 ≡ P 2, P⊥ = 0).
(6.13)
6.2 φ2 interaction
In this section, we will work out matrix elements of
Vφ2 ≡
1
2
∫
d2~xφ2, (6.14)
i.e., the mass term in the lightcone Hamiltonian (6.2). An important feature and simplifi-
cation of lightcone quantization is that the vacuum is trivial [8–10]. In particular, lightcone
kinematics forbids particle creation from vacuum. Consequently, if n is the number of in-
coming particles for the φ2 interaction, then the number of outgoing particles is also n.
The processes n → n ± 2, which would be present in equal-time quantization, vanish in
lightcone quantization, providing a substantial simplification of the matrix elements.
The operator φ2 happens to be very special for two reasons. First, ∆φ2 <
d
2 for d < 4,
which means that it can have divergent matrix elements, as was discussed in section 5.
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Second, its matrix elements are proportional to δ(P+−P ′+), which resembles the kinematic
structure of an inner product. Technically, in deriving the Fourier transform formula (4.23),
we assumed ∆R >
d
2 and P+ < P
′
+, so naively this formula cannot be applied directly to
φ2 matrix elements.
Fortunately, these subtleties are easily evaded. First, we restrict our attention to
external states with non-divergent matrix elements. These are precisely the “Dirichlet”
states of [1], which for free scalar field theory are linear combinations of monomials where
each ki− ≥ 1. Second, we notice that φ2 matrix elements are nothing but sums over
modified inner products, which trivializes their computation. This latter fact is easiest to
see using Fock space language. We will cover Fock space methods in detail in a companion
paper, but for now, we present the minimal ingredients needed to understand φ2 matrix
elements.
In lightcone quantization, the mode expansion for a free scalar φ in 3d is
φ(x) =
∫
d2p
(2pi)2
√
2p−
(
e−ip·xap + eip·xa†p
)
, (6.15)
where the creation and annihilation operators satisfy [ap, a
†
q] = (2pi)2δ2(p − q). Thus, the
mode expansion of an n-particle conformal truncation state (1.2) takes the form
|O(P )〉 = 1
n!
∫ ( n∏
i=1
d2pi
(2pi)2 2pi−
)
(2pi)3δ3
(
n∑
i=1
pi − P
)
FO(p)|p1, . . . , pn〉, (6.16)
where
|p〉 ≡ √2p−a†p|0〉 (6.17)
FO(p) ≡ 〈p1, . . . , pn|O(0)〉. (6.18)
The inner product between two states takes the form
〈O(P )|O′(P ′)〉
= (2pi)3δ3(P − P ′) 1
n!
∫ ( n∏
i=1
d2pi
(2pi)22pi−
)
(2pi)3δ3
(
n∑
i=1
pi − P
)
F ∗O(p)FO′(p).
(6.19)
The key observation, which is straightforward to check, is that matrix elements of Vφ2
are given by the same expression as the inner product (6.19), except for an extra factor
of
∑n
i=1
1
pi− appearing in the integrand. We can interpret each
1
pi− as the deletion of a
minus derivative from FO (or equivalently, from FO′). An immediate consequence of this
observation is that mass matrix elements are related to sums of inner products by the
simple formula
〈∂kφ(P )|Vφ2 |∂k
′
φ(P ′)〉 = −i
n∑
i=1
〈∂k(i)φ(P )|∂k′φ(P ′)〉. (6.20)
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In this formula, inner products are given by (6.13), where the vector k(i) is equal to k,
except that the single component ki− has been decremented by 1 (which accounts for the
presence of the factor 1pi− in the Fock space expression). This formula makes manifest
the need to restrict to Dirichlet states, with ki− ≥ 1. This result trivializes mass matrix
elements once inner products are known. We now turn to φ4 matrix elements.
6.3 φ4 interaction
In this section, we will work out matrix elements of
Vφ4 ≡
1
4!
∫
d2~xφ4, (6.21)
i.e., the quartic term in the lightcone Hamiltonian (6.2). As we have already mentioned,
lightcone kinematics forbids particle creation from vacuum. Consequently, if n is the
number of incoming particles for the φ4 interaction, then the number of outgoing particles
must be either n or n ± 2. The case n → n ± 4, which would be present in equal-time
quantization, vanishes in lightcone quantization. Additionally, n → n + 2 and n + 2 → n
matrix elements are simply related by Hermitian conjugation. Hence, it is sufficient to just
consider the possibilities n→ n and n→ n+ 2 in turn.
6.3.1 n→ n
We start by assuming n > 2. Then Wick contractions gives the position-space correlator
〈∂kφ(x1)
[
φ4(x2)/4!
]
∂k
′
φ(x3)〉 =
∑
ki,j
∑
k′r,s
〈∂ki,jφ(x1)
[
φ4(x2)/4!
]
∂k
′
r,sφ(x3)〉
×〈∂k/ki,jφ(x1) ∂k′/k′r,sφ(x3)〉.
(6.22)
In this equation, we are using the notation ki,j = (ki, kj), with i < j, and k
′
r,s = (k
′
r, k
′
s),
with r < s, to respectively denote the two incoming and two outgoing momenta that get
contracted with φ4. The remaining k/ki,j incoming momenta and k/k
′
r,s outgoing momenta
are spectators that get contracted with each other.
The correlator of the spectators is given by the general monomial two-point function
that we computed in (6.11). Meanwhile, the correlator containing the 2 → 2 interaction
with φ4 is given by
〈∂ki,jφ(x1)
[
φ4(x2)/4!
]
∂k
′
r,sφ(x3)〉
=
(−1)|ki,j−|+|k′r,s⊥| 2|ki,j |+|k′r,s|
(4pi)4
1
2ki⊥∑
mi=0
1
2kj⊥∑
mj=0
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
Ωkimi Ω
kj
mj Ω
k′r
mr Ω
k′s
ms
×
(
x+12
)|ki,j−| (x⊥12)|ki,j⊥|−2|mi,j | (x+23)|k′r,s−| (x⊥23)|k′r,s⊥|−2|mr,s|(
x212
)|ki,j |−|mi,j |+1 (x223)|k′r,s|−|mr,s|+1 ,
(6.23)
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where we have defined
Ωkm ≡
(
k⊥
2m
)(
1
2
)
k−
(
1
2
)
m
(
k− +
1
2
)
k⊥−m
(6.24)
and are using the summation notation
|ki,j |≡ |ki|+|kj |, |mi,j |≡ mi +mj , (6.25)
with analogous notation for k′ and also for minus or perpendicular components.
Let V
(n→n)
φ4
denote the n → n piece of Vφ4 . We evaluate its matrix elements by
substituting the appropriate expressions for the position-space correlators on the right-
hand side of (6.22) and then Fourier transforming using (4.23). The result is
〈∂kφ(P )|V (n→n)
φ4
|∂k′φ(P ′)〉 = (2pi)2δ2(~P − ~P ′) (−i)
|k|i|k′|2|k|+|k′|
(4pi)n+2
×
∑
ki,j
∑
k′r,s
1
2ki⊥∑
mi=0
1
2kj⊥∑
mj=0
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
1
2(|k⊥|+|k′⊥|−|ki,j⊥|−|k′r,s⊥|)∑
M=0
(−1)a⊥+b⊥+c⊥2
× Ωkimi Ω
kj
mj Ω
k′r
mr Ω
k′s
ms AM,k/ki,j ,k′/k′r,sMABC(P, P ′)
where A = (|ki,j−|, 0, |ki,j⊥|−2|mi,j |, |ki,j |−|mi,j |+1)
B =
(|k′r,s−|, 0, |k′r,s⊥|−2|mr,s|, |k′r,s|−|mr,s|+1)
C =
(|k−|+|k′−|−|ki,j−|−|k′r,s−|, 0, |k⊥|+|k′⊥|−|ki,j⊥|−|k′r,s⊥|−2M,
|k|+|k′|−|ki,j |−|k′r,s|−M + n/2− 1
)
(n > 2, P⊥ = 0, P+ < P ′+).
(6.26)
In this formula and the ones that follow, recall that bold symbols A = (a+, a−, a⊥, A)
denote a collection of indices (see (4.5)).
The formula above is valid for P+ < P
′
+, as this is the assumption that went into
evaluating the Fourier transform MABC(P, P ′) in (4.23). Equivalently, the formula above
applies when the bra state has smaller invariant mass than the ket state, i.e., P 2 ≤ P ′2.
Matrix elements for the opposite case P+ > P
′
+ are easily obtained from (6.26) via Hermi-
tian conjugation.
Note that we also assumed n > 2 above. The case n = 2 is simpler, because there are
no spectators. The position-space correlator is simply (6.23), and the Fourier transform
factorizes into a product of two-point function Fourier transforms, which can be done using
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our formula (4.8). The final result for 2→ 2 matrix elements is
〈∂kφ(P )|V (2→2)
φ4
|∂k′φ, P ′〉 = (2pi)2δ2(~P − ~P ′) (−i)
|k|i|k′|2|k|+|k′|
(4pi)4
×
1
2ki⊥∑
mi=0
1
2kj⊥∑
mj=0
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
(−1)
a⊥+a′⊥
2 ΩkimiΩ
kj
mj Ω
k′r
mr Ω
k′s
ms IA(P ) IA′(P ′)
where A = (|k−|, 0, |k⊥|−2|mi,j |, |k|−|mi,j |+1)
A′ =
(|k′−|, 0, |k′⊥|−2|mr,s|, |k′|−|mr,s|+1)
(n = 2, P⊥ = 0, P+ < P ′+).
(6.27)
6.3.2 n→ n+ 2
The computation of n → n + 2 matrix elements proceeds just like the n → n case, with
one exception. The n-particle state must have invariant mass P 2 less than or equal to the
(n+ 2)-particle invariant mass P ′2. This means that matrix elements where P+ > P ′+ are
just zero, which contrasts to the n→ n case where P+ > P ′+ and P+ < P ′+ matrix elements
are related by Hermitian conjugation. Otherwise, the computation proceeds as before.
First, consider n > 1. Then using Wick contractions, we can compute the n → n + 2
contribution to the φ4 three-point function as
〈∂kφ(x1)
[
φ4(x2)/4!
]
∂k
′
φ(x3)〉 =
∑
ki
∑
k′r,s,t
〈∂kiφ(x1)
[
φ4(x2)/4!
]
∂k
′
r,s,tφ(x3)〉
×〈∂k/kiφ(x1) ∂k′/k′r,s,tφ(x3)〉.
(6.28)
We are using the notation ki to denote the single incoming momentum and k
′
r,s,t =
(k′r, k′s, k′t), with r < s < t, to denote the three outgoing momenta that get contracted
with φ4. The remaining k/ki incoming momenta and k/k
′
r,s,t outgoing momenta are spec-
tators that get contracted with each other.
The correlator of the spectators was computed in (6.11), and so the new ingredient
needed is the correlator involving the 1→ 3 interaction with φ4, which is given by
〈∂kiφ(x1)
[
φ4(x2)/4!
]
∂k
′
r,s,tφ(x3)〉
=
(−1)|ki−|+|k′r,s,t⊥| 2|ki|+|k′r,s,t|
(4pi)4
1
2ki⊥∑
mi=0
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
1
2k
′
t⊥∑
mt=0
Ωkimi Ω
k′r
mr Ω
k′s
ms Ω
k′t
mt
×
(
x+12
)ki− (x⊥12)ki⊥−2mi (x+23)|k′r,s,t−| (x⊥23)|k′r,s,t⊥|−2|mr,s,t|(
x212
)|ki|−mi+ 12 (x223)|k′r,s,t|−|mr,s,t|+ 32 ,
(6.29)
where our summation notation is
|k′r,s,t|≡ |k′r|+|k′s|+|k′t|, |mr,s,t|≡ mr +ms +mt, (6.30)
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with analogous notation for minus and perpendicular components.
Let V
(n→n+2)
φ4
denote the n → n + 2 piece of Vφ4 . Substituting our expressions for
position-space correlators into the right-hand side of (6.28) and Fourier transforming, we
obtain the result
〈∂kφ(P )|V (n→n+2)
φ4
|∂k′φ(P ′)〉 = (2pi)2δ2(~P − ~P ′) (−i)
|k|i|k′|2|k|+|k′|
(4pi)n+3
×
∑
ki
∑
k′r,s,t
1
2ki⊥∑
mi=0
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
1
2k
′
t⊥∑
mt=0
1
2(|k⊥|+|k′⊥|−ki⊥−|k′r,s,t⊥|)∑
M=0
(−1)a⊥+b⊥+c⊥2
× Ωkimi Ωk
′
r
mr Ω
k′s
ms Ω
k′t
mt AM,k/ki,k′/k′r,s,tMABC(P, P ′)
where A = (ki−, 0, ki⊥ − 2mi, |ki|−mi + 1/2)
B =
(|k′r,s,t−|, 0, |k′r,s,t⊥|−2|mr,s,t|, |k′r,s,t|−|mr,s,t|+3/2)
C =
(|k−|+|k′−|−ki− − |k′r,s,t−|, 0, |k⊥|+|k′⊥|−ki⊥ − |k′r,s,t⊥|−2M,
|k|+|k′|−|ki|−|k′r,s,t|−M + n/2− 1/2
)
(n > 1, P⊥ = 0, P+ < P ′+).
(6.31)
Finally, let us consider the case n = 1. One just needs to be a little careful about
the relationship between the 1-particle Fock state |P 〉 and the operator φ(x) . Using the
mode expansion in (6.15), it is straightforward to check that |P 〉 is related to the conformal
truncation state |∂−φ(P )〉 by
|∂−φ(P )〉 = ipiδ(P+)|P 〉. (6.32)
Thus, the position-space correlator we need to consider is (6.29) where ∂kiφ = ∂−φ. The
Fourier transform of this correlator factorizes into a product of two Fourier transforms
of two-point functions. One of the Fourier transforms yields a delta function δ(P+) that
precisely cancels the delta function in (6.32) that comes from replacing |∂−φ(P )〉 with |P 〉.
The final answer for the 1→ 3 matrix element is
〈P |V (1→3)
φ4
|∂k′φ(P ′)〉 = (2pi)2δ2(~P − ~P ′) i
|k′|2|k′|
(4pi)3
×
1
2k
′
r⊥∑
mr=0
1
2k
′
s⊥∑
ms=0
1
2k
′
t⊥∑
mt=0
(−1)
a′⊥
2 Ωk
′
r
mr Ω
k′s
ms Ω
k′t
mt IA′(P ′)
where A′ =
(|k′−|, 0, |k′⊥|−2|mr,s,t|, |k′|−|mr,s,t|+3/2)
(n = 1, P⊥ = 0).
(6.33)
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This concludes our computation of φ4-theory conformal truncation matrix elements.
Though the main results we have derived look complicated, we emphasize that they are
simple and computationally inexpensive to implement in, e.g., Mathematica. While they in-
volve several nested sums, the summands are often simple rational functions with repeated
arguments that can be memoized for rapid numerical evaluation. In short, the boxed for-
mulas above are the basic ingredients needed to begin full-fledged numerical studies of
φ4-theory in 3d, which will be the subject of future work.
7 Discussion and outlook
To study any theory with conformal truncation, one needs to construct the Hamiltonian
matrix elements for the relevant deformation(s) OR, which can be written in the general
schematic form
〈O(P )|V |O′(P ′)〉 = (2pi)d−1δd−1(~P − ~P ′)COO′ORMOROO′(P, P ′). (7.1)
The Hamiltonian is therefore built from two key ingredients: the OPE coefficients COO′OR
of the UV CFT and the kinematic function of external momenta MOROO′(P, P ′), which is
completely fixed by conformal symmetry and the operator dimensions and spins.
In this work, we have focused on the second ingredient, computing the universal kine-
matic functions for deformations of general CFTs in 1 + 1 and 2 + 1 dimensions. More
specifically, we first computed the momentum space two-point Wightman functions, which
are necessary for constructing orthonormal basis states, then we evaluated the Fourier
transform of CFT three-point functions which correspond to Hamiltonian matrix elements
in lightcone quantization. Given the spectrum of operators and OPE coefficients of a CFT,
one can therefore use our results to construct the Hamiltonian for relevant deformations.
These results are particularly powerful in 2d, where there are an infinite number of
minimal model CFTs whose spectrum and OPE coefficients are known. While particular
deformations of these models are integrable, there remain many RG flows whose structure
is still unexplored. So far, our conformal truncation method has only been used to study
deformations of free theories, and 2d presents a rich arena in which to explore deformations
of more general CFTs.
In 3d, we specifically computed the Fourier transform of individual “monomials” con-
tributing to the full three-point function. While all Hamiltonian matrix elements can be
expressed as a sum of these monomials, it would clearly be useful to organize our results
into the particular linear combinations associated with primary operators, based on the
spins of the two external operators. One particularly promising direction would be to
generalize the AdS approach discussed in section 5 to include operators with nonzero spin.
More concretely, one would need to Fourier transform the spinning bulk-to-boundary prop-
agators from [60] to momentum space, then decompose the set of bulk couplings between
spinning AdS fields into the linearly independent tensor structures for CFT three-point
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functions. Some progress along these lines has been made in, e.g., [61–64]. Towards this
end, it may also be useful to impose conformal ward identities in momentum space [55]
and/or use weight-shifting operators [65, 66].
In this work, we have largely ignored the IR divergences that arise in matrix elements
for operators with ∆R ≤ d2 . These divergences are completely fixed by the kinematic
structure of CFT three-point functions, and we should therefore be able to fully understand
how they can be regulated or removed, so that we can study the finite eigenvalues of the
Hamiltonian. In deformations of free field theories, these divergences reduce the CFT
Hilbert space to the subspace of so-called “Dirichlet” states, which are particular linear
combinations of primary operators with finite matrix elements [1]. However, it is currently
unknown if this Dirichlet basis can be generalized to deformations of more general CFTs,
or if a different approach must be taken instead.
One obvious future direction would be generalize our results to theories in d ≥ 4.
The main difference in higher dimensions is that the transverse direction is promoted to
a vector. The simplest approach would be to represent ~x⊥ with spherical coordinates, in
which case after evaluating the angular integrals the remaining expression should reduce
to the form considered in section 4.
Finally, it is worth noting that while in this work we have focused on the kinematic
part of the Hamiltonian, we still lack efficient methods for computing the OPE coefficients,
even in the simplest possible case of free field theory. The construction of a complete basis
of primary operators in free theories and the computation of their OPE coefficients remains
an (unappreciated) open problem, whose solution would be quite useful for a number of
applications (see [67, 68] for recent progress). We encourage the community to consider
this problem more thoroughly in the near future.
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A Summary of notation
Fourier transforms
IA(P ) ≡ e−
ipi
2
(2A−a+−a−)
∫
d3x eiP ·x
(x+)a+(x−)a−(x⊥)a⊥
(x2)A
(A.1)
MABC(P, P ′) ≡ eiθABC
∫
d3x1 d
3x3 e
i(P ·x1−P ′·x3)
∏
µ=±,⊥(x
µ
1 )
aµ(−xµ3 )bµ(xµ13)cµ(
x21
)A (
x23
)B (
x213
)C (A.2)
In these formulas,
x2 = 2(x+ − i)(x− − i)− x⊥2 (A.3)
A ≡ (a+, a−, a⊥, A) (A.4)
θABC ≡ pi
2
(a+ + a− + b+ + b− + c+ + c−)− pi(A+B + C) (A.5)
Our results for IA(P ) and MABC(P, P ′) are given in (4.8) and (4.23), respectively.
Monomial operators
Single φ:
k = (k−, k⊥), ∂kφ ≡ ∂k−− ∂k⊥⊥ φ. (A.6)
n φ’s:
k = (k1, . . . , kn) , ∂
kφ ≡ ∂k1φ · · · ∂k2φ. (A.7)
Conformal truncation state:
|∂kφ(P )〉 ≡
∫
d3x e−iP ·x∂kφ(x)|0〉. (A.8)
Summation
|ki|= ki− + ki⊥ (A.9)
|k−|=
n∑
i=1
ki−, |k⊥|=
n∑
i=1
ki⊥, |k|=
n∑
i=1
|ki| (A.10)
Pair/triplet of k’s:
ki,j ≡ (ki, kj), kr,s,t ≡ (kr, ks, kt) (A.11)
|ki,j |= |ki|+|kj |, |kr,s,t|= |kr|+|ks|+|kt| (A.12)
Pair/triplet of m’s:
|mi,j |= mi +mj , |mr,s,t|= mr +ms +mt. (A.13)
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Useful coefficients
WM,k,k′ ≡
∑
Perms(k′)
∑
{m⊥: |m⊥|=M,m⊥≤12(k⊥+k′⊥)}
n∏
i=1
(
1
2
)
mi⊥
(
1
2
)
ki−+k′i−
×
(
ki⊥ + k′i⊥
2mi⊥
)(
ki− + k′i− +
1
2
)
ki⊥+k′i⊥−mi⊥
(A.14)
Ωkm ≡
(
k⊥
2m
)(
1
2
)
k−
(
1
2
)
m
(
k− +
1
2
)
k⊥−m
(A.15)
In (A.14), the outer sum is over all permutations of k′ and the inner sum is over all vectors
m⊥ = (m1⊥, . . . ,mn⊥) satisfying |m⊥|= M and mi⊥ ≤ (ki⊥ + k′i⊥)/2 for each component.
B Computation of AdS propagators
In this appendix, we work out the following (closely-related) integral formulas
I1 ≡
∫
ddx eiP ·x
(
w
x2 − w2 − i sgn(t)
)∆
=
eipi∆(2pi)
d
2
+1µ∆−
d
2w
d
2J∆− d
2
(µw)
2∆Γ(∆)
, (B.1)
I2 ≡
∫
ddx eiP ·x
(
w
x2 − w2 − i
)∆
=
eipi∆(2pi)
d
2
+1µ∆−
d
2w
d
2H∆− d
2
(µw)
2∆+1Γ(∆)
, (B.2)
I3 ≡
∫
dd−1~x
(
w
x2 − w2 − i
)∆
=
eipi(∆−
1
2
)pi
d
2 Γ
(
∆− d2
)
Γ(∆)
wd−∆δ
(
x+
)
. (B.3)
In these formulas, Jν(x) is a Bessel function of the first kind, Hν(x) is a Hankel function
of the first kind, and we have introduced the notation µ2 ≡ 2P+P− − |~P⊥|2. The first
integral corresponds to the Fourier transform of a Wightman bulk-to-boundary propagator,
while the second corresponds to a time-ordered bulk-to-boundary propagator. The third
integral, which was used in the derivation of eq. (4.23), is the bulk-to-boundary propagator
associated with an insertion of the Hamiltonian, which in lightcone quantization has µ2→0.
Before proceeding with the derivation of these formulas, it is worth pausing to comment
on notation. Throughout this paper, we have been using lightcone coordinates x = (x+, ~x),
where x+ is lightcone time and ~x = (x−, x2, . . . , xd−1) are the spatial lightcone coordinates.
However, in evaluating these integrals it will be somewhat simpler to work with the standard
“equal-time” coordinates x = (t, ~xET), where ~xET =
(
x1, . . . , xd−1
)
are the usual spatial
directions. We emphasize that ~x and ~xET are different.
With this notation in hand, let us begin with (B.1). We will work in the frame
P = (µ, ~PET = 0). In this frame,
I1 = w
∆
∫
dd−1~xET
∫ ∞
−∞
dt f(t), (B.4)
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where
f(t) =
eiµt
(t+X − i)∆ (t−X − i)∆ , X =
√
|~xET|2+w2. (B.5)
In evaluating this integral we will assume that ∆ is an integer, such that the singularities
of f(t) become poles, and analytically continue the resulting expression at the end. In this
case, both poles of f(t) are located above the real axis, such that this expression vanishes
for µ < 0. For positive µ, we can close the contour in the upper half-plane and evaluate the
residues for both poles, which for this particular function can be written in the convenient
form
Rest=±X [f(t)] =
1
2∆−1Γ(∆)
(
1
X
∂
∂X
)∆−1 [
±e
±iµX
2X
]
. (B.6)
Summing both contributions, we obtain∫ ∞
−∞
dt f(t) = 2pii · 1
2∆−1Γ(∆)
(
1
X
∂
∂X
)∆−1 [ i sin(µX)
X
]
. (B.7)
The residue formula above holds for arbitrary X. However, since in our particular case
X =
√|~xET|2+w2, we can further use the fact that
1
X
∂
∂X
=
1
w
∂
∂w
. (B.8)
This is useful, because we can pull the w-derivatives outside of the integral. Using these
facts to perform the integral over t, we have
I1 = − 2pi
2∆−1Γ(∆)
w∆
(
1
w
∂
∂w
)∆−1 ∫
dd−1~xET
sin
(
µ
√|~xET|2+w2)√|~xET|2+w2
= −(2pi)
d
2
+1
2∆Γ(∆)
µ1−
d
2w∆
(
1
w
∂
∂w
)∆−1 [J1− d
2
(µw)
w1−
d
2
]
.
(B.9)
Finally, applying a derivative formula for Bessel functions,(
1
x
d
dx
)m [Jα(x)
xα
]
= (−1)mJα+m(x)
xα+m
, (B.10)
yields the final expression in (B.1).
The derivation of (B.2) is very similar. Again working in the frame P = (µ, ~PET = 0),
the expression for I2 is identical to (B.4), except that f(t) is replaced by
g(t) =
eiµt
(t+X + i)∆ (t−X − i)∆ , (B.11)
i.e. one pole is above the real axis, and the other is below. The residues are still given
by (B.6), but this time only one of the two poles contributes, whether we close in the
upper or lower half-plane. Following steps analogous to the ones described above, it is
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straightforward to check that for a single pole, instead of the Bessel function Jν(x) in
(B.1), one obtains the Hankel function Hν(x) in (B.2) (and an extra factor of 1/2).
Finally let us turn to (B.3). Heuristically, we expect the delta function δ(x+) on the
right-hand side for the following reason. Consider the x− integral. If x+ 6= 0, the integrand
has a pole of order ∆ in the x− complex plane, but the pole has vanishing residue (assuming
∆ 6= 1) such that I3 = 0. On the other hand, if x+ = 0, the integrand is independent of x−
and the integral diverges. These two observations suggest that the answer is proportional
to δ(x+). If we assume the presence of the delta function, the factor of wd−∆ follows from
dimensional analysis, and the constant prefactor can be computed by integrating both sides
with respect to x+.
We can proceed a bit more systematically by introducing some infinitesimal lightcone
momentum P−, such that P = (P+, P−, ~P⊥ = 0), and rewriting (B.3) as
I3 = lim
P−→0
∫
dP+
2pi
e−iP+x
+
∫
ddx eiP ·x1
(
w
x2 − w2 − i
)∆
(B.12)
Note that we have added two integrations, over P+ and x
+. The benefit of writing I3 this
way is that we can use I2 to evaluate the integral over x, which gives
I3 = lim
P−→0
∫
dP+
2pi
e−iP+x
+
eipi∆(2pi)
d
2
+1µ∆−
d
2w
d
2H∆− d
2
(µw)
2∆+1Γ(∆)
. (B.13)
Now we take the limit P− → 0, which corresponds to taking µ =
√
2P+P− → 0. Assuming
ν = ∆− d2 > 0, for small arguments the Hankel function has the limit
Hν(x)→ − iΓ(ν)
pi
(
2
x
)ν
+ . . . (x→0). (B.14)
Plugging this in and simplifying, we find
I3 =
eipi(∆−
1
2
)pi
d
2 Γ
(
∆− d2
)
Γ (∆)
wd−∆
∫
dP+
2pi
e−iP+x
+
, (B.15)
which is precisely (B.3) after evaluating the P+ integral to obtain δ(x
+).
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