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Resumen- CUBIC es uno de los protocolos más
importantes desde que fue incorporado como opción
predeterminada en el kernel Linux. El presente trabajo
apunta a un análisis de la región cóncava del estado
-4colIgestioll avoidance" para así entender el
funcionamiento y mecanismo de CUBIC. El análisis
matemático permite hallar el tamaño medio de ventana y
así comprobar que el desempeño de CUBIC es mejor en
redes de alto retardo y alto BOP. I
Abstract- CUBIC is one of the most important protocols
siRce it was sel as default option in the Linux kernel.
This paper aims at 3D analysis of the concave region of
congestion 3\'oidance to understand the functioning and
mechanísm of CUBIC. The mathematical analysis allows
us to Iind the average size ofwindow and thus verify that
the performance of CUBIC is best in high r.tardation,
and high BOP networks.
Po/abras C/ave- AlMO, MIMO, TCP, control de
congestión, cadena de Markov.
Key Words - AlMO, MIMO, TCP, congestion control,
Markov chaio.
1. INTRODUCCIÓN
Las redes de altas velocidades están caracterizadaspor un elevado producto de ancho de banda y
retardo (BDP). Entiéndase este producto como la
cantidad de datos que debe mantenerse en la red para
que el enlace sea utilizado a plenitud. Hoy en día el
gran problema es que las redes son utilizadas por
debajo de sus capacidades, debido a las características,
aún limitadas, de algunos protocolos de transporte. Los
protocolos AIMD, MIMD oderivados (NewReno [1],
[2], HTCP [3], HSTCP [4], STCP [5]) son muy
drásticos ante un evento de pérdida, haciendo que el
flujo de datos disminuya de tal manera que el enlace
queda inutilizado por un periodo de tiempo, hasta que
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vuelve a llegar a un umbral, donde comicnza el
periodo de pérdida inminente. Asimismo, debido a los
estudios, otras propuestas también compitcn por llegar
a un algoritmo que permita la plena utilización del
enlace (e.g. FAST [6], Vegas [7], Westwood [8], BIC
[9], CUBIC [10]): El punto crítico de un protocolo es
siempre mantener el flujo de datos estable. La
estabilidad de CUBIC radica en que el flujo tiene un
crecimiento lento cerca del punto umbral entre la
región cóncava y convexa, asimismo, tiene un
parámetro de decremento multiplicativo bajo.
Las características de CUBIC son peculiares,
comenzando por su función de crecimiento, la cual es
cúbica, además de características como una región
compatible con TCP estándar.
La idea principal para analizar este protocolo a través
de este trabajo es que en el mundo la mayoría de los
servidores son GNUlLinux, y este protocolo de control
de congestión está anidado en el kernel [II] como
configuración predeterminada. Por ello es importante
analizar este protocolo, ya que su operación [12] afecta
a redes WAN [13]. Sin embargo, como se sabe, no es
el único, ya que Internet es una red muy heterogénea.
El presente trabajo se estructura de la siguiente
manera, en la Sección II se descríbe de modo breve el
funcionamiento del algorítmo de ajuste de ventana de
CUBIC, tanto su función de crecimiento de ventana
como sus parámetros. En la Sección 111se realiza el
análisis para llegar al modelo de pérdida
deterministico, lo cual permite un entendimiento del
funcionamiento de CUBIC, asimismo se logra un
modelo con el que se prueba el mecanismo de CUBIC
frente a cambios en alguno de sus parámetros. Ya en la
Sección IV, se realiza un breve análisis del mecanismo
de convergencia rápida (jast cOllvergellce).
Posteriormente en la Sección V se realizan las
validaciones empiricas de nuestro modelo comparado
con modelos determinÍsticos de TCP Reno y STCP.
Finalmente, en la Sección VI se exponen las
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conclusioncs dcl trabajo dcspués dc analizar las
validacioncs.
11.CONTROLDECONGESTIÓNCUBIC
D CUElC manticne el sincronismo por ACK para
incrementar su tamaño de ventana. Además, el
protocolo no rcaliza cambios sobre las ctapas dc
recuperación rápida (jasl recove/y) y rctransmisión dc
TCr NcwRcno [2] y TCr SACK [14].
La función dc la tasa de crccimicnto de ventana dc
CUBIC se aprceia en la Fig. 1. En ella se muestra
claramentc la función cúbica con un punto de inflexión
con ordenada JVmax'
La opcración dc CUBlC sc cxpliea a partir dc un
evento de pérdida, quc es cuando se registra IVm",
como cl tamaño de ventana en dondc se suscitó cl
evcnto de pérdida, después se realiza cI dccremento
multiplicativo dcl tamaño dc ventana por un factor f3
tal que f3 es un parámetro real. Después de esto, el'
mecanismo de control de congestión ingresa a la etapa
de congeslion avoidance desde la etapa de fosl
recave/)', donde luego se comienza a incrementar el
tamaño de ventana utilizando la función cúbica en su
región cóncava. La función cúbica toma como
referencia de su incremento a ¡¡~,"X' Luego que la
función alcanza el valor IVm~ se inicia cI crecimiento
en la región convexa. A la región cóncava se le conoce
como región de estado estable, ya que el crecimiento
tiene un valor máximo de referencia, en cambio a la
región convexa se le conoce como región de sondeo
máximo, porque es cuando la función está explorando
el enlace más allá del último máximo. Esto se verifica
además viendo la Fig. 1.
Estado estable
Wmax
Sondeo Máll.imo
Fig. l. Función de crecimientode ventanade CUBIC.
La función cúbica permite un crecimiento lento
cerca del último valor máximo, donde ocurrió una
pérdida. Por ello, el tamaño de ventana permanece casi
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constante en esa zona. Durante la etapa de cOl1gestion
avoie/once, después de la ctapa de fa:'il reCOVel}\
CUBlC cambia cI algoritmo de ajuste de ventana del
TCP estándar. Se supone que IVm~ es el tamaño de
ventana antes que el tamaño sea reducido en la etapa
de fast reco\'ery. Entonces la función de crecimiento
de ventana de CUBlC es la siguiente función:
donde C es una constante fija que detennina la
velocidad (agresividad) del crecimiento de ventana en
rcdes de alto BDr, / es el tiempo transcurrido dcsde la
última reducción del tamaño dc ventana, y K es el
pcriodo de tiempo estimado que tomaria la función en
alcanzar el tamaño de ventana lVm<J.l, asumiendo que no
haya pérdidas futuras dentro de ese lapso de tiempo.
Entonces K se calcula con la siguiente ecuación:
K = vw,n¿;/3 (2)
Tras recibir un ACK durante la etapa de conges/ion
avoidance, CUBIC calcula la tasa de crecimiento de
ventana durante el siguiente periodo RTT utilizando
(1). El valor IV(I+RTT) es la opción para ser el tamaño
de ventana. Se asume que el tamaño de ventana actual
es cwnd, entonces CUBIC opera en tres posibles
modos diferentes, dependiendo del valor de cwnd.
Primero, si cwnd es menor que el tamaño de ventana
que alcanzaría TCP cstándar en un tiempo t después
del último evento de pérdida, entonces CUBIC está cn
la rcgión compatible con TCP (TC? friendly region).
En otro caso, si cwnd es menor que ~,ax entonces
CUBIC está en la región cóncava y si cwnd es mayor,
CUBlC se cneucntra en la región convexa.
La Tabla I muestra la evolución de CUBlC y de sus
vcrsiones que fueron incorporadas en el kcrnel Linux,
con lo cual se aprecia cómo el protocolo ha sido
mejorado y sc han corregido ciertos crrores de
implcmentaeión.
La Fig. 2 muestra el pscudocódigo del algoritmo de
ajustc de ventana implementado en el kernel Linux.
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TABLA r
EVOLUCIÓN DE LAS VERSIONES DE CUBIC
Versión Kernel Actualizaciones
pre -2.0 2.6.13 Se
lanza la primera implemcntación de
CUBrC en Linux [15J.
2.6.15 CUBlC es oficialmente incluido en el
kernel Linux.
CUBrC rccmplaza a BlC-TCP como
2.6.18 protocolo TCP predeterminado en el kernel
Linux.
La implementación de CUBJC tiene un
2.0 2.6.19 error dc escala. Toma un mes solucionar el
error desde que BIC- TCP fue reemplazado.
La implementación original es optimizada
por los desarrolladores de Linux para un
mejor desempeño (I6J. (17]. El cálculo de
la raíz cúbica de CUBrC mediante el
2.6.21 método de bisección es reemplazado por el
método dc NC\\.1on-Raphson. En promedio,
el método dc bisección cuesta 1032 ciclos
de reloj, mientras que el método N-R
solamcnte 79.
La implementación original de CUBrC
Impuso er incremento de la ventana
2.6.22
máximo a 32 paquetes por RTT. Esto 10
heredó de BrC-TCP. Después de
experimentos, se decide la eliminación en la
región cóncava. Ello mejora la escalabili.
dad sobre redes de alto BDP.
2.1
2.6.22-rc4
cUDle mejora las etapas de slow start para
un inicio rápido eliminando el valor
initia'-sstresh.
Se elimina el uso del valor de la marca de
tiempo (timestamp ) recibido proveniente
2.6.23 del cálculo del RTf para prevenir ataques
de receptores malintencionados que repor-
tan marcas erróneas con cl fin de reducir
los RTfs para mayor tasa de transferencia
La sujeción del crecimiento de ventana
también es eliminada de la región convexa.
2.2 2.6.25-rc3 Esta característica permite a CUBIC
mejorar su velocidad de convergencia
mientras mantiene su imparcialidad
(jairness) y compatibilidad con TCP
estándar.
Algorifmo de: Linux CUBle (\'~.~)
Init.inlization:
IqJ_J,.ielldJitw,';s.....-- t. /1- 0.2
ja.'lt..£olll't:rgclIl't' - J. e- 0,4
C1¡f,h."_rr'.oi(~f ()
011 l,ttch ACK:
bcgill
if dJI ¡'¡ thClJ d,Jlin - mill(d.Mitl ..RTT)
cbc d.Hin -- llTT
if clt'lul $ .'l.oithl'csh thCll C11."d - CU'rld + 1
(!Isc
lent - C1t1~i('_uJ)dutf~()if (,,11.nd...cnt > ent titenL Ctf:wJ - Cll:luJ + 1, {."lI,tIILen! - O(.~lscclt'nd...cllt - CWJI(L(:llf + 1
(,'ud
PaáN, lo:-;s:
hc~ill
rporh~~tllrt- O
ir (.wnd < n.l.•.•f-"'nzHlld J'l.'dJ'Ollt't'r!}('I1f'C tlaCIl
L TI" d (2-8)l ••~l""'l"'" - r..II'1I '" :.!
t..lse n.I..~I-,••<>.r - Cll'nd
,~.'ltJl1'(','lh - f'1J.mr1- ('W1Id * (1- jl)
cud
TilIlt..'fJllt:
bcgillI l'ubic...resdO
cud
cubie-uptiutl'():
bcgill
ocl..'-rnt - acl.' ...rHf + 1
if cpodudart $ o thcll
cp()ch~'ltal,t - trp.Jim('~~tamp
if eWl1d < lI'I""'lJ"a.r thcn
l/\-~./n'I'!01 'I'¿"-cu',,dorigifl ...poi'lt - n'I,,~t.J7l"z
(.'bt..
LJ(-Oof'igin..¡x)il1t - ("II'nd
aeJ.'.rot - I
H'tq. - C1L'nd
t - t17,.Ji"w~"!(llllP+ IB/iu - f'l'och~'ltaT'l
'arg",t - oriyin"¡KJiTlt + C(t _ /\.)3
ir tarqd > C!ClUl thcll cni - oc •• ' •• " d
• f •• rget-c ••."
cJ~ccn! - 100 •.elcml
ir tcp_fl'ieudJilH'.'is th!..'u cubit.~_lq~_fri£"ldli,/(.','l's()
cut!
c{¡1Ji (:-1 cp_f " i f" /(11 i1tl! s..••.():
begill
U' .....--ll' +..1.:::L'" "'-~...L:"tlev tep 'l-¡:l ~
acJ.....cnt - o
if l~"cp > cll'nd thcn
L
mar ,£"IIt - . c ••,,,d
HI~,,-e••",,¡
jr cnt > ma:J •...rnt thcn enf - nW:J.;.rnt
clld
(~ilIJir:-n~sd():
begin
I
n'/a.r.Jn'U' - O. t'TJOcl,~~trlrt- O, of'igi"-I)(}iut - O
dA! in .....--O. ~F,cv - O, f{ - U, acJ.'J.'llt - O
t..'ud
Fig. 2. Pseudocódigo del algoritmo de CUBICo
36
A. Regiones
El protocolo se encuentra en la región compatible
con TCP, si ClVlld cs menor que WTCP(t), entonces
clVlld toma el valor de WTCP(t) cn cada recepción de un
ACK. Entiéndase por WTCP(t) como la tasa dc
crccimicnto de TCP estándar. En la Fig. 2 en
clIbic _/cp JriendlillessO se describe el comportamicnto
en dicha región.
Si el protocolo no se cncuentra en la región
compatible con TCP y además clVnd es menor que
Wm~ cntonces el protocolo está en la región cóncava.
En esta región clVlld es incrementado siguiendo (1)
hasta alcanzar Wmax.
Una vez que cwnd alcanza el valor Wm~o es mayor,
el protocolo se encuentra en la región convexa. Esto
puede significar más ancho de banda disponible,
debido a cambios en las condicioncs de la red.
Comienza cl sondeo de la red, a causa de
modificacioncs en el ambiente de la red, ya que
Internet tiene muchas fluctuaciones dc entrada y salida
dc flujos de la red. Como se aprecia cn la Fig. 1 y
como ya se mencionó, la tasa de crecimiento pasado
Wm~ cs más lento al principio.
B. Convergencia rápida
cumc introduce heurística cn el protocolo para
mejorar la velocidad de convergencia.
Cuando un flujo entra a la red, entra cn competencia
por el ancho de banda del enlace. Asimismo, los flujos
cxistentes cn la red debcn compartir el ancho de banda
y desprenderse del ancho de banda adjudicado para
permitir el crecimiento de flujos entrantes. Para ello,
CUBIC añade el mecanismo de convergencia rápida
(jasl cOllvergence).
Con cl mecanismo de convergencia rápida, cuando
ocurre un evento dc pérdida, se hace una comparación
entre el último Wm~ guardado con el último W_
alcanzado antes de la reducción multiplicativa. Si este
último es menor que el Wm~,guardado, entonces es un
indicador que hay mcnos ancho de banda disponiblc,
con lo que sc deducc acerca de los cambios en el uso
del enlace. Esto sc puede entender con el siguicnte
algoritmo:
if (W_max < W_last_max){
W last max = W max;
W-max:; W max*(2-beta)/2;
- -
} else
W_last_max = W max;
Denotamos para el algoritmo anterior W_max
(entero) como el tamaño de ventana máximo del
cvento ocurrido y W last max (entero) como el
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último valor maxlmo guardado, be t a representa el
factor de decremento f3.
IlI. MODELO
Se asume que la probabilidad de pérdida de un
paquete es p, y esas pérdidas aleatorias son
independientcs. Consideramos entonces un flujo
CUBIC de larga duración, que opera en la región
cóncava del estado de control dc congestión. El
modelamiento de CUBIC se simplificará en el modo
matemático al realizarlo cn la región cóncava, pero no
sc perdcrá la perspectiva del análisis del mecanismo de
control dc congcstión de cumc.
El crecimiento del tamaño de ventana puede ser
visto como una cadena de Markov [18]. Sin embargo,
para simplificar el análisis se desarrolla considerando
los valores promedios.
Asumiendo que el tamaño de ventana inicial es de
IV, se explica las siguientes funciones:
W(r, IV), tamaño de ventana después de r paquetes
reconocidos.
T(r, IV), tiempo que toman los r paquetes para ser
enviados y reconocidos.
Rm~,(w), númcro dc paquetcs rcconocidos antcs de
una pérdida.
Se considcra que las perdidas pueden ser originadas,
c. g. por un dcsbordc del bujIer o por otro fcnómcno
pcrjudicial que cvitc el corrccto rcconocimicnto dc un
paquctc. Adicionalmente, basta que se pierda un
paquete para que el protocolo de transporte decida
sobre esa pérdida. Se sabe entonces que R, es una
variante de carácter dicotómico, cuyas concreciones
serán A(ck), L(oss), por lo tanto las correspondientes
probabilidadesq=l-p y p son:
P[Rj=AJ=q (3.a)
P[Rj =L]= p (3.b)
Sabiendo eso, la probabilidad del número de
paquetes reconocidos siguc una ley geométrica [18],
[19] y considerando quc (r-l) paquetes (S R m~) han
sido reconocidos, sc define la función de densidad de
probabilidad de R, tal que R es una variable aleatoria
independiente e idénticamente distribuida (i.i.d.), por
lo tanto:
Entonces el cielo concluye en un periodo T(R, IV) Y
con un tamaño de ventana W(R, IV).
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Considerando una cadena de Markov homogénea en
el tiempo conformada por los estados {wal, se
especifica la evolución de Wa y Ta:
W(t) e I.RTT ~l1Jg , l1J ( 10)
Wa I W(R" w,) (5.a)
T, I T(R" w,J (5.b)
La cadena de Markov tiene como probabilidades de
transición a (4) y (5.a). Se considera que W(r, w) y T(r,
w) son variables aleatorias i.i.d .. La distribución de
T(r, w) tiene un valor esperado E[ 7]. Por lo tanto, se
calcula la tasa de transferencia JI considerando los
valores esperados de las variables aleatorias R y T:
Para facilitar el cálculo, se realiza el siguiente
razonamiento, partiendo de la ecuación de la tasa de
crecimiento de ventana de CUBIC, cI cual no depende
de RTT, solo del tiempo continuo que demora en
alcanzar desde ,,=(1- p)whasta Wm~=w
Por lo tanto, el periodo promedio es K, sabiendo que
cuando llega a Wma,=w pasa del estado ú./ a w+ I y
entonces el ciclo comienza en ,,=( 1 - p,¡wnuevamente,
después de Rmax+ I=R;+1=l/p paquetes:
(11)w dI
,
J~"\e
_'_l/Wif
RTTle e t.RTT
op
Ventana (paquetes)
La expresión anterior (11) es la cantidad de
paquetes por ciclo. Como se puede apreciar de la
ecuación, se ha modificado la función de crecimiento
para que dependa de RIT y la unidad de referencia de
tiempo sea también RIT. Esta modificación no afecta
a los cálculos principales. Para grafiear lo mencionado
se muestra la Fig. 3, siendo la curva de (10), para el
valor predeterminado por el protocolo fF 0.2.
y asumiendo que cI protocolo solo trabaja en la región
cóncava del estado de cOllgeslioll avoidallce,
conociendo el periodo de cada ciclo, entonces la
cantidad de paquetes transmitidos en cada ciclo es:
(6)
E[R]
E[T]
x
Con ello:
K ~1 (7)
0.800
o
O Ttempo (RTT)
(8)
Fig. 3. Crecimiento de ventana bajo pérdidas
periódicas.
Además, sabiendo que la función de la tasa de
crecimiento está sujeta a la periodicidad de la pérdida,
se puede derivar que E[T]=K.
El tamaño de ventana promedio es igual a la
cantidad de paquetes transmitidos durante un lapso de
tiempo (teniendo como base temporal el RTT) hasta
que un evento de pérdida ocurre, por lo tanto:
El número promedio de paquetes enviados es:
E[R] rP[R r] (9)
,.¡;;;¡r ~'I 77110 w~E[WcuB,cl ~ R C e I.RTT \_
I w~ o , e--'-RTT e
w dI
(12)
Como el número de paquetes enviados antes de un
pérdida está ya establecido, asumiendo que se pierde
un paquete en cada ciclo de la función de la tasa de
crecimiento, entonces resulta I/p=E[Rj.
Sabiendo que la dinámica del protocolo en cada
RIT tiene una función de crecimiento de:
Resolviendo (12) se puede llegar a la expresión del
tamaño medio de ventana:
(13)
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Adicionalmcntc, se considcra quc los paquetcs
viajan a través de un enlace disponible para dicho
flujo, y dichos paquctes llcgan al enlacc siguicndo una
distribución de Poisson, con una tasa de llegada A, y
donde este parámetro A depende del tamaño medio de
ventana de (13), por lo tanto: El resultado anterior es dcspreciable, después de un
evento de pérdida o si el flujo concluyc la transferencia
de datos antes del tiempo limite de Jasl convelgence.
Por lo tanto, el resultado de (17) se puede considerar
como el tiempo limite Ilim o duración de Jasl
cOllvergence.
E[R] E[W]
X=--=--
E[T] RTT
(14)
-b+Jb'-4ac
I¡im = 2a ( 17)
IV. ANÁLISIS DE FAST CONVERGENCE
C(r- K,)' +0), =C(r-K,)' +0), (15)
Resolviendo (15), se puede hallar la ecuación del
lapso de tiempo hasta llegar al umbral, y así podcr
hallar el tiempo limite de Jasl convergence, por lo
tanto:
"'~"
.......
....
........
V"
....... "V
:>"".~': ...; _::....
.•.. ....
'"
lO"r.:------------r====;;;-¡
-6- CUBIC
-+- Rel'lO
-V- Scalable
10'
Estado de .Control Avoidance"
lO' L __ ~~ __ ~~~~_~~_~~....J
,~ 1if 1~ 1~ ,~ 1~ 1~
Tasa de Pérdida (Paquetes)
V. VALIDACIÓN
La validación en esta sección es empírica, ya que se
basa en los resultados del análisis en las secciones
previas. El análisis matemático prcvio nos permite
obtener resultados tcóricos que sirven para el
cntcndimiento de las caractcrísticas del protocolo dc
control de congestión a analizar, CUBIe.
A. Comporlamienlo de CUElC
Para aprcciar la influcncia dc la probabilidad
periódica sobre (13), sc consideran dos esccnarios. En
el primer esccnario se considcra un flujo con RTT= IO
ms. En la Fig. 4 se muestra la evolución del tamaño
medio de ventana con relación a la tasa de pérdida. En
el segundo esccnario se considera un flujo con un RTT
mayor, RTT= 100 ms. En la Fig. 5 se mucstra cl
comportamicnto del tamaño medio de vcntana bajo
dichas condiciones.
(16.a)
"',-O), (16.b)
3C(K,-K,)
al'+bl+C =0 ;
K/-K/e
3(K, -K,)
El mecanismo dc Jasl convergence, como se indicó
en la Sccción II-B, Ic añade heuristica al protocolo,
para así dar lugar al crccimiento de otros flujos
entrantcs cn la red. Se considera que todas las
condiciones se cumplen para que se ejecute cl
mecanismo deJasl convergence.
El desprcndimiento de ancho de banda tiene un
limite de ticmpo, pues, un flujo que sufre una pérdida,
puedc tener dos comportamientos, uno que parte
utilizando Jasl convergen ce y el otro no. Entonces,
pasado un lapso dc tiempo va a llegar a un umbral
donde el tamaño dc ventana de ambos flujos es igual.
Pasado dicho umbral, el crccimiento del flujo que
partió utilizando Jasl convergence se hace más
agrcsivo que el mismo flujo si no hubiera partido
usando el mecanismo deJasl convergence.
Se considera K¡ y K, como los pcriodos de ticmpo
estimado utilizando Jasl convelgence y no utilizándolo,
respectivamente. Asimismo, ú..I y ú.! son los tamaños
máximos dc ventana de referencia de la función
cúbica, utilizando jilSI convergence y no utilizándolo,
respcctivamcnte.
Entonces, se puede hallar el umbral de ticmpo,
sabiendo que en ese punto cl tamaño de ventana
alcanzado es igual:
La ecuación (16) tienc por única solución: Fig. 4. RTT= 10 ms.
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El parámetro e es una constante definida por
CUBIC, ello detona la agresividad del crecimiento de
ventana, La Fig. 6 muestra la respuesta de una red con
RTT= 10 ms., ante diferentes valores de C. La Fig. 7
denota una mejora de desempeño en redes de mayor
retardo, RTT= 100 ms. Para entender y apreciar la
distribución de los parámetros K y C a través de
diferentes tasas de pérdida p, se muestra la Fig. 8. El
retardo escogido es RTT= 100 ms., pues como se pudo
ver, es el tipo de red donde CUBIC tiene un mejor
desempeño como protocolo de control de congestión.
Por ejemplo, se deduce entonces que para p=IO" y
C=0.04, resulta K= 99 seg" el cual es el tiempo
esllmado para llegar a WmQ• sin pérdidas más adelante.
Asimismo, para p=IO" yC =0.4, que es el valor
predetemlinado del protocolo, se obtiene K= 55 seg.
Para un valor constante de la tasa de pérdida p,
haCIendo la variación de C, se aprecia que la
agresividad del crecimiento del tamaño de ventana se
refleja en un tiempo estimado K menor.
-e- C=O.01
-+- C=0,04
-6- C=O.4
-V- C=4
':::::.....
'0'
'0' L.~~~ __ ~ __ ~~_~_~~~~
10" lO" 10" 10" 10" 10" 10~
Tasa de Pérdidad (Paquetes)
Como se puede apreciar en la Fig. 4, el tamaño
medio de ventana de CUBIC tiene una evolución
menor que las de STCP y Reno TCP, El primero es
muy agresivo, mientras que el segundo mantiene un
crecimiento más cauteloso, pero todavia muy agresivo.
Ya en la Fig. 5 se aprecia un mejor desempeño de
CUBIC, teniendo un comportamiento más agresivo en
redes de alto retardo, STCP tiene un comportamiento
aún más agresivo, pero con menor desempeño que en
redes de bajo retardo. Además, TCP Reno tiene el más
pobre desempeño en redes de alto BDP, con alto
retardo. Esto demuestra fácilmente la falta de
ecuanimidad tanto de STCP como TCP Reno con
flujos sobre enlaces con alto retardo.
Fig. 6. RTT= 10ms. Fig. 8. Relación entre e, p y K. RTT= 100ms.
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La validación se realiza dentro del intervalo de
tiempo !J.t, !J.t= [O; l/im]. Dicho intcrvalo denota por
consiguicnte la duración de fast cOllvergellce. En la
Fig. 9 se muestra los paquetes disponibles antes los
diferentes intervalos de duración de fast cOllvergellce.
Se refiere a paquetes disponibles al espacio de ancho
de banda medido en paquetes que se le permite dentro
del intervalo que dura fast cOllvergellce para que otros
flujos entrantes en la red puedan ocuparlos y poder asi
crecer, permitiendo una distribución dc ancho de banda
que pcnnita un equilibrio de utilización entre todos los
flujos en el enlace. Como se sabe, de lo explicado en la
sección anterior, el tiempo limite o duración del
mecanismo de fasl cOllverge/lce se cumple si se asume
la no existencia de un evento de pérdida antes de dicho
periodo. En la Fig. 10 se representan los paquetes
disponibles en función del tamaño máximo dc ventana
del último evento de pérdida, Wm••• Ello nos da una
mcjor apreciación de los paquetes disponibles a ser
ocupados por otros flujos desde el punto de vista del
flujo dador y de su tamaño máximo de ventana re-
fercncial, cuyo ancho de banda o paquetes disponibles
son pucstos a disposición de otros flujos entrantes.
Como se afirmó en la Sección II-B, la heurística
añadida al mecanismo de control de congestión detecta
un flujo entrante mediante la comparación del tamaño
máximo de ventana último y el corriente y compro-
bándose el decremento en comparación al último.
B. Caso particlIiar,fast cOllvergellce
Debido a la heuristiea incorporada en el protocolo
de control de congestión por CUBIC, y después del
brcve análisis del tiempo limitc dc fasl cOllvergellce, se
realiza la validación empirica del análisis de la Sección
IV.
C. Utilizacióll
La utilización que un protocolo puede alcanzar
sobre los recursos de un enlace es un parámetro
importante en redes de alta velocidad. En esta sección
se realizan las simulaciones utilizando el simulador IlS-
2 [20], haciendo uso del módulo TCP-Linux. Las
simulaciones se realizaron sobre enlaces dedicados de
150 Mbps para cada protocolo. Para la Fig. 11 Y Fig.
12 el RTT base que se considera es de 20 ms. Con ello
se toma una red de bajo BDP.
Como se puede apreciar de la Fig. 11, se registran
pérdidas periódicas para ambos flujos. Asimismo, la
Fig. 12, tanto CUBIC como TCP Reno tienen una
utilización del enlace cercano al ideal, siendo un
entorno de red favorable a TCP Reno por las
características, cf. Sección V-A.
..-
¡~1-'-1!~.-
•• u _ * ~ • d 5 Q • ~ ~ ~ n * ~ N ~-- '--
(a) (b)
Fig. tI. Curvas de tamaños de ventana. (a) CUBIC. (b) TCP
Reno.
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Fig. 12. (a) Tasa de lransferencia de CUBICo(b) Tasa de
transferenciade TCr Reno.
La utilización promedio para el flujo CUBIC de la
Fig. 12(a) es de 95.1 % Y del flujo TCP Reno de la Fig.
13(b) se calcula en 94.9%.
Ya para el caso de un entorno de red de alto BDP, se
mantiene la capacidad del enlace dedicado en 150
Mbps y además se considera un RTT de 380 ms. En la
Fig. 13(a) se registran pérdidas periódicas solamente
para el flujo CUBle. Sin embargo, para el flujo Reno
de la Fig. 13(b) se tiene un crecimiento continuo del
tamaño de ventana.
(b)
Fig. 14. (a) Ta,a de transferencia de CUEle. (b) Tasa de
transferencia de Tcr Reno.
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Debido a que para este caso el entorno de red es
favorable a CUBlC, ef. Sección V-A, en la Fig. 14(a)
se registra que la tasa de transferencia en CUBIC tiene
un mayor aprovechamiento de los recursos del enlace,
teniendo una utilización promedio de 83.5%, que a
comparación de la utilización promedio de TCr Reno,
Fig. 14(b), el cual es de 18.5%, se puede apreciar un
decremento en el desempeño de Reno, el cual
mantiene su enlace subutilizado.
'0015010050
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Fig. 13.Curvas de tamaños de ventana. (a) CUBIC. (b) TCr
Reno.
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En este trabajo se ha analizado un protocolo de
control de congestión basado en pérdidas, CUBle. El
modelo detenninístieo de CUBIC desarrollado,
considerando la variable de la tasa de pérdida de
paquetes, pennitió estudiar sus características de ajuste
de ventana.
Asimismo, se presentó en la Sección IV un análisis
de la heurística drfast cOllvergellce insertada en este
algoritmo de control de congestión, con ello se pudo
comprobar la importancia de este mecanismo que
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apunta a mejorar la equidad en la distribución de aneho
de banda, considerando los espacios liberados en
unidades de paquetes, los cuales serán aprovechados
por otros flujos nacientes.
Las validaciones de la Sección V-lA, B] se
realizaron en GNU Octave para demostrar el modelo al
cual se llegó en la Sección III. Con dichas gráficas se
puede concluir que el desempeño de CUBIC en estado
estacionario mejora en redes de alto RTT. Ya en la
Sección V-C se hizo uso del simulador ns-2 para un
breve análisis de la utilización del enlace para el
desempeño dinámico de dos protocolos, CUBIC y
TCP Reno. Ambos son protocolos basados en
pérdidas. Las simulaciones mostraron que el
desempeño dinámico de CUBIC es mejor que el de
TCP Reno en redes de alto RTT, ende un mayor
aprovechamiento del ancho de banda en redes de alto
RTT.
Actualmente CUElC sigue siendo un protocolo en
desarrollo, a pesar que es la opción de protocolo
predeterminada en el kernel Linux. Cabe mencionar
además, que como propuesta de futuros trabajos se
pueden hacer modelos estocásticos de CUBIC basados
en pérdidas aleatorias y hacer estudios del desempeño
de este protocolo en redes inalámbricas.
REFERENCIAS
[1] JACOBSON V. COl/gestiol/ avoidal/ce and
control, in Proeeedings of SIGCOMM '88,
Standford CA, ACM, 1988.
[2] FLOYD S., HENDERSON T., GURTOV A. The
NewReno Modifica/ion to TC? 's Fas/ Recovery
Algorithm, RFC 3782, Abril 2004.
[3] SHORTEN R. N., LEITH D. 1., H-TC?: TC? Jor
high-speed and long-dis/al/ce I/etworks, in
Proceedings of he Second PFLDNet Workshop,
Argonne, Illinois, Febrero 2004.
[4] FLOYD S., HighSpeed TC? Jor Large Congestion
Windows, RFC 3649, Diciembre 2003.
[5] KELL Y T, Scalable TC?: lmproving
pe/formance in highspeed wide area ne/works,
ACM SIGCOMM Computer Communieation
Review 33, 2, 83-91, Abril 2003.
[6] JIN c.,. WEI D. X, LOW S. H. FAST TCP:
motivation, arehiteeture, algorithms, performance,
ELECTRÓNICA-UNMSM. N:24. DICIEMBRE 2009
in Proceedings of IEEE INFOCOM, Hong Kong,
Marzo 2004.
[7] BRAKMO L. S., O'MALLEY S. w., AND
PETERSON L. L.TC? Vegas: I/ew techniq/les
Jor cOl/ges/iol/ de/ec/ion al/d avoidal/ce, in
Proeeedings ACM SIGCOMM pp. 24-35, 1994.
[8] CASETTI C., GERLA M., MASCOLO S.,
SANADIDI M. Y., WANG R. TC? WL"itwood:
Bandwid/h estima/ion JOI' enhal/ced transp0l't
o\'el' wil'eless lint,s in Proceedings of ACM
Mobicom, Roma, Italia, Julio 200 l.
[9] XV L., HARFOUSH K., RHEE I. Binmy incl'ease
conges/ion con/rol Jor Jast long-distal/ce
I/etwol'ks, in Proeeedings of IEEE INFOCOM,
Hong Kong, Marzo 2004.
[10] HA S., RHEE 1. AND XU L. CUBIC: A New
TC?-Friendly High-Speed TC? Val'ian/, ACM
SIGOPS Operating System Review, Volume 42,
Issue 5, pp. 64-74, Julio 2008.
[11] www.kernel.org
[12) http://lxr.linux.no/linux+v2.6.28.7/net/ipv4/tcp_ipv4.c
[13] http://nctsrv.csc.ncsu.cdu/wikilindcx.phprrCP_Tcsting
[14] MATHIS M., FLOYD S., ROMANOW A. TC?
Selective Ackl/owledgmel/t Options, RFC 2018,
Octubre 2006.
[15] http://netsrv.esc.ncsu.edultwiki/pub/Mairt/BIC/cubic-
kemel-2.6.13.patch
[16] HEMMINGER S. Cubic root benchmark code,
[http://1kml.orgllkm1/2007/3!l3/331]
[17] TARREAU C. W. Cubic optlmlzation,
[http://gil.kernel.org/?p~linuxlkernellgit/davem!net-
2.6.git:a=cornmit:h=7e58886b45bc4a309aeaa8178ef8
9m67daaf7f]
[18]. HINES W. W AND MONTGOMERY D. C.
Probability and Statistics in Engineering and
Management Science (traducido por Act. Ma.
De Lourdes Fournier de Fournier), Iera. Edición,
CECSA, Mayo 1986.
[19). LOPEZ M. Fundamentos y Métodos de
Estadística, 3era. edición, Ediciones
PlRAMIDE, 1981.
[20) http://www.isi.edulnsnamlns/
