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Abstract. In this paper, a method to characterize the chatter phe-
nomenon in a cold rolling process is proposed. This approach is based on
obtaining a global nonlinear dynamical MISO model, relating four input
variables and the exit strip thickness as the output variable. In a second
stage, local linear models are obtained for all working points using sen-
sitivity analysis on the nonlinear model to get input/output small signal
models. Each local model is characterized by a high dimensional vector
containing the frequency response functions (FRF) of the four SISO re-
sulting models. Finally, the FRF’s are projected on a 2D space, using
the t-SNE algorithm, in order to visualize the dynamical changes of the
process. Our results show a clear separation between chatter condition
and other vibration states, allowing an early detection of chatter as well
as being a visual analysis tool to study the chatter phenomenon.
Key words: dimensionality reduction, cold rolling, data visualization,
dynamical systems, data-based models.
1 Introduction
Steel production is usually considered an indicator of economic progress, as it
is fairly related to infrastructures and development. After steel production from
iron, the material needs to be treated and modified through several mechanical
processes, such as the rolling process. The cold rolling of steel is a widely adopted
process, in which a steel sheet is passed through a pair of rolls whereby the sheet
thickness is reduced. Although this process has been studied for decades [1],
many unsolved issues hold. The control of many di↵erent parameters is neces-
sary, ranging from those related to the milling itself (force applied, torque,. . . )
to those depending on di↵erent aspects, such as lubrication or refrigeration. Fur-
thermore, there is an ever increasing demand for higher quality from costumers
and, since it is a large and complex process that continuously evolves due to
drifts, misadjustments and changes in working conditions, there is a need of
continuous improvement in the e ciency of the process. Because of that, the su-
pervision of this process is critical, in order to avoid faults that a↵ect negatively
to the material.
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One of the most relevant faults in the cold rolling process of steel is called
chatter [2], an unexpected powerful vibration that a↵ects the quality of the rolled
material by causing an unacceptable variation of the final thickness. The real
problem of chatter is not only related to the bad quality of the manufactured
product, but also to the economic losses su↵ered. Generally, when chatter ap-
pears, it is necessary to lower the rolling speed for a period of time, making
the production rate decrease. A practical way to detect chatter is to compute
the power spectral density in which this fault appears (normally 100-300Hz).
However, although this procedure works well to show up the chatter condition,
it fails as an early detector.
A way to predict chatter is to use a model of the rolling process [3]. However,
the complexity of the whole process, with several tightly coupled phenomena
(such as chemical, mechanical, and thermal) makes it di cult to build an ac-
curate model and moreover to tune its parameters. An approach to enhance
the knowledge about complex processes is visualizing their relevant information,
using dimensionality reduction (DR) techniques [4, 5]. DR techniques allow to
project and study the structure of high-dimensional data into a low-dimensional
space, typically a 2D/3D for visualization purposes, improving the exploratory
data analysis [6].
In the DR field, several techniques have been proposed [7]. One of the first
algorithms is Principal Component Analysis (PCA), described by Pearson [8].
After PCA, other DR techniques have been proposed, such as Multidimensional
Scaling (MDS) methods, Independent Component Analysis (ICA)[9] or Self-
Organizing Maps (SOM)[10]. In the beginning of 21st century, a new trend in DR
based on nonlinear models appeared, inspiring a new collection of algorithms.
These algorithms –known as manifold learning– involve a local optimization
by defining local models of the k-nearest neighbours and an alignment in or-
der to obtain the global coordinates of each model, usually implying a singular
value decomposition (SVD). Some of the most known techniques are Isomap
[11], local linear embedding(LLE) [12] and laplacian eigenmaps (LE) [13]. Sim-
ilar to these techniques, but based on the probability distribution of data is t-
Stochastic Neighbor Embedding (t-SNE) [14]. This technique, that has attracted
attention recently [15, 16], is capable of maintaining the local structure of the
data while also revealing some important global structure (such as clusters at
di↵erent scales), producing better visualizations than the rest.
In this paper, we propose a new approach for the study of chatter, using the
DR principle for the analysis of the dynamical behavior of a model of the pro-
cess. Using a novel feedforward neural network, called extreme learning machine
(ELM) [17], the proposed approach computes a large feature vector composed
of the frequency response functions (FRF) of a set of key physical variables and
projects this vector into a 2D space by t-SNE algorithm. Thus, the changes in
the dynamical behavior of the process are visualized. The paper is organized as
follows: in section 2, a description of the method is shown; section 3 describes an
experiment and the results of the method proposed and finally section 4 includes
the conclusions obtained.
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2 Data-based model analysis through manifold learning
techniques
2.1 Description of the physical model
Classical cold rolling models try to calculate the force and the torque necessary
for a given thickness reduction. As mentioned before, the complexity of an ac-
curate model can be very high because of the assumptions taken [18]. In order
to get a simple model to work with, e.g. [19], several assumptions can be done.
The classical form of a rolling force (F ) model includes: the tension at the
entry and exit side of a rolling stand ( en and  ex); the thickness at the entry
and exit side (hen and hex); the width of the strip (w); the friction coe cient
(µ) and the hardness level of the material being rolled (S), see Eq. (1).
F = f( en, ex, hen, hex, w, µ, S) (1)
A model of the rolling process makes it possible to analyze several defects aris-
ing from working operation, such as the chatter phenomenon. This phenomenon
is a dynamic process, where variations in the roll force may lead to an unstable
state. It is necessary to generate a model where the di↵erent factors likely to
modify the force equilibrium in the rolling process are taken into account. As
explained in [20], the chatter phenomenon comes from a feedback interaction
with the variables entry speed, entry tension, the force of the strip on the rolls
and exit thickness involved. If a dynamic model of the stand is added to this
loop, a proper model to study the chatter phenomenon can be built [21, 22].
2.2 Mathematical estimation of the model
As proposed in [23], data-based models are a practical way to develop a fault
detection and prediction mechanism for complex processes. The development of
data-based models provides a good feature for their application to industrial
processes: fast responses to faults. According to the previous description of the
rolling process, we propose a MISO model, defining the exit thickness yk as
the output of the system and force Fk, tension  k –used in the classical model
Eq. (1)–, entry and exit speed of the strip (Venk and Vexk respectively) –due to
their relevance in the chatter phenomenon–, as the inputs of the system. We also
considered an autoregressive part of the output to account for internal dynamics,
resulting in a NARX model.
yk = f(yk 1, . . . , yk n, Fk, k, Venk , Vexk) (2)
A simple and fast learning algorithm for single hidden layer feedforward
neural networks (SLFN’s), called extreme learning machine (ELM) [17], is used
to train the NARX model. In order to obtain an optimal order of the model, we
apply the Akaike Information Criterion (AIC) [24], obtaining a trade-o↵ solution
between the order and the error of the model. A scheme can be seen on the left
side of Fig. 1. On the right side of Fig. 1, a comparison between the response
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Fig. 1. Scheme of the model developed (left) and an example of its one-step-ahead
prediction (right).
of the real process and an example of the one-step-ahead prediction of a trained
model for a testing dataset is shown.
Once the model is obtained, a local sensitivity analysis is applied to perform
a system identification of the contribution of each input variable to the output.
The signals are divided into M overlapped windows of size L. Let’s consider F¯ ,
 ¯, V¯en, and V¯ex, average values for the m-th window, and the delayed samples
yk 1, yk 2, ... , yk n. The m-th local sensitivity analysis (m = 1, . . . ,M) for the
input F is performed adding to F¯ a random value "k 2 N(0, ⌫), being ⌫ a small
value.
u Fm =
⇥
yk 1, yk 2, . . . , yk n, F¯ + "k,  ¯, V¯en, V¯ex
⇤T (3)
with an output ym = [yk], for k = km, . . . , km+L  1, being km the first sample
of windowm. ConstructingU F = [u Fm ] and Y = [ym] resulting in an I/O pair 
U F ,Y
 
. Similar to Eq. (3), we apply the same method to the other inputs,
obtaining
 
U  ,Y
 
,
 
U Ven ,Y
 
and
 
U Vex ,Y
 
respectively. Each I/O pair
defines a local SISO small-signal model of the process.
In order to estimate the dynamical behavior of each small-signal model, we
compute FRF of the model. Let Py(m, j) and Pui(m, j) be the power densities
of the j-th frequency in the m-th small-signal model of the output and the i-th
input, respectively. The SISO FRF of input i for all windows can be computed
as Gi where
Gi(m, j) = 10 · log10
✓      Py(m, j)Pui(m, j)
    ◆ (4)
describes the gain of the j-th frequency bin for the m-th small-signal model, of
the i-th input expressed in dB.
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Finally, in order to project all data using a DR technique, all the FRF’s of
each input, Gi, are joined into an augmented matrix G, as expressed in Eq. (5).
G = [G1 G2 G3 G4] G 2 RM⇥D (5)
Each of the M rows of G is a large D-dimensional feature vector which describes
the local dynamical behavior on a given window.
2.3 Dimensionality reduction
The visualization of the dynamic behavior of the model is made by computing a
dimensionality reduction using t-SNE [14]. This technique is based on similarities
of the data by computing probabilities for original and projection space, defin-
ing neighborhoods with a value called perplexity. The computation of the two
joint-probability distributions pij and qij corresponds to Gaussian and Student’s
t-distribution respectively, see Eq. (6) and (7).
pij =
exp( kxi   xjk2/2 2)P
k 6=l exp( kxk   xlk2/2 2)
(6)
qij =
(1 + kyi   yjk2) 1P
k 6=l(1 + kyk   ylk2) 1
(7)
With the aim of projecting new data points on the 2D map obtained with
the training dataset, an out-of-sample extension of the t-SNE was developed.
The addition of each new point was computed by ensuring that the sum of
probabilities is equal to 1. The variance   of a Gaussian centered at the new
point is searched keeping the perplexity value fixed. The di↵erences of the two
probability distributions are measured by Kullback-Leibler divergences. Hence,
the cost function is
C = KL(P ||Q) =
X
i
X
j
pij log
pij
qij
(8)
The coordinates of the new projections are obtained minimizing this cost
function, and maintaining previous coordinates of the training dataset fixed.
This minimization of the cost function is made using a gradient-descent method
for optimization. Finally, as a summary of the method, a flowchart of the di↵erent
stages used is shown in Fig. 2.
3 Experiment and Results
To validate this method, it was applied to data from a cold rolling facility. As
explained in section 2.2, the variables used for modeling were: rolling force, entry
tension, entry and exit speeds of the strip, and exit thickness. These variables
were acquired using a data acquisition system with a sampling rate of 2000 Hz.
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Fig. 2. Flowchart of the method.
The training dataset was composed of signals of N = 54300 samples, includ-
ing normal operating conditions and a chatter episode from a unique coil. In
Fig. 3, the reduction of the rolling speed to avoid chatter e↵ect can be seen, as
well as the powerful variation in the other variables, especially in the thickness
signal, which is closely related to the quality of the resulting product. As for
testing the method, di↵erent chatter episodes of several coils were used.
To obtain the MISO model, ELM was trained using 1000 neurons in the
hidden layer, with the signals normalized to zero mean and   = 1. In Table 1,
a comparison of the RMS errors of the linear regression and the EML models
is shown, as well as the AIC and the Theil’s Index (U) [25], for several model
orders.
Model Order (n) Linear RMSE EML RMSE U AIC
5 0.1856 0.1744 0.7377  1.5445 · 105
10 0.1353 0.1307 0.5529  1.7998 · 105
15 0.1252 0.1159 0.4903  1.9058 · 105
20 0.1277 0.1192 0.5042  1.8809 · 105
25 0.1251 0.1167 0.4937  1.8993 · 105
30 0.1273 0.1194 0.5051  1.8787 · 105
Table 1. Value of the RMS errors, AIC, and Theil’s Index (U) for each order of the
NARX model.
According to the AIC criterion the order selected is n = 15. This model
describes accurately the nonlinear dynamics around the working points of the
process.
For the sensitivity analysis the signals were windowed into segments of L =
1000 elements with an overlapping of 90%. After this analysis, the Welch Pe-
riodogram was applied to each SISO model, using a Hamming window of size
125 and an overlapping of 50%. The final size of matrix G is 543 ⇥ 516. Using
this matrix, the t-SNE algorithm was applied using a value of perplexity of 30
to project data into a 2D space.
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Fig. 3. Training dataset to model the process. When chatter occurs, a drop in the
speed in order to reduce its e↵ect can be seen. After achieving a proper speed level,
the e↵ect is mitigated.
The resulting map using t-SNE technique, can be seen in Fig. 4 (a), where
the entry speed is used as color and size encodings of the points. The 2D map
shows two main zones of points from normal behavior of the process and a subset
of points, revealing a chatter condition.
The method was applied to two subsets of data from di↵erent strips, denoted
as x and +, including a chatter episode. The developed out-of-sample extension
allows to project this novel test data over the trained map. These new points are
placed in parts of the map that corresponds to their operating conditions (Fig. 4
(b), (c) and (d)). Their positions reveal a similar behavior to the nearest neigh-
bors of the training points. Thus, di↵erent operating conditions are mapped in
di↵erent coordinates, allowing to detect the dynamical di↵erences in the process
behavior.
8 Visual analysis of a cold rolling process using data-based modeling
−60 −40 −20 0 20 40
−40
−20
0
20
40
(a) t−SNE map
 
 
−1
−0.5
0
0.5
−60 −40 −20 0 20 40
−40
−20
0
20
40
(b) Projection before defect
 
 
−1
−0.5
0
0.5
−60 −40 −20 0 20 40
−40
−20
0
20
40
(c) Projection during defect
 
 
−1
−0.5
0
0.5
−60 −40 −20 0 20 40
−40
−20
0
20
40
(d) Projection after defect
 
 
−1
−0.5
0
0.50.5
-0.5
-1
0
−60 −40 −20 0 20 40
−40
−20
0
20
40
(a) t−SNE map
−60 −40 −20 0 20 40
−40
−20
0
20
40
(b) Normal conditions before defect
−60 −40 −20 0 20 40
−40
−20
0
20
40
(c) Projection during defect
−60 −40 −20 0 20 40
−40
−20
0
20
40
(d) Normal conditions after defect
Fig. 4. (a) t-SNE projection, (b), (c), and (d) new points projected depending on
operating condition.
4 Conclusions
A spectral density estimation was applied to a model of a cold rolling process
in order to analyze the chatter defect, which causes an unexpected vibration in
the process. The analysis yields information about frequency response functions
(FRF’s), which can be considered as high-dimensionality data in order to apply
a DR technique to visualize them. The algorithm applied (t-SNE) to a training
dataset corresponding to fault situation perfectly unfolds the structure of data
in the high-dimensional space, giving clear insights of this sort of faults. The
method accurately defines di↵erent zones of the process, distinguishing between
normal operating and chatter conditions.
The developed out-of-sample approach provides the possibility to project new
data points in order to supervise the existence of problems in the process. The
visualization of new projected points in the map accelerates the fault detection
and helps to predict this type of faults. This procedure can be time consuming
depending on the size of the dataset because once computed the map for training
data the new projections are computed for each point. An alternative which
reduces computational burden is to use a Nadaraya-Watson regression model
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[26], which estimates new projections of data based on observed values from
training data.
Although it is applied to data from a cold rolling facility, this method is
suitable for application to other industrial processes, whose main defects could
be detected by analyzing their dynamic behavior.
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