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Summary
One of the key goals of current research in data-driven computer animation is the synthesis
of new motion sequences from existing motion data. This thesis presents three novel
techniques for synthesising the motion of a virtual character from existing motion data
and develops a framework of solutions to key character animation problems.
The first motion synthesis technique presented is based on the character’s locomotion
composition process. This technique examines the ability of synthesising a variety of
character’s locomotion behaviours while easily specified constraints (footprints) are placed
in the three-dimensional space. This is achieved by analysing existing motion data, and
by assigning the locomotion behaviour transition process to transition graphs that are
responsible for providing information about this process.
However, virtual characters should also be able to animate according to di↵erent style
variations. Therefore, a second technique to synthesise real-time style variations of char-
acter’s motion. A novel technique is developed that uses correlation between two di↵erent
motion styles, and by assigning the motion synthesis process to a parameterised maximum
a posteriori (MAP) framework retrieves the desire style content of the input motion in
real-time, enhancing the realism of the new synthesised motion sequence.
The third technique presents the ability to synthesise the motion of the character’s
fingers either o↵-line or in real-time during the performance capture process. The advant-
age of both techniques is their ability to assign the motion searching process to motion
features. The presented technique is able to estimate and synthesise a valid motion of the
character’s fingers, enhancing the realism of the input motion.
To conclude, this thesis demonstrates that these three novel techniques combine in to a
framework that enables the realistic synthesis of virtual character movements, eliminating
the post processing, as well as enabling fast synthesis of the required motion.
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1Chapter 1
Introduction
Virtual humans as well as virtual worlds can be described as virtual artefacts. In general,
those artefacts are imaginary objects that exist in the human mind. During the past years,
the computer graphics community has developed various technologies providing the ability
to give life to the human imagination. Virtual characters and virtual worlds can now be
designed and produced by those experienced with the tools.
These days, computer animated characters can be encountered in various applications
related with virtual reality, such as in video games, virtual worlds, films etc. Pausch et al.
(1996) Steuer (1992). The need to represent real life with virtual artefacts is required in
order to enhance the imagination of the observers. Hence, computer animated characters
generated by humans imaginations in the near future are not going to replace the actors,
especially in the film industry. They are coming to represent either realistically Shiratori
et al. (2009) Wu and Zordan (2010) or in a cartoonistic way Wang et al. (2006) Chenney
et al. (2002) the human’s activities in a virtual world or to enhance the human abilities
Yamane et al. (2010) Yamane and Sok (2010) such as by synthesising supernatural complex
motions.
In this chapter, firstly, it is introduced the structure of the articulated human body, as
well as its representation in the virtual space. Then, it is introduced the motion capture as
the ability of animating virtual characters. Continuing, the pipeline of the contemporary
computer animation, as well as the ability of inversing the content creation is represented.
Additionally, it is analysed the presented research and the way that some of the basic
problems approached and solved. Moreover, the contribution of the presented research,
as well as the research outcomes that were covered during the PhD studies, are briefly
described. Finally, the structure of the thesis is presented in the last subsection.
21.1 The Articulated Virtual Human’s Body
The structure of human body is quite complex. In general, its structure consists of head,
neck, torso, two arms, and two legs. By the time where a human reaches its adulthood, the
body consists of close to 100 trillion cells Greg (2007) that is the basic unit of life Alberts
(2007). These cells are organised biologically to eventually form the whole body of the
human. When virtual characters are coming to mimic the movements of real humans,
the need of modelling and simulating each individual part of the human body was raised.
Although, in contemporary computer animation research, there have not been examined
and developed any fully functional virtual human’s body yet. This is since simulating
such a complex system requires not only computer graphics and computer animation
related knowledge, but it is also required the knowledge of how each individual part of
the human’s system works. Hence, the researchers focus on specific parts of the human’s
body for simulating its activities.
Among other parts, human’s body consists of the musculoskeletal system. Since the
presented research focuses on human motion synthesis, following it is presented the ar-
ticulated body model of the humans (see Figure 1.1). More specifically, human’s skeletal
model is a highly complex hierarchical model (see Figure 1.2) that consists of many joints,
where each one has di↵erent degrees of freedom and various possible restrictions. In fact,
the human’s body consists of more that 200 bones and joints.
The virtual human’s body can be described as a multibody system that consists of
a set of rigid objects, generally called links that are connected together by a joint. In
general, a joint is a component that it is concerned with motion, and it permits some
degree of relative motion between the connected segments. In computer animation, the
ability of modelling the virtual body is quite important, especially for controlling the
human posture. Hence, while it is desired a motion that will be as natural as possible, a
well-constrained model restricts postures to a feasible set. On the other hand, it is assumed
that the body parts are rigid, although this is just an assumption that approximates the
reality. In general, the skeletal structure is usually modelled as a simplified hierarchy
of rigid segments that are connected by joints, where each one is defined by its length,
shape, volume, and mass properties. Concluding, the skeletal structures are often defined
by using a parent-children system. Hence, the size, the shape, and other properties of the
body and its segments are also essential in order to build models with realistic dimensions
and properties. In Figure 1.3 the virtual skeleton of a character is illustrated.
3Figure 1.1: Human’s articulated body model Plasticboy (2014).
1.2 Computer Animation via Motion Capture
Motion capture (MoCap) is the ability to capture the 3D live action in real-time either the
whole-body or specific parts of human body like face, hands etc. MoCap works by tracking
motion of reference points and then convert these reference points to joint angles to drive
an articulated 3D model or to drive a deformable surface. MoCap system captures
the X, Y, Z position as well as the roll, pitch and yaw. In general, the motion data
retrieved from the motion capture devices can be used either o↵-line (choose among them,
blend between them, modify on the fly etc. for synthesising new animated sequences),
or on-line (performance animation) while driving characters directly based on the actor’s
performance in real time. A general pipeline of the motion capture process is illustrated
in Figure 1.4. Specifically, for capturing the human motion the MoCap systems requires
the following procedure. Firstly, a calibration process of the attached to the human
markers is required, such as enabling the MoCap system to understand the position of
each marker. Secondly, the system captures the markers and estimates the skeleton of the
human. Finally, inverse kinematics solutions are coming to animate the character’s joints
according to the human’s performance.
4Figure 1.2: The hierarchical graph of skeleton joints.
1.2.1 Human Motion Capture Technologies
The technologies for capturing the human motion can be separated in two major categories
namely the optical and the non-optical, as those presented in the following subsections.
Optical Motion Capture
In general, optical motion capture systems work with one or more cameras. Usually the
subject is equipped with reflective patches or spheres (called markers), indicating the
position to the cameras. The markers themselves are tracked using software solutions. By
combining the same markers on multiple cameras (which all have a di↵erent position), a
3D position of a marker can be determined. The cameras are often infrared and mounted
to a rig or to the walls of a room Magnenat-Thalmann and Thalmann (2005). A simple
example of a performer wearing the require markers is illustrated in Figure 1.5.
During the last years, methodologies for approximating the human’s shape, gave the
ability of developing markerless optical motion capture systems, which are mainly based on
computer vision methodologies. Hence, several commercial solutions for markerless MoCap
have been introduced, including systems by Organic Motion Organic Motion (2014) and
Xsens Xsens (2014). The ability of capturing human’s motion without the requirement
of markers it is based on computer vision algorithms that allows the system to analyse
multiple streams of optical input, identifying the human forms, breaking them down into
constituent parts for tracking. Since the basic limitation of those solution is the high cost,
hardware such as the Microsoft’s Kinect Microsoft (2014) and Assus Xtion Assus (2014)
provides the ability of capturing the desired motion sequences.
5Figure 1.3: A virtual skeletal structure that describes the real human’s skeletal system in computer
animation.
Non-Optical Motion Capture
The non-optical motion capture systems are divided in three major categories namely, the
inertial, the mechanical, and the magnetic MoCap systems. More specifically, the inertial
MoCap technology consists of inertial sensors, biomechanical models and sensor fusion
algorithms. The motion data of the inertial sensors is often transmitted wirelessly to a
computer, where the motion is recorded or viewed. Most inertial systems use gyroscopes
to measure rotational rates Vlasic et al. (2007) Miller et al. (2004). These rotations are
translated to a skeleton in the software. On the other hand, the mechanical MoCap
systems, often referred to as exo-skeleton motion capture systems due to the way the
sensors are attached to the body, are responsible for directly tracking the body joint
angles. Performers attach the skeletal-like structure to their body and as they move so
do the articulated mechanical parts, measuring the performer’s relative motion. Finally,
magnetic systems calculate position and orientation by the relative magnetic flux of three
orthogonal coils on both the transmitter and each receiver. The relative intensity of the
voltage or current of the three coils allows these systems to calculate both range and
orientation by meticulously mapping the tracking volume. The sensor output is 6 degrees
of freedom (DOF), which provides useful results obtained with two-thirds of the number
of markers required in optical systems; one on upper arm and one on lower arm for elbow
position and angle. In Figure 1.6 those three types of deferent non-optical motion capture
6Figure 1.4: The motion capture process pipeline.
systems are illustrated.
1.2.2 Motion Capture Databases
The usage of MoCap data either for analysing or for synthesising the human motion at-
tracted the research and educational community. Various research institutes and Univer-
sity laboratories provide their own MoCap datasets for research reasons MPI Informatik
(2014). Hence, since the research community can use the same datasets it is possible to
analyse in a more consistent fashion each research outcome.
In this research, the use of MoCap data plays a crucial role. This is especially true,
while it is desired a direct comparison of the presented methodologies with previously
presented solutions. This is since the motion synthesis process can be evaluated against
the e↵ectiveness of the methodology to estimate and synthesise the required motion, while
the error of the motion synthesis is computed. By using existing motion data that has
been used in previous research, it is possible to evaluate the computed error against the
results from any other solution. Therefore, it is possible to be shown the advantages that
are provided by new methodologies.
7Figure 1.5: The performer wears the necessary markers that are required for the motion capture
process (Figure from Savannah College (2014)).
1.2.3 Capturing, Representing, and Correcting Human Motion Data
During the past decades various methodologies for capturing the human motion have de-
veloped. Although, since the MoCap data always increases, it is required to be established
a general representation of human motion data. The software developing companies es-
pecially requires an e cient representation of MoCap data. This is since, they are calling
to provide software solutions for being able everyone to work with the motion capture
file formats. Additionally, the ability of establishing standard file formats for the MoCap
data is required as well by the research community, being able everyone to use in an ef-
ficient way those motion files. Hence, among the most widely used motion file formats
are the BioVision Hierarchical Data (BVH), the Acclaim Skeleton File/Acclaim Motion
Capture data (ASF/AMC), and the C3D file format. For an extended explanation of the
aforementioned file formats, it is referred to read Meredith and Maddock (2001).
The BVH File Format
Since in this research the BVH motion data was used, following section explains its rep-
resentation. It should be noted that it was chosen to work with the BVH file format since
it provides the ability of handling in an easy and e cient way the motion data. Moreover,
8Figure 1.6: Three non-optical motion capture systems. The Inertial (left), the Mechanical (middle),
and the Magnetic (right) motion capture systems (Figures from Metamotion (2014)).
the low storage of information included in a BVH file (a motion sequence of 10 seconds is
approximated in 30KB) makes this format quite usable especially in large-scale applica-
tions where a huge number of motion data is required to be used. Such a file format can
be recognised in various software packages, such as in Autodesk’s Maya Autodesk (2014a)
and Motionbuilder Autodesk (2014b), in Blender Blender (2014) etc. making its quite
useful while it is required a cross platform communication.
A BVH file contains ASCII text, the first part of which provides the specifications
for the initial pose of a human skeleton, and the rest a time-framed sequence of di↵erent
specifications for subsequent poses. Headed by the keyword “HIERARCHY”, the first part
of a BVH file identifies the Hips joint as the “ROOT”, which is to say it has no parent-
joint. This is the starting point of a nested-structure of parent-joints and child-joints. An
example for this hierarchy is illustrated in Figure 1.7.
The “ROOT” section specifies the location of the Hips joint in a three-dimensional
space. In Figure 1.8 the “ROOT” section in the structure are “JOINT” sections. Each
section contains information that specifies the location of the skeletal joint according to
the parent joint. Generally, the relative location between parent and child joints makes it
possible to work out of the length of the bone between two joints. It should be noted that
there are joints that has not a child joint, which are generally called as end-e↵ectors. The
“ROOT” section and each of the “JOINT” sections of a BHV file specifies the “CHAN-
NELS”. Each of which processes the time-framed sequence of translation and/or rotational
9Figure 1.7: BVH skeletal structure.
co-ordinates provided in the second part of the BVH file. It should be noted that root joint
channel takes six parameters which are the X, Y, Z positions and the X, Y, Z orientation.
Conversely, any other joint takes only three channels, which are the X, Y, Z orientation.
Figure 1.8: The first half of a BVH file.
The second part of a BVH file (see Figure 1.9) starts with the keyword “MOTION”,
followed by information specifying, first, the number of FRAMES; second, the sampling
rate per second after the keyword “FRAME TIME”; and third, a number of lines corres-
ponding to the number of “FRAMES”, each line providing the translation and/or rotation
coordinates to be processed according to the “CHANNELS” specifications in the first part
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of the file.
Figure 1.9: The second half of a BVH file.
Representation of Human Motion Data
The motion capture data over the character’s skeleton can be represented as the position
and orientation of the character’s root in conjunction with the orientation of each joint.
More specifically, considering that P and Q is the position and the orientation of the
character’s root, and ri for i = 1, ..., N the orientation of the i  th joint of the character,
a posture, which is the positioning of the character, can be represented as:
posture = {P,Q, r1, ..., rn} (1.1)
Although, since a posture describes a static pose, as well as since it is required the
ability of representing the human posture, as it evolves during the time, a motion file is
represented as the position and orientation of the character’s root in conjunction with
the orientation of each joint at each time step. Therefore, a motion sequence over the
character’s skeleton for t = 1, ..., T is represented as:
motion = {P (t), Q(t), r1(t), ..., rn(t)} (1.2)
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Based on this representation it is now possible to handle the data files, such as being
able to synthesise new motion sequences or to edit the motion sequences, by retrieving the
necessary information.
Issues with Motion Capture Data
Even if the MoCap technologies provide the ability of capturing the desired motion se-
quences, three major disadvantages may characterise the MoCap process. Firstly, those
devices can be characterised for its high cost. This cost is not always a problem especially
for big companies. Although, for homemade studios and small companies is impossible to
have a high quality MoCap system. Secondly, even if a high-cost MoCap device captures
highly realistic human motions, there are undesired e↵ects that are produced during the
MoCap process. Typical examples of this are the undesired footsliding e↵ect Kovar et al.
(2002b), and the noise produced by the sensors Lou and Chai (2010) during the capturing
process.
More specifically, with the footsliding e↵ect it is meant the inability of the foot to stay
static in the ground. Hence, computational solutions for removing this undesired e↵ect,
such as Kovar et al. (2002b) Lyard and Magnenat-Thalmann (2007), provid the ability of
removing this e↵ect while the motion data retains the desired naturalness of human mo-
tion. Similarly, there are computational methods Lou and Chai (2010) for removing the
undesired e↵ect of noise that is capturing simultaneously with the motion data. Thirdly,
since the captured motion sequences should be placed in a virtual environment, there are
issues related with the ability of fulfilling exactly the required tasks (see Kallmann et al.
(2003) Wang and Verriest (1998)). For example, considering a simple motion where a real
human performs a task for reaching an object in the real space, the virtual character may
not by able to reach the exact position of the object due to the inability of the motion
database to provide all possible reaching points where the character can perform within
the virtual environment. This simple problem can be e ciently solved by using motion
interpolation techniques such as Wiley and Hahn (1997a) Mukai and Kuriyama (2005)
or motion blending techniques such as Kovar and Gleicher (2004) Huang and Kallmann
(2010a). In cases that is required more competitive human motion parameterisation pro-
cess, solutions for editing Raunhardt and Boulic (2009) Carvalho et al. (2013) Gleicher
(2001) and synthesising Shin (2006) Carvalho et al. (2007) the exact desired motion have
been examined as well during the past years.
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1.3 Inversing the Content Creation for Animation
Animating virtual characters is a quite complex process. This is since, virtual characters
as humans consists of numerous bones and joints. Therefore, animating virtual characters
by using traditional keyframe techniques requires firstly the knowledge of special software
packages as well as requiring experience and talent. A simple representation of the content
creation pipeline for animating virtual characters is illustrated in Figure 1.10.
Figure 1.10: The standard content creation pipeline for animating virtual characters.
In general the animation content creation pipeline consists of the followings. Firstly, it
is required an experienced designer in order to model or to sculpt the morphology of the
character. Then, it is required an expert rigger that will rig properly the virtual characters.
The third step of the content creation pipeline is based on the ability of animating the
virtual character. Thus, another experienced user is required to create as realistic as
possible movements for the character. Finally, having created the content, the character
can be placed in the desired scene, and the whole scene can be rendered.
Separate part of the animation content creation pipeline requires experienced de-
velopers. However, techniques for solving each of the separate parts of the animation
pipeline have been developed during the past years by the research community. Rather
than modelling the shape of the character by hand, it is possible to simply capture and
reconstruct its shape using a 3D scanner (surface reconstruction) Li et al. (2009) Allen
et al. (2003). Additionally, rather that rigging the character by hand, it is possible to
automatically rig Baran and Popovic´ (2007) Pan et al. (2009) the character based on
example-based rigging techniques. Finally, rather than creating the desired movements
of the virtual characters, it is possible to directly record the animation Deutscher et al.
(2000) Deutscher and Reid (2005) using a MoCap system (motion capture). Then, those
motion sequences can then easily be retargeted automatically Bindiganavale and Badler
(1998) Monzani et al. (2000) to any character, placed in a 3D environment and rendered
within the desired virtual scene.
Based on those approaches for creating the required content, it can be stated that an
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alternative way to customizing animation controls by hand is to train the system with
inputs of real artists so that it is capable of performing the same task automatically in the
future (training). Hence, all those methodologies that use the inverse process of generating
the computer animation can be termed animation reconstruction Li (2010). Figure 1.11
illustrates the inverse content creation pipeline for animating virtual characters.
Figure 1.11: The inverse content creation pipeline for animating virtual characters.
1.4 The Presented Research
Methodologies for synthesising human motion data provide the ability of animating virtual
characters quite easily and fast, although the final result might not be realistic enough.
Thus, the presented research examines the ability of synthesising motion sequences while
the realistic representation of the synthesised motion is increased. Based on the ability
of e ciently and easily handling the necessary parameters, three di↵erent techniques for
animating virtual characters were developed. Specifically, it is presented:
• the ability of synthesising the character’s locomotion based on easily specified foot-
prints,
• a methodology for synthesising style variations of the full-body motion of a character
during the performance capture process,
• a methodology for the virtual character’s finger motion synthesis.
The first data-driven method that is examined in this thesis is the ability of synthesising
the character’s locomotion. More specifically, in cases that it is desired the ability of
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synthesising realistic representation, the so-called human-like, of the virtual character’s
motion planning, the following two questions raised:
• Q1: Is a reasonable way to control motion synthesis from a motion database?
• Q2: Which is the best way of synthesising motion that includes changes in movement
type?
The advantage of the presented locomotion composition approach consists of two parts.
Firstly, the system is able to synthesise a valid transition process while the character
follows the footprints that are located in the 3D space. The second advantage of the
method is based upon the ability of the system to automatically recognising the action that
should be generated. For achieving this automatic action recognition, firstly by introducing
the footprint patterns, the patterns that are responsible for separating each locomotion
behaviour, as well as by using the parameters retrieved from the action transition graphs,
which is the number of steps where the character requires for traversing to a specified
task, the system is responsible for automatically synthesising the desired locomotion of
the character.
However, virtual characters would be able to animate according to di↵erent style vari-
ations, instead of performing specified behaviours and styles. Thus, in the second part of
the presented research it is examined the ability of synthesising in real-time style variation
of the input motion of a performer. Capturing the desired behaviour of the performer
based on the role as well as on the target character’s capabilities, requires experienced
actors. In cases where a film company is responsible for producing a movie, actors are
employed for performing the desired motions. In cases where home-made production re-
quires the ability of capturing stylistic representations of motion sequence, since the cost
of hiring actors in not always a↵ordable, techniques that are responsible for synthesising
in real-time the desired stylistic variation of a motion should be investigated. Even if
various techniques provide the ability of motion style transfer, the key disadvantage that
characterise those techniques is that those methods work o↵-line. Therefore, based on
the requirement of synthesising in real-time the desired style variation of an input motion
during the performance capture process, the following questions raised:
• Q3: Is it possible to convert the o↵-line motion style transfer process in real-time
during the performance capture?
• Q4: How possible is to parameterise the input motion with the desired stylistic
component?
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Therefore, based on these questions a methodology that is responsible for synthesising
in real-time a full-body motion sequence with predefined stylistic variations is presented.
By using statistical motion analysis and synthesis techniques, and a parameterised max-
imum a posteriori (MAP) framework it is possible to convert the input postures of the
performer to stylistic postures that are mapped directly to a virtual character.
In this case, it can be stated that the presented methodology extends previous re-
search on motion style transfer and performance-driven full-body character control such
as Brand and Hertzmann (2000) Hsu et al. (2005) Chai and Hodgins (2005) Liu et al.
(2011b). Although, comparing with the previous research, rather than retargetting the
stylistic content in o↵-line processes, the proposed solution investigates the ability of syn-
thesising the desired stylistic variation during the motion capture process. This is achieved
by using a four-step motion synthesis process: (i) capturing individual stylistic behaviours,
(ii) aligning and synchronising the captured motion sequence, (iii) building the correla-
tion between two individual motion styles, and (iv) generating a parameterised likelihood
function over the statistical motion model for synthesising in real-time the desired motion
sequence.
With both the aforementioned techniques the synthesis of a virtual character in a
natural looking way can be improved. However, the required realism of motion sequences
can be further improved by assigning details to the virtual character’s body, such as the
motion of the character’s fingers (which is often missing from the motion capture database).
Therefore, the final technique that is examined is based on the ability of estimating and
synthesising the motion of a character’s fingers. In general, the presented methodology
is coming to make animators life easier, as well as to reduce the time for designing or
capturing the desired motions. Specifically, considering that always it is desired a realistic
representation of human motion and perceptual studies (see references Hoyet et al. (2012)
Jo¨rg et al. (2010) Jo¨rg et al. (2012b) Samadani et al. (2011a)) have shown that the addition
of the motion of the fingers enhances the realism of the animated sequence. Moreover,
the production of highly realistic characters and movement can be beneficial in various
applications of virtual reality such as in virtual telepresence. Thus, in this case it was
firstly examined an e cient methodology for estimating the motion of the fingers while
the computations are minimised, as well as the ability of synthesising the motion of the
character’s fingers in real-time, during the performance capture process while low-cost
motion capture devices are used. Therefore, the research questions that arise are the
followings:
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• Q5: Is it possible to synthesise realistic finger movement when this information is
not contained in the motion database?
• Q6: Is it possible to minimise the computation cost that is required for estimating
and synthesising the motion of a character’s fingers?
• Q7: How possible is the estimate in real-time the motion of the character’s fingers,
during the performance capture process?
Although, as the increase of motion data provide the ability of using existing motion
sequences for animating virtual characters, it is presented a methodology of estimating
the character’s motion based on parameters where the character’s wrist can provide. In
general, such a methodology can be quite beneficial in cases where meaningful motion
sequences over the character’s hand are required. The presented research extends the
current trend that is the use of spatial information for estimating the character’s finger
motion. This is achieved by introducing the ability of estimating the motion of the fingers
based on motion features. Therefore, based on a cross validation study, it is shown that
such a methodology shows significant benefits. Finally, it should be mentioned that this
methodology can be quite beneficial in cases that is required a fast as well as an e cient
way for estimating the character’s finger motion in real-time. Thus, in addition to the o↵-
line motion synthesis process, a simple extension of this method is presented that estimates
and synthesise the motion of a character’s fingers in real-time.
1.5 Contribution
Summarising, the contribution of this research thesis is presented below. Specifically, this
thesis contributes in the following four parts:
• A character animation methodology based on existing motion data that contains
sequences which are responsible for synthesising the locomotion of the virtual char-
acter based on predefined footprints. This methodology does not only synthesise
the required motion of a character based on predefined footprints, but also includes
a novel technique for determining the behaviour and transitions of the animated
character between di↵erent motion types.
• A human motion synthesis process for animating virtual characters with style vari-
ations is introduced. The proposed method takes the benefit of building a correlation
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between existing motion styles. Based on those styles the system is responsible for
animating the virtual character while it keeps the desired stylistic content.
• The ability of estimating the character’s finger motion based on parameters that the
character wrist provides. Therefore, a hybrid estimation method that is based on
motion features is responsible for synthesising meaningful motions of the character’s
fingers.
• Since the finger motion estimation process based on motion features provides the
ability of faster computations, a simple extension of the aforementioned methodology
is presented that estimates and synthesise in real-time the required motion.
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7. C. Mousas, and P. Newbury ”Real-Time Motion Synthesis for Multiple Goal-Directed
Tasks Using Motion Layers” In Eurographics Proc. of Virtual Reality Interaction
and Physical Simulation, pp. 79-85, 2012.
1.6 Thesis Structure
The rest of this thesis is divided in the following chapters. In Chapter 2 the literature
review on computer animation techniques that are related to this thesis is presented. In
Chapter 3 a methodology for the character’s locomotion composition process is presented.
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A methodology for synthesising in real-time, during the performance capture process,
motion sequences that keep the desired style variations is presented in Chapter 4. The
ability of estimating the character’s finger motion based on parameters extracted by the
character’s hand is presented in Chapter 5. Finally, conclusions, and the potential future
work are discussed in Chapter 6.
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Chapter 2
Literature Review
In this chapter, the literature review related to human motion synthesis for animation
virtual character is presented. More specifically, firstly, it is presented a general overview
of common methods for the animation of virtual characters. Then, the rest of this chapter
is focused on methods for each aspect covered in this thesis. It is presented previous work
that covers the statistical motion analysis and synthesis, the motion planning techniques,
the performance animation techniques, the style motion synthesis, and the finger motion
synthesis. In general motion synthesis for animating virtual characters can be divided in
two major categories: the non-computational, and the computational methods. Especially
for the computational methods, it is possible to split the di↵erent methodologies again
in lower-level categories Glardon (2006) that are the kinematics, the physics, and the
data-driven methods. Each one of these methods has its own subcategories, although an
extended focus is given to the data-driven methods since these methods are more related
to this thesis. Hence, the following subsections present previous work on human motion
synthesis based on these categories.
2.1 Non-Computational Methods for Animating Virtual Char-
acters
The most common methodologies that are used for animating virtual characters, is based
upon the ability of using specific software solutions. These solutions have been developed
for providing tools and functionalities for animating virtual characters. Generally, the
methods that are used for animating virtual character are generally called “hand-driven
animation”, which is the oldest and simplest way for generating the desired animation Stur-
man (1985). Thus, by using animation software solutions, the animator designs manually
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the postures of the articulated character by defining the positions and the orientations of
the character’s joints at specified time steps. This method for animating virtual charac-
ters is called “key-framing”, since the animators specifies each posture of the character
at di↵erent key-frames. In this case, the software is responsible for generating a smooth
interpolation between the corresponding key-frames that have been placed by the user.
However, the key-framing approach for animating virtual characters is always depended
on the technical and artistic skills of the animator. Hence, reproducing highly realistic an-
imation for virtual characters can be quite di cult. This is since, every degree of freedom
(DOF) of character’s skeleton should be naturally animated, composing a highly realistic
and natural looking motion.
Therefore, software solutions such as Autodesk’s Maya Autodesk (2014a), and Motion
Builder Autodesk (2014b), Reallusion’s iClone Reallusion (2014), Blender Blender (2014),
and Poser SmithMicro (2014), and many more, are available for helping the animators by
providing tools for the animation pre-visualisation, interpolation methods, rigging methods
etc. for manipulating and animating the virtual characters easier. A simple example
of Autodesk’s Maya Autodesk (2014a) developing environment is shown in Figure 2.1.
Although, even if these solutions provide the ability of designing the desired animations,
it is characterised as a time consuming process that is required for animating the virtual
characters. Thus, as the time that is required for producing animations for complex
articulated characters, as well as while the duration of the required animation increases,
the key-framing method is not recommended.
Figure 2.1: The developing environment of Autodek’s Maya Autodesk (2014a).
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2.2 Computational Methods for Animating Virtual Char-
acters
Due to the previously mentioned drawbacks of hand-driven animation the ability to auto-
matically animate virtual characters by defining the appropriate rules has attracted the
research community. Therefore, various methods have been developed providing the abil-
ity of e ciently animating the virtual characters. More specifically, those methods can be
divided in three major categories, as proposed by Glardon Glardon (2006), Van Welbergen
et al. Van Welbergen et al. (2010), and Multon et al. Multon et al. (1999), the kinematics,
the physics, and the data-driven methods that includes signal processing, motion warp-
ing, motion interpolation etc. Following, a short explanation of kinematics, and physics
methods, as well as an extended explanation of the data-driven methods, since these are
more related to the presented research, are presented.
2.2.1 Kinematics Methods
The kinematics methods for animating virtual characters rely on the biomechanical know-
ledge, and combine direct and inverse kinematics (IK) knowledge Multon et al. (1999).
One of the most important drawbacks of these methods is the inability to provide realistic
motions. This is since, kinematics do not necessarily preserve physical laws. For example,
even if it is possible to position easily each of the character’s joints in the 3D space, the
posture of the character may not be realistic enough. Moreover, since the human body
consists of various limitations, kinematics-based animation does not ensure that the mo-
tion of the character lies within these limitation. Hence, unrealistic or unnatural postures
can be synthesised. Additionally, the generated motion that results from kinematics solu-
tions may have a robotic-like representation. Although, the kinematics is one of the most
important methods for motion synthesis and has been studied extensively, especially in
robotics Baker and Wampler (1988) since they are originated from this field. In gen-
eral, there are two main approaches for computing the kinematics: the analytical and the
numerical methods.
The analytical solvers are based on the ability of projecting the vector loop equation of
a mechanism onto the axes of a non-moving Cartesian frame. This projection transforms
a vector equation into two algebraic equations. Then, for a given value of the position (or
orientation) of the input link, the algebraic equations are solved for the position and/or
orientation of the remaining links. On the other hand, numerical solvers use the Jacobian
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matrix to find a linear approximation to the IK problem. The Jacobian solutions lin-
early model the end e↵ectors’ movements relative to instantaneous system changes in link
translation and joint angle. For a detailed explanation of kinematics solvers the reader
is referred to Aristidou and Lasenby (2009). In general, the analytical methods Chung
and Hahn (1999a) Tolani et al. (2000) are very e cient, but the main limitation is that
they cannot solve the complicated structures such as an articulated figure. The numer-
ical methods Komura et al. (2003) Wampler (1986) can overcome the limitations of the
analytical solution of kinematics and are suitable to any model with fast implementation,
although the required human-like realism is not provided.
Since the kinematics is among the first established methods for animating virtual
characters, various methods have been developed that generate motion patterns for virtual
characters. Hence, the solutions provided by Zeltzer Zeltzer (1982) Zeltzer (1983) are able
to control the synthesised human gait. This is achieved by defining the control parameters
over a state machine that represent a bundle of key-frames, which are then interpolated to
produce the desired walking motion. Boulic et al. Boulic et al. (1990) developed a walking
engine that allows animating virtual character driven by two high-level parameters: the
linear and angular velocity of the limbs. Finally, another solution that o↵ers a higher-level
of control has been proposed by Sun and Metaxas Sun and Metaxas (2001). This method
adapts the walk to uneven terrains by deforming the original motion that is generated in
a 2D space. This is achieved by controlling the step length and step height parameters.
Although, the basic limitation of motion deformation is the inability of editing in a natural-
looking way the motion of a character, since the deformations does not ensures the physical
validity of the resulted motion.
However, even if kinematics-related methods cannot produce highly realistic results,
as mentioned previously, there are issues in computer animation that can be e ciently
solved by using kinematics. Hence, two very interesting solutions that kinematics methods
provide is that ensures that the feet do not penetrate into the ground, as well as the ability
of removing the foot sliding e↵ect, since it is possible to constraint the feet end-e↵ector to
stay in specific positions during the motion synthesis process. More specifically, Bruderlin
and Calvert Bruderlin and Calvert (1989) proposed a method that changes the character’s
origin so that its origin is always fixed on the supporting foot during the walking motion.
Although, since the leg in their system contains only one joint, the resulted animations may
not be natural looking enough. Hence, for improving this undesired motion, they added
more DOFs to the character’s leg model, resulting to produce smooth and parameterised
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walking gaits Bruderlin and Calvert (1993). A similar methodology has been applied to
running motions Bruderlin and Calvert (1996). Additionally, Chung and Hahn Chung and
Hahn (1999a) proposed a method where the foot position of the supporting leg is controlled
prior to the swing phase of the leg (see Figure 2.2). The foot sliding removal methods,
which are methods for removing the inability of the foot to stay static on the ground,
proposed during the past years. Hence, computational solutions that uses kinematics
solutions for removing this undesired e↵ect, such as the one proposed by Kovar et al.
Kovar et al. (2002b), provides the ability of removing this e↵ect while the motion data
retains the desired naturalness of human motion, by enforcing kinematics solution.
Figure 2.2: A kinematics-based approach for synthesising walking motion as it is proposed by Chung
and Hahn Chung and Hahn (1999a).
2.2.2 Physics Methods
Physics-based methods can be described as more generic that adapt better to the envir-
onment. This is since, with physics-based methodology the synthesised motion is able to
follow various laws that characterise the human motion. Moreover, physical interactions
between the character and the environment can be synthesised easily. A typical example
is the ability of a character to walk in a unnerving terrain. Hence, physics laws can be
able to understand the required human skills and to synthesise a physically valid motion.
In general, those methods keep the advantage of simulating the real human movements,
which are governed by the laws of physics. This is achieved by simulating the actual phys-
ical forces/torques that act on the articulated body. Those methods compute each body
part displacement as a function of their mass distribution and of the torques generated at
each joint.
In general, most physics-based animation methods deal with automatic generation of
animation with minimal user inputs. Space-time optimization approaches automatically
create physically plausible animation by solving optimization problems subject to phys-
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ical and other constraints Liu et al. (2005). Researchers have constructed such dynamic
controllers to let characters perform swimming Yang et al. (2004), stable walking cycles
Laszlo et al. (1996), reactive motions such as falling Faloutsos et al. (2001a), and other
motions such as breathing and grasping Zordan et al. (2004). Such approaches can work
in conjunction with kinematic animation Shapiro et al. (2003) and motion capture Zordan
et al. (2005). Finally, researchers have also used physical simulation to create realistic
secondary motions Ne↵ and Fiume (2006), such as the motion of the character’s hair
Derouet-Jourdan et al. (2013) and clothes Kim et al. (2013).
During the past years, various hybrid methods Girard and Maciejewski (1985) that
combine kinematics and physics for animating virtual characters had been proposed. Spe-
cifically, Hodgins and Wooten Hodgins and Wooten (1998) implemented simple athletic
maneuvers based on Proportional Derivative (PD) servos that compute the joint forces
and torques. The aforementioned method was improved by Wooten et al. Wooten and
Hodgins (1996) by allowing the switch from one to another controlled by generating trans-
itions between jump and landing motions, while the character keeps its balance. Faloutsos
et al. Faloutsos et al. (2001b) proposed a methodology where the balance is also controlled
such as being able to generate recovering motion from a fall (see Figure 2.3).
Figure 2.3: A physical based approach for recovering from a fall as it is proposed by Faloutsos et
al. Faloutsos et al. (2001b).
The key disadvantage is its computation cost that is required, since a large number
of equations must be solved, limiting the number of characters that can be simulated at
the same time. Another di culty of this approach consists on the ability of specifying all
the required forces that should be applied to a system in order to generate the desired
movement. Although, in the biomechanics literature even if it is possible to be found the
average of mass distribution, the determination of joint torques for achieving a particular
motion is quite di cult to model Winter (1990). It should be noted that physics simu-
lations are always depended on human activities that can be described by physical laws.
Although, since human motion is non-linear it is impossible to be described e ciently each
motion that can be performed by real humans. For achieving highly realistic animated
characters highly complex mathematical explanation of human motion is required. It is
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not always possible to simulate a large number of characters in real-time, making the
physic-based methodologies quite computational expensive for real-time applications. As
it is always desired the ability of synthesising as natural looking motions as possible more
complex composite controllers have to be designed, which will be able to synthesise a full
range of human like motions.
2.2.3 Data-Driven Methods
In general, the data-driven methods use input data that is provided by the motion capture
systems in order to produce the desired animation. These methods can be characterised as
the most natural looking, since the desired animation results from real humans performing
the desired actions. The data-driven methods vary, as the requirements of fulfilling a
task for the virtual character vary. This is since, di↵erent methodologies are responsible
for editing existing motion data such as fulfilling specified constraints, or synthesising
the motion data such as enabling the character to follow a large number of di↵erent
behaviours. Hence, methodologies that examine the ability of blending, interpolating,
warping etc. have been proposed during the past years Wang et al. (2006). A detailed
explanation of the most interesting data-driven methodologies for editing or synthesising
the human motion data, are presented below.
Signal Processing
Signal processing methods try to represent the motion in the non-Euclidian space, such as
being able to benefit from other properties that may characterise a motion sequence. This
means that instead of editing the motion sequences based on the position and orientation
of each character’s joint, it is possible to be edited by handling the representation of the
motion data by its features. Hence, Bruderlin and Williams Bruderlin and Williams (1995)
by applying widely used methods that are related with image and signal processing, such as
multi-resolution filtering, multi-target interpolation, waveshaping and displacement map-
ping, tried to design, modify, and adapt the motion sequences, such a being able to produce
new motion sequences to fulfil the user specified constraints. Unuma et al. Unuma et al.
(1995) represented the motion sequences based on Fourier series. In this case, the mo-
tion sequences can be compared and qualified the characteristics between similar motions
such as the tiredness, sadness, and joy. Amaya et al. Amaya et al. (1996) expressed the
di↵erences between an emotional and a neutral motion as an emotional transform. This
latter is computed as a warp that can be applied to the timing and amplitudes of the
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neutral motion. These warps can be e ciently applied to other neutral motion types in
order to add similar emotional content. An example over this is the approach proposed
by Perlin Perlin (1995). In this methodology by using principles from procedural texture
synthesis, subtle human movements such as shifting of weight and fidgeting while standing
were created.
The basic advantage of this methodology is based upon the ability of editing the motion
data such as being able to fulfil various constraints. However, the key disadvantage is based
upon the ability of editing specific properties of the motion. Although, since the editing
process by using signal processing techniques is implemented in motion data, it is ensured
that the new motion lies within the natural looking space.
Motion Warping
This approach was introduced by Witkin and Popovic´ Witkin and Popovic (1995). In this
method, the animator interactively defines a set of key-frames inducing a set of constraints,
that are used to derive a smooth deformation preserving the fine structure of the original
motion. However, motion warping methods are purely geometric methods and operate
on each DOF independently, without understanding the motion structure. They are not
well suited for adjustments requiring coordinate movements, such as grasping actions with
modification of object location. In such cases, not only the joint hand is a↵ected, but also
other joints like the elbow or shoulder, which results on producing unrealistic motions.
Motion Blending
Motion blending is created by pre-processing “similar” example motion primitives, typ-
ically such that they correspond in time (especially at key events such as foot plants)
and space (e.g. root rotation and position). The process of time-aligning corresponding
phases in motion primitives, is called time warping Bruderlin and Williams (1995). Kovar
and Gleicher Kovar and Gleicher (2003) present an integrated method called registration
curves to automatically determine the time, space and constraint correspondences between
a set of motion primitives and provide an overview of previous methods used for this. The
blending weights are not necessarily computed in the Euclidean space. Dimensionality
reduction techniques such as the principal component analysis provides the ability of com-
puting the blend weights the motion sequences in the latent space Carvalho et al. (2013).
The advantage of such a methodology is based upon the ability of synthesising new motion
sequences while the specified constraints are fulfilled, while the required naturalness of the
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synthesised motion is kept.
Motion Interpolation
In cases where character should follow a path from a start to a goal position, it is not always
possible to capture the locomotion behaviour of the character, since there are limitations
about the dimensions of the real space where the motion capture process evolves. The
motion interpolation methods provide the ability of synthesising a smooth motion sequence
where di↵erent whole body motions are placed one after other in the row. In general
motion interpolation methods Park et al. (2004) Rose et al. (1998) are often used to
produce smooth transitions between two di↵erent behaviors, for example transitions from
walking to running. However, it is often chosen empirically which motions to blend, how to
align the motions in time, how long the blending window should be and how the blending
weights should be set in order to produce natural transitions. In general, the blending
method Wiley and Hahn (1997b) creates a motion primitive by interpolating a family of
example similar motion primitives. The animation parameters are interpolation weights
and a selection of the example motion primitives to interpolate. The interpolation does not
need to take place in the Euler space, but can also be done in, for example, the principal
component Lim and Thalmann (2002) or in the Fourier Unuma et al. (1995) domain. In
general, one can only interpolate between poses that “resemble” each other. When this
is not the case, visual artefacts such as foot sliding may appear. Among the most well
known approaches in the motion graphs, proposed by Kovar et al. Kovar et al. (2002a).
Finally, other powerful methodologies for motion interpolation are proposed by Rose et al.
Rose et al. (1998), Wiley and Hahn Wiley and Hahn (1997b), and Mukai et al. Mukai and
Kuriyama (2005). An example of a motion interpolation method is illustrated in Figure
2.4.
Motion Transplantation
Current motion capture technologies cannot provide the direct capture of the whole human
body, which includes the motion of the fingers and the motion of the face. Hence, methods
that separately captures each of those motions, and assembly them together have been at-
tractive to the research community during the past years. Those methods generally called
“motion transplantation” Ikemoto and Forsyth (2004) Van Basten and Egges (2012) Ha
and Han (2008) are responsible for combining the desired motion sequences on character’s
di↵erent body parts, synthesising a high quality and realistic motion sequence (see Figure
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Figure 2.4: Motion interpolation between variations of similar motions as proposed by Rose et al.
Rose et al. (1998). A reach sampled across two axes of the goal position for the hand. The green
figures are the example motions. The rest are created through the Verb/Adverb mechanism.
2.5). Although, since a simple combination of di↵erent motion sequences that corres-
pond at di↵erent body part may not generate the exact natural looking motion, methods
for synchronising the separate motions based on timewarping methodologies Kovar and
Gleicher (2003) Hsu et al. (2005), as well as methods for aligning Horn (1987) Schwartz
and Rozumalski (2005) in a correct manner the di↵erent partial motion sequence, have
been examined as well. Finally, it should be mentioned that the motion transplantation
method combined with the motion graphs Kovar et al. (2002a) synthesis process by Ng
et al. Ng et al. (2010). Hence, it was possible to use partial motion sequences within a
long stream of motions, enhancing the resulted behaviours that can be synthesised by the
character.
2.2.4 Evaluating Motion Synthesis Methods
Each of the aforementioned methodologies has its advantages and disadvantages. A direct
comparison is quite complex since, di↵erent aspects influence the decision of choosing the
most appropriate method for animating a virtual character. Although, trying to figure out
which of the methods is more appropriate for specified reasons the following three figures
(Figure 2.6 to 2.8) illustrates a simple comparison between the control freedom against the
motion realism, the computational time against the motion realism, and the developing
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Figure 2.5: Transplanting upper-body actions with lower body action, as it is proposed by Ha and
Han Ha and Han (2008). Specifically, by combining the lower-body motion (left) with the upper
body motion (middle), the system synthesise a new motion sequence (right) that keeps the required
components of the aforementioned two motions.
time against the motion realism, as resulted from Glardon (2006) Van Welbergen et al.
(2010). It should be noted that with “control freedom” it is meant the ability of the user
to manipulate each body part of the character such as being able to synthesise the required
posture of the character.
Based on this simple comparison, the following can be stated. While it is required
highly realistic animated sequences the most appropriate methods for animating virtual
characters are the data-driven, and the hand-driven methods. Although, depending on
the computational time, as well as on the required control over the character, it is possible
to distinguish those two methods. The kinematics and physics methods lag on the con-
trol freedom, on computational time, and on motion realism. Hence, even if kinematics
methods can be quite beneficial in specific domains, in cases that is desired natural look-
ing motions that run on interactive frame rates (such as in video games) those methods
could not be the primary choice for animating virtual characters. Therefore, it is possible
to conclude that the data-driven methodologies are the best way for animating a virtual
character where the required realism of a new synthesised motion sequences is high, as
well as the computational cost kept to a minimum compared with the other solutions.
2.3 Statistical Analysis and Synthesis of Human Motion
In this section it is presented methods that uses models that are learned from the statistical
variation of example motion primitives. In general those methods uses artificial intelligence
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Figure 2.6: Evaluation of the animation methods between the control freedom (vertical axis) and
the motion realism (horizontal axis).
Figure 2.7: Evaluation of the animation methods between the computational time (vertical axis)
and the motion realism (horizontal axis).
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Figure 2.8: Evaluation of the developing time that is required by an experienced user for achieving
the required realism of character’s motion.
techniques for designing the necessary patterns through motion capture data Tanco and
Hilton (2000) providing the ability of synthesising valid postures of the character. During
the past years, a significant body of work had been produced on constructing generative
statistical models for human motion analysis and synthesis. In general, the generative
statistical motion models are often represented as a set of mathematical functions, which
describe human movement using a small number of hidden parameters, such as Brand and
Hertzmann (2000) Grochow et al. (2004), and their associated probability distributions.
Thus far, a wide variety of generative statistical models have been developed and their
applications include motion analysis and synthesis, inverse kinematics, and motion style
interpolation and transfer.
Behind those methods, the ability of handling the motion data plays the most import-
ant role. Thus, firstly it is required being found such a data clustering method that will
provide the ability of analysing in a correct manner the motion data. Basically, even if
various methodologies for data clustering have been developed during the past years, the
most well-known as well as the most widely-used in computer animation is the principal
component analysis (PCA) Alexa and Mu¨ller (2000), which is responsible for reducing
the dimensionality of the data by two thirds, and the variogram functions Mukai and
Kuriyama (2005), which describes the degree of spatial dependence of a spatial random
field or stochastic process. Hence, rather than analysing the motion data in the 3D space,
it is possible to analyse the desired components in a reduced dimension space, such as
the one provided by PCA (see Figure 2.9). In this case, it should be mentioned that
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even if human’s body does not move linearly, the majority of methodologies for human
motion synthesis and editing uses linear motion clustering methods Carvalho et al. (2013)
Carvalho et al. (2009).
Figure 2.9: The representation of the end e↵ector’s position on the latent space by using PCA,
as it is proposed by Carvalho et al. Carvalho et al. (2013). Each blue sample in the latent space
represents a full-body motion in the joint space. This example shows a 2D mapping built from the
rst and second principal coefcients.
Several other statistical models have been successfully used, including Hidden Markov
Models (HMM) Brand and Hertzmann (2000) Tilmanne et al. (2012). Linear Statist-
ical methods create a motion space using statistical models learned from the statistical
variation of example motion primitives. Several statistical models can be used, includ-
ing Independent Component Analysis (ICA) Cao et al. (2003), Gaussian Process Wang
et al. (2007), Scaled Gaussian Process Latent Variable Models (SGPLMVM) Grochow
et al. (2004), as well as various mixture models such as Mixture of Regressors Agarwal
and Triggs (2005), Mixture of Factor Analysis (MFA) Lau et al. (2007), and Mixture of
Probabilistic Component Analysis (MPPCA) Weise et al. (2011). Especially the mix-
ture models are proved as the most powerful, since with those methods it is possible to
synthesise new motion sequences without the need of having the exact similar motions.
It should be mentioned that those methods, firstly, provide a flexible way for analysing
the existing data, as well as a flexible way for synthesising new motion sequences, where it
is not required being located the exact motions or postures in the database. An additional
advantage of those methods is the ability of approximating a valid, as well as a natural
posture of the virtual character at each time step. Hence, since the ability of providing
better results during the motion synthesis process, those methods attracted the research
community. Finally, those methodologies are possible to run in interactive frame-rates,
being able to synthesise or to reconstruct the desire motion during the runtime of the
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applications.
2.4 Footprint-Driven Motion Planning
Footprint-based methods for synthesising the locomotion of the characters are quite e -
cient. This is since, comparing both with the motion graphs and the search trees, footprint-
based methods are responsible for driving the character in the exact desired position in
the 3D space, rather than in an approximation. Specifically, the footprints are placed
interactively by the user/developed in the 3D space. Each footprint denotes for animating
virtual characters based on footprints that have been proposed the desired position and
orientation of the character’s feet while it contacts with the ground. Thus, while it is en-
sured the exact position of each characters foot in the 3D space, it is possible the character
to follow a constrained path reaching the exact desired position. It should be noted that
footprint-driven methods for animating the locomotion of a character are potentially the
best way to describe the positioning of the motion data in the 3D space.
Egges and Van Basten Egges and Van Basten (2010) proposed a data-driven method
where a greedy nearest-neighbour approach warps the resulting animation to satisfy both
spatial and temporal constraints. By using motion capture data as well, Wu et al. Wu et al.
(2008) proposed a procedural solution, in which the trajectory of the foot and the Center
of Mass (CoM) are determined, thereby enriching the resulting motion, in accordance with
an optimization method that enforces the resulting CoM to follow the desired trajectory.
Another solution that uses motion capture data to generate the desired steps based on
footprints was proposed by Huang and Kallmann Huang and Kallmann (2010b), in which
a pseudo-blending motion parameterisation process generates the desirable result. In this
case, only the spatial position of the foot is achieved, rather than taking part in the
motion synthesis process the exact foot positioning, as in the solution proposed by Van
Basten et al. Van Basten et al. (2011), where a hybrid interpolation scheme based on both
orientational and Cartesian interpolation was used for synthesizing exact foot positioning.
Finally, Choi et al. Choi et al. (2003) proposed another solution that generates character’s
locomotion based on footprint. Specifically, in their method the virtual environment is
sampled on possible footprint steps, constructing a roadmap. Then by augmenting the
roadmap with a posture transition graph they traverse it to obtain the sequences of input
motion clips.
On the other hand, physics and kinematics methods have been developed for animating
virtual character based on footprints. Hence, Coros et al. Coros et al. (2008) developed
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physical controllers that is aware of a footprint tries to follow it as closely as possible.
Additionally, kinematics solutions proposed by Van de Panne Van de Panne (1997) and
Chung and Hahn Chung and Hahn (1999b). Specifically, Van de Panne Van de Panne
(1997) proposed a procedural space-time work, in which the CoM trajectory is determined
based on a physical optimizer according to the inverse kinematics determining leg motions.
In the approach of Chung and Hahn Chung and Hahn (1999b) the motion synthesis is
generated by a hierarchical system on top of footprints laid over uneven terrain.
The aforementioned methodologies, especially these related to data-driven, are able to
provide quite reasonable results, especially in the part related to the naturalness of the
synthesised motion. Generally, each of the aforementioned methods has its own advantages
and disadvantages. For example, as mentioned in Wu et al. (2008) the character is able
to follow the footprints although, it is only ensured only the positional constraints of the
foot. This limitation can easily be solved by enforcing kinematics constraints such as
those used in Choi et al. (2003). Although, as kinematics are not always responsible for
providing highly realistic posture of the character methodologies that are able to edit the
motion data may be quite beneficial for solving the exact foot positioning problem. In
Van Basten et al. (2011) the exact foot positioning solved by proposing a methodology,
which allows the motion data to be edited by fulfilling both the position and orientation
constrains. In the methodology presented in this thesis a novel technique for solving this
problem is introduced. Specifically, it is examined the ability of synthesising the required
motion based on an optimization problem of the motion blending process. The result
over the presented methodology ensures that the character fulfills both the position and
orientation constraints, as well as that the computational cost that is required does not
influences its real-time implementation.
Conversely, even if editing the motion data for fulfilling the necessary constraints,
there are other issues that may influence the naturalness of the synthesised motion. For
example, a character should not only being responsible for performing only single actions,
such as regular walking motion. It should be able to perform di↵erent variations of motion
sequences. Thus, methodologies that allow the synthesis of di↵erent behaviours should be
examined. Based on Glardon et al. (2005) the incorporation of real-human measurements
can be quite beneficial in ensuring the naturalness of the synthesised motion while dif-
ferent behaviours evolved in a locomotion sequence. Although, in Glardon et al. (2005)
it was examined only the ability of a character to perform three di↵erent actions such
as the walking, running and jumping. Specifically, in the aforementioned methodology,
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depending the target jump the character adjust its speed such as being able the sys-
tem to provide a natural looking jump action of the character. A disadvantage of the
aforementioned methodology is its inability to enure a human like transition between the
origin and the target speed. Thus, the resulted synthesised motion looks unrealistic. For
that reason, the methodology presented in this thesis deals with the natural transitions
that should evolve while a di↵erent target behaviour is required being synthesised by the
system. For achieving this natural transition existing motion data were analysed. This
analysis was performed on a basis of footsteps. Hence, by knowing in advance the number
of steps where a character requires achieving a target behaviour it is possible to adjust
progressively the speed of the character allowing a smooth and natural looking transition.
Finally, the interactivity between the user and such a system should be flexible enough,
such as enabling almost every user to interact with the system allowing those to synthesise
the required motion quite easily. In previous works, especially in Wu et al. (2008) and
Van Basten et al. (2011), the user places the footprints in the 3D space and the system
is responsible to synthesise the motion of a character. Although, the aforementioned
methodologies are not able to synthesise di↵erent behaviours of the character. Moreover,
it is not clear enough in the aforementioned methodologies what is the resulted motion of
the character while a footprint in not located in a reachable area. Hence, in the presented
methodology by introducing the footprint patterns the system is able to recognise and to
synthesise di↵erent behaviours of the character. Moreover, for avoiding misconceptions
of the system, by introducing some simple computations the system is able to ensure
that each footprint lies in the action space of the existing motion data contained in the
database, by placing additional footprints automatically.
2.5 Performance Animation
With performance animation it is meant the procedure where the performer (user) is cap-
tured in real-time and its body parts are mapped to a virtual character. Therefore, the
user manipulates the virtual character. In general, performance animation methods for
synthesising or reconstructing the human motion rely on the ability of approximating a
valid posture of the character during the motion capture process. The key issue where
the research community focuses, is based upon the ability of approximating valid postures
while the number of markers that are used for the motion capture process are reduced.
Both the performance capture and animation methods are referred as “computer pup-
petry” Sturman (1998) Shin et al. (2001). Additionally, an article describing the usage of
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natural interfaces for interactive character control had been written by Liu and Zordan
Liu and Zordan (2011). Although, as the motion synthesis methods vary, the performance
animation methods vary as well. Specifically, the methodologies for synthesising the hu-
man motion during the performance capture process are based on kinematics, on physics,
as well as on data-driven methods. It should be noted that there are also hybrid methods
such as Ishigaki et al. (2009) that combines physics and data-driven motion synthesis.
The use of kinematics for controlling virtual characters has been examined thoroughly.
Badler et al. Badler et al. (1993) propose the use of four magnetic sensors and real-time
inverse kinematics algorithms to control a standing figure in a virtual environment. This
solution o↵ers the ability to adopt a heuristic approach to handle the kinematic redundancy
for a data-driven approach. Semwal et al. Semwal et al. (1998) proposed an analytic
solution to the inverse kinematics algorithm based on eight magnetic sensors. Boulic and
Raunhardt Boulic and Raunhardt (2009) used integrating analytic and linearised inverse
kinematics to generate high-quality poses for a character. Finally, Unzueta et al. Unzueta
et al. (2008) proposed a sequential inverse kinematics method for reconstructing the full-
body posture of a character.
In the aforementioned methodologies the number of sensors that are used for capturing
the performer, as well as the kinematics solutions may influence the naturalness of the
synthesised motion. Generally, the greater number of sensors is used, the more realistic
motion can be synthesised by the system. This is since, while the motion of the user is
mapped to a virtual character, the kinematics solvers are not always able to describe the
motion of the user. Hence, in cases where four sensors are used such as in Badler et al.
(1993) the kinematics solutions should be much more constrained comparing with Semwal
et al. (1998) Boulic and Raunhardt (2009) Unzueta et al. (2008) for providing a natural
motion of a character. On the other hand, depending on the reason where the performance
animation is used it is possible the system to synthesise natural motions only while using
a few markers. A typical example is in Badler et al. (1993) where simple walking motions
can be synthesised quite natural by using only four sensors. Although, more complex
motions such as dancing cannot be synthesised with the required naturalness.
On the other hand, physics-based methods such as the one proposed by Ha et al. Ha
et al. (2011) is responsible for approximating a natural pose of the character while a single
force sensor is used for capturing the human motion. Other approaches that uses full-body
motion capture, such as the solutions proposed by Nguyen et al. Nguyen et al. (2010),
Ishigaki et al. Ishigaki et al. (2009), and Shum and Ho Shum and Ho (2012) provide the
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ability of approximating a natural human positioning while the performer interacts with
various tasks and objects located within the virtual environment. Finally, Shiratori and
Hodgins Shiratori and Hodgins (2008) proposed a physics-based controller that allows the
user to control the motion of a dynamically simulated, animated character through the
motion of his or her arms, wrists, or legs.
It should be noted that the use of physics in performance animation in mainly used for
enhancing the input motions, instead for synthesising the motions itself. Generally, physics
methodologies can be used for synthesising the reactions of a character in external forces
as in Nguyen et al. (2010) Shum and Ho (2012) or to approximate a physical valid posture
of the character while it interacts with tasks where cannot be performed directly by the
user as in Ishigaki et al. (2009). Specifically, in Ishigaki et al. (2009) the user through the
character can interact with a monkey bar by extracting parameters related to the user’s
dynamics and by mapping these parameters to a physical motion model. Although, the
synthesised motion, depending on how constrained such a model is, may provide or not a
natural posture of the character. On the other hand, by computing parameters related to
user’s center of mass, forces and torques it is possible to synthesise physical valid postures
of a character based on the analysis of the aforementioned parameters provided by existing
motion data as in Ha et al. (2011) Shiratori and Hodgins (2008). Although, such motion
synthesis techniques cannot be used for synthesising a variety of actions comparing with
the kinematics methodologies mentioned previously.
Data-driven approaches for estimating the motion of a character have also been pro-
posed as well. These approaches use existing motion sequences that are stored in a data-
base. In a preprocessing stage before mapping the input signals, which have been retrieved
from a motion capture device, to estimate a valid posture for the character, it is required
a preprocessing stage for analysing the motion data, which is the most common approach
for synthesising the motion of the character, such as those statistical models mentioned
in the previous subsection. Based on data-driven techniques for human motion synthesis,
various methodologies for handling the input signals and generating a valid motion for
the character have been proposed. More specifically, Chai and Hodgins Chai and Hodgins
(2005) proposed a system that automatically learns a series of local models from a set
of motion capture examples that closely match the marker locations. This system uses
six input signals retrieved from a motion capture device. Liu et al. Liu et al. (2011b)
constructed a series of online local dynamic models from a pre-recorded motion database
and utilised them to reconstruct full-body human motion. Kim et al. Kim et al. (2012)
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proposed a method to reconstruct the motion of a character using kernel canonical correl-
ation analysis methods to build a local model that transforms the low-dimensional input
signals into a high-dimensional character pose. Finally, Liu et al. Liu et al. (2011a) used
a mixture model with factor analysers to synthesise high quality results from six sensors
used for approximating the posture of the character.
Generally, data-driven techniques are responsible for providing quite natural human
postured during the motion synthesis process comparing both the kinematics and physics-
based methods. This is since, the data-driven techniques uses existing motion data for
animation the character. Although, the naturalness of the synthesised motion is always
dependent both on the number of input parameters that are used as well as on the statist-
ical motion model that is used for analysing and synthesising the motion of the character.
Generally, the data-driven performance animation methodologies use six markers Chai
and Hodgins (2005) Liu et al. (2011b) Kim et al. (2012) Liu et al. (2011a) for animating
the virtual character. This number of markers seems to be the optimal since the recon-
struction error is quite low. Although, the statistical motion models that are used as well
as the number of data that is used a↵ects this reconstruction error. For example, it is
possible to synthesise quite natural motion sequences by using a large and heterogeneous
motion capture database as in Liu et al. (2011b) Kim et al. (2012) Liu et al. (2011a). On
the other hand, by using a small number of data that contains only similar motions it is
not possible to animate di↵erent actions of a character as in Chai and Hodgins (2005).
By summarising the performance animation techniques, it can be stated that the nat-
uralness of the synthesised motion is partial depended on the number of markers that
are used during the motion capture process as well as on the constraints where the de-
veloped applied for synthesising the motion of a character. Specifically, depended on the
kinematics solver or on the motion model that are used for the motion analysis process,
the synthesised motion may lie or not within the natural looking space. Finally, it should
be mentioned that the advantage of performance animation is its usage in various fields
such as in virtual reality and video games, in rehabilitation, as well as in sports sciences
for analysing the naturalness of the human’s motion.
Based on the aforementioned explanation of the di↵erent techniques that are used for
the performance animation process in this thesis a data-driven methodology that synthes-
ises the style variations of the user during the performance capture process is introduced.
The presented techniques uses a statistical motion model, the Mixture of Probabilistic
Principal Component Analysis for handling the motion data contained in a database. This
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motion model was chosen since it reduced the reconstruction error, as indicated in Weise
et al. (2011), while a small number of motion sequences are used, especially compering
with the one used in Chai and Hodgins (2005) Liu et al. (2011b) Liu et al. (2011a).
2.6 Style Motion Synthesis
With style motion synthesis it is referred the methodologies that are able to compute
the necessary style variations of a motion sequence, and then to transfer this variation to
another motion sequence. A typical example is a motion sequence of a stylistic behaviour,
such as a happy walking motions that is required being transferred in a normal running
motion. Thus, by extracting the necessary features that characterise the stylistic beha-
viour, those features can be mapped to any other motion that is required to fulfil the style
behaviour.
Therefore, while the ability to edit or synthesise new motion sequences by keeping
the style variations of existing sequences is required, methodologies that are related to
transferring the motion styles of one motion to any other have been previously proposed.
The parameterisation process for the motion data can be quite powerful in cases that
require the prediction of a new motion style from existing motion data. In general, dimen-
sionality reduction techniques, such as principal component analysis (PCA) and Gaussian
process latent variable models (GPLVMs), can be quite beneficial in cases that require a
classification process to discriminate between di↵erent motion styles. More specifically,
methodologies that are capable of synthesising style variations from human motions are
presented below.
Urtasun et al. Urtasun et al. (2004) used PCA to train a large motion capture dataset
with variations on locomotion style sequences. Using PCA coe cients, they synthes-
ised new motions with di↵erent heights and speeds. Brand and Hertzmann Brand and
Hertzmann (2000) used Markov models to capture the style of training motion, which
were archived to synthesise new motion sequences while the style variations of the motion
were transferred. Torresani et al. Torresani et al. (2007) proposed a motion blending-
based controller, where the blending weights were learned from a large dataset of motion
sequences in which the motions’ styles had been labelled by specialists. Liu et al. Liu
et al. (2005) constructed a physical model using an optimisation approach to generate
motions with learned physical parameters that contained the style aspects. Another solu-
tion proposed by Elgammal and Lee Elgammal and Lee (2004) assigned style properties
to time-invariant parameters and used a decomposable generative model that explicitly
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decomposed the style from a walking motion video. Moreover, independent component
analysis (ICA) has been widely used for synthesising motion sequences with stylistic vari-
ations. Cao et al. Cao et al. (2003) used ICA to automatically determine the emotional
aspects of facial motions to edit the styles of motion data. In addition, Shapiro et al. Sha-
piro et al. (2006) used ICA to decompose each single motion into components, providing
the ability to select the style component manually.
Hsu et al. Hsu et al. (2005) proposed a style transfer methodology that learns lin-
ear time-invariant models by comparing the input and output motions to perform style
translation. Unuma et al. Unuma et al. (1995) proposed a method that uses Fourier tech-
niques to change the style of human gaits in a Fourier domain. Using this method, the
motion characteristics based on the Fourier data could be extracted. Bruderlin and Willi-
ams Bruderlin and Williams (1995) edited the stylistic motions by varying the frequency
bands of the signal. Perlin Perlin (1995) added rhythmic and stochastic noise functions
to a character’s skeletal joints to synthesise motion sequences with personality variations.
Finally, Ne↵ and Fiume Ne↵ and Fiume (2006) proposed a methodology in conjunction
with a prototype system to generate stylistic character animations. This solution provides
animators with a set of edit modes and bridges the gap between artistic and technical
communities.
Based on the aforementioned methodologies a general pipeline of the motion style
transfer can be stated. Generally, in a first step, the style content that distinguish two
motion sequences is computed according to various methodologies. This is achieved in
o↵-line computations. Then, having computing the necessary style variations, the system
is able to transfer the extracted style to a di↵erent motion sequence, which is a process
that can either be provided in real-time or o↵-line. The advantage provided by the style
motion synthesis techniques is the ability of avoiding the repeated capture of specific
stylistic content of di↵erent behaviours for enhancing a collection of motion data. Thus,
it is possible by having a limited number of stylistic behaviours, to compute the necessary
content and then to transfer this content to any other motion.
2.7 Finger Motion Synthesis
In previous years, a number of di↵erent approaches have been proposed for synthesising
finger motion sequences by simplifying the rules of the motion synthesis process. Methods
that automatically synthesise hand motions, known as hand-over animation, have been
proposed. In general, the hand-over animation process relies on the ability to add finger
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and hand motion capture data to the pre-existing full-body motion capture data. Hence,
solutions, such as those proposed by Kang et al. Kang et al. (2012), and Wheatland et al.
Wheatland et al. (2013), are responsible for adding the required motions of the character’s
hand even when a reduced number of markers are used for the motion estimation process.
The first approach to introduce the automatic addition of valid motion of the charac-
ter’s finger was proposed by Jin and Hahn Jin and Hahn (2005). In this approach, the
pose space distance from the character’s motion capture data is analysed and a stepwise
searching algorithm is used to find the key poses the synthesised hand motion. Building
on the benefits of the previous solution, Jo¨rg et al. Jo¨rg et al. (2012a) proposed one of
the most interesting solutions for finger motion synthesis for gesturing characters. This
approach is based on the ability to synthesise a character’s finger motions by assigning
weight variables to the wrist’s position and orientation, which is used as the input inform-
ation for the control parameters of the motion synthesis process. This solution searches
for short segments of the wrists motions in a database to determine an optimal path by
taking advantage of the motion graph literature Kovar et al. (2002a).
Although, even if the aforementioned methodology provides the ability of synthesising
hight quality finger motions, the basic disadvantage lie on the ability of estimating all
the required motions correctly. This is since, their system uses only spatial information
provided by the character’s hand. Hence, comparing this solution with the approach
presented in this thesis, it is achieved to estimate in a better manner almost every gesture
of the character. This is achieved by introducing a hybrid methodology that computes
and analyse motion features of the character’s motion. Based on the motion features,
the system is able firstly to classify the motion segments into gesture and non-gesture
phases. The gesture phases are then classified in similar gesture types. This classification
methodology provides a reduction of the actual computational time where the system
requires to estimate the most valid motion. Moreover, due to the classification process it
is achieved a generalised representation of each gesture type. Hence, by searching through
the generalised representation of the motion segments it is possible to estimate in a better
manner every gesture of a character. Both the reduction of the computational time, and
the growth of the estimation rate are the main advantages of the presented methodology.
Another solution for synthesising a character’s finger motion was proposed by Ma-
jkowska et al. Majkowska et al. (2006). In this methodology, finger motion and body
motion are captured separately in a pre-processing stage. Then, during the composition
process, those motion sequences are assembled using spatial and temporal alignment meth-
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odologies, and the motion correlation is found. In general, this technique takes advantage
of motion transplantation techniques Ikemoto and Forsyth (2004) Van Basten and Egges
(2012) Ha and Han (2008). These methods have been previously used to combine di↵er-
ent body parts’ motions to a new motion sequence to attempt to maintain a natural final
generated motion.
The approaches for synthesising a character’s hand motion are always constrained to
specific tasks. This is due to the di culty of predicting a valid human finger motion. Even
if using a whole-body motion it is di cult to predict the exact actions of the hand, which
are highly correlated with the fingers. Hence, other solutions, such as the one proposed
by Ye and Liu Ye and Liu (2012), are responsible for generating the motion of the finger
based on wrist movements and the handled object’s specified motion constraints. Specific
manipulation strategies are assigned to the fingers, while the character’s wrists are used
to predict the evolution of a specified action.
Similarly, finger motion synthesis solutions for specified tasks have been previously
developed, such as solutions where virtual characters interact with music instruments
and the motions of the characters are automatically generated. One of the most recent
approaches proposed by Zhu et al. Zhu et al. (2013) assigns a specific action to the
fingers in conjunction with the ability to execute information from a MIDI input and from
predefined parameters of the piano performance. Their system generates a valid motion
sequence for the virtual character, where the fingers play an active role in the motion
synthesis process. Similarly, the solution proposed by ElKoura and Singh ElKoura and
Singh (2003) generates finger motion for specific tasks, such as musical instruments.
Other works use sensors to measure forces Kry and Pai (2006) to attempt to generate
the correct finger motion. Moreover, Ne↵ and Seidel Ne↵ and Seidel (2006) derived syn-
thesised human hand motions by using relaxed hand shapes and physics based parameters
retrieved from video recordings. Finally, another interesting solution for animating de-
tailed and anatomically valid hand and finger motion was proposed by Tsang et al. Tsang
et al. (2005). Although, the main disadvantage of all previously mentioned solutions is
the computation cost that is required to generate the desired motion of the fingers.
In general, the data-driven techniques Jo¨rg et al. (2012a) are able to provide quite
natural looking motions of the character’s fingers since the motion data is resulted from
real humans. Although, two basic disadvantage characterise those methods that is the time
consuming computations and the estimation rate of the correct finger motion. Especially
for the finger motion estimation process, methodologies that automatically estimate the
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most probable motion of the character is able to provide the desirable results, although,
the wrong estimation rate may a↵ect negatively the perception of the observer. Thus, it
is assumed that methodologies that are able to estimate in a more valid manner a wide
range of finger motions while a reduced number of input parameters are used could be
quite beneficial. On the other hand, hand over animation techniques Kang et al. (2012)
Wheatland et al. (2013) can provide in a better manner a realistic as well as a correct
motion of the character’s fingers. This is since, while the input parameters increased it is
increased the estimation rate of the estimation process.
Conversely, while synthesising the motion of the characters finger based on kinematics
solvers, the synthesised motion may not looks naturals, due to the kinematics are not
always able to provide the necessary naturalness. Although, for specific tasks such as
in the solution proposed Zhu et al. (2013) where only simple motions are desired, the
system is able to synthesised high quality motions of the character’s fingers. Finally,
physics based methodologies Tsang et al. (2005) can be quite beneficial for the finger
motion synthesis, especially in cases where interaction between the fingers and objects are
required. Although, these techniques su↵er from the required high computation making
the aforementioned methodologies quite di cult to work in real-time.
2.8 Discussion
In this chapter, related work on character animation was presented. As mentioned, there
are three basic computational categories that can be used for animating a virtual char-
acter: the kinematics, the physics and the data-driven. Moreover, combination of those
techniques such as combining kinematics with physics or kinematics with data-driven have
also been developed. Those hybrid techniques are in general responsible for solving particu-
lar problems in computer animation such as the undesired foot sliding e↵ect. Additionally,
each of these techniques has each own advantages and disadvantages. Thus, based on a
simple evaluation it was shown that the basic advantages of the data-driven techniques is
the required realism where an animated character must have, as well as minimum rates
of the computational time that is required, which allows the real-time implementation of
such techniques.
It was also presented related work on the di↵erent areas in computer animation where
the presented research focuses. Specifically, it was presented related work on statistical
motion analysis and synthesis, on performance animation, and on style motion synthesis,
which have been employed for developing a methodology for rea-time performance-based
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animation with style variation, on finger motion synthesis and on locomotion synthesis.
Based on the related work on this research, it should be noted that there are certain
disadvantages or misconceptions. Therefore, in the following sections, novel methodologies
for either improving or proposing a di↵erent way for solving particular disadvantages are
presented.
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Chapter 3
Locomotion Composition
One of the most e cient ways of generating goal-directed walking motions is synthesising
the final motion based on footprints, as discussed in Section 2.4. Current implementa-
tions have not examined the generation of continuous motion based on footprints, where
di↵erent behaviours can be generated automatically. In this chapter a flexible approach
for footprint-driven locomotion composition is presented. The presented solution is based
on the ability to generate footprint-driven locomotion, with flexible features like jumping,
running, and stair stepping. In addition, the presented system examines the ability of
generating the desired motion of the character based on predefined footprint patterns that
determine which behaviour should be performed. It is also examined the generation of
transition patterns based on the velocity of the root and the number of footsteps required
to achieve the target behaviour smoothly and naturally. Finally, it should be noted that
the motion data used in the presented methodology captured by real humans performing
di↵erent locomotion behaviours.
3.1 Introduction
During the past few years, the generation of motion sequences based on foot placement
has been examined intensely Egges and Van Basten (2010) Wu et al. (2008) Huang and
Kallmann (2010b) Van Basten et al. (2011) Choi et al. (2003). This approach is important
in cases where natural locomotion and collision avoidance is required, especially in highly
constrained environments, such as indoors. In addition, since characters should be able to
perform locomotion especially for goal-directed tasks, footprint-driven motion synthesis
allows the generation of long motion sequences, in which the character can reach the
exact desired position rather than an approximation. However, footprint-driven motion
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synthesis should not necessarily be limited to single actions, such as walking or running,
as a vast number of applications related to virtual reality, such as video games, requires
footprint-driven locomotion composition to involve multiple motion types.
The advantage of the presented solution, compared to existing footprint-driven motion
synthesis techniques is the ability to generate a character’s locomotion, rather than simple
walking motions. This is achieved by extracting features related to footprint patterns
to determine the di↵erent actions of the character during the composition, as well as by
generating transition patterns based on the velocity of the character while another action
is evolving. In the presented solution, motion variations based on jumping, running, and
stair stepping are presented to enhance the generated motion sequence. When dealing
with di↵erent motions it is necessary to examine the generation of long motion sequences
that retain the characteristics of each individual motion while allowing smooth transition
between the di↵erent motion variations. Hence, the presented system automatically gen-
erates the desirable motion variations based on precomputed properties of each motion
and then disseminates these to the footprints resulting in smooth and continuous motion.
3.2 Overview
The motion synthesis process is split in to the three main components shown in the
following subsections. These components are the ability to handle the motion capture data
(Section 3.2.1), the motion extraction process (Section 3.2.2), and the motion blending
process (Section 3.2.3) that is responsible for placing the foot in the exact required position.
3.2.1 Motion Handling
For each segmented motion the foot that performs the action is denoted as pact, and
the foot that supports the action as psup. Specifically, psup is the foot that remains
in contact with the ground during a single step, while the pact is the one that per-
forms the step. In addition, for the foot performing the action a semantic label is as-
signed describing the starting and final position, such as pstart, which is the starting
position, and pend, which is the final position. Each supporting foot psup is represented
with the global position of foot joint, its y   axis orientation, and the global position
of the toe joint, such as psup = (xb, yb, zb, ✓b, xt, yt, zt) the positions of pact are repres-
ented in the same way but maintaining the local position, rather than the global, of
the foot joint and toe joint, based on psup, that is, pstart = (xb1, y
b
1, z
b
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b
1, x
t
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1) and
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2). Therefore, each motion contained in the database can be
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described as m = {psup, pstart, pend, vroot, ⇠} where vroot and ⇠ are the velocity of the root
and the semantic label of the motion respectively. Figure 3.1 depicts the parameters of a
footstep.
X
Z
Figure 3.1: The parameters assigned for each step.
For the extraction process, first all the supporting foot motions psup must be aligned
to the desired position and orientation of the footprint placed in the three dimensional
space. This can be done by aligning the corresponding vectors. Then, the position of the
supporting foot is represented as f(psup). Given pstart and pend footprints, the next step is
to extract the most suitable motions thereof for blending. Finally, it should be mentioned
that the reason that the pact is assigned these parameters is the ability to extract and
parameterise separately the reference motions of the foot joint and the toe joint. Then,
those motions are assembled in order to provide the desirable result, as discussed in the
following subsection.
3.2.2 Motion Extraction
For the motion extraction process, firstly each position of pstart and pend with global
orientation ✓i are sorted with the orientation of the desired reference position. Then,
considering that ✓1  ✓i  ✓n, where ✓n is the n  th registered orientation of the example
motions, it is necessary to extract the most suitable of these, so as both the position and
the orientation of the footprint lie within the desired position. For this reason, two example
motion sequences are always considered, where ✓l  ✓n must be satisfied for the first one,
and ✓k   ✓n for the second. Then, two more motions sequences are selected following the
same procedure. Each footprint should be enclosed by two polygons (see Figure 3.2) that
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are produced based on the positions pend of the reference motion data, where each edge of
the generated polygon corresponds to a pend reference position. Each suitable pend is used
for the blending process. If multiple combinations of pend can satisfy this requirement,
the polygon enclosing the foot joint, with the minimum sum of the distances is used for
blending, thereby providing the desired result. The same process is used for extracting the
most suitable motions that enclose the toe joint. It should be mentioned that the chosen
motions sequences must fulfill both the positional and orientation criteria. This results in
the ability to synthesise the exact foot placement.
Figure 3.2: The polygons that enclose the foot joint (orange) and toe joint (green) are responsible
for the blending process. The grey footprints denote the reference target motion sequences, and the
red footprint a defined footprint.
3.2.3 Motion Blending
In this case, by directly blending the reference motions of the foot joint based on the form
P fstart =
P3
i=0wi ⇥ Pi, where P fstart is the desired position of the foot joint,
P3
i=0wi = 1,
and Pi is the corresponding position of reference motion mi, it is possible to retrieve the
desired spatial position of the foot joint without ensuring the desired orientation. Then,
using the same procedure, the most suitable motions that enclose the toe joint are blended
in order to provide the desirable result.
For the motion blending process, having retrieved the blend weights wi ensuring the
positional constraint of the foot joint and the toe joint, the next step is the recalculation of
the weighted interpolation function of these for each degree of freedom separately, allowing
the orientation constraints to be retrieved. In this case, the exact foot positioning can be
computed as:
P (pfoot, ptoe) = v1 ⇥ Pfoot + v2Ptoe (3.1)
where v1 and v2 are the blendweight variable, Pfoot and Ptoe the position of the foot joint
and the toe joint based on the resulted blending motion sequences. Although, since the
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direct blending does not ensures the exact foot positioning, the blendweights v1 and v2
are computed based in the following optimisation problem:
P (pfoot, ptoe) = min
SX
i=0
kv1 ⇥ Pi,foot + v2 ⇥ Pi,toe   Pik (3.2)
where S denotes the total number of motion (S = 8, four for the foot and four for the
toe) that are used for this blending process, Pi is the exact foot position that is required
being used for the blending procrss, and
P2
i=1 vi = 1. Now, for solving this optimisation
problem, the least square method was used. Thus, v1 and v2 are estimated as follows:
24v1
v2
35 =
26666664
P1,foot P1,toe
... ...
PN,foot PN,toe
1 1
37777775
+
·
26666664
Pfp
...
Pfp
1
37777775 (3.3)
where []+ denotes the pseudo inverse of a matrix.
Using this approach, the character can satisfy more precisely the defined spatial and
orientation constraints, as illustrated in Figure 3.3. Finally, it should be mentioned that
during the blending process footsliding e↵ect may appear. Hence, the technique proposed
by Kovar et al. Kovar et al. (2002b) that enforces an inverse kinematics solver for removing
this undesired e↵ect was enforced.
Figure 3.3: The spatial alignment of the foot based on the presented approach. The alignment of the
foot joint (left), the alignment of the toe joint (middle) and the final generated alignment (right).
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3.3 Locomotion Composition
In the following subsections, the ability of synthesising the locomotion of the character is
presented. More specifically, it is examined the ability of assigning the required behaviour
of the character in the footprint patterns, and the ability of the transition process between
di↵erent behaviours in the action transition graphs.
3.3.1 Footprint Patterns
In a simple footprint-driven walking sequence the character is able to perform the desired
walking motion based on the actual motion sequences located in the database. However,
while generating locomotion the actual step space can be extended. Hence, it is necessary
for the system to recognise which locomotion should be generated based on the footprints
placed in the three dimensional space. In general, changing the locomotion behaviour
from walking to stair stepping is considered easy because it is possible to retrieve the foot
placement based on its height. On the other hand, since the character should be able
to exhibit more complicated behaviour, such as jumping, which could involve both feet
jumping simultaneously or jumping by lifting one foot first, the system must be able to
recognise which action matches the user inputs. Thus, even if the semantic labels of both
actions are similar, the system should generate the most suitable motion.
In the presented approach, footprint patterns are generated to compute the relative
position of the origin and target footprints. Thus, the footprint patterns are divided into
two categories, namely, global footprint patterns, which are responsible for recognizing
which action best matches the behaviours of walking, running and jumping, and local
footprint patterns that are generated for jumping actions, so that the system can recognize
which jumping action is the best match. As illustrated in Figure 3.4, for the global patterns
among the three di↵erent behaviours, it was examined the distance between the two states
of the action foot. Specifically, the plane (x, z axies) distance between the two stances
of pact is measured automatically by the system in a preprocessing stage by analysing the
collection of motion clips for each particular behaviour. The maximum distance denotes
the higher limit of the particular behaviour. Finally, it should be mentioned that when
these limitations are based on a database of motion, as well as in cases where humans can
perform the same motion with di↵erent variations, this approach cannot be generalised.
Nevertheless, it can be used as a parameter to handle the motion capture data and generate
the desired motions.
The approach for generating local behaviours is quite important, especially when a
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Figure 3.4: The global footprint patterns generated for walking, running and jumping behaviours.
jumping action needs to be performed, ensuring that the generated motion satisfies both
the origin and the target footprints. Thus, four di↵erent local footprint patterns are gen-
erated (see Figure 3.5) allowing the system to automatically generate the desired jumping
action that should be carried out. Specifically, for the generation process of the local
footprint patterns, the system automatically analyses the angles ✓i and ✓j (as those angles
are illustrated in Figure 3.6) between the feet positions both in lifting and in landing
processes. This averaged angle is used as the threshold for determining the particular
jumping action of the character. Thus, the character can perform jumping actions with
either one or both feet lifting simultaneously, as well as with either one foot or both feet
landing simultaneously. Finally, actions (b), (c), and (d) illustrated in Figure 3.5 are also
mirrored for the other foot.
Figure 3.5: The four di↵erent footprint patterns used to generate jumping actions.
For the extraction process of walking, running and jumping, it is measured the distance
that the active foot travels during a single step. Using this distance the system determines
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which behaviour to perform. If the extracted motion is either walking or running, the
system directly builds the desired step. On the other hand, if the distance is within
the limits of a jumping action, the system searches for the jumping behaviour that best
matches the footprints. In this case, the generated angle ✓ between pact and psup the
original position, as well as at the target position, in conjunction to the distance between
the psup and pact are examined. A threshold angle, ✓thres 2 [ ✓o, ✓o], which results from
the jumping motion analysis process and a distance di  dmax (see Figure 3.6) are used
to generate the pattern in which both feet jump and/or land simultaneously.
Figure 3.6: The parameters of the pattern in which both feet jump and/or land simultaneously.
To represent jumping actions, each pattern is assigned as ⇧ = {✓i, ✓j , di}, where ✓i and
✓j are the angles between psup and pact at the lifting and landing position of the jumping
action respectively. The height of any foot is not computed since the methodology deals
with the traveled distance where each singe step provides. However, the height of the
foot could be used for describing additional locomotion behaviours. Depending on the
actual value, the system measures one or both feet lifting or landing. di denotes the
actual distance between the pstart and pend position of character’s foot pact and it is used
in order to extract jumping actions, in which the character travels a certain distance.
Although, since during the jumping action there is not any foot contact with the ground
the supporting foot does not exists. In this case, it should be mentioned that the system
assigns as supporting foot the one which is used before the lifting process, as well as assigns
as supporting foot the one which is first landed. It should be mentioned that the footprint
patterns are common related with the existing motion sequences. Hence, in cases where
a character with di↵erent height is calling to perform the desired locomotion, undesired
actions may be synthesised by the system. An example where characters having a di↵erent
high is illustrated in Figure 3.7.
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Figure 3.7: Characters with di↵erent high performs di↵erent motions while using the same foot-
prints.
3.3.2 Behaviour Transition
This section examines the transition process that was used in the presented implement-
ation. This transition process provides to the synthesised motion toe ability to appear
as natural as possible. As observed in the experiments, unnatural motions are gener-
ated especially when the character changes behaviour from, for example, running to stair
stepping, since the velocity of the character changes dramatically. For that reason, it
was considered a process that progressively changes the velocity of the character during a
behaviour transition process.
For achieving a smooth transition from one behaviour to another, a velocity-based
approach for the root trajectory is used. To understand how each behaviour influences
the generated motion sequence, in a preprocessing stage, the velocity of the character’s
root is measured while the character transits from one action to another. The results
are semantically clustered based on the di↵erent behaviour transitions, linearly mapped
according to the footsteps and the average number of footsteps required to proceed from
one behaviour to any other is measured in conjunction with the velocity of the character’s
root. Transition graphs do not have to be generated for each combination of motions
because motions that have a related velocity transit correctly, compared to those that the
velocity changes dramatically, such as changing from walking to running actions. Hence,
in the presented approach five di↵erent transition graphs are generated and used, as shown
in Figure 3.8. Mirrored versions of these graphs are used to generate the inverse transition
process. For retrieving those transition graphs the following steps, as those presented in
the following subsections, were carried out.
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Figure 3.8: Transition graphs based on di↵erent transition behaviours: (a) from running to jumping
(both feet jumping), (b) from running to stair stepping, (c) from walking to running, (d) from
walking to jumping (one foot lifting and landing first), and (e) from walking to stair stepping. The
horizontal axis shows the required footprints, while the vertical axis shows the velocity of the root
in (m/s).
Transition Identification
For each motion, the velocity of the root, which characterises the transition process, was as-
signed as the main parameter for understanding the di↵erences between the individual ac-
tions employed in the motion sequence. More specifically, the velocity of the root between
two di↵erent actions should have a minimum or a maximum value that characterises one
of the target actions. This approach was used to generate the desired velocity components
assigned to each transition (see Table 3.1). For example, in the transition from a walk-
ing to running motion, the inverse transition, from running to walking, is executing by
inversing the registered results, rather than using measurements from the motion capture
data. The inverse process is used because it is assumed that this procedure can provide
the desired result, as well as reduce the number of generated transition graphs.
Table 3.1: Discrete velocity characteristic used for the transition process between di↵erent actions.
Velocity components with (-) were not computed.
Based on Table 3.1, it is possible to generate the velocity that characterises each target
action. However, as the velocity is not the sole parameter, the number of steps taken to
move from the origin to the target is also measured. This measurement is made using
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a simple foot detector Van Basten et al. (2010), which recognises foot contact with the
ground based on the velocity and height of the foot. Using this approach, the velocity
component that characterises the target action is determined, as is the time period for
which the velocity of the action is maximised or minimised. It is then possible to determ-
ine the number of steps required to generate the velocity representing the maximum or
minimum value.
Transition Alignment
Having calculated the root velocity in accordance with the foot contact approach, the next
step of the method is to align the motions. The alignment process is based on the ability
to align the number of steps with the root velocity. More specifically, two features are
extracted for each motion: the number of steps si and the velocity of the root vi at each
step, such that each recorded motion mi is represented by mi = {(s1, v1), ..., (sn, vn)},
where n denotes the n  th registered step of the human derived from the motion capture
data. Having extracted each action transition from those components, the next step is to
align the motions (see Figure 3.9) based on the i  th step, where the i  th root velocity
is equal to the maximum velocity vmax or the minimum velocity vmin, depending on the
discrete behaviour of the action transition mentioned above. This alignment ensures that
all of the registered motions have the same transition behaviour and are aligned with the
correct phase.
Transition Graphs
The presented transition graphs represent the velocity of the root of each motion, as based
on the corresponding steps. Considering that the number of steps for each registered
motion varies, depending on the transition process, it is necessary to identify which steps
should actually be included in the graphs. For the motion analysis process, it is necessary
to remove the undesired steps (i.e., those that are not taking part of the transition process).
Thus, for computing the actual steps that are required, the mean average of the number
of steps before and after the velocity component is used to validate the number of required
steps for the transition process.
Having aligned the steps based on the velocity property and having removed the un-
desired steps, to generate correct transition graphs, the actual numbers of steps and the
root velocity are plotted. Based on the graph, it is possible to develop a general approach
to the transition between two di↵erent actions by measuring the mean root velocity at
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Figure 3.9: Alignment process of the step for which the velocity of the root is assigned to the velocity
component that characterises the target action. An example is given for before the alignment (upper
plate) and after the alignment (lower plate). Each rectangle denotes a step; the yellow rectangles
denote the step at which the velocity component is executed.
each step. Based on the mean average of each action transition at each step, an action
transition graph is constructed which presents the mean velocity of the root at each step
of the character, presented as maction = {(s1, vmean1 ), ..., (sn, vmeann )}. With this repres-
entation of the transition process, it is possible to understand how each action transition
evolves.
3.4 Ensuring Continuity
To ensure the continuity of the movement, the system extracts information on a number of
previous and subsequent footprints to determine which action should be performed. In the
previous section generating motion that transits smoothly from one behaviour to another
is discussed. The same metrics are used when a footprint is located in an area where
the limits of two motions intersect in order to determine whether it denotes a long step
or a running action. According to Figure 3.8(c) and considering that the original action
is walking, the number of steps required by the character to generate a running action
is four. Thus, by measuring only the previous footprints, the system cannot provide the
exact desired motion since the subsequent footprints determine how the motion should
evolve.
To enable the system to determine whether a running action should be performed, the
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next four steps are measured. Then, if all four steps are located within the intersection
area of walking and running (Awalk \ Arun), all of these steps are considered to be long
steps. On the other hand, if at least one of those steps is located in the running action
area only, the footprints are interpreted as a running action. In addition for each action
the following limitation placed. The lower limit of the running actions is the upper limit of
the walking actions. Similarly, the lower limit of the jumping actions is the upper limit of
the running action. Hence, even if intersection between two actions exists, it is possible to
extract the correct action of the character by using the distance limitation in conjunction
with the information retrieved from the action transition graphs.
3.5 Implementation and Results
This section discusses the implementation of the presented solution, the system function-
alities, and example motion sequences generated with the presented methodology. For the
implementation of the presented solution, 100 steps of simple walking actions, 50 steps
retrieved from running actions, 100 jumping actions (25 actions for each jumping condi-
tion) and 50 stair stepping actions were used. Mirrored versions were constructed for all
the aforementioned motions, resulting in a total number of 600 motions. All motions were
downsampled at 60 fps. Finally, the motion synthesis process were performed on an Intel
i7 2.2 GHz processor with 8 GB RAM.
3.5.1 Implementation and Results
Although the generated actions of a character are strictly limited to those contained in the
database. A certain correction of those actions was necessary in order to avoid incorrect
computations that are based on the ability of synthesising the locomotion of the character
based on the motion handling approach. Depending on the action performed, two di↵erent
approaches are implemented to correct the continuity. If a footprint is located higher in
the three dimensional space than that supported by the registered motions in the database,
the position of the supporting footprint psup is changed by:
f(psup) = f(psup) + l
height
stair   f(pend) (3.4)
where lheightstair is the upper limit of stair stepping motions. When the supporting footprint
is also higher than the upper limit, the procedure that changes the height of the previous
footprint continues iteratively backwards to the previous footprints. In this way, the
approach provides an easy method of generating multiple stair steps without aligning all
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the footprints. On the other hand, automatic adjustments can be made in case a footprint
is placed outside the limits of jumping actions, which have higher limits based on the
global footprint patterns. In this case, the system divides the displacement between the
end footprint f(pend) and the upper limit for the previous footprints, that is:
f(pprevi ) = f(p
prev
i ) +
|f(lheightaction )  f(pend)|
nprev
(3.5)
where f(pprevi ) is position of any previous footprint, f(l
height
action ) is the position of the upper
limit of the action used, and nprev is the total number of previous footprints. The function
f(·) is used for describing the global position of the footprint. Although, this small adjust-
ment can also be done in an arbitrarily large number of previous footprints. It was chosen
to apply some simple rules, enabling the system to interpret easily any wrong position of
a footprint.
By combining the two approaches, it is possible to enhance the synthesis process, avoid
wrong estimation (e.g. a wrong estimation may occur while a footprint does not describe
a particular action that the system could generate) and assist the user in understanding
to what extent each footprint influences the rest of the motion. Furthermore, the division
process also works for stair stepping actions: if all previous footprints are deadlocked -that
is all footprints are adjusted to higher limits- a new footprint is generated automatically
on the top of the last one. With this approach it is ensured that always all the footprints
that take part to the locomotion composition will be able to provide a valid motion.
This is since all the footprints stay within the actual action space of motion where the
character performs. It should be mentioned that imposing limitations directly on the
footprints could circumvent these procedures, thereby avoiding footprints placed outside
the boundary limits.
3.5.2 Results
For the completion of the computation process, each step required 0.189 seconds on aver-
age (based on both generated locomotion illustrated in Figure 3.12). The computational
time required per step was divided between two di↵erent processes. Motion parameterisa-
tion, and motion blending, took 39%. The motion synthesis process based on motion
graphs Kovar et al. (2002a) used the remaining computation time, that is, 61%. The com-
putational cost of the method may seem high, but given the complexity of the problem
and compared to other solutions presented in the literature, it undoubtedly represents an
improvement to existing systems. Figure 3.10 illustrates the linkage between the number
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of motion sequences that were used, in conjunction with the ability of synthesizing each
single step of the character. Considering the computational cost of the solution proposed
by Egges and Van Basten Egges and Van Basten (2010) (where they use an Intel Pen-
tium Centrino 2.4 GHz, and 200 motion sequences stored in their database), a single step
requires 3ms computational time on average. The computational time of the presented
approach, for 200 motion sequence (100 walking, 50 running, 30 stair stepping, and 20
jumping) was estimated to be 0.076 seconds. The cost di↵erence between the solution pro-
posed by Egges and Van Basten Egges and Van Basten (2010) was anticipated, since in the
presented approach additional parameters related to the motion extraction process, such
as action transition and exact foot positioning, influence the motion synthesis process.
Figure 3.10: The time required for the generation of a single step, based on di↵erent database size.
The innovation of the presented solution is the ability to infer and synthesize the correct
behaviour of the character based on the defined footprints. Specifically, the system is able
to generate jumping actions based on the patterns presented earlier. Figure 3.11 shows
the generation of di↵erent jumping actions based on the placement of the footprints.
In addition, the ability of the locomotion composition process to generate long motion
sequences with the footprints located across a desired path, which can be either straight
or curved, was tested. Figure 3.12 illustrates example motions generated based on the
di↵erent paths. It was also examined the ability of the presented approach to generate
di↵erent behaviours during the locomotion. Figure 3.13 depicts two long motion sequences
in which all the examined behaviours are implemented. It should be mentioned that even
if a large collection of motion sequences is used to generate the motion of the virtual
character, there are still motions that the database does not contain. In this case, the
movement generated does not appear to be completely natural, since the motion blending
technique cannot always provide the desired result.
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Figure 3.11: Generated jumping motions based on di↵erent footprint patterns.
Figure 3.12: Generated motion based on a straight (left) and curvature (right) path.
3.6 Discussion
In this chapter a solution for automatically synthesizing continuous locomotion of a virtual
character based on footprints was presented. In particular, it is showed that the presented
solution could generate a vast number of di↵erent actions, such as running and jumping
actions. Since the system is able to recognise the desired actions of the character, the
presented solution adds the ability of synthesising the desired action of the character by
assigning the motion synthesis process to footprint patterns, enabling the identification
of each action. In addition, especially in common related actions, such as the jumping
actions, local footprint patterns developed to determine which motion is the best match.
Additionally, it is often desirable to generate not only continuous motion based on di↵er-
ent behaviours, but also continuous motion in which the di↵erent behaviours can transit
smoothly, it has been shown that generating motion transition patterns related to the ve-
locity of the root in accordance with the required number of footprints result in a smooth
transition from one behaviour to another. Although, it should be mentioned that the
e↵ectiveness of the method is highly depended on the number of motion sequences. Thus,
the more variety of reference motion sequences, the more variety of behaviours of the
character that can be generated.
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Figure 3.13: Di↵erent behaviours implemented in a single locomotion procedure. Example motions
that consist of 46 footprints with walking, sidestep, running and jumping actions (upper row), and
another generated locomotion procedure that consists of 24 steps with walking, running, jumping
and stairs stepping actions (lower row).
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Chapter 4
Synthesising Style Variations
Virtual characters are desired to be able to animate by using di↵erent style behaviours.
With style behaviours it is meant the di↵erent perspective where real humans, or in this
case the virtual character, perform a specific motion. For example, a walking motion can
be either a neutral, or happy or sad and so on. Therefore, any variation of a motion can
be considered as style behaviour of the neutral motion. Even if in the previous solution
it was examined the ability of synthesising a single style variation of the character’s lo-
comotion, which can be characterised as a neutral motion, in this chapter it is presented
a simple methodology for synthesising in real-time motion sequences of virtual charac-
ters with style variations during the performance capture process. The approach builds a
simple correlation between two individuals performing the same motion with di↵erent style
variations. Separate movements are captured for each performer. These movements are
then synchronised using a dynamic time warping technique. Using a radial basis function
(RBF), the relationship between the two motion sequences can be defined. During the
application runtime, a MAP framework is used to achieve the desired real-time perform-
ance for the motion synthesis process. The presented method has practical applications
in films and games that rely on performance capture. Rather than using a vast number of
actors who each perform a specified motion with a specified style according to the virtual
character, this techniques makes it possible to synthesise the desired style variations using
only a few actors performing neutral motions. A simple explanation is given in Figure
4.1. Specifically, using a correlation process it is possible to find the mapping between
two di↵erent style behaviours. Thus, during the synthesis process, a di↵erent actor is able
perform its neutral movements and the system to synthesise a stylistic perspective of the
input motion.
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Correlation
Training Phase
Input Motion
(New Actor)
Output Motion
(Style Behaviour)
Synthesis Phase
Figure 4.1: A simple explanation on how the presented methodology works.
4.1 Introduction
In film productions, the capture process for each individual character requires the ability
to capture various actors embodying the desired roles and styles. The use of multiple
actors for human motion capturing cannot be easily achieved in small-scale or amateur
productions, though it can be achieved e ciently in major productions Osipa (2010).
Based on this limitation, there is a need to design a methodology in which the di↵erent
style variations of human motions can be mapped to a performer’s motion to generate the
desired motion sequences for di↵erent stylistic behaviours in real-time. The key advantages
of such a solution would be the ability to (i) build a correlation between two di↵erent
motion styles (a normal motion and a stylistic representation of the motion) and (ii)
generalise the motion model to be able to maintain the stylistic variations of the motion
in cases required for a new stylistic motion that is not present in the motion database.
To achieve a correlation between two di↵erent motion sequences, the RBF can be used.
The mixture of probabilistic principal component analysis (MPPCA) method can be used
to achieve a generalisation of the existing motion data in conjunction with a maximum
a posteriori (MAP) framework. Thus, the RBF can be used as a parameter over the
likelihood function of the MAP to synthesise a desired stylistic representation of the user’s
performance in real time.
65
4.2 Methodology
The methodology of the presented approach is based on the following steps. Firstly, two
di↵erent actors are captured performing the same motion (e.g., walking). Each actor per-
forms the motion with a di↵erent style variation. Secondly, the motions are synchronised
using a dynamic time warping methodology. Third, the two di↵erent motion sequences
are correlated. Finally, the desired style is synthesised in real-time based on the MAP
framework. The pipeline of the presented methodology is illustrated in Figure 4.2.
Figure 4.2: Pipeline of the presented methodology.
4.3 Motion Preprocessing
The preprocessing stage of the approach is divided into three major steps. First, the
corresponding pairs of captured motion sequences are synchronised with respect to time
using a time warping methodology. Any undesired frames are removed to prevent interfer-
ence with the synchronisation. Once synchronised, a simple search method finds the time
step in which the style variation is maximised. This is done for every captured motion
of the specified stylistic motion. Finally, having found the corresponding postures, the
motion sequences are mapped to the corresponding poses of the character to build a linear
correlation. Those preprocessing steps are presented below.
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4.3.1 Motion Synchronisation
The first preprocessing step aligns and synchronises the motion sequences. The motion
sequences are aligned in pairs with respect to the motion time. Unnecessary frames that
do not correspond to any motion are removed. Therefore, a time warping method is
responsible for the synchronisation process that generates the time alignment curve c(t),
which is a strictly increased function that maps the frames of the normalMN to the frames
of the styleMS motion. In this case, the time alignment curve c(t) is constructed using the
MN motion as a reference motion sequence. More specifically, the methodology is based
on the work proposed by Kovar and Gleicher Kovar and Gleicher (2003). It was chosen
this method since it provides an easy way for synchronising the motion data. Moreover,
it provides the ability of finding directly the corresponding time periods that two motions
align, providing the ability of easily removing the undesired time periods that do not
match.
During the time alignment process, stylistic locomotion and non-locomotion sequences
are aligned with the corresponding normal motion sequences. Thus, di↵erent body parts
are used to approximate the optimal time alignment of the distance metric. Specifically,
when dealing with locomotion sequences, for each frame, a point cloud is generated based
on the positions of the character’s root, feet, and hands. Conversely, when dealing with
non-locomotion sequences, the point cloud is formed between the character’s root and
hands. In both cases, a distance metric is used to compute the optimal curve, where the
sum of the distance between every corresponding frame along the curve is the minimum.
More specifically, let d(a, b) be the distance between the motion MN at the frame a and
the motion MS at frame b. The time alignment process is required to determine a time
alignment curve c(t), where c(t) = (a(t), b(t)) for t = 1, ..., T and T denotes the length
of the curve. Therefore, to compute a time alignment curve between every corresponding
frame, the following distance metric is used:
D(MN ,MS) = min
X
T
t=1c(t) (4.1)
Finally, having computed the distances between every corresponding frame pair, it is
possible to draw a distance image where the time alignment curve is computed over the
dark areas that denote the shorter distance (see Figure 4.3). This is achieved by assigning
the results provided by D(MN ,MS) to greyscale value. Thus, a greater distance between
MN and MS denote a greater value on the greyscale (0-255, where 0 denotes the black
and 255 the white colour). Finally, in cases where the initial frames MN and MS are
not in phase, an appropriate number of frames are cropped from the beginning of each
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motion. The cropping approach is achieved by computing the distance between MN (t0)
and MS(t0) at the first local minimum.
Figure 4.3: The time alignment curve (red line) represents the synchronisation process between the
motion sequences. Dark areas denote the similarities between the corresponding frames.
4.3.2 Selecting Key Postures
In general, each motion sequence is represented by a number of individual poses of the
character, such as M iN = {P1, ..., Pi}, and M iS = {P1, ..., Pj}, where i and j denotes the
i   th and j   th posture of the character respectively. In addition, each pose of the
character is represented by P = {p, q, r1, ...rm}, where p and q represents the root position
and orientation of the character, respectively, and rm represents the orientation of each
m  th joint of the character. Therefore, first the character’s root position and orientation
must be aligned, for each pair of corresponding motions M iN and M
i
S , and then to find
the key poses that represents the style variations.
Those key poses, correspond in the time periods tmax, and tmin where each character’s
joint at both the M iN and M
i
S synchronised motions have its maximum and minimum
di↵erence respectively. The requirement of computing the time period of the maximum
di↵erence between two motions is based upon the ability to find the actual stylistic dif-
ference between two motions. A simple example that is illustrated in Figure 4.4 shows
the maximum di↵erence between two postures. Although, since this maximum di↵erence
should correspond at the whole-body of each character, the squared distance between the
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two motions for each joint of the character at each time step is computed. Hence, firstly
the root position of both motions is removed, and then the motionM iN is aligned (position
and orientation alignment) to the corresponding motion M iS . It should be mentioned that
for each pair of motion 48 poses are computed (24 for tmax and 24 for tmin) as the number
of bones of the character according to the Acclaim Skeleton File (ASF) format, retrieved
from the CMU motion capture database Carnegie Mellon University (2014) (see Section
4.5.1).
Having found those postures, it is now computed the correlation between the poses
that represent the stylistic variation of a motion as it is represented in the following
subsection. It should be mentioned that this step could be replaced by directly capturing
the required key postures that represent the normal and the style variations. Although,
it was chosen to present the searching process for the key postures since the presented
motion synthesis process requires the style motion data for enriching a motion collection
for the prior learning process, as it is presented in Section 4.4.3.
Figure 4.4: The two aligned motions. Lines between the joints show the maximum di↵erence
between its positions.
4.3.3 Building the Motion Correlation
Having synchronised, as well as having found the optimal style variations of each pair
of the motion sequences, the correlation between every two motion sequences should be
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built between MN and MS . Therefor, for the correlation process, the RBF is used for
each pair of synchronised motion sequences, which is a powerful interpolation method
Noh and Neumann (2001) Jung and Na (2004). It has been widely used for scattered
data interpolation problems, such as surface approximations and fluid simulations Sze´csi
and Szirmay-Kalos (2010). In the presented approach, RBF is used to determine the best
weights for the source and a target pairs of motion sequences. Mathematically, the RBF
is represented as:
'(xi) =
NX
j=1
wj ⇥ ej(xi) (4.2)
where ej is the radial function of the j   th component (its value depends on the distance
between the target and the origin pairs of the synchronised human postures), wj denotes
the computed RBF weights, N denotes the number of the range of style pairs (i.e., the
actual number of human poses after the key poses founding process, see Section 4.3.2), xi
denotes the input vector, and '(xi) is the estimated output.
Though several commonly used radial functions have been proposed, in the present
approach it was chosen to be used the Hardy multi-quadrics function, which is represented
by:
ej(xi) =
q
(kxi   xjk   d2j ) (4.3)
where dj denotes the measured distance between xi and its nearest xj , leading to as little
deformation as possible to the widely scattered feature points and as much deformation as
possible for the closely located points. It should be noted that the Hardy multi-quadratic
function was chosen since it provides the ability for handling unevenly distributed data
sites with greater consistency that previous methodologies as described in Hardy (1990).
To find the correspondences between the pairs of motion sequences, it is necessary
to train the RBF network. Specifically, for training the RBF network two steps are
required. In the first step, the centre vector xj of the RBF functions in the hidden layer
are chosen. In general, this step can be performed in several ways such as by using
k  mean clustering or by randomly sampling the centres. In the presented methodology
the training was performed by using the k mean clustering. It should be notes that this
step is unsupervised. In the second step, a linear model with coe cients wi fits to the
hidden layer outputs with respect to some objective function. A general overview of the
RBF function and its training process is given in Buhmann (2003).
After the training process, a linear operator K = [w1, ..., wi, ..., wN ] is obtained, where
wi is the i   th N dimensional weight vector. Finally, by exploiting K, it is possible to
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find an output vector, which is represented mathematically as follows:
voutput = K
T · e(dinput) (4.4)
It should be noted that RBF-based regression models cannot outperform in the case
of non-linearly corresponding data samples. When an animator constructs the range of
expression pairs, if two source expressions that are almost identical are mapped to the
significantly di↵erent target expressions, it will cause conflicts in training step Deng et al.
(2006).
4.4 On-line Style Motion Synthesis
During the on-line motion synthesis process, an actor performs the motion that is desired
for the character. In this case, the on-line motion synthesis process is responsible for
enhancing the motion of the actor by adding the desired style variation. In the presented
solution, a small number of correlated motion sequences are used. This solution is based
on the ability to generalise the existing stylistic motion data (e.g., synthesising the desired
stylistic motion, even if it is not contained in the database).
To avoid this issue, the motion synthesis process uses a mixture model the MPPCA.
In general, the mixture model is responsible for analysing the existing motion data in
conjunction with a MAP framework that synthesises the desired motion in real-time while
maintaining the desired level of naturalness for the existing motion data. It should be
mentioned that the correlation between the normal and stylistic motion sequences is used
as a parameter for the MAP framework, allowing the system to directly synthesise the
desired stylistic motion of the character.
4.4.1 Data-Driven Style Motion Synthesis
The motion synthesis process is formulated in a MAP framework, which handles the input
data retrieved from the motion capture sensor, generating the map for the correlation pro-
cedure presented in the previous section (Section 4.3.3) and assigning the input correlation
to the likelihood function. The prior function is responsible for constraining the motion
to be as close as possible to the training examples.
More specifically, the motion capture sensor automatically measures the global location
and orientation of each body part of the performer [c1, ..., ct] in real time. The system
then reconstructs the stylistic approach q⇤ for the current user’s pose control signals ct
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obtained from the motion capture device by parameterising the input signals with the
stylistic approximation of the user’s pose st.
More specifically, let ct be the input data retrieved from the motion capture device
that is required to reconstruct the stylistic motion st at the current t   th frame. By
combining the current control signals st provided by the motion capture device and the
constructed probabilistic model from the previous m values of the reconstructed poses
Q˜ = [q˜t 1, ..., q˜t m], the system is able to reconstruct the current pose q⇤ in a constrained
MAP framework, represented by:
q⇤ = argmax
qt
p(qt|st, Q˜) (4.5)
where p(·|·) denotes the conditional probability. Using Bayes’ rule, it is obtained the
following:
q⇤ = argmax
qt
p(st|qt, Q˜)p(qt, Q˜) (4.6)
Assuming qt is conditionally independent from Q˜, given st it is obtained the following:
q⇤ ⇡ argmax
qt
p(st|qt)p(qt, Q˜) (4.7)
In this case, by applying the negative logarithm to the posterior distribution func-
tion p(qt|st, Q˜), it is possible to convert the constrained MAP problem into an energy
minimisation problem represented by:
q⇤ = argmin
qt
  ln p(st|qt)| {z }
Elikelihood
+  ln p(qt, Q˜)| {z }
Eprior
(4.8)
where the first term (Elikelihood) is the likelihood term that measures how well the re-
constructed pose qt of the character fits the stylistic pose st. The likelihood term is the
parameterised term from the correlation process between the stylistic and normal motions.
The prior (Eprior) is the term that describes the prior distribution of the human motion
data.
4.4.2 Likelihood Distribution
The likelihood distribution process is modelled based on the correlation process between
the normal and stylistic motion sequences. According to Equation 4.4, the system retrieves
the current poses of the character st, which are represented as follows:
st = K
T · e(ct) (4.9)
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In this case, if the Gaussian noise with standard deviation  d is considered, the likeli-
hood term is defined as:
Elikelihood =   ln p(st|qt)
/ kf(qt; g˜, z˜)  stk
2
2 2d
/ kf(qt; g˜, z˜) K
T · e(ct)k2
2 2d
(4.10)
where the vector qt represents the reconstructed pose of the character at each time step, g˜
denotes the skeleton model, z˜ denotes the coordinates of each input pose of the character
retrieved from the motion capture device, and ct are the observed data obtained from the
defined input pose. Finally, function f(·) is a forward kinematics function that maps the
current pose qt to the global coordinates.
4.4.3 Modelling the Motion Priors
In the presented methodology, the prior term for the statistical motion model is represen-
ted by the MPPCA model Tipping and Bishop (1999a). More specifically, the probabilistic
principal component analysis (PPCA) Tipping and Bishop (1999b) is a parametric stat-
istical model that defines the probability density function of some observed data q 2 RD,
assuming q is a linear function for a latent variable z 2 Rd with D > d such that:
q = Lz + µ+ " (4.11)
where z ⇠ N(0, I) is distributed according to a Gaussian unit, L 2 RD⇥d is the matrix
of the principal components, µ is the mean vector, and " ⇠ N(0, 2I) is a Gaussian-
distributed noise variable. Hence, the probability density of q is represented as follows:
p(q) = N(q|µ,LLT +  2I) (4.12)
The main goal of PPCA is to find the parameters of the model (µ, L, and  ), where
the parameters must model as well as possible the covariance structure of the input data.
The variable z models the correlations between each component of q, and the variable "
accounts for the independent noise in each component q.
Prior Distribution
Based on Equation 4.12, the prior distribution in Equation 4.8 is defined as a weighted
combination of K Gaussian units, represented as:
p(qt, Q˜) =
KX
k=1
⇡kN(qt, Q˜|µk, LkLTk +  2kI) (4.13)
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with weights ⇡k. This representation can be interpreted as a reduced-dimension Gaussian
mixture model that attempts to model the high-dimensional animation data with locally
linear manifolds modelled by PPCA.
Learning the Prior
Now, it is desired the ability of the system to automatically learn the unknown parameters
of the mixture model presented in Equation 4.13. Those parameters are the means µk, the
covariance matrices LkLTk , the noise parameters  k, and the relative weights ⇡k of each
PPCA in the mixture model. In this case, the most common approach for learning these
parameters is based upon using the Expectation Maximisation (EM) algorithm defined
from the given motion sequences Verbeek (2004) Bishop (2006) Fraley and Raftery (2002).
More specifically, the goal of the model learning process is to automatically find the
model parameters  k, ⇡k, µk, Lk for k = 1, ...,K from the input training data qn, n =
1, ..., N , where N denotes the number of poses contained in the database. Hence, the
EM algorithm for MPPCA is adopted for learning all those parameters. It should be
mentioned that since the EM algorithm converges to local minima, the algorithm run
K = 70 times with random initialization to improve the learning accuracy. In addition
d = 5 Gaussians used to model the prior. More details on the implementation of the EM
algorithm can be found in McLachlan and Krishnan McLachlan and Krishnan (2007). It
should be noted that the values for both K and d placed based on empirical evidence.
Alternatively, cross-validation techniques could also be used to set appropriate values for
these parameters.
4.5 Implementation Details and Experimentations
This section presents the implementation details for the style motion synthesis process,
and the results obtained from di↵erent experimentations.
4.5.1 Implementation
To synthesise the stylistic perspective of the input motion data retrieved from the motion
capture device, di↵erent stylistic motions are captured in conjunction with regular motion
sequences. In the capturing process for the required motion sequences, the Microsoft
Kinect Microsoft (2014) motion capture device was used, with its latest software that
builds upon Shotton et al. Shotton et al. (2011). Some examples of the stylistic poses
used in conjunction with the initial captured poses of the user are illustrated in Figure
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Figure 4.5: The system retrieves the input poses (left) of the user (middle) and synthesises the
stylistic variations (right) of the input motion.
4.5. In this case, it should be mentioned that all of the processing was performed on a 2.2
GHz Intel i7 with 8GB memory. During the runtime of the application, a single Kinect
motion capture device was used to capture the user’s performance. Finally, during the
application runtime, the system ran at 25 frames per second, with latency less than 160
ms.
During the capturing process, di↵erent motion styles are recorded, where each style
consists of both locomotion and non-locomotion sequences. The di↵erent styles consist
of angry, happy, sad, tired, and sneaky. In addition, each motion style is captured for
walking, jumping, conversing, golf swing, reaching, kicking, punching, and hand waving.
The variation in each motion style is based on the ability to generalise the correlation
process between the natural and stylistic representations of each motion style. In addition,
a closely related normal representation of each motion is captured for use as a reference
motion for building the correlation. Table 4.1 lists the number of frames captured for each
style. Because the stylistic and normal motion sequences are aligned and synchronised,
the final number of frames are equal at every pair of corresponding motion sequences.
Styles Angry Happy Sad Tired Sneaky
Frames 3848 3534 4776 3973 4059
Table 4.1: The amount of data in frames of each captured stylistic motion.
During the runtime of the application, the user is able to perform each natural motion.
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Based on the specified stylistic behaviour, the system synthesises the stylistic perspectives
for the input motion. Such a solution could potentially work with various users. However,
even if all of the predefined motion sequences contained in the database are retrieved
from the same performer, a calibration process between the input skeletal data and the
skeletal data contained in the database should be defined. The calibration process is
responsible for mapping the input positions and orientations of the extracted skeleton
of the user to the defined skeleton. The skeletal data retrieved from the CMU motion
capture database Carnegie Mellon University (2014) is represented in the ASF format.
Each skeleton example records the lengths of individual bones. The skeleton of the virtual
character contains 24 bones (head, thorax, upper neck, lower neck, upper back, lower back,
left and right clavicle, humerus, radius, wrist, hand, hip, femur, tibia, and metatarsal).
For the calibration process, the system first measures the world position of the user’s
skeletal joints using a single “T” pose. Based on this information, the 3D positions of
the inboard joints relative to the world coordinate frame in the “T” pose are mapped
via forward kinematics. The locations of the skeletal joints in the coordinate system of
the inboard joint are then found by computing the di↵erence between the location of the
inboard joint and the skeleton’s joint data to the world coordinate frame. Finally, the
motion capture database is processed by computing the three-dimensional location of the
input data ct retrieved from the motion capture device, which correspond to the motion
capture data for each frame in the database qt according to:
ct = f(qt; g˜, z˜, h0) (4.14)
where f(·) is the forward kinematics function that is responsible for computing the position
from the joint angles of the current frame qt given the user’s skeleton model g˜ and z˜ is the
location of the skeletal data retrieved from the motion capture device, which is relative
to the inboard joint. In addition, h0 denotes a default root position and orientation.
Finally, based on the calibration process, the system can synthesise the desired stylistic
perspective of an input motion when users with di↵erent morphological variations are
used for the capturing process. Figure 4.6 shows the synthesis of the stylistic motion while
di↵erent users perform the desired motions.
4.5.2 Experimentations
Since it is required a generalisation of the presented methodology the following experiments
were conducted. Firstly, it is examined the ability of synthesising a regular motion while
the user performs the stylistic motions (see Figure 4.7). This inverse process was chosen
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Figure 4.6: Stylistic postures of the character generated from a di↵erent user.
for showing the e ciency of the presented methodology to provide the desired results while
a style motion is used as input. Moreover, this simple experiment shows the flexibility
of the system as well as the accuracy of the motion correlation process to provide the
expected results.
In this case, the RBF which is responsible for computing the style components trained
by using the inverse process. It should be mentioned that the inverse process works well
since the system is able to synthesise the desired regular motion while di↵erent styles
were performed by the user. Additionally, a second experiment that conducted was to
synthesise a stylistic motion while the user performs a di↵erent stylistic motion. In this
case, considering an input stylistic motion e.g. angry walk, and the synthesised stylistic
motion e.g. a happy walk, the system trained by those two motion styles, synthesising the
motion that contains the desired stylistic behaviour. Finally, since the training of the RBS
is always computed based only on two reference styles, another experiment was the ability
of synthesising a motion sequences while the user performs a di↵erent stylistic behaviour
than those used for the training process. For example, training the RBF with two motion
styles such as an angry style, and a sad style, while the user performs a di↵erent style
such as happy style, the system is able to synthesise a new motion style variation that is
not included in the reference style variations.
Based on the previously mentioned experiments the following can be stated. Firstly,
while it is desired the inverse style motion synthesis, the system is able to synthesise the
desired motion. Secondly, while the system is trained by two di↵erent styles, it is able to
synthesise the desired stylistic motion while the user performs the trained input stylistic
motion. It should be noted that these results are based on visual assessment. Although,
additional cross validation techniques, such as computing the reconstruction error can
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Figure 4.7: The user performs a motion style (left). The system captures the motion style (middle),
and synthesise a regular motion (right).
also be used for retrieving quantitive results. Finally, the most interesting aspect of the
presented methodology is the ability of synthesising a new motion sequence while the user
performs a di↵erent motion style than those two used for the training process. Therefore, in
this case it should be mentioned the following. While the system is trained by two motion
styles, and the user performs a di↵erent style than those used for the training process, the
resulted motion keeps the stylistic variation that is required. Although, as it was observed,
depending on the training motion styles, as well as on the user’s performance, the new
synthesised motion can be characterise either as sharper or as blunt.
This is explained as follows. While the system is trained by two style behaviours the
characteristics of the target style are computed according to the characteristics of the
reference style. Hence, while the user performs a new motion that can be characterised
as sharper in movements i.e., a motion where the end-e↵ectors move faster and abruptly,
compared with the reference motion, it was observed that the new synthesised stylistic
motion is sharper than the target stylistic motion. Similarly, while the user performs a
motion style that can be characterised as blunt (i.e., a motion where the end-e↵ectors
move slower and less abruptly, compared with the reference motion, the new synthesised
motion), is observed being more blunt. Hence, based on these experiments it is possible to
conclude that the synthesised motion styles does not only depend on the reference motion
styles used during the motion correlation process, but it is also dependent to the user’s
performance.
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4.6 Discussion
In this chapter, a methodology for synthesising real-time style variation from input motions
was presented. The presented method uses a motion style transfer process that is designed
to work with real-time computation. A parameterised MAP estimation was implemented,
which is responsible for synthesising the desired motion of the performer based on the
stylistic parameters. Motions can be captured in real time for the desired stylistic sequence
while the user performs a normal motion. This can be quite beneficial in the film industry
where it is di cult to manage a large number of actors performing di↵erent stylistic
motions due to budget and production constraints. Moreover, assuming that the stylistic
content is captured in real time, it is possible to directly identify incorrectly captured
sequences.
A limitation of this method is its inability to generalise the motion correlation process
because every human performs the same action with a di↵erent motion style. Therefore,
every user requires a representation of the normal motion sequences, which must be closely
related to the existing stylistic motions contained in the database. In cases where simple
stylistic behaviours are desired, such as designing a sneaky walking motion by capturing
natural walking, it is possible to achieve the desired results, as shown for di↵erent users
in the real-time stylistic motion synthesis process.
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Chapter 5
Fingers Motion Synthesis
With the motion synthesis methodologies presented in the previous two chapters it is
possible to synthesise in a natural looking way the motion of a virtual character. However,
the synthesised motion sequences do not include details, such as the motion of the face
and the motion of the fingers. Thus, while capturing the whole body of a performer,
both the fingers and the face of the character are represented with static poses. The
required realism of motion sequences can be improved by assigning details to the virtual
character’s body, such as the motion of the character’s fingers Jo¨rg et al. (2010) Kendon
(2004) Samadani et al. (2011b). Therefore, two methodologies for estimating the motion of
a character’s fingers are presented in this chapter. The first method focuses on the ability
to estimate the motion of the character’s fingers based for o↵-line computation, while the
second methodology achieves estimation and synthesis of the motion of the character’s
fingers in real-time.
5.1 Introduction
Creating finger motions for a virtual character is a complex and time-consuming process
because the human hand is highly articulated and contains many degrees of freedom
(DOF). However, in recent years, many solutions for capturing human hand motions and
then retargeting this motion to any virtual character have been produced. As various
perceptual studies have shown in the past several years, hand details enhance the realism
of the generated motion Jo¨rg et al. (2010) Kendon (2004) Samadani et al. (2011b). A
simple example showing a character both with and without the finger posture is illustrated
in Figure 5.1. Thus, as it can easily be illustrated that key meaning may be lost when
finger motion is omitted.
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Figure 5.1: A character that does not include the finger postures changes the meaning of the pose.
A character without finger postures (left), and the same character with finger postures (right).
Gesturing and conversational characters can be found in various applications of vir-
tual reality, such as in telepresence, video games, and films Kalra et al. (1998). How-
ever, because obtaining the desired result when designing a character’s hand motion is
time-consuming or expensive, new techniques that allow the automatic assembly of finger
motions to a virtual character are necessary. Hence, methodologies that generate a char-
acter’s hand motion have been proposed in recent years. Although, as examined in on-line
motion reconstruction, and more specifically in computer puppetry techniques Sturman
(1998) Shin et al. (2001), methods that estimate the motion of the character by using as
minimal information as possible are always desirable.
In the presented solutions, it is first introduced a di↵erent way to segment the motion
data that is responsible for splitting the motion sequences into gesture and non-gesture
phases. In addition to the motion segmentation process, a distance metric that determines
whether the input segment consists of a gesture or on a non-gesture phase is introduced.
Based on the ability to classify the input motions as gestures or not gestures, the system
is responsible for searching directly within the gestures or the non-gesture collection of
motion data to retrieve the most appropriate motion. However, in having those two
di↵erent collections of data, the most appropriate method to estimate the required motion
is required. In this case, the system searches to find the most valid gesture type in cases
where the input segment belongs to a gesture phase. Thus, a novel distance metric that
computes the motion features of the input motion with those produced by analyzing the
existing motion data is introduced. Having, found the gesture type, the system now is
able to search through the collection of the recognised gesture type to which the gesture
belongs, to find the most valid motion. This is achieved by using a simplified distance
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metric. Although the input segment does not consist of the collection of key gestures,
the same distance metric is used for retrieval of the character’s most valid non-gesture
motion. A simple example of finger gestures that have been synthesised with the presented
methodology is illustrated in Figure 5.2.
Figure 5.2: Examples of finger gestures synthesised with the presented solution.
An extension of the aforementioned methodology for computing the motion of the
character’s fingers in real-time is presented. The presented methodology relies on the
analysis of small segments of existing motion data that contain the required motion of
the character’s fingers, and by computing global features that characterise each segment.
Having analysed those segments, the motion synthesis process relies upon the ability to
compute a simple distance function based on the computed features of human motion.
In this case two basic limitations present themselves. Firstly, since the motion syn-
thesis process is implemented to work with the Microsoft’s Kinect motion capture device,
it requires a set of motion features that will be used for the motion estimation process. It
should be noted that the Kinect motion capture device does not compute the orientation
of the performer’s wrist, making the motion estimation process quite di cult. The ori-
entation parameter can be quite beneficial in the gesture recognition process, as indicated
in various studies Yoon et al. (2001) Liu et al. (2004) Elmezain et al. (2008) Jo¨rg et al.
(2012a). Therefore, additional motion features are examined for estimating a valid motion
of the character’s fingers. Secondly, since the motion of the character’s fingers is split in
to small segments, the required meaning of a long motion sequence may not be clearly
understood. For that reason, a highly conditioned cost function is implemented. Thus,
the system is able to synthesise long motion sequences that retain the required meaning.
A simple example of the real-time motion synthesis process is shown in Figure 5.3.
To the best of our knowledge, the finger motion synthesis process has not yet been
solved in such a way. In addition, while the datasets that contain di↵erent finger gestures
will increase in the future, estimating the motion of the character’s fingers based on the
global feature analysis techniques could be quite useful as explained above. Moreover,
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Figure 5.3: The performer (left) is captured by the system, and the motion is mapped to a vir-
tual character (middle). In the presented methodology, the system computes the motion of the
character’s finger (right), which is displayed simultaneously with the character’s body.
in cases that require real-time implementation, such as in estimating the finger motion
during the motion capture process, the analysis of the motion data and the use of global
features to describe each gesture of the character can also be more e cient. Finally, it
should be mentioned that the main advantage of the generalization process of existing
motion data is that it makes it possible to minimize the error in estimating the correct
motion comparing with a previous solution Jo¨rg et al. (2012a).
5.2 O↵-Line Motion Synthesis
Various steps are involved in synthesising the most appropriate motions. More specifically,
in a pre-processing step, given the motion sequences that contain the required motions, it
is first necessary to use an e cient segmentation method, e.g., by separating the gesture
from the non-gesture phases of the character’s hand motions (Section 5.2.1). Then, when
the system has the motion segments, it must be able to search for the most appropriate
features (Section 5.2.2) of the motion. These include estimating whether the input motion
belongs to a gesture or to a non-gesture phase (Section 5.2.3). In this case, a feature-based
distance metric is used for this searching process. Having found the collection of motions
to which the input gesture belongs, the system must estimate the most probable gesture
type of the input motion (Section 5.2.3). In this case, when the input segment belongs to a
gesture motion, the system can estimate the gesture type by using an additional distance
metric based on the analysis of motion features. Having found the gesture type or that the
input segment consists of a non-gesture motion, the system extracts the most valid motion
of the character’s finger using a simpler distance metric (Section 5.2.3) than that proposed
by Jo¨rg et al. Jo¨rg et al. (2012a), for estimating the most relevant motion. Having found
the most valid motion for each input segment, the system synthesises the new motion of
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the character’s fingers. This is achieved by assigning the final motion synthesis process
to the standard motion graphs pipeline, which is responsible for synthesising the required
transitions, as proposed by Kovar et al. Kovar et al. (2002a). Figure 5.4 illustrates the
pipeline of the presented methodology.
Motion Data
Motion 
Database
Motion 
Phase 
Estimation
Non-
Gesture Gesture
Motion 
Estimation
Gesture 
Type 
Estimation
Final Motion
Input Motion
Figure 5.4: The pipeline of the presented methodology.
In this case, the following should be noted. While the gesture estimation process is
separated into sub-problems, the computational cost is minimised. More specifically, the
search process is simplified. The present methodology of searching for an input gesture
segment individually by using the reference data contained in the database, as proposed by
Jo¨rg et al. Jo¨rg et al. (2012a) i.e., searching for the motion valid segment by comparing
the input segment with each of the 64 motions (8 gesture types ⇥ 8 motions) is not
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used. Instead, in the presented methodology, the system compares an input segment
against two computations of motion features and one computation against the motion data
for the gesture phases. More specifically, the presented methodology first performs two
comparisons of the gesture and non-gesture phases, eight comparisons of the gesture types,
and eight comparisons of the motion segments. Therefore, the number of comparisons
in the search process is reduced to 18, which makes the presented approach e cient in
comparison to the previous solution.
5.2.1 Analysing and Segmenting Finger Gestures
In this case, it is required to separate each motion sequence into three phases: from the
preparation (the arm moves away from its rest position) to the pre-stroke hold, from the
pre-stroke hold to the post-stroke hold (the arm remains static), and from the post-stroke
hold to the retraction (the arm moves back to its rest position). This is achieved by
segmenting the motion data based on the maximum velocity of the wrist, instead of the
minimum velocity of the wrist, as used in Jo¨rg et al. (2012a) and Levine et al. (2009). It
should be noted that by segmenting the motion based on the maximum velocity, as it is
shown in the next section (seel also Figure 5.5) it is possible to obtain the motion where
the fingers start to move. Thus, it can be said that the time period between the maximum
velocities is the one that provides the start and the final point of a finger gesture. To
conclude in those phases the next steps evolved as presented in the following subsections.
Motion Analysis
Having synchronised the motion sequences to estimate the time period in which a gesture
begins to appear, by using the dynamic time warping function presented in Section 4.3.1,
it is necessary to compute the necessary features of motion that can provide this ability.
In this case, the calculation of the kinetic energy that the finger motions produce is
a possible solution. However, by assuming that the mass of the character’s hand is a
constant variable, it was considered to compute the angular velocity of each of the degrees
of freedom of the character’s fingers, according to:
V (t) =
1
N ⇥D
NX
n=1
DX
d=1
vn,d(t) (5.1)
where vn,d is the angular velocity of the d  th degree of freedom of the character’s hand
skeletal model for d = 1, ..., D, where in the 3D model that used D = 25. Moreover, n
denotes the n   th motion sequence that is used for the gesture type analysis process,
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Figure 5.5: The generalised representation of the angular velocity parameter of the character’s
fingers and wrist for each of the di↵erent gesture types that was examined.
where in our case n = 8, which is the actual number of motion sequences that belongs
at each gesture type, and t = 1, ..., T denotes the total number of frames of each motion
sequence. Finally, V (t) is the angular velocity calculated for each frame for each degree of
freedom of each motion that belongs to a gesture type of the character’s hand. Therefore,
for each of the motion sequences of a gesture type, the generalised representation of the
gesture’s motion is determined.
In the same manner as used previously to analyse the motion of the character’s wrist,
the velocity of each motion of a specified gesture is calculated. Then, for every motion of
the character that belongs to a specified gesture, the mean value of the velocity at each
time step for retrieving the generalised representation of the motion data is calculated.
The resulting graphs that illustrate the representation of the angular velocity parameter
for the motion of the character’s fingers and the velocity of the character’s wrist are shown
in Figure 5.5.
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Figure 5.6: An example of a graph that plots the velocity of the character’s wrist. The phases
are split according to the proposed method. Phases 1 and 3 are the preparation and the retraction
respectively, whereas phase 2 is the meaningful part of the gesture.
Motion Segmentation
The process of correlation of the motion of the finger and the motion of the wrist is
important. Since the input motion is segmented according to the wrist’s parameters,
this correlation is necessary for the system to e ciently synthesise the new motion, while
keeping the necessary temporal parameters. Therefore, undesired e↵ects such as incorrect
synchronisation should be eliminated.
In this case, in examining the graphs illustrated in Figure 5.5, one can assume that the
most valid way to segment the motion of the character’s fingers is while the character’s
wrist crosses its maximum velocity. This is because the character’s fingers begin to react
in order to perform a gesture during the period in which the wrist is located between
the pre-stroke hold and the stroke phase of a gesture. This in-between phase (phase 2,
see Figure 5.6) can be characterised by where the meaning of the gesture appears in the
first frame of the phase, and disappears in the last frame of the phase. Therefore, the
required meaningful phase of a motion segment is split e ciently by using the proposed
segmentation method that relies on the analysis of the motion capture data.
In this case, it should be noted that to automatically segment the motion data into
the desired phases, as inspired by Fod et al. Fod et al. (2002) creates segment boundaries
when a shift from fast motion to slow motion is detected. Therefore, for each frame of
motion data, it is computed z = kvwristk2, where vwrist denotes the square of the velocity
of the character’s wrist.
Therefore, by using the dataset provided by Jo¨rg et al. Jo¨rg et al. (2012a) that contains
64 motions (eight repetitions ⇥ eight gesture types) that can be found in Jo¨rg (2014), a
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total number of 197 segments is generated. More specifically, 59 of the 64 motions are
separated into three phases, while the remaining motions (five motions) are separated
into 4 phases, since the velocity slope is appeared twice. It should be mentioned that
the lengths of the segments does not influence negatively the motion synthesis process,
as in Jo¨rg et al. (2012a). The reason is that the motions with the short post-stroke hold
phases can be separated e ciently while the segmentation evolves during the maximum
values of the wrist’s velocity. Moreover, for the motions that were separated into four
phases, each segment that is between the maximum wrist velocities is considered to be a
gesture phase. Finally, it should be mentioned that, with this segmentation process, it is
possible to e↵ectively estimate whether the input segment consists of a gesture phase or a
non-gesture phase.
Evaluating Motion Segmentation
A motion segment should be e ciently synthesisable. This means that each pair of corres-
ponding motions should be able to transit smoothly during the motion synthesis process.
Thus, a segmentation process should be able to provide the ability to split the motion
data into parts that minimize the transition cost.
For that reason, the transition cost of every pair of segmented data based on the
proposed methodology, as well as on the methodology used, in Jo¨rg et al. (2012a) was
computed. This is the transition cost of each pair of motion sequences, such as from every
segment that belongs to phase 1 with any segment that belongs to phase 2, and from every
segment that belongs to phase 2 with any segment that belongs to phase 3. Additionally,
since each of the meaningful phases (phase 2) will appear after any other segment that
belongs to the same phase, an additional calculation is made to compute the transition
cost. Thus, it is computed the transition cost between the last frame, tlast, of an origin
segment A and the first frame, t1, of a target segment B by the following equation:
cT =
1
D
DX
d=1
(Ad(tlast) Bd(t1))2 (5.2)
where d = 1, ..., D is the total number of degrees of freedom of the character’s hand
skeleton. Having computed the transition cost function for each pair of phases, the mean
average of each pair of phases is then calculated. The results of this evaluation process
are summarised in Figure 5.7. The following should be noted when examining these
results. Firstly, the proposed segmentation method minimizes the transition cost between
two motion segments comparing to Jo¨rg et al. (2012a), where on average the transition
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Figure 5.7: The results obtained from the transition cost evaluation between the proposed segment-
ation method, and that used in Jo¨rg et al. (2012a).
cost has been reduced by 25% while the transition process evolves both from phase 1
to phase 2 and from phase 1 to phase 3. Moreover, the interesting results arise when
evaluating the gesture-to-gesture transition, such as while a motion segment from phase 2 is
required to transit to a motion segment that belongs to phase 2. In this case, the proposed
segmentation methodology achieves a much better transition since the transition cost
function is minimised by average of 33% Jo¨rg et al. (2012a). Therefore, it is assumed that
the proposed method ensures a smoother transition that will make the motion synthesis
process more natural looking. It should be noted that the average transition cost is
approximated by computing the cT both while using the presented segmentation and the
segmentation method used in Jo¨rg et al. (2012a).
5.2.2 Computing Motion Features
Various features provided by the character’s wrist can be computed. More specifically,
for each input segment si, it was considered the distance (the travelled distance) di, the
average orientation o¯i, the average velocity v¯i, the average angular velocity a¯vi, the average
acceleration a¯i, and the average angular acceleration a¯ai. It should be mentioned that a
variety of other features could be used, such as the high, the temporal and the spatial
extent, and also the curvature. The aforementioned motion features were computed as:
di =
1
n
nX
i=1
kpi   p1k (5.3)
o¯i =
1
n
nX
i=1
koik (5.4)
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v¯i =
1
n
nX
i=1
kvik (5.5)
a¯vi =
1
n
nX
i=1
kavik (5.6)
a¯i =
1
n
nX
i=1
kaik (5.7)
a¯ai =
1
n
nX
i=1
kaaik (5.8)
where pi, oi, vi, avi, ai, and aai denote the position, orientation, velocity, angular velo-
city, acceleration, and angular acceleration of the character’s wrist at the i   th frame
of the motion segment. Having computed these features each of the motion segments si
is represented as si = {di, o¯i, v¯i, a¯vi, a¯i, a¯ai}. Having collected these features, one must
find those features that are necessary to distinguish a gesture from a non-gesture phase
of the input motion segment, as well as those features that can be used to estimate the
most valid gesture of the character. Both of these methods are presented in the following
subsections.
5.2.3 Finger Motion Estimation
This subsection describes the finger motion estimation process. More specifically, it is
first presented the separation process of the motion segments into gesture and non-gesture
phases. Then, it is shown the searching process through the gesture phases to find the
most appropriate gesture type. Finally, it is presented a simplified distance metric for
estimating the most probable motion.
Gesture Phase Estimation
The computation that shows whether the input segment consists of a gesture phase is one of
the most important parts of the presented solution because an incorrect estimate directly
a↵ects the selection of the most appropriate motion. Therefore, careful consideration
is required. As mentioned earlier, the majority of the motion sequence is segmented into
three phases, with two of those phases marked as non-gesture phases, and the middle phase
marked as a gesture phase. In this case, by plotting various features against each standard
deviation, as well as by evaluating each gesture contained in the database, it is possible to
separate the gesture with the non-gesture phases, either by using the wrist’s orientation
or the wrist’s position. More specifically, motion segments that belong to attention, big,
small, turn, and wipe, can be recognised by the position of the character’s wrist. Motion
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segments that belong to the doubt shrug, and ok gesture can be recognised by the wrist’s
average orientation. The plots that distinguish the gesture from the non-gesture phases
that are used for this process are illustrated in Figure 5.8.
The process that distinguishes the gesture and the non-gesture segments can be easily
computed. In this case, given an input segment si for distinguishing the gesture from the
non-gesture phases, the following condition is imposed:
si =
8><>:gesture if g
d
g  gdng || grg  grng
non  gesture otherwise
(5.9)
where gdg , and g
d
ng represent distance between the distance features of the gesture and non-
gesture phases respectively, and grg , and g
r
ng represent the distance between the orientation
feature of the gesture and the non-gesture phases respectively. Thus, it is required to
be computed the distance of the examined features gD, and gO by use of the following
equations:
gD =
(d¯i   D¯)
 2D
(5.10)
gO =
(o¯i   O¯)
 2O
(5.11)
where d¯i represents the distance of the wrist and o¯i represents the average orientation
of the wrist, both of those being computed from the input motion segment. Moreover,
D¯ represents the mean value of the distance, and O¯ represents the mean value of the
orientation, where both of those are provided by the motion capture data contained in
the database. Additionally,  O, and  D represent the standard deviations computed from
the registered reference orientations and distance respectively provided by the character’s
wrist. Finally, it should be noted that both gD and gO are computed for both the gesture
and non-gesture phases of D¯ and O¯.
Gesture Type Estimation
While knowing in advance that the input segmented motion belongs to a gesture phase,
it is now required a method to estimate the gesture type. In this case, it was not con-
sidered directly estimating the most probable motion because the presented methodology
addresses the need to analyse the global features that are provided by analyzing the exist-
ing motion data. Therefore, it was assumed that it would be helpful to first recognize the
type of gesture and then to estimate the most probable motion. Hence, not only can the
system estimate the most valid gesture type, but also it can retrieve the motion segments
that best match the input motion.
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Figure 5.8: The resulting plot based on the character’s wrist average orientation (upper) and dis-
tance (lower) against its standard deviations.
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Next, based on the features that can be computed from the character’s wrist, the sys-
tem estimates the most probable gesture type based on the distance between the features
that are produced from the input motion and the mean value of each reference gesture
type’s features. In this case, each feature of the reference motion data is plotted (Figure
5.9), such as being able to understand how each feature of each gesture type is distributed.
As can be concluded from those plots, there is a possible distinction between each feature
of each gesture type, although there are intersection areas that depend on the features. In
this case, it was assumed that, if the largest number of motion features is used, the most
accurate estimation of the gesture type can be computed. This assumption is confirmed
in an evaluation process. Therefore, to estimate the most appropriate gesture type, a
distance function that accounts for each of the examined features was designed.
More specifically, each input gesture segment si is assigned all of those features that
are mentioned in Section 5.2.4. Therefore, the input segmented motion is represented
as si = {di, o¯i, v¯i, a¯vi, a¯i, a¯ai}. Thus, estimating the most probable gesture type gT is
computed as follows:
gT =
(di   D¯)2
 2D
+
(o¯i   O¯)2
 2O
+
(v¯i   V¯ )2
 2V
+
(a¯vi   A¯V )2
 2AV
+
(a¯i   A¯)2
 2A
+
(a¯ai   A¯A)2
 2AA
(5.12)
where D¯, O¯, V¯ , A¯V , A¯, and ¯(AA denote the mean values of distance, orientation, velocity,
angular velocity, acceleration, and angular acceleration, respectively, which are provided
by the reference motions. Moreover,  2D,  
2
O,  
2
V ,  
2
AV ,  
2
A, and  
2
AA represent the standard
deviations computed from the reference registered motion features provided by the char-
acter’s wrist distance, orientation, velocity, angular velocity, acceleration, and angular
acceleration, respectively. Therefore, based on Equation 5.12, the most probable gesture
type is that for which the value of gT is at a minimum. Finally, it should be mentioned that
such a method can be solved by assigning the most appropriate values to a decision tree.
However, it was chosen to compute the gesture type of the input motion based on a more
generalised method, as it is provided by the distance metric, instead of using bounding
limits for each motion feature, resulting in a highly constrained searching process.
Motion Estimation
Having found that the input motion belongs to either a gesture or a non-gesture phase, a
method is required to estimate the motion that best matches the input motion. This is
achieved by assigning the exact motion estimation process to a distance metric. After the
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Figure 5.9: The resulting plot based on the character’s wrist average orientation (upper) and dis-
tance (lower) against its standard deviations.
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most probable gesture type is estimated, it is not necessary to search again through the
motion collection of the estimated gestures. This is especially true for the gesture phases.
Therefore, by assigning any one of those gestures to the input motion, it is marked as a
correct decision. However, the most probable motion that is expected to fulfil at least
the closest spatial parameters of the input motion must be estimated. Thus, the ability
to assign the final decision of the motion estimation to an additional search step is very
helpful because it not only ensures the meaning of the synthesised motion, but also ensures
the naturalness that is required of the synthesised motion.
For that reason, it is presented a simplified distance metric (compared to that of Jo¨rg
et al. Jo¨rg et al. (2012a)) because it does not account for any additional weights on
the input parameters. More specifically, it must have a method to estimate the reference
motion segment SD that is contained in a database and that best matches the input motion
segment SI . Therefore, the following equation is used:
DM =
1
N
NX
t=1
(RI(t) RD(t))2 (5.13)
where RI(t) and RD(t) denote the orientation of the input motion and each of the motions
that are contained in the database at the t   th frame for t = 1, ..., N . For the compu-
tational process of the distance metric, a dynamic time warping function is used, such as
each of the RD reference motions, in order to have the same length as the input motion
RI . Moreover, this distance metric is used to search for the non-gesture segments. Finally,
it should be noted that no additional computation was implemented in the presented solu-
tion, such as a transition cost function. This is since, it was assumed that the motion that
best match to the reference one, is the most valid motion that should be synthesised.
5.2.4 Evaluations and Results
In this section, it is presented the results of the evaluation performed during each step of the
motion estimation process as it was presented in the previous subsections. It is evaluated
almost every step of the presented motion estimation process. Starting from the ability
of recognizing whether the input segment belongs in a gesture or a non-gesture phase, as
presented in Section 5.2.3, it is evaluated the accuracy of the presented methodology by
using the methodology that is described.
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Evaluating the Motion Phase Estimation
Given an input segment in a first step, the system is responsible for estimating whether the
input segment consists of a gesture or a non-gesture phase of motion. Therefore, by using
the average orientation and distance of the character’s wrist, it is possible to estimate the
phase in which the gesture belongs. As mentioned earlier, an incorrect computation of
the motion phase directly a↵ects the motion estimation process. For example, consider
an input segment that belongs to a gesture phase and assume that the system recognizes
this gesture as a non-gesture phase. In that case, the system will search directly for a
non-gesture motion to assemble for the character’s hand.
In this case, to evaluate the accuracy of the motion phase estimation, the leave-one-
out cross validation methodology was conducted. More specifically, by leaving out one of
the segments (a segment that consists of either a gesture or a non-gesture phase), it was
computed if the system identifies correctly the input motion segment. The same procedure
was repeated for each of the segments (197 segments) that are contained in the database.
In addition, it should be noted that for every iteration, the new values that describe the
standard deviations of the motion features used were calculated. The results obtained
from this evaluation process are presented in Figure 5.10. They are quite promising. The
presented method can estimate correctly the gesture phase with accuracy of approximately
98%.
To evaluate how accurate such a method can be, very similar results were obtained
when evaluating the motion phase estimation and when using the 8 gesture types for the
training process with motion segments from the other datasets (directions, debates, and
conversations databases) that can be found in Jo¨rg (2014). While the gesture database is
used for the training process, the estimation of the correct gestures in the gesture dataset
is approximately 93% in the directions dataset, 96% in the debate dataset and 95% in
the conversation dataset. This results approximated by assigning each segment to the
searching function (see Equation 5.9), which is responsible for distinguishing the gesture
with the non-gesture phases. After comparing the di↵erence between the gestures dataset
and any of the other datasets, it can be stated that these di↵erences result from the
inability of the existing motion data, which is used for the distinction between the gesture
and non-gesture phases, to describe the large variety of motions that can be produced by
the character. However, because the results are quite high, it is clear that the method
works well. It should be noted that a greater amount of data may increase the gesture
phase estimation process.
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Figure 5.10: The results obtained from the motion phase estimation process when using di↵erent
datasets.
Evaluating the Gesture Type Estimation
If one is given an input segment that belongs to a gesture phase, the system is responsible
for estimating first the type of gesture rather than the most probable motion, as in Jo¨rg et
al. Jo¨rg et al. (2012a), and then estimating the most appropriate motion. This is achieved
by assigning the computed global features that describe each gesture of the character in a
distance metric. Therefore, in this case, it is required the ability to evaluate the accuracy
of the system and to estimate the correct gesture type. As in the previous evaluation
process, it was considered the leave-one-out cross validation methodology. However, for
cases that require a method to understand how each of the features reacts during the
motion estimation process, an evaluation that computes the approximate correct motion
is presented in Figure 5.11. Moreover, to understand how the addition of each feature
in Equation 5.12 influences the motion estimation process, in Figure 5.12, presents the
correctly estimated gestures when an additional feature is used.
To evaluate the complete methodology as presented in the previous sections, given a
gesture segment, the system was trained without accounting for the features of the input
segment, and the gesture type to which the input segment belonged was then computed.
The class confusion matrix (Figure 5.13) represents the results that were obtained from
the evaluation process. Based on those results, the following can be stated. First, the
presented methodology is responsible for correctly estimating more of the relative finger
gestures compared with the solution proposed by Jo¨rg et al. Jo¨rg et al. (2012a) that
achieved to estimate on average 80% correctly each gesture. The presented methodology
achieves an overall 90% correctness on the gestures, which is a significant improvement.
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Figure 5.11: The correct estimation of the motion segments when using each of the examined
features independently.
Figure 5.12: The influence of the motion estimation process when a new feature is added to Equa-
tion 5.12. D, O, V , AV , A, and AA denote the distance, orientation, velocity, angular velocity,
acceleration, and angular acceleration motion features, respectively.
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Figure 5.13: The class confusion matrix shows the percentage of gestures that are estimated using
the presented hybrid finger motion estimation process.
Figure 5.14: Given a reference motion (upper row), the system estimates and synthesises the most
appropriate gesture of the character’s finger (lower row).
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Example synthesised postures of the character based on the presented methodology are
illustrated in Figure 5.14.
5.3 Real-Time Finger Motion Synthesis
The previously presented o↵-line methodology is able to provide the required results for
synthesising the motion of the characters fingers. Although, there are applications related
to virtual reality that may require a real-time estimation of the character’s fingers motion.
Specifically, during the runtime of the application the system should be able to compute
the necessary features of the input motion provided by the motion capture device. Based
on the computed features, by using a motion feature distance function the most probable
motions are retrieved. In this case, in order to avoid any discontinuities, as well as in
order to retain the required meaning of the finger gesture, a transition cost function is
implemented. Finally, having estimated the most probable motion, a transition process as
it is proposed from the standard motion graphs methodology Kovar et al. (2002a) is im-
plemented. The aforementioned steps that enclose the complete pipeline of the presented
methodology are illustrated in Figure 5.15. The main di↵erence of the pipeline presented
below with the one presented in Figure 5.4 is its ability to estimate each motion segment
by comparing one by one the motion features of the input and reference motion, instead
of searching through a general representation of similar motion segments.
5.3.1 Motion Segmentation
By splitting the motion in long segments as in the previous o↵-line computation long delay
between the input motion segment and the output synthesised motion will appear. Thus,
to reduce this delay the presented methodology segments the motion into smaller sections.
In this case, the followings conditions should be taken into account. Each pair of motion
segments should be able to be blended e ciently without any discontinuity appearing.
Additionally, the motion segments must be small enough in length, such as avoiding any
long undesired delay during the runtime of the application. For these reasons, it was
chosen to split the motion data in an equal length of segments that is 10 frames (0.33
seconds). The optimality of the length of the segment is ensured since a perceptual study
Heron et al. (1974) indicated that such a delay could be a↵ordable in visual presence.
Therefore, while segmenting the motion data in small parts, both of the aforementioned
conditions can be fulfilled. To conclude, for each dataset used, obtained from Jo¨rg (2014),
the resulted number of segments are shown in Table 5.1.
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Figure 5.15: The pipeline of the presented real-time methodology. It consists on both o↵-line
computations that segment and store the data in a database and the motion data and on-line
computations for estimating and synthesising the motion of a character.
Dataset Conversations Debates Directions Gesture
Segments 1976 1864 1623 651
Table 5.1: The number of motion segments of each dataset that used.
5.3.2 Computing Motion Features
Based on previous methodologies that are related to gesture recognition, the gesture of
the human can be estimated by the parameters provided by its wrist motion Yoon et al.
(2001) Liu et al. (2004) Elmezain et al. (2008). Additionally, as shown by Jo¨rg et al. Jo¨rg
et al. (2012a) the position and the orientation of the character’s wrist enables estimation of
high quality finger gestures. Although, in this case it is required a methodology that will
be able to synthesise the desired motion of the character’s fingers by using a commercial
low-cost motion capture device such as the Microsoft’s Kinect. The inability of computing
the orientation of the performer’s wrist gave the chance to search for various other motion
features that could be used.
In general, the human’s hand motion is able to provide various features. Among
others, the most important is the temporal and the spatial extend, where both of these
101
can be computed for the character’s wrist position and orientation, the velocity and the
angular velocity, the acceleration and the angular acceleration, the curvature, and the
height. Although, since any related feature to the character’s wrist orientation cannot be
computed from the motion capture device, it was considered to be computed the spatial
extent D¯, the velocity V¯ , the acceleration A¯, the curvature C¯, and the height H¯ provided
by the character’s wrist. Therefore, for each of the segmented motion sequences it was
considered to be computed the following equations:
D¯ = log
1
n
nX
i=1
kpi   p1k (5.14)
V¯i = log
1
n
nX
i=1
kvik (5.15)
A¯i = log
1
n
nX
i=1
kaik (5.16)
C¯i = log
1
n
nX
i=1
kvi ⇥ aik (5.17)
H¯i = log
1
n
nX
i=1
khik (5.18)
where pi, vi, ai, and hi denote the position, velocity, acceleration, and the heigh of the
character’s wrist’s at the i   th frame of the motion segment. Having computed these
features each of the motion segments si is represented as si = {D¯i, V¯i, A¯i, C¯i, H¯i}. It
should be noted that each of the motion features is calculated according to the root
position, velocity, acceleration and height.
5.3.3 Finger Motion Estimation
In the following two subsections it is firstly described the distance function that is used
for estimating the most probable motion segments. Secondly, the ability to restrict the
searching process by using a transition cost function is presented. The cost function is
quite beneficial in the presented solution. It is achieves the required continuity between
origin and a target motion segments, as well as the required meaning of the synthesised
motion.
Distance Function
For retrieving a motion segment that is as close as possible to the features computed by
the user’s wrist, a distance function is required that should be able to estimate the most
probable motions. Although, since a one to one mapping of the frames between the input
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and the reference data, as it proposed by Jo¨rg et al. Jo¨rg et al. (2012a), occurs at a
high computation cost, the motion estimation process is assigned to the features of the
motion. Based on those features, it is now required to compute a distance function that
will sort the motion segments according to cost. Therefore, the distance function that is
implemented computes the following:
DF = (D   D¯i)2 + (V   V¯i)2 + (A  A¯i)2 + (C   C¯i)2 + (H   H¯i)2 (5.19)
whereD, V , A, C, andH is the spatial extent, the velocity, the acceleration, the curvature,
and the height motion features of the input motion segment respectively. Based on this
distance function, the system is able to rank the motion segments contained in the data-
base. In this case, by assuming that the motion segment that has the lower cost is the most
probable for the motion synthesis process, undesired e↵ects such as jerkiness may appear
during the transition process. This is since, the transition process may not be completed
due to the length of the segments. Moreover, this assumption cannot be marked as correct
since even if the motion features of the estimated motion fulfils as close as possible the
motion features of the input motion segment, it is ensures neither the continuity between
the origin and the target motion, nor the required meaning where the synthesised motion
should have. For that reason, an additional computational step is required for retrieving
the most probable motion, as it is presented below.
Transition Cost
Each motion segment contains a small representation of a gesture, making it di cult to
calculate a long motion trajectory that retains the required meaning of the motion. In
order to overcome this inability, a highly conditioned cost function is implemented. With
the presented cost function the system estimates a motion that is as close as possible to
the original motion. Therefore, achieving the required continuity between the last frame
A to the first frame B of the origin and the target motion respectively. Thus, the following
transition cost function is implemented:
cT =
1
m
⇣ mX
i=1
(PA(i)  PB(i))2 +
mX
i=1
(RA(i) RB(i))2 +
mX
i=1
(VA(i)  VB(i))2
+
mX
i=1
(AAA(i) AAB(i))2)
⌘ (5.20)
where PA(i) and PB(i) are the positions of the i   th degree of freedom of the finger
joints in frame A and frame B, respectively, RA(i), and RB(i) are the corresponding
orientation, VA(i) and VB(i) are the corresponding velocities, and, AAA(i) and AAB(i)
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are the corresponding angular velocities. Finally, m denotes the total degrees of freedom
of the character’s hand skeletal model that used, which is m = 25.
In this case, the most valid motion should be selected. Although, assigning a cost
function at every motion segment, a high computational cost is incurred. For that reason,
it was chosen to compute the cost function for the first twenty motion segments, for com-
putational reasons, as those result from the motion features distance function. Therefore,
the motion where the cT is minimum is selected as the one that best matches the user’s
input.
5.3.4 Implementation
The presented methodology was implemented on an Intel i7 at 2.2 GHz with 8 GB memory.
For the motion capture process the Microsoft’s Kinect motion capture device Microsoft
(2014) was used. During the runtime of the application the user perform actions related
to the motions segments contained in the database. In this case, for achieving a real-time
implementation a bu↵er-based methodology, which is responsible for storing the input
poses of the performer was implemented. Specifically, since the length of each motion
segment is 10 frames, which results after the segmentation process, an equal length bu↵er
is implemented to store the input data. The input data is the positions and orientation
of each joint of the character’s upper-body for the last 10 frames. In order to avoid any
discontinuity as well as in order to avoid any wrong synchronisation of the synthesised
motion of the character, the motion of the user is displayed simultaneously with the
computed motion of the character’s fingers.
More specifically, while using this bu↵er-based approach the following should be men-
tioned. The motion estimation process starts while the bu↵er is filled with every ten new
frames. Having computed the most probable motion of the character’s fingers, this motion
is assembled to the corresponding full-body motion of the character that is retrieved from
the motion capture device. Thus, during the runtime of the application at each time step
the first frame that stores the motion of the performers is displayed simultaneously with
the first frame of the motion of the fingers. This procedure works iteratively until the
user request to quit the application. A simple explanation of the methodology is shown
in Figure 5.16. It should be noted that this bu↵er-based methodology produces an arti-
ficial delay since the resulted motion is displayed when the bu↵er is filled with ten new
frames of data. Based on the results provided by a perceptual study conducted by Gulliver
and Ghinea (2007), it was assumed that this delay does not a↵ect the perception of the
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Figure 5.16: A simple representation of the bu↵ering process of the captured motion data.
Figure 5.17: Example poses of the character’s fingers with its associated body posture, synthesised
with the presented solution while using the gesture (left), conversation (middle), and direction
(right) dataset.
observers, since it is achieved the motion of the fingers to be displayed simultaneously
and synchronously with the full-body motion of the character. Finally, since a smooth
transition is required between every pair of corresponding motion sequences, the transition
process, as it is described by the standard motion graphs methodology, which is proposed
by Kovar et al. Kovar et al. (2002a) is implemented. Example postures synthesised with
the presented methodology are illustrated in Figure 5.17.
In such a case, another possible solution could be developed. For example, for estim-
ating the motion of the fingers in real-time a windowing function could provide the ability
of removing the artificial delay produced by the proposed bu↵ering process. However,
disadvantages may appear. Firstly, while dealing with the analysed representation of the
motion features the system is unable to ensure the continuity of a gesture. This can be
omitted while dealing with the trajectories of the gesture. However, the disadvantage of
such implementation is the high computational cost that will be required by the system
to estimate and synthesise the motion of a character.
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5.3.5 Evaluations and Results
In this section, the results obtained from the evaluation process of the presented methodo-
logy are presented. More specifically, the ability to synthesise the motion of the character’s
fingers by using the gesture dataset (8 gesture types ⇥ 8 repetitions), which can be found
in Jo¨rg (2014). For the evaluation process, firstly it was examined the ability of correctly
estimating the motion of the character’s fingers by using each of the motion features used
separately. Moreover, in order to show the e ciency of the cost function that was used in
the presented methodology, the results obtained while the cost function is constrained for
the motion estimation process are presented.
In this case, the leave-one-out cross validation methodology was used. More specifically,
for each of the gestures contained in the database, by leaving out one of those, and then it
was computed the correct estimation of the gesture type. This evaluation iterated for each
one of the 64 motion sequences contained in the dataset. Finally, it should be noted that
during the evaluation process each gesture was performed in a controlled and systematic
way, starting and ending in a rest pose with the arms hanging related at the side of the
body. Each input reference motion was segmented in short segments equal to 10 frames
as it was presented in Section 5.3.1. The evaluation steps are presented in the following
subsections.
Motion Features Evaluation
Using motion features to represent short segments of motion is a key issue in the presented
methodology. Therefore, an evaluation that indicates how each of the examined features
enhances the motion estimation process was conducted. More specifically, in order to
understand the e ciency of each of the motion features that were used, each one of those
were evaluated separately. The results of this evaluation process are presented in Figure
5.18. By observing the results the following can be determined. Firstly, each of the features
when it is used on its own provides a low estimation rate. It is assumed that this low rate
depends on the inability of each feature to describe in an e cient way each one of the
motion segments. Thus, while the motion segments consists on a small number of frames,
intersection or quite close values may appear. Therefore, for a better estimation of each
motion segment, it would be quite beneficial to examine the ability of combining di↵erent
motion features.
In a second evaluation step, it was considered the ability of evaluating the accuracy
of the presented methodology by adding a new feature every time. The results obtained
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Figure 5.18: Percentage of correctly estimated finger gestures by using each of the features separ-
ately. D, V, A, C, H denote the spatial extent, the velocity, the acceleration, the curvature, and
the height respectively.
Figure 5.19: Percentage of correctly estimated finger gestures while any of the features is added to
the motion estimation process. D, V, A, C, H denote the spatial extent, the velocity, the accelera-
tion, the curvature, and the height respectively.
from this evaluation process are shown in Figure 5.19. Our initial assumption was that
the more motion features are used the more accurate estimation can be performed by the
system. This assumption is supported by this evaluation. While a new feature is added,
the finger motion estimation rate grows, resulting in a highest value of 74%, while all
the examined motion features are used. It should be noted that even if the order where
the motion features are added changes, this increment is still appears. The presented
methodology achieves results quite close to those provided from the methodology of Jo¨rg
et al. Jo¨rg et al. (2012a), where as mentioned achieves to estimate on average 80% correct
each gesture. Although, considering that the presented methodology is able to provide
those results in real-time, it can be said that it is a significant improvement over the
previous solutions.
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Figure 5.20: Percentage of correctly estimated finger gestures while each one of the features used
in the cost function. P , R, V , and AA represent the position, orientation, velocity, and angular
acceleration constraints respectively.
Figure 5.21: Percentage of correctly estimated finger gestures while a new feature is added in
the cost function. P , R, V , and AA represent the position, orientation, velocity, and angular
acceleration constraints respectively.
Cost Function Evaluation
Continuing the evaluation process of the presented methodology, it could be quite bene-
ficial to indicate the need to use a cost function (see Equation 5.20) during the motion
estimation process. In this case, firstly the estimation rate for each of the features was ex-
amined separately (see Figure 5.20), as well as when any of the motion features is added to
the cost function (see Figure 5.21). By observing the results, it should be noted that any of
the features in the presented cost function a↵ect di↵erently the estimation rate. Although,
as it was assumed previously, the more motion features are used, the more accurate an
estimation can be. Therefore, as the results shown by assigning a highly conditional cost
function allows the system to estimate in a better way the most probable motion of the
character. Finally, it should be noted that an additional advantage of the presented cost
function is the ability to ensure the continuity of a gesture. Thus, the system is able to
synthesise meaningful phases of finger gestures.
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Figure 5.22: The confusion matrix that shows the percentage of correct estimation of each gesture
type, as it is resulted by the presented methodology.
Evaluating Gesture Estimation
By examining each of the gestures that were used in the evaluation process, a confusion
matrix was generated. Figure 5.22 shown the correct estimation of each gesture type that
results from the presented solution. In observing these results it should be noted that
in comparison with the methodology presented by Jo¨rg et al. Jo¨rg et al. (2012a), the
generalisation process that is used for representing the motion segments provides a quite
close distribution of the results. Therefore, it is di cult to say that such a generalisation
process is able to describe e ciently a specific gesture type. On the other hand, while
the results that are obtained for each gesture type are quite close, the following can be
assumed. While using more motion features, to describe each of the motion segments, the
results may increase equally, providing a higher estimation rate.
5.4 Discussion
In this chapter, two di↵erent methodologies for estimating the motion of the character’s fin-
ger were presented. In the first methodology, the motion estimation process was achieved
by analysing di↵erent finger gestures, and by assigning the motion estimation process to
a hybrid estimation method. This hybrid method, instead of searching one by one the
motion segments searches firstly for the generalised representation of each gesture type,
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and then searches for the most appropriate motion. Therefore, the advantage of such a
solution is firstly the decrease of the computation cost that is required, and secondly the
increment of the correct estimation rate as demonstrated in Section 5.2.4.
Additionally, by using motion features to describe each motion segment it was possible
to compute in real-time the motion of the character’s fingers, during the performance
capture process. However, a basic limitation that appeared during the developing process
is the required continuity for achieving the desired meaning of a finger gesture. Thus, by
designing a highly constrained cost function it was possible to synthesise finger motion
sequences that keeps the required meaning. It should be noted that the estimation rate,
compared with the o↵-line methodology is lower, although, since the method achieves this
in real-time it can be said that it is a clear improvement over existing solutions.
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Chapter 6
Conclusions and Future Work
Animating virtual characters is a challenging research area. This is since, depending on
the methodology that is used for synthesising the motion of a character i.e., kinematics,
data-driven, physics (see Section 2), the required level of realism may not appear in the
final synthesised motion. For the data-driven techniques, methodologies for handling,
estimating or retrieving, and finally synthesising the motion data that keeps the required
realism are required.
In this thesis three di↵erent methodologies for character animation were presented.
These methodologies are incorporated in a character animation framework that is re-
sponsible for enhancing the naturalness of the final synthesised motion. Specifically, the
enhancement of the realism of a new synthesised motion is achieved incrementally by the
use of each of the presented motion synthesis techniques.
Firstly, by incorporating measurements from real human locomotion, a novel meth-
odology that synthesises in a human-like way the motion of the virtual character was
presented. Specifically, in this methodology the transition process where real humans per-
form while they transform from a locomotion behaviour to any other was measured. Then,
by assigning this action transition process to transition graphs, as well as by assigning the
di↵erent locomotion actions of the character to footprint patterns the system achieves the
synthesis of the required motion.
However, because the generated animation is based only on the ability to extract the
most suitable motions from a collection in a database, the results always depend on these
motions. Therefore, in the future, implementation techniques related to kinematics and
biomechanics could be used to enrich the number of generated motions. In addition,
the generated motion is based on motion capture data and it is assumed to be physic-
ally correct. Another key issue that should be investigated in a future implementation is
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the ability to examine dynamics or generate a motion model in which physics-based con-
straints, such as balancing and energy minimization are considered. Finally, the current
implementation is responsible for synthesising the motion of the character by interpreting
the information retrieved from the footprint patters to produce a limited number of syn-
thesised motions and ideally this number of motions could be increased. A simple example
over those already covered is the ability of generating running action with short strides and
walking actions with long strides. In general, this can easily be implemented by assigning
the desired action of the character at every footprint. Although, the application will lose
its initial advantage, which is the automatical generating of the desired locomotion by
recognising each particular action based on the footprints. It should be stated that the
possibility of automatically generating actions for multiple motions could be a further area
of research.
In the second motion synthesis techniques, it was examined the ability of synthesising
style variations of an input motion during the performance capture process. The synthesis
of the required style content during the runtime of the application can be quite beneficial
in film production and other visual e↵ects scenarios. This is since, instead of capturing
repeating motion sequences that contain the required style content, it is possible to re-
trieve the style content from a motion sequence and then to apply this style content to
a di↵erent motion. In the presented methodology this is achieved by developing a simple
correlation between two di↵erent behaviours, which then is used as a parameter to a MAP
framework. Generally, the advantage of such a methodology is the elimination of the post
processing that is required for synthesising the required style. The results obtained from
such a methodology shown that the presented approach provides natural-looking results.
Although it was not possible to adjust the stylistic content during the runtime. Another
limitation of the presented method is the inability to handle timing variations for each
stylistic motion. Therefore, the user must mimic the timing variations to synthesise a
natural looking representation of the style component. This problem can potentially be
overcome by synthesising a motion model that, in conjunction with the stylistic motion
synthesis process, will maintain the timing variations for each individual motion. The user
will thus not be responsible for timing a specified style. Rather, the system will automat-
ically adjust the timing variations. Therefore, future plans employ the ability to design
a high-quality stylistic motion mixer between di↵erent stylistic behaviours that can pro-
duce a virtual character. Thus, a user can adjust the stylistic content of the performer in
real-time to perform synthesis on-the-fly for di↵erent stylistic behaviours. It is postulated
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that such a motion synthesis process would have significant application in the film and
animation industries because the style content of the motion could be adjusted during the
capturing process, thereby providing the ability to produce the desired stylistic behaviour
for the character without repeatedly capturing the same motion sequence.
The final motion synthesis techniques that were presented are based upon the ability
of synthesising the motion of the character’s fingers. As have been stated in perceptual
studies, such as Hoyet et al. (2012) Jo¨rg et al. (2010) Jo¨rg et al. (2012b), the realism and
the meaning of a motion sequence can be increased when details, such as the motion of
the character’s fingers, are added to the final synthesised motion. The advantages of such
a methodology is based upon the ability to assign the motion searching process to motion
features instead of comparing long trajectories. Therefore, a reduction of the computation
time was achieved.
Such a motion searching process can be quite beneficial in cases that require a real-time
finger motion estimation and synthesis process. As presented, the real-time implement-
ation is achieved by firstly segmenting the motion data in short length segments and by
implementing a bu↵ering step of the input motion data. Specifically, the input motion is
stored in a bu↵er, and the system searches to find the most close motion segment while the
bu↵er is filled with the new frames. During the synthesis process, a basic limitation of the
system was its ability to synthesise the required continuity, as well as to synthesise in an
e↵ectively the meaningful phases of the finger gestures. This problem was overcome by de-
veloping a highly constrained cost function that was responsible for retrieving the motion
segment that minimises the transition cost between the displayed (origin) and the next
(target) segment. Thus, the system was able to synthesise the required motion, although,
having a delay equal to the bu↵er’s size. Considering that there are various applications
related to virtual reality, such as the telepresence, that require highly detailed animated
characters, it would be quite beneficial to extend the proposed solution by developing a
motion estimation methodology by using techniques related to hidden Markov models,
which have been extensively used in speech and gesture recognition.
The motion estimation process is always dependent on the features that are used.
Therefore, in future work it could be quite interesting to collect and evaluate a variety
of features that can be computed from the existing motion data. It is assumed that for
achieving highly accurate results an understanding of how each feature reacts during the
estimation process is required. Additionally, since a single feature is not able to estimate
directly the most valid motion, it is assumed that an evaluation of di↵erent combinations of
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the motion features may provide quite useful results. Therefore, trying to find an optimal
feature set, the aforementioned evaluation is likely to be e↵ective.
To conclude, motion synthesis techniques vary as the requirements for animating a
virtual character vary. Di↵erent methodologies for animating virtual characters are al-
ways required for improving not only the naturalness of the synthesised motion but also
for eliminating the post processing and for decreasing the computational time. Thus, this
research makes several key contributions to the realism of synthesised characters and sug-
gests various other character animation methodologies that have scope for re-examination.
These methods should be able to provide novel ways where the motion data is handled,
parameterised and synthesised. Moreover, these methods should be able to synthesise the
desired motions in real-time. The real-time implementation being key in the entertain-
ment industry where it will provide the ability to increase the realism of the animated
character, and result in enhanced immersion of the user. Therefore, it is not only desired
to produce animated characters that act as humans, but also animated characters that
act as humans in real-time. The contributions of the presented research are summarised
below:
• A methodology for synthesising the locomotion of a virtual character based on pre-
defined footprints. For the motion synthesis process the footprint patterns are re-
sponsible for providing the necessary parameters for synthesising the required loco-
motion behaviour of the character. Moreover, a behaviour-to-behaviour transition
process ensures more natural representation of the character’s motion.
• A methodology for animating virtual characters with style variations during the
motion capture process. The method takes the benefit of building a correlation
between existing motion styles. Thus, the system is responsible for animating the
virtual character while it keeps the desired stylistic content.
• A novel hybrid searching methodology for the finger motion estimation process. This
method is based on searching the most similar motions based on motion features.
Additionally, with some key modifications a real-time implementation is achieved.
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