Abstract: This paper addresses the fault detection problem based on H ∞ performance and L 2 -gain performance. Two improved approaches compared with the recent results , Ding et al., 2000 are presented. One uses the inverse transfer function and state space representation to consider the H ∞ performance. The other uses dilated matrix formulation to handle different Lyapunov matrices based on L 2 -gain performance. All these conditions can be efficiently solved by LMI techniques.
INTRODUCTION
The fault detection and diagnosis (FDD) problem has received considerable attention, as modern engineering systems are large-scale and sophisticated, and safety and reliability are of practical concerns. Many fault detection approaches have been suggested in both frequency and time domains (see, e.g., the survey papers (Isermann, 2005 , Venkatasubramanian et al., 2003 , Patton et al., 2000 and books (Patton et al., 2000 , Chiang et al., 2001 , Isermann, 2006 , Chen and Patton, 1999 , Gertler, 1998 for a detailed classification and discussion). Among these approaches, the model-based fault detection is often used when the physical model is known. Particularly, the observer-based design approach, in which an observer plays the key role, is one of the most important and popular techniques (Isermann, 2006, Chen and Patton, 1999) .
The fault detection problem commonly involves two aspects: 1) robustness to modeling errors and disturbances; and 2) sensitivity to the faults (Zhong et al., 2003) . Many different performance indexes are used to measure these two aspects. For the robustness aspect, a lot of H ∞ /H 2 -based techniques have been introduced (see (Henry and Zolghadri, 2005a ) for a survey). For the sensitivity aspect, both H ∞ , H 2 and H − norm are used. For example, in (Henry and Zolghadri, 2005a) , generalized H 2 performance, as well as regional constraints on filter poles, are also included. The final formulation therein is a multiobjective optimization problem with linear matrix inequality (LMI) conditions. The present paper is motivated by the recent works (Wang et al., 2005, Henry and Zolghadri, 2005a,b) . In , both robustness and sensitivity are based either on H ∞ performance index or on L 2 -gain index. However, their formulations actually yield bilinear matrix inequality (BMI) conditions. Furthermore, the H ∞ -based design needs a pre-assigned sharp filter, which introduces additional complexity and conservatism. Besides, the LMI formulation therein for L 2 -gain based design is conservative because additional constraints are made, which is not necessary. In this paper, we will attempt to overcome these obstacles using some different techniques. In fact, by using inverse transfer function and its realization, we can avoid to introduce the auxiliary dynamics, and by employing dilated LMI, we relax the design conservatism.
The rest of this paper is organized as follows. Section 2 presents the system and the design objectives. Section 3 addresses the main results. Section 4 gives several numerical examples to illustrate the advantages our approaches and Section 5 draws a conclusion.
PROBLEM STATEMENT
Consider the following system:
(1)
n is the state vector, w ∈ R m is the unknown input vector including modeling error, uncertain disturbance, process and measurement noises, y ∈ R ℓ is the measurement vector, and f (x, t) ∈ R r is the bounded fault vector. All the matrices are properly dimensioned. We assume that the system in (1) is asymptotically stable. The fault detection observer under consideration is as follows:ẋ
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The error system can be represented aṡ e(t) =Ãe +B 1 w +B 2 f (5)
The fault detection problem commonly requires that the system (5) be asymptotically stable and satisfies some performance indexes. In this paper, we only consider two kinds of such indexes: H ∞ performance index and L 2 -gain performance index (Ding et al., 2000 .
H ∞ Performance Index
The index denoted J ∞ below is widely used for the FD problems. The objective is to make J ∞ as small as possible (Ding et al., 2000 :
This objective can be cast into the following multiple objective problem: min γ 1 and max γ 2 , s.t. (8) and (9) (7)
Inequality (8) can be easily reformulated as an LMI problem, which is due to the following bounded real lemma (Boyd et al., 1994) . Lemma 1. (Boyd et al., 1994) The system (5) is asymptotically stable and satisfies condition (8) if there exists P 1 > 0 such that (10) is satisfied.
where
However, it is difficult to solve (9) efficiently, since it is not a convex problem. A well-known technique is to introduce a sharp filter/weighting function and then use the following lemma. Lemma 2. Zolghadri, 2005b,a, Wang et al., 2005) Given stable transfer function W (s) and T f r (s) such that inf
where ̺ and δ are scalars. Then
Hence the condition (9) is guaranteed if the following standard H ∞ problem holds
Note that the conservativeness of this approach lies in the facts that the inverse procedure is generally not true and no systematic method for the choice of W (s) is available. Furthermore, the filter order increases as the weighting function becomes more complex. Besides, it is still difficult to obtain a less conservative LMI-based method due to the complexity of the augmented system. Hence, in , only a BMI-based method is proposed. In this paper, in order to avoid introducing W (s) which brings conservatism, we shall propose a novel method based on inverse transformation. Instead of a sharp filter, an auxiliary matrix variable will be used to relax the conservatism.
L 2 -gain Performance Index
This index is based on the L 2 norm of r wf , w and f , i.e., the fault detection "unknown input signal" gain ratio
γ2 is made small where
(13) where v 1 (·) and v 2 (·) are bounded functions related to initial conditions and satisfy v 1 (0) = v 2 (0) = 0. We assume that D 2 has full-column rank. In , an LMI based approach has been proposed. However, in the formulation, conservatism results from using same Lyapunov matrix for (12)-(13). In this paper, by introducing an auxiliary matrix variable, we will improve the result.
MAIN RESULTS

Inverse State Space and H
It is possible to formulate its left/right-inverse state space realization when D 2 has full column/row-rank.
Lemma 3. (Zhou et al., 1996) There exists a T
Remark 4. In the case where D 2 does not have full column/row-rank, we can easily make a transformation on y or f , such that D 2 has full rank, i.e., introducing a new variable y 1 = Ey such that ED 2 has full row-rank, or, F f 1 = f , such that D 2 F has full column-rank. Note that these transformation may only be applicable for fault detection.
It is easy to see that
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we have T f r (s) ∞ > γ 2 , i.e., the condition (9) is satisfied. 1 So we can discuss the properties of (15) instead of considering (14). Lemma 5. The system (15) is asymptotically stable and satisfies condition (16) if there exists P 2 > 0 such that (17) is satisfied.
A
Based on Lemmas 1 and 5, we can infer that if P 1 > 0 and P 2 > 0 exist for (10) and (17), then the system (5) is asymptotically stable and satisfies the H ∞ performance J < γ1 γ2 . Hence we can obtain a BMI-based solution. Although there exist some algorithms (e.g., (Kanev et al., 2004, Apkarian and Tuan, 2000) ), BMI problems are generally inefficient. Hence LMI approaches are preferred. A simple result can be obtained by forcing P 1 = P 2 = P : Lemma 6. The system (5) is asymptotically stable and satisfies conditions (8)- (9) if there exist matrices P > 0 and W such that
Furthermore, if the solution of (18) exists, the observer gain can be obtained as
In Lemma 6, we force P 1 = P 2 = P , which introduces additional conservatism. In the following, we will propose our less conservative algorithm based on the so-called dilated matrix technique (Xu and Xie, 2006, de Oliveira et al., 1999) . Due to the space limitation, we omit the proof. Theorem 7. The system (5) is asymptotically stable and satisfies conditions (8)-(9) if there exist matrices P i > 0, i = 1, 2, W and G ij , i = 1, 2; j = 1, 2, 3 such that
1 H − norm cannot be treated in the same way, because it is not an induced norm.Λ
where, χ i are given full column-rank matrices properly dimensioned and ǫ ij , i = 1, 2, j = 1, 2 are given scalars. 
Also, we shall note that the multi-objective problem (7) is generally difficult to solve. A possible solution is to use the so-called weighted sum method (Ehrgott, 2005) . Remark 9. In , Proposition 1), W (s) stated in Lemma 2 is viewed as the desired transfer function (of a sharp filter) from fault f to residual r f which T f r is designed to match. A realization of W (s) − T f r (s) is an expanded system of the state x and auxiliary variable from W (s). The main difficulties of this proposition lie in two facets. One is that it is generally hard to get an ideal realization of W (s). The other is that the design procedure is actually a BMI problem. The same problem lies in (Henry and Zolghadri, 2005b) . However, in our formulation, it is not necessary to find such a W (s). Besides, the LMI condition is much less conservative because different Lyapunov matrices are employed. Remark 10. (Henrion and Garulli, 2005) propose a H ∞ controller design technique for SISO linear systems based on the properties of positive polynomial matrices and LMI algorithms. This result can be also applied to the fault detection observer design using the inverse transfer functions. This kind of design method has two advantages: 1) it is suitable for fixed-order filter; 2) it is also possible to include the uncertainties into the design, such as bounded parameter uncertainties or polytope-type uncertainties. By applying the techniques introduced in (Henrion and Lasserre, 2006) , this method is also applicable for MIMO systems with LMI formulations.
Dilated Matrix and L 2 Performance
Lemma 1 actually also guarantees that the performance index (12) holds (Boyd et al., 1994 . As for the performance index (13), give the following condition with the assumption that D 2 has full column-rank:
Now the fault detection problem based on L 2 -gain performance can be stated as follows: If P i > 0, i = 1, 2 exist for (10) and (24), then the system (5) is asymptotically stable and satisfies the L 2 -gain performance (12)- (13). Remark 11. In (Liu et al., 2005 ), a performance index named H − index is introduced as follows: G(s)
It is easy to see that the condition (24) without requiring P 2 to be sign definite coincides with G(s)
> γ 2 . Hence we can easily design the observer based on the performance objective
It is noted that the design based on L 2 -gain performance is also a BMI problem. In , the authors simply let P 1 = P 2 to obtain an LMI-based algorithm. In the following, we propose a method using the dilated matrix technique to alleviate the conservatism. Theorem 12. The system (5) is asymptotically stable and satisfies conditions (12)- (13) if there exist matrices P i > 0, i = 1, 2, W and G ij , i = 1, 2; j = 1, 2, 3 such that
, χ i are given full column-rank matrices properly dimensioned and ǫ ij , i = 1, 2, j = 1, 2 are given scalars. Furthermore, if the solution of (25) exists, the observer gain can be obtained as K = G −T 11 W . Remark 13. Theorem 12 actually provides an improved LMI approach over (Wang et al., 2005, Proposition 4) in the sense of the performance index J 2 , due to the fact that different Lyapunov matrices and additional free variables are appended. In fact, if we let ǫ i2 = 0, ǫ i1 = 1 ǫ , G i21 = ǫP , G i22 = 0, G i23 = ǫI and Q = P where ǫ is a sufficiently small scalar, then we can recover (Wang et al., 2005, Proposition 4) . Remark 14. Since we do not require the exact decoupling between the residual and disturbance, r wf = 0 may not hold when f (t) = 0. Hence, a proper threshold (commonly denoted as J th ) is necessary. However, an exact threshold seems to be rather arduous to obtain, thus we propose an approximation using a cumulative sum. We assume the noise w has independent Gaussian distribution (zero mean and variance [σ 
However, our experience shows that this threshold does not work well if T is not long enough. Hence, we may apply the confidence level in statistic theory and choose β such that P rob{|w i | < β} > ρ, where ρ ≥ 95% experimentally, and redefine φ w = T ℓ i=1 β 2 . Of course, the adaptive threshold may be more useful (Shi et al., 2005) . We compare the performance index J 2 using , Proposition 4) and Theorem 12. Instead of the multiple-objective optimization problem of searching for the sub-optimal J 2 , we fix parameter γ 2 while finding minimum γ 1 . Figure 1 shows the comparison result. The performance of our method actually depends on the choice of parameter ǫ ij , i = 1, 2, j = 1, 2. It can be easily seen from the figure that the performance of our method with ǫ 21 = ǫ 22 = 0 has no advantage over , Proposition 4) until γ 2 > 1.7. If we do a search involving all four parameters, we obtain the minimum J 2 = 0.230, which is superior to minimum J 2 = 0.265 (when γ 2 = 1.712) from (Wang et al., 2005, Proposition 4) . Note that we can use the routine "fminsearch" in Matlab to search the corresponding parameters. We assume that the noise is independent Gaussian noise with zero mean and 1 variance. The fault is f = 0 t < 5 α t ≥ 5 . We choose a sampling time as 0.01s and time window T = 0.1. It is known that the possibilities of |w| < β = 1.96, 2.24, 2.58, 3.29 are 95%, 97.5%, 99%, 99.9%, respectively. We may choose 0.2β 2 as the approximation of φ w of the thresholds. The simulation results with α = 2, 1.5, 1, 0.5 are shown in Figures 2 and 3 , where Figure 2 gives the actual value of r w 2 while Figure 3 gives the value of 0.01
NUMERICAL EXAMPLES
It is clear that the cumulative sum performs better than actual value. Note that the value of v(0) is rather big when e 0 is big. Hence it is not suitable for the threshold. That is the reason why we often assume the zero initial state conditions. Based on , Proposition 4), when we choose γ 2 = 1.712, we have minimum γ 1 = 0.4540 and In , a sub-optimal solution is obtained when γ 1 = 0.3400 and γ 2 = 1.785, so that γ 1 /γ 2 = 0.1905. However, because this example actually provides much "space" for design, using Lemma 6, we already obtain the optimal value 0.1878 = Figure 6 shows the simulation results of our method with the same fault and noise setting of last example.
CONCLUSION
In this paper, we have discussed the fault detection observer design problem based on both H ∞ and L 2 -gain performances. Several efficiently LMI-based approaches have been proposed. Compared with the results from , the formulations herein are more efficient and less conservative. In our continuing work, the FDI problem in finite domain frequency and of descriptor systems will be addressed.
