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1Abstract
Free-moving Omnidirectional 3D Gamma-ray Imaging and Localization
by
Daniel Hellfeld
Doctor of Philosophy in Nuclear Engineering
University of California, Berkeley
Professor Kai Vetter, Chair
The ability to localize and map the distribution of gamma-ray emitting radionuclides
in 3D has applications in medical imaging, nuclear contamination remediation, and nu-
clear security and safeguards. The deployment of freely moving detection systems, such
as hand-held instruments or ground/aerial-based vehicles, are critical in overcoming the
inverse square law and complex shielding scenarios. Using auxiliary contextually-aware
sensors, capable of perceiving spatiotemporal characteristics of the environment, these
systems can simultaneously generate 3D maps of the surroundings and track the posi-
tion and orientation of the gamma-ray sensitive detectors in the scene. The fusion of
contextual scene data and gamma-ray detector data to facilitate real-time 3D gamma-
ray image reconstruction has previously been demonstrated with mobile germanium
and CdZnTe-based Compton cameras for gamma-ray energies ranging from a few hun-
dred keV to several MeV. This concept is applied here for lower energy (50−400 keV)
gamma-rays using an active coded mask imaging modality. The platform for demon-
stration is the Portable Radiation Imaging Spectroscopy and Mapping (PRISM) system,
which is a hand-held spherical active coded array of many 1 cm3 coplanar-grid CdZnTe
detectors designed for omnidirectional coded mask and Compton imaging and uniform
directional sensitivity. This work presents the design, development, and coded mask
optimization of PRISM, as well as the methodologies developed for real-time recon-
struction using a scene data constrained, GPU-accelerated, list-mode maximum likeli-
hood expectation maximization (ML-EM) algorithm. Experimental results from several
measurements in the lab and in the field are shown.
A novel approach to 3D gamma-ray image reconstruction for scenarios where spar-
sity in the source distribution may be assumed, for example radiological source search,
is also presented. While the generality of ML-EM enables use in a wide variety of sce-
narios, it is susceptible to overfitting, limited by the discretization of spatial coordinates,
and can be computationally expensive. A more well-conditioned Point-Source Localiza-
tion (PSL) approach is formulated as an optimization problem where both position and
2source intensity are continuous variables. This formulation is then extended and gen-
eralized to an iterative algorithm for sparse parametric 3D image reconstruction called
Additive Point-Source Localization (APSL), where the image is considered the sum of
multiple point-sources whose position and intensity are continuous in nature. APSL
mitigates overfitting in its iterative bottom-up nature and statistically-founded stopping
criteria and, because of the inherent point-source assumption and continuous variables,
results in images with improved accuracy and interpretability as compared with ML-
EM. A set of simulated source search scenarios using a single non-directional detector
is considered to demonstrate the concept and compare ML-EM and APSL. Experimental
results using a nearly isotropic, contextually-aware, LaBr3 detector system are then pre-
sented, finding improved localization accuracy and computational efficiency with APSL.
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1Chapter 1
Introduction
This dissertation is centered around three major achievements in radiation detection
instrumentation and gamma-ray imaging: the design and optimization of an omnidirec-
tional spherical active coded mask gamma-ray imager, the implementation and demon-
stration of free-moving 3D active coded mask imaging with scene data fusion, and the
development of a novel approach to general sparse parametric 3D image reconstruction
using Poisson likelihood. The following three sections provide brief introductions into
these topics, with more detailed discussions provided in later chapters.
1.1 Gamma-ray Detection, Localization and Imaging
The detection, identification, characterization, localization and mapping of gamma-ray
source distributions have broad applications in numerous fields including, but not lim-
ited to, gamma-ray astronomy [1]–[3], medical imaging [4]–[7], contamination remedi-
ation [8], [9], and nuclear security, safeguards and nonproliferation [10], [11]. Coded
aperture imaging, originally developed by [12]–[14], has been widely used in these ar-
eas for X-ray and gamma-ray imaging in the energy regime of tens of keV to a few
hundred keV [15]. This low-energy regime is critical in nuclear security and safeguards
applications (the primary focus of this work) as many radionuclides of interest emit
low-energy (< 450 keV) gamma-rays. For example, 241Am, a byproduct of the buildup
of 239Pu in nuclear reactors, and 235U emit gamma-rays at 60 and 186 keV, respectively.
Coded aperture is a mechanical collimation imaging technique that maintains the
high angular resolution of a pinhole imager while increasing the image signal-to-noise
ratio (SNR) [16]. Typical systems utilize a passive high-Z (e.g., Pb, W) mask in front of a
position-sensitive gamma-ray detector. The mask is designed to uniquely modulate the
incident gamma-ray flux based on the source direction (i.e., the spatial pattern of events
in the detector uniquely determines the direction of the source). The reconstruction
of the estimated source distribution is typically limited to a region-of-interest (ROI) in
2energy, using only full-energy absorption (i.e., photopeak) events. The effectiveness of
the coded mask therefore decreases with increasing energy as the attenuation of photons
weakens and the detection pattern blurs.
The replacement of passive mask materials with active elements has been explored
[17]–[19] to increase detection sensitivity, decrease weight, and enable Compton imaging
of higher energy gamma-rays. The typical planar design of these systems, however, is
prone to imaging artifacts, has a non-uniform Compton efficiency and lever-arm dis-
tribution, and the coded aperture modality suffers from a limited coded field-of-view
(FOV), resulting in "point-and-shoot" type operation. This work proposes a novel imag-
ing design by rearranging the detectors into an active coded spherical configuration,
resulting in an omnidirectional FOV and isotropic efficiency for both coded aperture
and Compton imaging. The Portable Radiation Imaging Spectroscopy and Mapping
(PRISM) system, designed and assembled entirely at Lawrence Berkeley National Labo-
ratory (LBNL), is a hand-held, omnidirectional, dual-mode (coded and Compton), spher-
ical active coded array (14 cm) of 1 cm3 room-temperature operated coplanar grid
(CPG) Cd1−xZnxTe|x=0.1 (CZT) detectors. Part of this work describes the design and
development of two prototype PRISM systems. This includes the optimization of the
number and configuration of detectors for 4pi active coded mask imaging and imaging
improvements with depth-of-interaction (DOI) read-outs. While the system is capable
of Compton imaging, this work focuses primarily on the active coded mask imaging
modality.
1.2 Free-moving 3D Imaging and Scene Data Fusion
Free-moving systems are needed to efficiently localize sources in potentially cluttered
environments or complex shielding scenarios as well as to quickly map radiation fields
from small scales (e.g., rooms, buildings) to large scales (e.g., streets, blocks, cities). The
distinction of a free-moving system is made here to discriminate between portable sys-
tems that are designed to acquire data in several static positions and mobile systems
designed to acquire gamma-ray data while the system is in motion, without any restric-
tions on the position or orientation of the detector.
In radiological source search, hand-held free-moving systems are important in over-
coming the inverse square law to get much closer to weak sources or to view suspected
source locations from various perspectives in order to circumvent potential shielding
(e.g., finding narrow streaming paths) [20]–[23]. In nuclear contamination remediation
and consequence management, unmanned ground-based or aerial-based systems facili-
tate quick wide-area mapping of gamma-ray source distributions in potentially difficult-
to-navigate environments, while limiting dose to human operators [24]–[28]. These maps
can be used as a guide for further remediation, to ensure the area is no longer contami-
3nated, or for contamination avoidance planning.
Traditionally, such mobile systems consist of non-imaging detectors and produce
proximity images or maps, using only the gamma-ray flux modulation with distance
as a means for localization or source distribution estimation [28], [29]. Imaging capa-
bilities, such as coded aperture and Compton imaging, can significantly enhance the
localization accuracy of sources and improve the mapping of complex distributions with
higher image contrast. However, current state-of-the-art portable gamma-ray imaging
systems [30], [31] are designed for static, long dwell, data acquisition and produce 2D
images. Three-dimensional imaging can be achieved simply by combining data from
several measurements taken at different locations around the source. This is standard
practice in medical imaging, where a detector system is rotated around a stationary,
voxelized image space. The gantry-mounted detector follows a fixed and known tra-
jectory, therefore the system position and orientation (i.e., pose) is known precisely at
every measurement. The data collected at each measurement can be then appropri-
ately translated and rotated into the global coordinate system of the static image space
and combined for 3D image reconstruction. Free-moving systems, however, do not fol-
low well-characterized trajectories around a pre-defined image space and therefore must
rely on other methods for pose estimation and adaptive image voxelization in order to
perform 3D imaging.
Mihailescu et al. [32] first demonstrated 3D imaging with a mobile system by acquir-
ing data from multiple static locations around a source and manually determining the
system pose at each measurement using a laser rangefinder. Similarly, Kishimoto et al.
[33] performed measurements from four known static positions around a fixed imaging
space. More recent work has developed the use of simultaneous localization and map-
ping (SLAM) [34], [35] for real-time automated pose tracking of continuously moving
mobile systems. An excellent discussion on the development and use of SLAM in this
context can be found in [36].
In addition to pose estimation, SLAM generates a 3D model of the environment
around the detector. The 3D scene model can be used to define and provide context
to the 3D gamma-ray image space as well as to constrain the image reconstruction (to
surfaces in the 3D scene), increasing image accuracy, decreasing noise, and improving
the computational efficiency of the reconstruction. This approach is referred to as scene
data fusion (SDF) [36].
The contextual tracking and mapping as well as gamma-ray imaging has been demon-
strated to perform in real-time, providing a fully 3D scene and gamma-ray model to the
user during a measurement [19]. This information allows for course correction, decreas-
ing the overall time to detect and image suspected sources. The real-time capability can
also facilitate autonomous search with unmanned systems using the gamma-ray image
as input to a route optimization routine [37].
The work presented here is built upon previous work [19], [32], [36] which focused
4on the Compton imaging modality for gamma-ray energies from several hundred keV to
a few MeV. One of the primary objectives of this work is to apply the 3D SDF approach
to the active coded mask modality for lower gamma-ray energies (tens of keV to a few
hundred keV), using PRISM as the detector platform for demonstration. Real-time 3D
imaging is achieved using the maximum likelihood expectation maximization (ML-EM)
reconstruction algorithm [38] in the list-mode formalism [39] with graphics processing
unit (GPU) acceleration. Several reconstruction scenarios are considered, both in the lab
and in the field, with source activities ranging from µCi to mCi, gamma-ray energies
from 60 to 356 keV, and source positions in the near- and far-field regimes.
1.3 Sparse Parametric Image Reconstruction
Often in the case of radiological source search, the task is to localize and quantify the
activity of one or more compact sources of gamma-ray radiation in an unknown environ-
ment. In the maximally general case (unknown background and no priors on the source
distribution), this problem can be solved with the methods briefly described above (i.e.,
discretizing the spatial dimensions of the image space and employing the ML-EM algo-
rithm). While the generality of the traditional grid-based ML-EM formulation enables
its use in a wide variety of scenarios, there are two significant disadvantages. First, the
images are limited in accuracy by the degree of spatial discretization (voxel sizes typi-
cally range from 10−30 cm [19], [40]). Finer discretization can be used, but this quickly
drives the reconstruction to become computationally expensive and memory intensive.
Second, and more importantly, the sparse reconstruction problem presented to ML-EM
is generally ill-posed (i.e., the number of gamma-ray intensity estimates is much larger
than the number of measurements) and thus is susceptible to overfitting. While this
work demonstrates that well-conditioned reconstructions can be achieved through the
use of highly directional imaging systems and SDF regularization, these sophisticated
systems tend to be expensive. The additional cost can preclude their use in some cases,
favoring simpler, not necessarily directional, free-moving systems. A novel approach
to 3D gamma-ray image reconstruction is proposed and developed here with this case
in mind, demonstrating that advanced gamma-ray imaging systems may not in fact be
necessary for the sparse search scenario.
The approach first reformulates traditional ML-EM with a single point-source as-
sumption, where both the position and source intensity are treated as continuous vari-
ables. This formulation is then extended to an iterative algorithm called Additive Point-
Source Localization (APSL) for general sparse parametric 3D image reconstruction, where
the image is considered the sum of multiple point-sources. APSL mitigates overfitting in
its iterative bottom-up nature and statistically-founded stopping criteria and produces
more accurate images with a reduced computational burden compared to ML-EM. A set
5of simulated and experimental measurements are considered for comparison.
1.4 Dissertation Structure
This dissertation is organized as follows:
– Chapter 2 covers introductory concepts including gamma-ray detection and imag-
ing principles, image reconstruction algorithms and acceleration techniques, con-
textual sensing and SDF.
– Chapter 3 describes the PRISM system including prototype design, development,
and mask optimization.
– Chapter 4 shows results for omnidirectional 2D and real-time 3D imaging with
PRISM in the far-field and near-field and imaging improvements with DOI.
– Chapter 5 presents the development and demonstration of the APSL approach for
sparse parametric 3D gamma-ray imaging.
– Chapter 6 includes general conclusions and future outlook of this work.
1.5 Relevant Publications
Text and figures from the following papers, of which I was the primary author, are
included in this dissertation with the permission of all authors:
– D. Hellfeld, P. Barton, D. Gunter, L. Mihailescu, and K. Vetter, "A Spherical Ac-
tive Coded Aperture for 4pi Gamma-Ray Imaging", IEEE Transactions on Nuclear
Science, vol. 64, no. 11, pp. 2837-2842, 2017. [41]
– D. Hellfeld, T. H. Y. Joshi, M. S. Bandstra, R. J. Cooper, B. J. Quiter, and K. Vetter,
"Gamma-Ray Point-Source Localization and Sparse Image Reconstruction using
Poisson Likelihood", IEEE Transactions on Nuclear Science (in press), 2019. [42]
– D. Hellfeld, P. Barton, D. Gunter, A. Haefner, L. Mihailescu, and K. Vetter, "Real-
time Free-moving Active Coded Mask 3D Gamma-ray Imaging", Submitted to IEEE
Transactions on Nuclear Science (under review), 2019. [43]
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Concepts
2.1 Gamma-ray Sources and Interactions
Before gamma-ray imaging can be discussed, it is important to understand the mech-
anisms in which gamma-rays are created and interact in matter. This section briefly
introduces these concepts, within the context of gamma-ray imaging in the energy range
of tens of keV to hundreds of keV. Most of this section is referenced from [44], in which
more detailed discussions of these concepts can be found. Additional references on this
subject include [45]–[48].
Gamma-ray radiation is emitted in the process of nuclear de-excitation, or the transi-
tion of nuclei from excited states to lower-lying nuclear levels. Gamma-rays are therefore
distinct from X-rays only in the origin of production (atomic vs. nuclear transitions).
Nuclei can be left in excited states following the decay of a parent radionuclide (e.g.,
β-decay) or the results of a nuclear reaction. Gamma-rays produced from β-decay are
typically limited to energies below 2.8 MeV while higher energies can be produced with
specific nuclear reactions. Nuclear states have well-defined energies, therefore gamma-
ray energies are also well-defined and shed light on the nuclear structure of the exited
nucleus. While the lifetimes of these excited states are small (typically on the order of
picoseconds or less), the natural line-widths of the energy distribution are always less
than the energy resolution of spectroscopic detectors. However, significant spread of the
distribution can occur in the de-excitation of nuclei with large velocities (i.e., Doppler
broadening). This effect is specific to certain processes and reactions and is typically
not of concern for the cases presented in this work, therefore any observed broadening
of the photon energy distribution is attributed to the inherent resolution of the detector
due to statistical uncertainties associated with the creation of finite information carriers.
Once produced, gamma-rays interact with matter primarily through four distinct
processes that result in discrete transformations that can include a change in energy,
direction, or particle type. Figure 2.1 displays the individual interaction mass atten-
7uation coefficients, µ/ρ (units of cm2/g) as a function of energy, shown here specif-
ically in the CZT detector material. Interaction cross-sections can be computed by
σ = (µ/ρ)(m/NA), where m is the molar mass and NA is Avogadro’s number. Each
interaction process will be discussed individually.
Figure 2.1. Gamma-ray interaction mass attenuation coefficients (units of cm2/g) in CZT.
Photoelectric absorption is the interaction of a photon with an atom in which the
incident energy of the photon is completely absorbed and a photoelectron is ejected
from one of the bound electron shells, with kinetic energy equal to the photon energy
less the binding energy of the shell from which it was ejected. The resultant vacancy in
the electron shell is quickly filled either from a nearby free electron or from an outer-shell
electron, emitting one or more characteristic X-rays or Auger electrons with energy equal
to the difference in binding energies. Typically, the kinetic energies of the photoelectron
and additional particles are deposited nearby the original interaction site and the entire
energy of the incident photon is accounted for. In some cases, the characteristic X-
ray(s) can escape from the detecting medium, resulting in an energy deposition less
than the total incident photon energy. The nucleus will also experience a recoil due
to the conservation of momentum, however this effect is negligible for the interaction
energies dominated by photoelectric absorption. The cross-section is highest for low-
energy photons and in materials with high atomic number (Z). This interaction process
is critical to coded aperture and active coded mask imaging as, given a known source
energy, a full energy deposition in the detector, in most cases, indicates that the photon
direction was unchanged from the initial emission.
Compton scattering is the interaction of a photon with an electron (assumed free and
at rest) in which the photon experiences a change in direction and a subsequent energy
8loss (imparted to the recoil electron). The energy loss (Eγ − E′γ, where Eγ and E′γ are the
energies of the incident and scattered photons, respectively) is coupled to the scattering
angle θ between the incident and scattered photon and can range from zero (in forward
scattering, θ = 0) to a significant fraction of the incident energy (in back scattering,
θ = pi). The scattered gamma-ray energy is given by
E′γ =
Eγ
1+ Eγmec2 (1− cos θ)
, (2.1)
where mec2 is the rest mass energy of the electron (511 keV). If the assumption of a free
electron at rest is removed, the energy of the scattering photon is no longer unique to
the scattering angle and will instead follow a distribution of energies with finite width
about that energy. The cross-section increases linearly with Z (scaling with the number
of available electrons in the medium) and gradually increases with increasing energy to
a maximum that depends on the material (e.g., few hundred keV in CZT) followed by
a gradual decrease at higher energies. Compton scattering represents a noise channel
to coded mask imaging as photons can scatter before photoelectric absorption, obfus-
cating either just the energy (source photon scatters in detector and escapes) or both
the energy and direction (source photon scatters before entering the detector or multiple
events occur in the detector) of the source. Gamma-ray tracking, or the ability to detect,
discriminate, and attribute multiple events in a detector system, can be used to reject
Compton scattering events from mechanical collimation or photoelectric based imaging
methods or to reconstruct possible source directions (i.e., Compton imaging).
In addition to Compton scattering, photons can also change directions through co-
herent scattering, also referred to as Rayleigh scattering. In this process, the photon
interacts with the entire atom without excitation or ionization, retaining all the incident
energy. The cross-section is highest at lower energies and in high-Z materials. While this
represents another noise channel for coded mask imaging, the cross-section is typically
< 10% of the total interaction cross-section and in most cases can be ignored.
The final interaction discussed here is pair production. If the photon energy exceeds
twice that of the rest mass energy of an electron (i.e., 1022 keV), it is energetically pos-
sible, in the presence of the Coulomb field of the nucleus1, for the photon to transform
into an electron-positron pair with any excess energy imparted as kinetic energy shared
between the pair. The positron will eventually deposit all of its kinetic energy and
subsequently annihilate with an electron in the medium, producing two annihilation
photons. The two annihilation photons typically have energies of 511 keV and are emit-
ted back-to-back (180◦) due to conservation of momentum, however, these characteristics
1At high enough energies, it is also possible for the photon to interact with the atomic electron field
and pair produce. Since a significant amount of momentum is imparted to the interacting electron, this
process is typically called triplet production [49].
9may fluctuate depending on the existence of finite momentum in the annihilation and if
the annihilating electron is bound. The pair-production cross-section increases approxi-
mately by the square of Z and sharply with increasing energy, though does not dominate
the total cross-section until very high energies (several MeV). As coded mask imaging is
designed for low-energy gamma-rays, this interaction is generally ignored and will not
be discussed here any further.
2.2 Detection Principles
Imaging relies first and foremost on the detection of gamma-rays. In the context of this
work, detection refers to the measurement of gamma-ray interaction parameters includ-
ing the position, time, and deposited energy of the interaction in a medium. While the
process of extracting this information varies with material (i.e., gas, scintillator, semicon-
ductor, etc.), detection is fundamentally based on the production, transport, and collec-
tion of information carriers. The information carriers ultimately produce an electrical
signal that can be read out and analyzed. The design of gamma-ray detectors (i.e., the
composition and configuration of the interaction medium as well as the accompanying
read-out electronics) define the accuracy and precision in the measurement of the pa-
rameters of interest, limited by the physics and subsequent statistics of the information
carriers.
This work focuses primarily on the use of the semiconductor material CZT, there-
fore a brief introduction into gamma-ray detection in the context of CZT is provided
here. Detailed information on semiconductor detectors can be found in [50] and further
discussion of other detector materials can be found in [44]–[48].
The secondary charged particle resultant from an ionizing gamma-ray interaction
(e.g., the electron) in a semiconductor will produce information carriers (electron-hole
pairs) as the particle deposits energy along its track. Semiconductor material is char-
acterized by the small, O(eV), energy required to liberate an electron from the valence
band to the conduction band. This small band-gap facilitates the production of a large
number of liberated electrons in the conduction band (and holes in the valence band)
as the secondary charged particle gradually slows and deposits energy in the medium.
High voltage is applied across electrical contacts (i.e., electrodes), creating a large electric
field that drifts the electrons and holes to the anode and cathode electrodes, respectively.
The drift of the charge carriers creates an measurable current that can be shaped and am-
plified with read-out electronics. The integrated current is a measure of the total induced
charge on the electrodes, proportional to the number of initially created charge carriers
and thus energy deposition. Factors that can degrade this proportionality include charge
trapping and recombination (from crystal defects and impurities) and charge diffusion.
The large number of electron-hole pairs is what separates semiconductor detectors from
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other spectroscopic detection media, as the statistics facilitate high precision in the mea-
surement of total energy deposition. Other advantages of semiconductors include the
high density and Z leading to highly efficient detectors, and the small charge transit time
leading to fast timing characteristics. Some disadvantages include the small size due to
limitations in the crystal growth process and the susceptibility to radiation damage.
The gold-standard of spectroscopic gamma-ray detectors with efficiencies large enough
for nuclear security applications is high-purity Germanium (HPGe). Germanium is a
dense high-Z semiconductor material (band-gap of ∼0.7 eV) capable of efficient gamma-
ray detection with superior energy resolution, nominally < 0.2% full-width-at-half-
maximum (FWHM) at 662 keV. Advances in zone refining and crystal growth methods,
starting in the 1970’s, eventually lead to the production and ultimate widespread adop-
tion of HPGe detectors with impurity levels down to 109 atoms per cm3 and large sen-
sitive volumes relevant to applications in electron and gamma-ray spectroscopy. While
dependent on the detector geometry and applied bias, the high charge mobility (speed
of drift) and lifetime (average time before trapping or recombination) of both charge
carriers facilitate fast timing characteristics for full charge collection. Position sensitivity
is also possible in HPGe detectors through different electrode schemes, with orthogonal
strips being a common example [2], [36], [51], [52]. While the properties of HPGe present
several advantages for gamma-ray spectroscopy, the small band-gap requires the detec-
tor to be kept cold (typically liquid nitrogen temperatures at 77 K) to reduce thermal
excitation of electrons to the conduction band and leakage current. Operationally this
requires an accompanying complex cryostat unit with either a liquid nitrogen dewar
or mechanical/electrical cooler, resulting in cumbersome detector systems. The tem-
perature requirements can be mitigated by utilizing materials with larger band-gaps,
however at the cost of energy resolution.
A common alternative semiconductor material to germanium is CZT. The larger
band-gap energy (∼1.5 eV) translates to worse energy resolution performance (nom-
inally < 2% at 662 keV, though < 1% can be achieved depending on the electrode
scheme), however it facilitates room-temperature operation and removes the need for
cooling equipment that, in addition to weight, can require large amounts of power and
present significant attenuating and scattering material around the gamma-ray sensitive
volume. The mobility and lifetime of both charge carriers is also much worse in CZT than
in HPGe, forcing smaller crystal sizes to achieve reasonable timing properties. The most
significant disadvantage of CZT is the poor hole collection properties. The holes can-
not drift across the crystal over any reasonable timescale for gamma-ray detection and
results in an overall incomplete charge collection. The holes effectively remain within
the bulk of the crystal and induce charge on the anode (degrading the signal from the
electrons). Moreover, this effect is depth-dependent, meaning that, for a given energy
deposition, the induced charge on the cathode and the amount of required charge com-
pensation on the anode will vary with interaction position along the anode-cathode axis.
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This problem has been solved with various electrode schemes, most of which utilize
unipolar charge sensing techniques.
One electrode scheme used to mitigate the problems associated with poor hole mo-
bility in CZT is the CPG [53]–[56]. This is comprised of a typical planar cathode and
an interdigitated anode grid with a collecting grid and non-collecting grid. A voltage
is applied (nominally −80 V) between the two grids to force the electrons towards the
collecting grid electrode. The holes remain effectively static during the electron collec-
tion time and induce the same depth-dependent charge on both grids. To first order, the
induced charge is assumed to vary linearly with the distance to the anode. The signal
difference between the collecting and non-collecting grids removes the induced charge
from the holes, but remains proportional to the number of initially generated charge car-
riers and is derived only from the electrons. However, the electrons will also suffer from
a depth-dependent charge loss due to trapping. A linear differential gain adjustment is
made on the non-collecting grid to effectively reintroduce some of the depth-dependent
charge from the holes. Assuming no significant spatial non-uniformities in the crystal,
the overall induced signal from the electrons is no longer a function of the interaction
depth though the overall induced charge will be less than the total charge originally
produced [18].
In practice, the trapping is an exponential function with distance and thus the linear
differential gain method only works for small detector thicknesses (less than the electron
drift length). In this case, event-by-event depth estimates are required to correct for
non-linear behavior [57]. The holes will also induce a depth-dependent charge on the
cathode. If read out, the ratio of the cathode signal to the depth-independent anode grid
signal provides an estimate of the DOI. Note this is only a 1D position sensitivity.
While the CPG technique is utilized for the CZT detectors used in this work, an-
other common approach to unipolar charge sensing in CZT uses a pixellated anode [58]
and the small pixel effect, in which the induced charge on the anode pixels occur only
when the charges are spatially close to the pixels. This technique has been shown to be
capable of superior energy resolution to CPG [59] and can facilitate event-by-event 3D
position sensitivity [60]. However, these detectors come at the cost of increased num-
ber and complexity of read-out electronics and can therefore be cumbersome in some
applications.
2.3 Imaging Principles
The detection of gamma-rays does not necessarily facilitate the ability to determine the
direction of the incident photon. The term imaging is used here as the process of de-
termining the origin, defined as either a position in S2 (i.e., a direction) or in R3 (i.e.,
an XYZ location), of detected gamma-rays. In contrast to visual photography, gamma-
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rays do not experience any significant amount of refraction and thus typically rely on
lens-less imaging techniques2. This is accomplished through collimation, either mechan-
ical collimation (i.e., design a configuration of passive and active elements to physically
modulate the gamma-ray signal in some particular manner) or kinematical collimation
(i.e., selecting events that satisfy some kinematic interaction criteria in the detector and
using physics to constrain the incident source direction).
2.3.1 Passive Coded Aperture
The simplest mechanical collimation technique is a pinhole camera. In this approach, a
large piece of high-Z (e.g., Pb, W) gamma-ray attenuating material, or a mask, is placed
at some distance in front of a position sensitive detector. A single small opening is intro-
duced into the mask to create an aperture. Assuming no diffraction (100 keV = 12 pm),
the pinhole aperture creates a unique one-to-one mapping between the interaction po-
sition in the detector and the incident photon direction. In this simple treatment, a 1D
camera would be able to reconstruct the direction of a source perfectly (i.e., the point
spread function (PSF) is a delta function). The significant attenuation drastically limits
the signal and thus long exposure times are required to produce images with appre-
ciable SNR. Therefore this approach is not suitable for weak sources or large standoffs
where statistics are limited. The pinhole can be enlarged or multiple pinholes can be
introduced into the mask to increase the SNR, but the unique mapping will degrade and
degeneracies will be introduced into the solution (i.e., the PSF blurs and may contain
artifacts). However, if multiple pinholes are arranged into a specific pattern, then an en-
semble of events will create a detection pattern, or shadowgram, that is unique to source
location. The use of a multi-hole pattern, or coded aperture, was originally developed by
[12]–[14] and has been widely used in areas such as X-ray and gamma-ray astronomy,
medical imaging, and nuclear security for radiation imaging [1], [15]. The technique
maintains the high angular resolution of a pinhole imager while increasing the image
SNR [16] proportional to the number of holes in the mask.
As in a vast variety of physical processes, the imaging system can be described by a
convolution. In order to avoid working with reflected images, it is useful to instead de-
scribe the system as a correlation. In one dimension, the correlation (?) of two functions
is given by
f (x) ? g(x) =
∫ ∞
−∞
du g†(u− x) f (u) , (2.2)
where g†(x) is the complex conjugate of g(x). Correlation can be related to the con-
volution operation (∗) by the adjoint operation (or simply a reflection operation, as all
2Gamma-ray focusing technologies such as multilayer-coated mirrors [61] and Laue lenses [62] have
been developed for space-borne nuclear astrophysics measurements. These techniques are outside the
scope and scale of the terrestrial measurements in this work.
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functions are strictly real in this case)
f (x) ∗ g(x) =
∫ ∞
−∞
du g(x− u) f (u) . (2.3)
The imaging equation can then be written as
P = A ?O+ N , (2.4)
where P is the detected image, A is the aperture, O is the source object, and N is noise
[16]. Using the correlation theorem (similar to the convolution theorem), the source
object can be solved for analytically
Oˆ = RF−1
[F (P)
F (A)
]
= O+ RF−1
[F (N)
F (A)
]
, (2.5)
where Oˆ is the reconstructed source object, R is the reflection operator, F is the Fourier
Transform, and F−1 is the inverse Fourier Transform. This method of deconvolution is
simple and straightforward. However, since the aperture is typically represented as a
binary array of ones and zeros, the F (A) term can be small, leading to large noise
gain in the image. The cross-correlation method [16] instead uses the mask pattern to
define a post-processing array G such that A ? G approximates a delta function. The
post-processing array is applied to Eq. 2.4 to solve for O. The noise term is still present,
however it will not contain singularities as in the deconvolution method. While A ? G is
generally not a delta function for random apertures (and thus introducing image blur),
the uniformly redundant array (URA) and the balanced correlation method to solve for
G introduced by [16] have been shown to effectively create a scenario in which A ?G ≈ δ.
2.3.2 Active Coded Mask
The passive aperture approach presents several problems for imaging systems of rele-
vance for radiological source search and distributed source mapping. First, the recon-
struction relies on a significant fraction of gamma-ray events being discarded (URAs
utilize a 50% open fraction). This is not ideal in count-starved scenarios such as weak
or shielded source search, where statistics are important to solve the detection problem.
Second, the weight of the mask material can result in cumbersome detectors, limiting
the overall mobility of free-moving systems. The thickness of the mask typically limits
the imageable energies to tens of keV to a few hundred keV. Third, the traditional planar
construction of these types of imagers suffers from a severely limited coded FOV. Radial
hole masks [63], [64] have been considered to improve the coded FOV, however these
approaches are still prone to artifacts for sources outside the FOV. Finally, the charac-
teristic fluorescence photons (58−85 keV) from high-Z masks can obstruct low-energy
reconstruction such as the 59 and 81 keV lines from 241Am and 133Ba, respectively [65].
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Recent work has explored the replacement of passive mask materials with active (de-
tector) elements to increase sensitivity, decrease weight, and increase the coded FOV. The
detector material can attenuate gamma-rays but also actively reject Compton scattering
interactions. Because the emphasis is placed on the masking using detector elements and
not the opening between the elements, this concept is herein referred to as active coded
mask imaging. This concept was first simulated with two coded planes of scintillator [17]
and later demonstrated with the HEMI [18], [19], a compact hand-held two-plane CZT-
based system (though using only one coded plane). Another advantage of the active
coded mask design is that it facilitates Compton imaging of higher energy gamma-rays
(hundreds of keV to a few MeV) that are of interest to nuclear security applications (e.g.,
137Cs at 662 keV, 238U at 1001 keV). While this dissertation focuses only on the active
coded mask imaging modality, a brief overview of Compton imaging principles and
reconstruction techniques are given in the next section for completeness.
2.3.3 Compton Imaging
Coded aperture imaging is powerful when the photon energy is low because the modula-
tion generates unique coding in the detected image. As the energy is increased, the pho-
toelectric absorption cross-section decreases and the Compton scattering cross-section
increases. The decrease in full-energy absorption and increase in scattering degrades
the coding effect and results in blur. Gamma-rays can undergo Compton scattering in
one detector, deposit a detectable amount of energy, and then eventually undergo a
photoelectric absorption in another detector. While a variety of other scenarios exists
(scatter-scatter-absorption, scatter-escape, pair produce-scatter-absorption, etc.), this sec-
tion will focus only on two-interaction tracks. By measuring the interaction positions
and energy depositions of the individual interactions, the photon path can be tracked
through the system. Compton kinematics can then be used to determine a cone of inci-
dent angles from which the incident photon originated. The image is reconstructed by
the overlap of multiple cones (in 3D) or circles (in 2D).
If the incident and scattered gamma-ray energies are known, the scattering angle can
be solved with the Compton scattering formula
µ = cos θ = 1+
mec2
Eγ
− mec
2
E′γ
. (2.6)
The positions of the scattering interaction and the subsequent photoelectric absorption
define the cone-axis and the scattering angle defines the cone opening angle. The cone of
possible gamma-ray directions can then be back-projected into space from the scattering
interaction location.
In practice, detectors have finite energy, position, and time resolution. First, finite
time resolution will obscure the exact ordering of events. Coincidence gates must be
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defined, which will introduce random coincidences into the data. Finite position reso-
lution will introduce uncertainty into the cone axis. Typically, for a given interaction,
the interaction positions are assigned to the center of the detectors. If the lever arm, or
the distance between the two interactions, is small, this effect can become large. Finally,
finite energy resolution will introduce uncertainty into the calculated scattering angle
and limit the ability to determine if two events came from the same initial gamma-ray
[66].
For a given two-interaction track, the measured energy depositions are used to at-
tempt to sequence the events in time. First, the measured energy depositions in the
detectors are assumed to sum to the incident gamma-ray energy. If Etot ≤ 256 keV, the
kinematics of Eq. 2.6 states that the first interaction will always deposit less energy than
the first. Therefore the sequence of the events can be known by comparing the energies.
If Etot > 256 keV, the sequencing will be ambiguous. Kinematic tests, such as the Comp-
ton Edge test can be used to discard forbidden sequences [66]. The Compton Edge refers
to the maximum amount of energy that can be deposited for a given Compton scatter-
ing event. It occurs when the gamma-ray undergoes a complete backscatter (θ = pi).
Each sequence is tested to determine whether the first energy deposition exceeds the
Compton Edge. If so, the sequence is rejected.
In the far-field limit (parallel rays at infinity), each cone can be projected from the
origin of the image space. The image space covers all of 4pi and is defined as a unit
sphere, S2. A unit vector is defined for the cone axis as ~ˆω and a point in S2 as ~ˆx. The
dot product of these two vectors then corresponds to the cosine of the angle between
them. If this angle equals the scattering angle, then the point in S2 is on the cone. An
infinitesimally thin cone back-projected into a discretized image space would result in
pixellation effects. Therefore the cone is given a small width and intensity defined by a
Gaussian function. The back-projected image is then the sum of all the cones
b(~ˆx) =
N
∑
i=1
wi
σi
√
2pi
exp
(
− (~ˆx · ~ˆω− µi)
2
2σ2i
)
, (2.7)
where i runs over all the N cones, σ is the width of the cone, and w is the weight of the
cone [67]. The width of the cone is selected to be smaller than the expected resolution of
the system, as to be able to see resolution-based effects in the image reconstruction. One
may be inclined to include the uncertainty in the scattering angle from the uncertainty
in the measured energies into the cone width. For a small number of cones, this will
certainly help with source location, however with a large number of cones, this will
simply degrade the resolution because the uncertainty is introduced twice. Imagine
a large number of cones with a small width being back-projected - the uncertainty in
the cones position in space will be built into its projection and over a large number
of cones, will define the resolution of the system. If the uncertainty is included, the
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resulting image will be excessively blurred [67]. The weight of the cones are defined
in two ways. In the case of ambiguous sequences, a normalized weight is applied to
each sequence proportional to the Klein-Nishina differential scattering cross-section for
the two scattering angles. The sequence with a larger probability of occurring is given a
larger weight. The Klein-Nishina formula is given by
dσ
dΩ
(Eγ, θ) =
α2r2cP(Eγ, θ)2
2
[
P(Eγ, θ) + P(Eγ, θ)−1 − 1+ cos2(θ)
]
, (2.8)
where α is the fine structure constant, rc is the reduced Compton wavelength of the
electron, and P(Eγ, θ) is given by
P(Eγ, θ) =
1
1+ Eγmec2 (1− cos θ)
. (2.9)
For all cones, the lever arm L is also incorporated into the weight. Events with
smaller lever arms are more likely to occur and will produce images with worse angular
resolution. Therefore a weight of L2 is applied in order to more heavily weight the larger
lever arm events [67].
2.3.4 Far-field and Near-field
A distinction is made clear between imaging in the far- and near-field. Far-field imaging
assumes the source standoff is large enough that the incident photon flux exhibits no
divergence with respect to the size of the detector system (i.e., rays are parallel and the
detector can be modeled as a point with no solid angle effects). In this case, the source
can be represented as a distribution on S2, the unit 2-sphere, and thus the response
measured in the detector depends only on the direction to the source. As the source is
brought closer to the detector, effects from the finite size of the detector and beam di-
vergence (i.e., magnification) must be accounted for. The near-field response is therefore
dependent on the source position in R3.
In the coded mask imaging modality, the far-field assumption equates to an ortho-
graphic projection of the occluders onto the detectors. For example, with traditional pas-
sive coded apertures, this reduces the imaging problem to simply correlating the mask
projection and the detected event pattern, where the mask projection is only a function
of source direction. As near-field effects are introduced, the magnification of the mask
pattern onto the detector plane adds an additional degree-of-freedom to the potential
source locations. Therefore a perspective mask projection is required. However, if this
response is known then 3D imaging is possible from a single static measurement.
In the Compton regime, the far-field approximation removes all solid angle effects
and thus cones can be projected as if the detector was a point. In this case, the cones
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are effectively projected as circles on S2. In the near-field, the solid angle effects can
dominate and cones must be projected along the proper axes connecting the multi-site
interactions. If the detector is large, it is possible for enough parallax to exist for pro-
jected cones to intersect in R3, facilitating static 3D imaging.
The distinction between near- and far-field is typically defined by the geometry of
the detector and the angular resolution of the imaging modality [40]. The far-field as-
sumption breaks down when the systematic image blur due to near-field effects is larger
than the angular resolution of the system. The angular resolution of an occlusion based
imager can be defined as
δθ = tan−1
(
d
L
)
, (2.10)
where d is the opening distance (or aperture size) and L is the distance between the
detector and occluder. The beam divergence from a near-field source is given by
δθ = tan−1
( r
D
)
, (2.11)
where r is the half-size of the detector and D is the source distance. By equating Eq. 2.10
and Eq. 2.11, one can solve for the source distance threshold between near- and far-field
D =
r
tan(δθ)
. (2.12)
For example, the PRISM system described in Ch. 3 has a diameter of about 14 cm and a
crystal separation of about 1.8 cm (center to center). The ideal angular resolution for this
system is approximately 7.5◦ and the distinction between near- and far-field is made at
a standoff of about 60 cm. Further discussion of near-field effects and the impact on 2D
and 3D coded mask imaging will be presented in Sec. 4.3.
2.4 3D Imaging
Current state-of-the-art commercially available imagers [30], [31] and prototype imagers
[8] are designed for static far-field data acquisition and image in 2D. While sometimes
combined with a visual camera overlay for context, 2D images in many cases can re-
sult in ambiguity as to the true location of the source relative to the 3D scene (e.g., in
or behind a box, in front or behind a wall). Furthermore, the static standoff measure-
ments may require long dwell times (tens of min) to image weak or shielded sources. In
other cases, 2D gamma-ray images are projected onto laser-based 3D models of the sur-
rounding environment [68], though this approach still suffers from the same ambiguity
problem when only one static gamma-ray measurement is performed. The introduction
of unrestricted motion to these imaging systems can improve detection sensitivity while
facilitating 3D gamma-ray imaging.
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2.4.1 Contextual Sensing, SLAM and SDF
The use of SLAM for 3D radiation imaging was first demonstrated with red-green-
blue-depth (RGB-D) Microsoft Kinect cameras and RGB-D SLAM [69] on a free-moving
cart-based double-sided-strip HPGe detector [36] and a hand-held dual-plane CdZnTe
detector array [19]. However, the active infrared depth sensors on the Kinect have a
range of 4−6 m, are limited to indoors mapping scenarios and have a small field-of-
view (47◦ × 53◦). Other work has demonstrated the use of light detection and ranging
(LiDAR) sensors for indoor, outdoor, and wide-area (10−100 m) SLAM on a variety of
manned and unmanned platforms [70], [71]. All the previous literature has focused on
the Compton imaging modality for gamma-ray energies from several hundred keV to
a few MeV. One of the primary goals of this work is to extend this capability to lower
energies, using the active coded mask imaging modality.
The work of [19], [36] demonstrated the 3D imaging capability in real-time with a
technique referred to as scene data fusion (SDF). Real-time reconstruction, providing a
3D scene and gamma-ray model to the user during a measurement, is critical in radio-
logical source search as it provides feedback to the user and facilitates course correction,
decreasing the time to detect and image suspected sources. The SDF approach is utilized
here.
In this work, the contextual sensor array includes a LiDAR (Velodyne Puck Lite [72])
and an inertial measurement unit (IMU) (VectorNav VN-200 [73]). The data streams are
processed using the Google Cartographer package [74] to produce pose estimates and a
3D scene model at a rate of ∼10 Hz. The list-mode data are time-correlated with the pose
estimates to provide the position and orientation of the detection system in the global
image space at every event. The image space is defined with a uniformly voxelized grid
based on the extent of the measurement path. The bounds of the grid are set at 5 m from
the path extremes in each spatial dimension. This distance represents a balance between
creating a large image space and maintaining appreciable sensitivity in every voxel. The
choice of voxel size also presents a trade-off between the spatial resolution of the image
space and the gamma-ray reconstruction time (which scales with the number of voxels).
The point cloud (i.e., the collection of 3D points from the SLAM-aligned laser-scans)
is used to generate an occupancy grid over the voxel space, returning only the voxels
that contain points and that have neighboring voxels. To reduce noise from spurious
points in the cloud, each voxel is required to contain at least 10 points and have at least
4 neighbor voxels. The gamma-ray reconstruction is then constrained to the occupied
voxels, limiting the source distribution to the surfaces of objects in the scene in which
the LiDAR measured a reflection. The voxel constraint can improve image accuracy and
decrease noise under the assumption that gamma-ray sources are not present in free-
space, and the overall reduction in the number of voxels can be substantial (> 90%),
significantly improving reconstruction speed. A threshold is set on the number of occu-
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pied voxels (e.g., 105) to regulate the reconstruction time. If the threshold is crossed, the
voxel size is increased. The voxel size is typically initialized to 10 cm.
In the current implementation, the image reconstruction assumes a dynamic detector
system with respect to a stationary environment. Moving objects are neither tracked nor
removed from the point cloud. Therefore the deterministic occupancy model described
above is susceptible to noise from transient objects in the scene such as moving people or
vehicles. Moreover, depending on the cuts used, points from the operator carrying the
instrument can remain in the point cloud, leaving a trail of points near the measurement
track. While not a significant issue for the measurements shown in this work, techniques
such as those in [75] could be used to remove these points.
Since the SDF constraint currently limits the reconstruction to the point cloud (i.e.,
surfaces), voxels inside of closed objects (e.g., box, shipping container) or behind walls
are labelled as free and not included in the reconstruction. This dual-state occupancy
model (occupied or free) could be improved with a tri-state model (occupied, free, or
unknown) to capture voxels inside of closed volumes or unexplored spaces. The recon-
struction could then be performed over both occupied and unknown voxels to facilitate a
full volumetric reconstruction. Open-source tools utilizing ray-casting techniques could
be used to determine tri-state occupancy [76].
It is important to note that the gamma-ray reconstruction is currently limited by
errors in the point cloud and pose uncertainties. It is expected that SLAM algorithms
will continue to improve with developments in autonomous vehicles, however detailed
characterizations of SLAM uncertainties will be necessary to understand their impact
on free-moving gamma-ray image reconstruction and SDF. This is currently outside the
scope of this work.
2.4.2 Visualization
Visualizing a high dimensional 3D data product including scene, pose, and gamma-ray
information with enough contrast and little clutter can be challenging. This work uti-
lizes three different methods of visualization, depending on the demonstration. First,
the gamma-ray image is superimposed as a 3D contour plot on the 3D point cloud. The
point cloud is colorized by the LiDAR return intensities (i.e., a measure of reflectivity)
for added contrast. Multiple viewpoints of the scene are provided to give a sense of
depth. However, generating and transmitting 3D images can be computational expen-
sive and prohibit a real-time visualization framework. Therefore, in some cases, it is
appropriate to show top-down 2D projection images on a downsampled point cloud.
Finally, following the conclusion of a measurement, high-resolution 3D images can be
produced with offline processing, in O(min). Currently the point cloud is colorized by
interpolating the gamma-ray intensity map and using open-source graphics software to
render the final product. The lower 10% of the gamma-ray intensities are replaced with
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the LiDAR return intensities to provide higher contrast. In the future, photogramme-
try and structure-from-motion [77]–[81] can be used to generate colorized point clouds
based on the RGB camera stream during the measurement.
2.5 Image Reconstruction
Gamma-ray imaging attempts to reconstruct the distribution of source activity (emission
intensities) in some space given a set of discrete measurements from a static or dynamic
gamma-ray sensitive detector or detectors. The sampling of the incident gamma-ray
flux distribution (originating from the distribution of source activity) is called the "for-
ward problem". The forward problem projects data from the source activity distribution
space to the measured detector response space. The expectation of this projection is
fully described by the system matrix and, as they involve the independent counting of
discrete events, the measurements are Poisson samples of this projection. The process of
reconstructing the source distribution in the image space from measured samples in the
detector space is called the "inverse problem". This section sets out to describe several,
but by no means all, techniques to solve the inverse problem.
First, some notation is defined. The discretized image space space is of size J and this
space can either be 2D where the term pixel is used to describe a 2D section or simply a
direction on S2, or in 3D where the term voxel is used to a describe a 3D volume of R3.
The distribution of source intensities (i.e., the image) in units of activity (Bq) is therefore
a J × 1 matrix in the positive real space, expressed as λ ∈ RJ+. A single element of the
image space is j and the intensity in that element is therefore λj. The detector space
describes the collection of data (measurements in units of counts per unit integration
time) of size I from one or many detector elements at a discrete position in a discrete
amount of time, expressed as x ∈ RI+. A single element in detector space is i and a single
measurement is therefore xi. The mapping between image space and detector space is
described fully by the system matrix V ∈ RI×J+ . This matrix, in units of inverse activity
(Bq−1), describes the geometric and detector efficiency of the I measurements relative to
J image elements (i.e., Vij is the probability of a photon emitted from image element j
being detected in measurement i)
Vij ∝ ηijti|~ri −~rj|−2 , (2.13)
where ηij is the angular response of measurement i to image element j, ti is the integra-
tion time of measurement i, and ~ri and ~rj are the global position coordinates associated
with measurement i and image element j, respectively. The angular response is deter-
mined either through measurement or simulation.
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Next, it is useful to represent the gamma-ray imaging inverse problem using Bayes’
Theorem
p(λ|x) = p(x|λ)p(λ)
p(x)
, (2.14)
where p(λ|x) is the conditional probability of λ given x to be true, p(x|λ) is the condi-
tional probability of x given λ to be true, and p(λ) and p(x) are marginal probabilities
(i.e., the probability of observing λ and x independently of each other). Often times this
expression is rewritten using logarithms, with each term following a specific naming
convention
log p(λ|x)︸ ︷︷ ︸
posterior
= log p(x|λ)︸ ︷︷ ︸
likelihood
+ log p(λ)︸︷︷︸
prior
− log p(x)︸︷︷︸
evidence
, (2.15)
where the goal of the image reconstruction is to find the λ that maximizes the poste-
rior distribution. The likelihood describes the probability of the measuring the detector
data x from the image model λ (i.e., the forward problem), the prior encompasses any
information known about the source distribution (e.g., sparsity or smoothness), and the
evidence is independent of any model λ and is thus ignored in the optimization problem
over λ. Often times no prior information is assumed about source distribution, in which
case, the maximization of the posterior is equivalent to maximizing the likelihood.
2.5.1 Poisson Likelihood
Gamma-ray measurements are governed by Poisson statistics since they involve inde-
pendent counting of discrete events. The negative log-likelihood of a set of Poisson
distributed measurements x from mean-rates x¯ is
`(x|x¯) = [x¯− x log x¯+ log[Γ(x+ 1)]]T · 1 , (2.16)
where  denotes element-wise multiplication and Γ(·) is the gamma function. In the
absence of background, the mean-rates in units of counts per unit integration time are
the forward-projection of the image
x¯ = V · λ , (2.17)
and the measurements x ∼ Poisson(x¯). With a constant background b, the mean-rates
take the form
x¯ = V · λ+ bt , (2.18)
where t ∈ RI+ are measurement time durations. Detection algorithms that operate in
variable background environments are currently under development and could elimi-
nate the need for the constant background assumption [82].
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The notation presented here is for a single detector system, however, the formulation
is easily extensible to multi-detector systems. In this case, the number of measurements
I will increase according to the number of detectors D (i.e., I ← I × D). Additionally,
the background rate in each detector is treated as a free variable, such that b⇒ b ∈ RD+
and t ⇒ t ∈ RI×D+ , where only a single element of each row in t is non-zero and Eq. 2.18
takes the form x¯ = V · λ+ t · b.
2.5.2 Back-projection
Equations such as Eq. 2.17 can be solved for λ with a direct inversion
λˆ = V−1 · x . (2.19)
Without noise (x ≈ x¯) and an invertible V , this solution is exact. However, in the case
presented here, V is typically sparse and non-square and therefore rarely invertible or
well-conditioned enough for a reliable pseudo-inverse operation. Also in the presence
of noise (in x) and uncertainty (in V ), the multiplication of V−1 will produce significant
noise amplification and skew. An alternative to direct inversion is simple back-projection
(SBP), replacing V−1 with VT
λˆ = VT · x . (2.20)
For every measured event, this approach adds intensity to every image element propor-
tional to the probability of detecting the event from a photon emitted from that image
element. To account for the measurement to be more sensitive to some image elements
than others, a sensitivity correction step is typically used
λˆ = (VT · x) ς , (2.21)
where  denotes element-wise division and the sensitivity is defined as
ς = VT · 1 . (2.22)
Other corrections, or filters, exist with the ramp filter being a well-known filter in
medical projection imaging [83]. The filtering approach is appropriately named filtered
back-projection (FBP) in the literature. In the case presented here, if Eq. 2.17 is solved
using least-squares
argmin
λ
(x− V · λ)T(x− V · λ) , (2.23)
the resultant solution takes the form
λˆ = (VTV)−1 · VT · x , (2.24)
which can be viewed as a simple back-projection followed by a 2D ramp filter. However,
for this specific filter, least-squares inherently assumes Gaussian statistics and may not
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perform well in count limited scenarios (which can be the case in the search scenario).
Furthermore, this filtering technique can produce negative values in the image, losing
count preservation (i.e., [V · λˆ] · 1 = x · 1) and some degree of interpretability in the
image.
While these analytical solutions are fast to compute, they tend to produce low-quality
(i.e., blurry) images and can be difficult to interpret. Iterative techniques can be used to
produce higher quality, count-preserved images, however, at the cost of added compu-
tational complexity.
2.5.3 Maximum Likelihood Expectation Maximization
Maximum likelihood expectation maximization ML-EM is an statistically founded and
highly general iterative algorithm that solves for the source intensities λ and background
b that maximum the Poisson likelihood, by minimizing Eq. 2.16
λˆ, bˆ = argmin
λ,b
`(x|λ, b) . (2.25)
In this case, λˆ is referred to as the maximum likelihood estimate. Without background,
the update equation at iteration q+ 1 is
λˆ
q+1
= (λˆ
q  ς) VT · [x (V · λˆq)] . (2.26)
The convergence of ML-EM is not dependent on the initial estimate, thus the source
intensities are typically initialized with a flat image (λˆ
q
= 1). With the inclusion of a
constant background rate across all measurements, the updates can be separated into
source intensity and background equations. First defining the comparator term as
ξq = x (V · λˆq + bˆqt) , (2.27)
the updates become
λˆ
q+1
= (λˆ
q  ς) (VT · ξq) ,
bˆq+1 =
bˆq
T
(tT · ξq) , (2.28)
where the total measurement time T = tT · 1 and bˆ0 is typically the median of x.
The number of iterations used in ML-EM represents a balance between contrast re-
covery and image noise amplification [84]. A statistical stopping criterion can be used
(e.g., a predefined tolerance on the change in the Poisson likelihood), however the like-
lihood monotonically increases and thus does not translate directly to an image quality
metric in terms of noise or artifacts [85]. In many cases, the number of iterations is set
to an arbitrary number based on past experience or, in the some cases presented here,
reconstruction speed requirements.
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2.5.3.1 List-mode ML-EM
The computational complexity of each ML-EM iteration is O(I × J). In the "bin-mode"
formulation [38], the dimension I is of size P × D where P is the number of poses
and D is the number of detectors. A typical free-moving measurement scenario can
contain 103 to 104 poses, therefore I can easily be on the order of 105 to 106 when using
high-dimensional detector arrays. In most cases, the number of measured gamma-ray
counts N in a particular ROI is significantly smaller than P×D. Therefore a "list-mode"
formulation of ML-EM [39], in which the dimension I is of size N, is more appropriate
for this type of imaging problem.
The list-mode data y ∈ RN+ consists of N events, where each event yn represents a
single measured interaction in detector d ∈ ZD+ at pose p ∈ ZP+ with energy deposition
E in some ROI (e.g., 122± 10 keV). The {n, j} element of the list-mode system matrix
K ∈ RN×J+ represents the probability of a gamma-ray emitted from image element j
producing event yn. Without background, the list-mode ML-EM update equation (at
iteration q+ 1) is given by
λˆ
q+1
= (λˆ
q  ς) KT · [1 (K · λˆq)] , (2.29)
where the sensitivity is still computed over the complete system matrix V (all possible
events P× D, not just the N events measured in y), ς = VT · 1.
2.5.4 Maximum A Posteriori
No prior information about the source intensities distribution was assumed in the tradi-
tional ML-EM approach detailed above. A priori knowledge about the image distribution
can be incorporated into Eq. 2.25 with
λˆ, bˆ = argmin
λ,b
`(x|λ, b) + ρR(λ) , (2.30)
where R is a convex regularizer function or penalty on the source intensities, ρ controls
the strength of the regularization, and λˆ is known as the maximum a posteriori (MAP)
estimate.
One method that attempts to solve this problem is Green’s one step late (OSL) MAP-
EM algorithm [86] that uses the iterative updates
λˆ
q+1
= [λˆ
q  (ς− ρD(R(λˆq))] (VT · ξq) ,
bˆq+1 =
bˆq
T
(tT · ξq) , (2.31)
where D is a vector of partial derivative of the elements of λ. The OSL term is used
here as the partial derivative is applied to the estimate of the previous step. Another,
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simpler, method is to minimize the two components of Eq. 2.30 in two separate steps
(i.e., perform an operation f on the image estimate λˆ
q f−→ ∗λˆq between every iteration of
ML-EM).
2.5.4.1 Regularization
Radiation source distributions are generally expected to be smoothly varying in space,
apart from sharp discontinuities in spatial extent due to either the nature of the source
itself or the surrounding environment. Several de-noising techniques exist to remove
unphysical high-frequency noise, however these also tend to smooth out or blur impor-
tant edges in the image space. Total variations regularization is a common approach
to remove high-frequency detail from images while preserving edges [87]. In the 2D
formulation (where the image element index j is broken into two components k and l),
the TV regularizer can be written as
RTV(λ) =∑
k,l
√
(λk+1,l − λk,l)2 + (λk,l+1 − λk,l)2 + e (2.32)
where the artificial parameter e is required to ensure differentiability. The Python scikit-
image library also contains a TV regularizer function that can be used to perform TV
de-noising on an image of N-dimensions [88].
Furthermore, Candès et al. [89] have shown that, under certain conditions, a function
can be recovered perfectly even with a sampling rate less than the Nyquist-Shannon sam-
pling theorem. This is referred to a compressive, or compressed, sensing. The two major
requirements for compressive sensing are incoherence in the sampling and the signal
(the image in this case) must be sparse in some domain. Incoherence is usually satisfied
with the combination of irregular pose sampling from free-moving systems and active
coded masking of the detector elements. Sparsity can be achieved in the wavelet domain,
where images tend to have sparse wavelet coefficients [90]. The wavelet transform de-
composes images into frequency components while retaining spatial information, unlike
the Fourier transform. Wavelet de-noising can then zero out the coefficients under some
threshold to remove noise while conserving high-frequency features such as disconti-
nuities (i.e., edges). The non-shift invariant nature of the wavelet transform is handled
using the cycle spinning technique [91]. Wavelet de-noising and cycle spinning functions
are also available in the Python scikit-image library for N-dimensional images.
Often times in radiological source search, the source distribution itself is known to
be sparse (i.e., one or a few compact or point-like sources of radiation). Lingenfelter et
al. [92] studied the effects of various penalties to enforce sparsity in the image intensity
distributions. The sparsity-enforcing l0 and l1 norms were shown to produce solutions
that were equivalent or scaled versions of the ML-EM solution. The authors proposed
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a non-convex penalty based on the sum of the logarithm of all image intensity values
resulting in a sparser solution than traditional ML-EM:
Rlog(λ) = log
(
λ
δ
+ 1
)
· 1 , (2.33)
where δ is a scale parameter.
Another prior used in image reconstruction, developed primarily for emission and
transmission tomography [93], [94], is the gamma prior
RΓ(λ) = (λ α β) · 1− (α− 1) · logλ , (2.34)
where α, β ∈ RJ+ correspond to the mean (β j) and variance (β2j /αj) of the gamma density
of image element j. This follows naturally for the underlying Poisson intensities as the
gamma distribution is the conjugate prior of the Poisson likelihood. More importantly,
a gamma distribution with a constant low mean and variance in each voxel will enforce
sparsity as it penalizes the addition of source intensity far from the mean.
2.6 Reconstruction Acceleration Techniques
Real-time 3D imaging is critical to the radiological source search scenario in order to pro-
vide feedback to the operator and facilitate course correction to more efficiently localize
sources. Iterative reconstruction techniques such as ML-EM can improve image quality,
however, come at the cost of a higher computational and memory burden. Further-
more, the dimensionality of 3D image reconstruction with free-moving detector arrays
can increase exceedingly quickly as gamma-ray data is collected and large spaces are ex-
plored. In this section, two methods for reconstruction acceleration for scalable real-time
3D imaging are described.
2.6.1 GPU Parallelization
The number of poses P and voxels J used in the reconstruction will increase as the
measurement progresses and the system explores new space. The memory required to
store the complete system matrix (of size P × D × J) can quickly exceed the available
random access memory (RAM) on single-board computers onboard small free-moving
systems. In this case, elements of the system matrix must be computed on the fly during
reconstruction. This approach can take O(min) when performed on a low-parallelizable
central processing unit (CPU). The use of a highly-parallelizable GPU can significantly
increase computational efficiency, facilitating real-time, O(s), imaging.
The list-mode ML-EM algorithm described in Sec. 2.5.3.1 was parallelized in this
work using the OpenCL framework [95] and the Python package pyopencl [96]. OpenCL
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was chosen here as it can be run on CPUs, integrated graphics cards, and dedicated
GPUs without any restrictions on hardware architecture (unlike e.g., CUDA [97], which
is only compatible with NVIDIA products). While higher performing, dedicated GPUs
tend to be large in size and have considerable power requirements, currently prohibiting
their use on small free-moving systems, such as unmanned aerial systems (UAS) with
limited payloads. Therefore, results shown in Ch. 4 utilize the stock integrated graphics
card (Intel Iris Plus Graphics 650) on a single-board computer.
2.6.2 Ordered Subset Expectation Maximization
Hudson and Larkin [98] proposed an ordered subsets expectation maximization (OS-
EM) algorithm that processes radiation data in subsets (blocks) within each iteration and
demonstrated accelerated convergence over traditional ML-EM by a factor proportional
to the number of subsets using Single Photon Emission Computed Tomography (SPECT)
data. The method takes the "divide and conquer" approach and uses the reconstructed
image from one subset of data as the input image to the next subset reconstruction. The
subsets of data can be random, time-sequential, non-overlapping or cumulative, though,
the choice of subset in one application may not work well in others. Typically the nature
of that data provides insight into natural choices of subsets (e.g., single projections in
SPECT can form successive subsets). However, the authors note that it is advantageous
to select subsets in a balanced way so that pixel activity contributes equally to any subset.
The bin-mode formulation of the reconstruction (without background) follows the
update equation
λq,g+1 = (λq,g  [V gT · 1]) V gT · (xg  [V g · λq,g]) , (2.35)
where g is the subset number and V g is the system matrix for subset g. Notice the
sensitivity correction is only over the current subset. This update equation iterates over
all subsets, using the resultant image from one subset-iteration as the input image to the
next. An OS-EM iteration q is defined as an update through all subset-iterations. Notice
that if one subset exists with all the data, the update equation reduces to ML-EM.
As with traditional ML-EM, depending on the dimensions of the data (i.e., number
of counts vs. number of poses and detectors) a list-mode formulation can result in faster
reconstructions. The list-mode OS-EM formulation is described in [99] and takes the
form
λq,g+1 = (λq,g  [VT · 1]) KgT · (1 [Kg · λq,g]) , (2.36)
where Kg is the list-mode system matrix for subset g. Notice, similarly to list-mode
ML-EM, the sensitivity correction is over the complete system matrix. The list-mode
formalism has also been implemented using GPUs [100].
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The primary disadvantage of OS-EM is that it can suffer from convergence issues in
the presence of noise (i.e., convergence is never achieved and the solution cycles through
limit points) and is sensitive to the choice of subsets. Modifications have been developed
for globally convergent OS-EM in bin-mode [101] by relaxing the number of subsets
over time (i.e., slowly approaching the ML-EM approach) and list-mode [102] using
regularization.
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Chapter 3
PRISM
3.1 Introduction
In recent years, emphasis has been placed on the development and deployment of de-
tection and imaging systems on a variety of free-moving platforms such as hand-held
instruments and (un)manned ground-based and aerial-based vehicles for gamma-ray
source localization and radiation distribution mapping. In the radiological source search
scenario, where the goal is often to efficiently localize compact radioactive sources in
cluttered environments, hand-held free-moving systems can overcome the inverse square
law with the capability to move much closer to suspected source locations to find weak
sources and can potentially circumvent complex shielding configurations by sampling
many perspectives of the source [20]–[23].
As an improvement to the hand-held HEMI system, this work proposes a novel de-
sign by rearranging the detectors into an active coded spherical configuration, resulting
in an omnidirectional FOV and isotropic efficiency for both coded aperture and Compton
imaging. The Portable Radiation Imaging Spectroscopy and Mapping (PRISM) system is
a hand-held, omnidirectional, dual-mode (coded and Compton), spherical active coded
array (14 cm) of 1 cm3 CZT detectors. The system is equipped with an auxiliary sensor
array (optical camera, LiDAR and IMU) for real-time contextual sensing and SDF. While
the system is capable of Compton imaging, this work focuses solely on the active coded
mask imaging modality.
This chapter describes the design, optimization and development of the PRISM sys-
tem and is organized as follows. The hardware design of the first prototype system,
herein referred to as PRISM-v0, is given in Sec. 3.2. The design upgrade to the second
prototype system, herein referred to as PRISM-v1, is outlined in Sec. 3.3. Sec. 3.4 in-
cludes some comments on the use of PRISM-v0 and PRISM-v1 in the following sections
and chapters. Far-field directional system response simulations are discussed in Sec. 3.5.
Finally, the methodology to optimize the mask (i.e., the number and configuration of
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elements) of 1 cm3 CZT crystals in the sphere for omnidirectional active coded mask
imaging is described in Sec. 3.6.
3.2 Prototype Design (PRISM-v0)
PRISM-v0 was designed as the successor to HEMI, leveraging the work on 1 cm3 CZT
crystals with CPG electrodes [53], [54] pioneered at LBNL. Similar to HEMI, each CPG-
CZT detector crystal is connected to an application specific integrated circuit (ASIC)
based on [103] to read out, process (i.e., collecting and non-collecting anode grid differ-
encing with relative gain), shape and amplify the anode grid signal waveforms. PRISM-
v0 was not designed to read out the cathode signals, though this was a design upgrade
in PRISM-v1. The modules (crystal and ASIC) are packaged into modular snap-in Lexan
casings (see Fig. 3.1).
Figure 3.1. PRISM detector module comprising of 1 cm3 CPG-CZT, ASIC and Lexan housing.
The detector array enclosure consists of six identical curved faces each with 32 detec-
tor slots (total of 192 available available detector locations) that come together to form a
sphere. The detector modules are snapped into the interior of the enclosure and oriented
such that the cathodes face in towards the center of the sphere. A flexible circuit runs
along the exterior of the spherical enclosure and connects the individual ASIC boards
to 12 analog-to-digital converter (ADC) cards (192 channels) on the signal acquisition
motherboard (see Fig. 3.2). A total of 192 channels are available for processing the an-
ode signals of all 192 detector slots, allowing for the number and configuration of the
detector modules to change without modification to the electronics pipeline. The dig-
itized signals are processed with a field programmable gate array (FPGA) on a digital
signal processing board based on the Compact And Programmable daTa Acquisition
Node (CAPTAN) architecture [104]. The processed signals are then routed via ethernet
to a laptop computer carried in an accompanying backpack for further data processing,
analysis and image reconstruction.
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Figure 3.2. (Left) Assembly of PRISM-v0 spherical enclosure showing flex cable routing. (Right)
Interior of populated sphere showing gold cathodes.
The auxiliary sensor array includes a LiDAR (Velodyne Puck Lite [72]) and IMU (Vec-
torNav VN-200 [73]) for real-time contextual mapping and tracking. An optical camera
was not included in the PRISM-v0 design, though it has been implemented in the PRISM-
v1 design. Contextual data processing and SLAM (via the Google Cartographer package
[74]) are also performed on the computer. A hand-held tablet (Microsoft Surface) is used
for real-time remote control and visualization, connected to the laptop via USB. Two
98 W-hr Li batteries are used to power the detectors and contextual sensors. The com-
puter is powered with its internal battery. The total operational battery life is ∼1 hr, due
primarily to the demand placed on the computer (e.g., from image reconstruction and
SLAM). With no heavy processing, the detectors can remain powered for > 6 hr. The
system can be powered on and begin acquiring data in < 60 s. The hand-held device
(excluding the background and tablet) weighs approximately 3.65 kg (with 96 detectors).
Figure 3.3 shows the internal model and completely assembled PRISM-v0 prototype and
Fig. 3.4 shows the entire user set-up including backpack and tablet.
Figure 3.5 shows some example singles gamma-ray spectra (individual channels and
sum) for 30 min measurements of 10 µCi 133Ba and 137Cs. The sources were placed on-
axis with 1 m standoff and the system was placed roughly 1 m above the floor. Figure 3.6
shows a picture of the source setup. Only 66 detectors were loaded in PRISM-v0 during
this measurement. Energy calibration was done with a three-point linear fit using the
133Ba (81 and 356 keV) and 137Cs (662 keV) lines. The energy resolution of the detectors
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Figure 3.3. (Left) Model rendering of PRISM-v0 prototype showing the six modular faces each
with 32 available detector slots. One face is removed to reveal the gold cathodes of the CPG-CZT
detectors. (Right) Fully assembled prototype.
Figure 3.4. (Left) Setup of PRISM-v0 system including the hand-held detector, backpack holding
batteries and computer, and hand-held tablet for control and visualization. (Right) Example user
operating the system.
varied between 2−4% at 662 keV. Notice that some detectors display an attenuated 81 keV
signature in the 133Ba spectrum, due to occlusion. This effect is not significant at 662 keV
due to the higher penetrating power of higher energy gamma-rays. This attenuation is
what is used for active coded mask image reconstruction and thus demonstrates why
the modality degrades at higher energies.
3.3 Design Upgrade (PRISM-v1)
The next iteration of the prototype system, PRISM-v1, improves upon the previous pro-
totype in several ways. The contextual data processing and gamma-ray reconstruction
33
Figure 3.5. (Top) Individual channel energy-calibrated 30 min spectra of 10 µCi 133Ba (left) and
137Cs (right) placed at 1 m. A total of 66 detectors were loaded in the system at the time of the
measurement. (Bottom) Total spectrum summed over all channels in top row.
Figure 3.6. Source and system setup for spectral measurement shown in Fig. 3.5
was moved to a single-board computer (Intel NUC7i7BNH [105]) and integrated directly
into the detector enclosure, removing all external cables and the need for the back-
pack. A lightweight wireless tablet (iPad mini) is used for real-time remote control and
visualization, connected to the system via WiFi. In addition to the same contextual sen-
sors on PRISM-v0 (LiDAR and IMU), an optical camera (FLIR flea3 camera [106] with
Kowa 3.5 mm/F1.4 lens [107]) is included for real-time augmented visualization. Sev-
eral hardware components were upgraded to be smaller, lower-power, and lighter. A
single 98 W-hr Li battery powers the entire system for ∼1 hr, though, again, the battery
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life may fluctuate depending on the demand placed on the computer (e.g., from image
reconstruction and SLAM). The system can be powered on and begin acquiring data in
< 30 s. With the battery attached, the system weight is approximately 6.35 kg.
As mentioned in Sec. 2.2, the CPG electrode scheme is capable of determining event-
by-event DOI in each CZT detector. PRISM-v1 makes use of this capability and reads
out the cathode signal waveforms in addition to the anode grid. A flexible circuit still
connects the individual ASIC boards to 12 ADC cards on the signal acquisition moth-
erboard, now with 384 channels (both anode and cathode of all 192 detector locations).
Figure 3.7 shows a diagram of all the upgraded components on PRISM-v1, Fig. 3.8 shows
the components being assembled, and Fig. 3.9 shows the finished system and example
use in the field.
Figure 3.10 shows example anode singles spectra (individual channels and sum) for
a ∼10 min measurement of 20 µCi 133Ba and 137Cs. The sources were placed close to the
detector enclosure and moved around all sides of the sphere in an attempt to uniformly
illuminate all the detectors. Only 91 detectors were used in this measurement. Similar
to PRISM-v0, the energy resolution of the detectors varied between 2−4% at 662 keV.
However, some low-energy tailing is observed in the PRISM-v1 spectra. This is likely
due to insufficient bias voltage applied to the detectors, leading to incomplete charge
collection. Notice the 81 keV signature is not significantly different between channels in
this case. This is because the sources were moved around the sphere, so occlusions have
been averaged out.
Figure 3.7. Diagram of upgraded components on PRISM-v1.
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Figure 3.8. Assembly of PRISM-v1 components.
Figure 3.9. (Left) Fully assembled PRISM-v1 prototype system with accompanying wireless tablet
for remote control and visualization. (Right) PRISM-v1 system being used in the field (literally).
3.3.1 Depth-of-interaction
PRISM-v1 facilitates the event-by-event read-out of deposited gamma-ray energy from
both the anode grid and cathode electrodes. While the unipolar charge (i.e., electrons)
sensing CPG anode electrode scheme produces accurate energy estimates regardless of
depth (along the anode-cathode axis), the poor hole mobility in CZT causes the cathode
events to suffer from depth-dependent incomplete charge collection. The cathode signal,
however, can be used in an anode-cathode ratio to determine the DOI.
To demonstrate this capability, a single PRISM detector module was illuminated with
a low-energy 241Am source (60 keV) on the cathode, anode, and side of the crystal. A
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Figure 3.10. (Left) Individual channel and (right) total energy-calibrated spectra of 20 µCi133Ba
and 137Cs moved continuously around the sphere to uniformly illuminate the detectors. A total
of 91 detectors were loaded in the system at the time of the measurement.
finely collimated 241Am source was also directed towards the middle of the side sur-
face of the crystal. The mean free path of 60 keV gamma-rays is < 1 mm in CZT
and thus events can reasonably be assumed to occur on the surface of the crystal. Fig-
ure 3.11 shows the distribution of cathode-anode ratios for the four scenarios. A clear
distinction is observed between the anode and cathode events and the uncollimated side-
illuminated events produce a broad distribution of ratios, indicating events occurred
along all depths. The collimated response indicates a ∼2 mm FWHM depth resolution
for 60 keV events in the middle of the crystal. A uniform 2.5 mm resolution (i.e., four
depth bins) is assumed in the rest of this work.
Figure 3.11. Cathode-to-anode-grid ratio distribution for an uncollimated 241Am source on the
cathode, anode and side of the crystal as well as a collimated 241Am source source directed
towards the middle of the side surface of the crystal (courtesy of P. Barton).
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At the time of this writing, the coded configuration in PRISM-v1 consisted of 100 de-
tectors. DOI capable module fabrication was still ongoing, and only 54 of the detectors
were depth sensitive. Figure 3.12 shows the channel mapping unfolded in 2D, with the
front and back pointing away and towards the electronics in the rear of the enclosure,
respectively. Note the cathodes face in towards the center of the sphere and the anode
grids face out. In this configuration, most of the depth-sensitive detectors are oriented
such that the cathode faces are exposed to sources in front of the system.
Figure 3.12. PRISM-v1 detector configuration unfolded in 2D, with populated channel marked
in grey and DOI capable modules highlighted in red. In this diagram, the front and back point
away and towards the electronics in the rear of the enclosure, respectively.
A simple measurement was performed to assess DOI performance in PRISM-v1. A
20 µCi 133Ba source was placed 1 m in front of the sphere center, on axis. The measured
singles energy spectrum is shown in Fig. 3.13 separately for the anode and cathode
and in Fig. 3.14 as an anode-cathode 2D-histogram. The data show the inability of the
cathode electrode to capture the full energy deposition and that the effect worsens with
increasing energy.
Figure 3.15 shows the anode singles energy spectrum separated into the four separate
depth bins. A clear separation between the anode and cathode bins at 81 keV is observed
in the spectrum, indicating that most of the events do occur near the cathode, as expected
for this configuration. The effect is less noticeable at higher energies due to the longer
mean free path of gamma-rays distributing events more evenly throughout the crystal
volumes as well as the degredation in DOI with increasing energy.
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Figure 3.13. Anode and cathode energy spectra of a 133Ba source placed 1 m in front of the sphere
center, on axis.
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Figure 3.14. Anode-cathode 2D-histogram of the data in Fig. 3.13.
Figure 3.15. Anode energy spectrum of the data in Fig. 3.13 separated into the four depth bins.
3.4 Comments on PRISM-v0 and PRISM-v1
Two PRISM systems have been developed and used during the course of this work (see
Fig. 3.16). Results will be shown from both systems in this dissertation, mentioning
the specific system used where necessary. There are no fundamental differences in the
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imaging capabilities between PRISM-v0 and PRISM-v1, as both utilized ∼100 detectors
on a sphere. The primary distinction in imaging is the DOI capability in PRISM-v1,
which will be treated separately.
Figure 3.16. PRISM-v0 and PRISM-v1 shown side-by-side.
3.5 Directional System Response
An element of the far-field directional system response, ηij, is defined as the probability
that a photon emitted from image pixel (direction) j is detected in detector i. The matrix,
η, or an estimate of it, is crucial to the active code mask image reconstruction process. In
this work, two approaches were taken to determine η.
In the first approach, a Monte Carlo simulation in Geant4 [108] was developed using
a simplified model of the PRISM system represented only by the CZT crystals. In the
low-energy regime of the active coded mask modality, surrounding materials including
the contextual sensors, battery, electronics, and human operator will act as significant
attenuators and down-scatterers and will add features to the directional response. Any
systematic or statistical uncertainties in the response will propagate through reconstruc-
tion and manifest as artifacts or noise in the images. However, it is unclear as to where
the largest uncertainties originate. Effects such as gain drift, detector noise, and pose
uncertainty could certainly dominate the response uncertainty in real measurement sce-
narios, and the degree to which the geometry is accurately modeled in simulation could
be second order. The results shown in Ch. 4 support this hypothesis, as high-quality
images and accurate localizations were achieved with a simple simulation geometry.
The far-field image space pixellation was defined on the 2-sphere with the Hierarchi-
cal Equal Area isoLatitude Pixelation of a sphere (HEALPix) library [109] with Nside = 16
for a total of 3072 source directions (angular resolution of about 3.5◦). When parallelized
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on 768 CPUs using a high-performance computing cluster, the far-field system response
of 106 system-incident gamma-rays from each of the 3072 source directions can be gen-
erated in about 90 s. The full-energy directional response for a random 100-detector
configuration is shown in Fig. 3.17 for various energies, with and without DOI. A large
response (yellow) indicates a high probability of full-energy absorption and a low re-
sponse (purple) indicates a low probability of absorption (i.e., the detector is occluded).
Both the detector and HEALPix indexing start at the north pole and spiral around the
sphere towards the south pole. The DOI detectors follows the same indexing as the non-
DOI detectors, but grouped into four distinct bins (i.e., detectors 0→ 99 and 300→ 399
correspond to the cathode side and anode side bins of all 100 detectors, respectively.)
In the second approach, a graphics-based program was developed using OpenGL to
quickly generate the zero-energy (i.e., infinite attenuation and no scattering) directional
system response. OpenGL is widely utilized for fast 2D and 3D graphics rendering
using highly-parallelizable GPUs. Given a 3D model (i.e., cubic CZT crystals arranged
in a sphere), OpenGL can quickly render an orthographic projection of the geometry
(i.e., modeling a far-field point source with uniformly spaced mono-directional system-
incident rays) including occlusion. In this approach, each detector crystal is indexed
by a unique 8-bit red color value and DOI is included using a gradient of 8-bit blue
values along the anode-cathode axis of each detector. Figure 3.18 shows a snapshot of
the OpenGL display of the PRISM sphere with and without the DOI color schemes. For
a given projection (i.e., source direction), the red and blue channels in each pixel in the
display correspond to a detector index (1→ 192) and a DOI value (1→ 256), respectively.
The blue values can be binned according to the depth resolution of the detector. Pixels
are then histogrammed by color to determine the visible surface area (i.e., effective zero-
energy flux) of each detector bin. The system response from all 3072 source directions
using a 106 pixel display can be generated in under 25 s on a single NVIDIA Quadro
K1100M graphics card.
This approach is useful in the case where a quick estimate of the directional system
response is required (e.g., the mask optimization described in Sec. 3.6). While a zero-
energy system response is unphysical, the results should not differ significantly from
those for low-energy photons. At 60 keV, the mean free path in CZT is approximately
0.26 mm (2.6% of the detector thickness) and the ratio of the photoelectric absorption
and Compton scattering cross-sections is > 50. Figure 3.19 shows the directional re-
sponses with and without DOI of the same random 100-detector configuration as above
simulated with OpenGL. As in Fig. 3.17, the high and low end of the color scale repre-
sent large and small absorption probabilities, respectively. Notice how these responses
do not appear significantly different than the 60 keV response simulated with Geant4.
Note that once an optimal mask configuration has been found, the Geant4 simulation
described above could be run at several source energies to estimate the directional and
energy dependence of the system response. A ray-tracing approach could also be used
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Figure 3.17. Far-field full-energy Nside = 16 directional system response of a random 100-detector
PRISM configuration to 60 keV (top), 186 keV (middle) and 356 keV (bottom) gamma-rays, sim-
ulated with Geant4. The left column shows the response with no depth sensitivity and the right
column with four DOI bins.
to simulate and store the path lengths of each ray through each detector, keeping track
of the ordering of detector traversal. The path lengths can be used with the interac-
tion cross-sections to calculate and accumulate the full-energy absorption probabilities
in each detector for each ray, accounting for all occluding material that can absorb or
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scatter the rays. The ray-tracing simulation can be run with a fully populated sphere
and detectors selectively removed from the calculation to account for any mask configu-
ration. This approach was used to determine the system response of the optimal PRISM
configuration and used in the image reconstructions shown in Ch. 4.
Figure 3.18. OpenGL display without (left) and with (right) DOI coloring.
Figure 3.19. Zero-energy Nside = 16 (3072 directions) response of a random 100-detector PRISM
configuration without (left) and with (right) DOI.
It is important to highlight the directional response of a single detector in the PRISM
sphere (i.e., a row of the directional system matrix). Figure 3.20 shows the far-field
zero-energy response of two detectors on opposite sides of the random 100-detector
configuration, shown in a 4pi Cartesian projection. The response is shown without any
depth sensitivity (top row) and from only the inner (cathode side) depth bin (bottom
row). The detector occlusions are clearly seen in the responses as checkered patterns
of low intensity. A broad response is observed for the directions that illuminate the
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crystals without any occlusions from other crystals. Four sections can be seen in this
broad response with a depression in the middle, representing the increased surface area
of a cube when viewed from the corners (high response) compared to the face (lower
response). This response is almost completely removed in the inner depth bin as this
bin is almost completely occluded by the rest of the crystal in these directions. In a list-
mode formulation, these images are back-projected into the image space for an event in
the detectors. As the reconstruction iterates through several counts in several detectors,
each with their own response, the images combine to ultimately reveal the the source
location.
Figure 3.20. Zero-energy Nside = 16 response of two detectors on opposite sides of the random
100-detector configuration. (Top row) No depth sensitivity. (Bottom row) Inner (cathode side)
depth bin.
3.6 Mask Pattern Optimization
An ideal gamma-ray imaging and search instrument would balance sensitivity (to ef-
ficiently detect weak sources) and imaging capability (to accurately localize sources).
Note that energy spectroscopy and source identification capabilities are also important
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in the source search problem when the source material is unknown. However, these ca-
pabilities are subject to the limitations in the detection material and the spectral analysis
algorithms used for identification, and thus not the focus of this work. Active coded
mask imaging relies on unique modulation patterns across the populated detectors to
reconstruct the direction of potential sources. A fully populated (192 detectors) sys-
tem would be highly sensitive (due to total detector mass), however will lack in unique
modulation due to the regular grid spacing on the sphere. As detectors are removed,
sensitivity is lost but unique modulations patterns arise. If too many detector are re-
moved, however, unique modulation will also begin to degrade. Therefore care must be
taken in determining the number and configuration (i.e., mask) of the detectors in the
PRISM sphere.
In order to design an optimal mask pattern, a specific metric must first be chosen.
There are many important performance characteristics of an omnidirectional imaging
system, and the significance of each may vary depending on the application at hand.
Therefore, in general, the choice of metric is often unclear. When designing passive
planar coded apertures, a common metric is the maximization of the SNR of the recon-
structed images. The URA [16] has been shown to optimize this metric [110] while also
having constant sidelobes in its periodic autocorrelation function. The URA, however,
is only applicable for a limited set of specific aperture sizes and detector geometries.
Other mask types also exist, such as the non-redundant array (NRA), pseudo-noise ar-
ray (PNP), and modified uniformly redundant array (MURA) [1], [15]. However, none
of these masks have ever been designed for a spherical system. Therefore, an iterative
approach similar to [111], [112] is taken here.
3.6.1 Approach
In this approach, many mask patterns (a single pattern is represented here with H)
are simulated and evaluated (through the calculation of some metric or objective func-
tion, Q). The 192 available detector locations in PRISM present an enormous search
space of possible mask configurations (> 1030 after accounting for symmetries), there-
fore an exhaustive search approach is not feasible by any means. Moreover, the search
space is highly non-convex, subjecting traditional gradient-based methods to local min-
imum/maximum convergence. Several solutions exist to this problem, with Simu-
lated Annealing (SA) [113] being a well-known algorithm. In contrast to traditional
convex algorithms that always reject steps that do not improve the objective function,
these so-called heuristic global optimization algorithms tend to utilize some form of the
Metropolis-Hastings algorithm [114], [115] that can accept steps in the optimization that
do not improve the objective (the acceptance/rejection can be deterministic or probabilis-
tic depending on the implementation) thus allowing the optimization to explore more
space. SA takes this approach, using a probabilistic acceptance criterion based on the
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"temperature" of the system. Furthermore, similar to annealing in metallurgy, this tem-
perature is "cooled" over time, decreasing the chance of accepting a worse solution with
increasing iterations. The problem with SA is that it can be quite sensitive to the choice
of initial temperature and the cooling rate, or the "annealing schedule".
Dueck [116] proposed the heuristic Great Deluge (GD) algorithm as a single-parameter
adaptation of SA and showed improvement with GD over SA for several optimization
problems. The GD algorithm, for maximization, works in analogy to the tendency of a
mountain climber to avoid being drowned in a flood, finding their way to the top of the
mountain without getting their feet wet as the water level rises. For minimization, one
can imagine a fish in a drought (decreasing water level), with the goal of staying under-
water. In this sense, the solution at any given step is not compared to other solutions,
but only to the water level, W. The water level increases or decreases deterministically
based on the distance between the accepted solution, the water level, and a scaling pa-
rameter, d, between 0 and 1 meant to control the speed of convergence [111]. Here the
optimization is formulated as a minimization, therefore W is decreased adaptively as:
Wk+1 =Wk − d(Wk −Qk) , (3.1)
where Wk is the current water level, Wk+1 is the water level of the next step, Qk is the
current metric value. A value of d = 2.5× 10−2 was used in this work, as smaller values
resulted in impractical runtimes.
The optimization begins with H equal to a random number of detectors in a random
configuration on the sphere. The mask is perturbed (H∗) by toggling (on/off) a randomly
sampled detector location. The metric Q is calculated before and after the perturbation
and the GD criterion is used for acceptance. If accepted the old mask H is replaced
with H∗, the water level is decreased according to Eq. 3.1, and the process repeats. If all
192 detector slots are toggled without lowering W, then two randomly selected detector
slots are toggled. If the water level is lowered in the double toggle mode, the procedure
reverts back to the single toggle mode. If the water level is not lowered over a predefined
tolerance (i.e., 1000 iterations), the optimization is stopped and returns H as the optimal
mask. The visual representation of the algorithm is given in Fig. 3.21.
To characterize a given mask, the ideal 2D imaging performance of far-field point
sources at every pixel in the image space is analyzed. The directional system response
was simulated using the zero-energy OpenGL approach and images were generated
using sensitivity-corrected back-projection. The zero-energy approach was necessary to
reduce computational time as tens of thousands of masks were evaluated. The OpenGL
display utilized 9× 104 pixels, as the addition of more pixels did not significantly change
the computed system response (< 1% fractional change in the l2-norm of the difference).
With this many pixels, the system response can be computed in < 3 s.
For this work, the metric, Q, was designed to maximize sensitivity and localization
performance, and force uniform performance over 4pi. For a given far-field source in
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Initialize: H, W, d, i, tol
Perturb mask: H∗ = H + δ
Compute Q(H∗)
Q <W
i← i+ 1
H ← H∗
i < tol Return H
W ←W − d(W −Q)
i← 0
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True
Figure 3.21. Flow chart of Great Deluge algorithm used for coded mask optimization.
direction (pixel) j, the sensitivity is defined as the detection probability in any detector,
defined previously in Eq. 2.22. The localizing performance is described by a signal-to-
blur ratio (SBR) of the sensitivity-corrected back-projection wBP, given by
SBRj =
wBPj − µ(wBPj¯ )
σ(wBPj¯ )
, (3.2)
where wBPj is the image intensity in the true pixel j, and µ(w
BP
j¯ ) and σ(w
BP
j¯ ) are the mean
and standard deviation of the image intensities in all pixels other than j, respectively. The
blur in this treatment refers to the systematic geometric blurring inherent in the back-
projection. Background noise and counting statistics were not included in the images.
The mean and variance of each component (sensitivity and SBR) are then computed
over all source locations, j. The metric, Q, is defined by averaging the variances (σ2) and
the reciprocal of the means
Q = (1/4)
[
µ(ς)−1 + σ2(ς) + µ(SBR)−1 + σ2(SBR)
]
. (3.3)
In every iteration, each component of Eq. 3.3 is normalized by the first iteration value.
Therefore the initial value of Q will be equal to 1. The overall minimization of Q will
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maximize the mean sensitivity and SBR metrics and minimize the variation of the two
metrics over 4pi.
3.6.2 Results
The optimization procedure was performed six times with random initial detector con-
figurations. Due to the large configuration space and the choice of d in Eq. 3.1, it is
not expected that the results of the algorithm to necessarily be unique. In addition, it is
not expected there to be a single mask configuration that significantly outperforms all
others. In the several optimizations that were performed, the resulting masks differed
slightly in design, however, were similar in both Q and the number of detectors (relative
standard deviations of 1.5% and 2.5%, respectively).
Figure 3.22 displays the progression of Q as a function of iteration for a single random
starting point and Fig. 3.23 shows the resulting optimized mask. For this particular run,
the optimized mask contains 104 total detectors (out of the 192 total available locations).
This is slightly larger than a 50% population, determined by [16] to be optimal for the
URA. However, because there is a significant amount of open space even in the fully
populated geometry due to packing cubes on a sphere and non-zero detector housing
thickness, there is no reason to expect that 50% would necessarily be optimal in this case.
Figure 3.22. Minimization of Q using the Great Deluge optimization algorithm. At each iteration,
the current mask configuration is retained if Q (gray) is below the water level (black).
Table 3.1 shows the individual components of Q between the starting and optimized
masks. The optimized mask has a higher mean sensitivity (primarily due to the larger
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number of detectors) and has much more uniform sensitivity over 4pi. The optimized
mask actually has a slightly lower mean SBR, but the uniformly of the SBR was greatly
improved. It is expected that the behavior of these components can fluctuate because
each were given equal weighting. Future work could be done to optimize the weightings
of each component, depending on the application at hand.
Figure 3.23. (Left) Optimized mask pattern shown with the modular faces of the spherical de-
sign unfolded into 2D. Filled in squares represent populated locations. (Right) Optimized mask
shown with bare crystals in 3D. The mask contains 104 detectors out of the 192 available locations.
Table 3.1. Individual sensitivity and SBR metric values in the optimization metric, Q.
Mask Detectors µ(ς) σ2(ς) µ(SBR) σ2(SBR)
Starting 84 0.366 2.9× 10−4 4.883 0.244
Optimized 104 0.431 8.0× 10−5 4.562 0.078
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Chapter 4
Imaging
4.1 Omnidirectional Far-field 2D Imaging
The first task of assessing the performance PRISM as a gamma-ray imager was to demon-
strate static far-field 2D imaging. The spherical arrangement of detectors is the first
design to facilitate a 4pi coded FOV for active coded mask imaging. To demonstrate
this capability, four independent 10 min measurements were performed using PRISM-
v0 with a 20 µCi 241Am source (60 keV) at various directions in 4pi with a 1 m standoff.
See the top pane of Fig. 4.1 for a diagram detailing the source positions. The far-field
approximation is appropriate at this distance given the detector size and expected an-
gular resolution. Near-field effects will be discussed in Sec. 4.3. Image reconstruction
was done with 50 iterations of ML-EM and the the results are shown in the bottom pane
of Fig. 4.1, with the true source locations denoted with white cross-hairs. The intensity
scaling has units of relative intensity as the system matrix used in the reconstruction
was not quantitative. The image space was discretized into 3072 pixels according to the
HEALPix scheme. The final reconstructed image was interpolated into a Cartesian grid
projection with single degree discretization.
At the time of this measurement, the detector mask contained 93 detectors in a
pseudo-random (not optimized) pattern. This is because the system was still being
tested and developed at this point. Due to operation issues, some detectors exhibited a
significant amount of low-energy noise and therefore the reconstruction only used data
from 74 detectors.
The reconstruction was successful in accurately localizing the source in all four direc-
tions. This includes a source behind the system, where most of the detector electronics
are placed. It is important to note that this measurement was performed with PRISM-
v0, where most of the highly occluding material such as the battery are stored external
to the detector enclosure. The PRISM-v1 system integrates both the onboard computer
and Li battery in the back compartment, both of which will contribute to more attenua-
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tion and scattering. Some non-uniformity is observed in the width and overall shape of
the localized hot-spots for the four images. This measurement utilized a random mask
pattern and thus a uniform imaging capability was not expected.
Given the hand-held design of PRISM and the development of SDF, the focus of this
dissertation is on the free-moving 3D imaging capabilities of the system. Therefore, apart
from the short discussion of near-field effects and DOI for 2D imaging (in Sec. 4.3 and
Sec. 4.4), this work will primarily discuss 3D imaging.
Figure 4.1. Static 2D images (50 iterations ML-EM) for 10 min measurements of 20 µCi 241Am
source placed at various directions in 4pi with 1 m standoff. True source locations are denoted
with white cross-hairs. Detector mask contained 93 detectors in a pseudo-random pattern (not
optimized). Due to operation issues, the reconstruction only used data from 74 detectors.
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4.2 Free-moving Far-field 3D Imaging
4.2.1 SDF Constraint and GPU Acceleration
In this section, free-moving 3D active coded mask imaging and the effects of the SDF
constraint and GPU parallelization on both image quality and computational efficiency
are demonstrated. An unshielded point-source localization scenario in a small indoor
cluttered laboratory space is considered. A 20 µCi 241Am source was placed in the
corner of a large (∼1 m3) plastic case, approximately 25 cm from the top of the case.
The PRISM-v1 system was walked around the lab, mapping the ∼70 m2 space in less
than 35 s (total of 320 poses). The 3D space surrounding the measurement path was
uniformly discretized with 10 cm voxels, resulting in a total of 2× 106 voxels and 5×
104 occupied voxels (2.5% of the total). The list-mode gamma-ray data used in the
reconstruction was limited to a 10 keV wide ROI around the 241Am photopeak at 60 keV.
A total of 1095 counts were collected in the ROI over the measurement from 92 detectors.
For comparison, the ML-EM reconstruction was performed on both the full and SDF-
constrained image space and on both the CPU and integrated GPU. Ten iterations were
used to balance image quality and overall reconstruction speed. Sample run-times for
the sensitivity calculation and ML-EM iterations on the onboard CPU and integrated
GPU are shown in Table 4.1. The full and constrained images are shown in Fig. 4.2
as 3D contour plots superimposed on a downsampled point cloud with top-down and
isometric viewpoints. The color scales have units of relative intensity (arbitrary units) as
the system matrix used for reconstruction is currently not quantitative.
The full voxelization reconstruction results in a bias towards the measurement path
and a rather diffuse estimate in space. The SDF constrained image localizes the source
with a higher degree of both accuracy (hotspot < 10 cm from true location) and precision
(tens of cm FWHM). In addition to image quality, the SDF constraint reduces the overall
dimensionality of the reconstruction, leading to significant speed increases on both hard-
ware. The GPU-based reconstruction shows a drastic increase in reconstruction speed
over the CPU (∼10×), improving overall run-times to O(s).
Table 4.1. Sensitivity and list-mode ML-EM iteration (itr) run-times on the PRISM-v1 single-
board computer for the images in Fig. 4.2.
Hardware
Sensitivity (s) MLEM itr (s)
Full SDF Full SDF
Intel i7 dual-core 3.50 GHz (CPU) 550.8 14.2 49.0 1.1
Intel Iris Plus Graphics 650 (GPU) 47.3 1.3 7.5 0.2
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(a.1) (a.2)
(b.1) (b.2)
Figure 4.2. ML-EM reconstruction (10 iterations) of a 35 s free-moving measurement (path shown
in red) around a 241Am source (marked with an arrow) in a small indoor cluttered lab space
(∼70 m2). (a) Full voxelized model [(1) top-down and (2) isometric viewpoints] and (b) SDF-
constrained model [(1) top-down, (2) isometric], superimposed on the 3D point cloud colorized
with LiDAR return intensities. Measurement parameters: 10 cm voxel size, 5× 104 occupied vox-
els (2.5% of total), 320 poses, 92 detectors, and 1095 counts in the photopeak ROI (59 ± 5 keV).
4.2.2 OS-EM Acceleration
An SDF-constrained GPU-accelerated 3D OS-EM reconstruction algorithm (both list-
mode and bin-mode) was implemented using the OpenCL framework. In the bin-mode
formulation, sets are defined as random groups of detectors. The free-moving nature
of the measurements facilitates balanced sets as counts are equally distribution across
detectors as the system is moved through the environment and views sources from var-
ious perspectives. In the list-mode formulation, sets are defined as random groups of
events. The shuffling of events ensures that each set will have a similar number of counts
that contribute to the overall source localization. OS-EM is known to have convergence
issues in the presence of noise and can be sensitive to number of sets and iterations.
With appropriate statistics and small number of sets and iterations, however, OS-EM can
54
result in accelerated reconstructions (i.e., similar images to ML-EM in less time).
This method is explored using the same measurement scenario from the previous
section (see the caption of Fig. 4.2). First, a comparison is made between ML-EM and
OS-EM operating in bin-mode. Figure 4.3 shows the image results (top-down projection
contour plot on a downsampled point cloud) and total reconstruction times using var-
ious numbers of sets and iterations. Recall that a single OS-EM iteration includes the
iterations through all subsets. The iterations through the subsets are referred to here as
inner iterations and the OS-EM iteration is referred to as an outer iteration. Note that
OS-EM with one set is equivalent to ML-EM (i.e., each outer iteration contains a single
inner iteration). It is observed that the OS-EM reconstructions can achieve approximately
the same degree of convergence in less amount of time. Specifically, the reconstruction
with four subsets (groups of 23 detectors) results in a more precise localization with
5 iterations in roughly half the time of ML-EM with 10 iterations (middle image). The
reconstruction with 23 subsets (groups of 4 detectors) localizes the source with only one
iteration, with a speed increase of ∼6× (bottom left image).
Given the measurement parameters (i.e., number of poses, detectors, counts), it is
more efficient to run the reconstruction in list-mode. Figure 4.4 again shows the im-
age results and total reconstruction times using various numbers of sets and iterations,
though this time operated in list-mode. The first observation is that list-mode ML-EM
significantly outperforms its bin-mode counterpart in terms of reconstruction speed (the
image results at any given iteration are equivalent). However, the OS-EM reconstruction
does not show an improvement in reconstruction speed as the number of subsets is in-
creased. This is because the GPU is capable of efficiently distributing the problem over
the low number of events (∼1000), particularly in the forward-projection step, even in the
one subset case. In other words, the forward-projection step requires the same amount
of time, regardless of the number of subsets. Therefore adding more subsets increases
the outer iteration time. While fewer iterations are required for similar convergence to
10 iterations of ML-EM, the increased forward-projection computation ultimately results
in a slower overall reconstruction. This effect will vanish in the case of large numbers of
events, where subsetting becomes favorable for the GPU implementation. In this case,
a significant speed increase is expected with OS-EM. Finally, convergence issues are in-
deed observed in the list-mode OS-EM reconstruction when using a larger number of
subsets (bottom row of images).
In some cases, OS-EM offers a substantial reconstruction acceleration over a tradi-
tional ML-EM. However, in its current form, the sensitivity to the choice of the number
of sets and iterations limits its use in radiological search scenarios where a priori infor-
mation that could aid in the choice of subsets is limited. Moreover, in count-limited
scenarios where list-mode reconstruction is favorable, no significant gain is seen with
OS-EM due to the GPU implementation. In this case, the GPU-accelerated list-mode
ML-EM is the best solution in terms of both image quality and reconstruction speed.
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Figure 4.3. SDF-constrained GPU-accelerated bin-mode OS-EM image reconstructions (top-down
projection contour plot on a downsampled point cloud) and sample computation times for the
measurement initially presented in Fig. 4.2. Number of sets are varied across rows: 1 (top), 4
(middle), and 23 (bottom). Number of iterations are varied across columns: 1 (left), 5 (middle),
and 10 (right). The plots along the anti-diagonal (top-right to bottom-left) highlight the ability of
OS-EM to increase image quality and reduce computation time with increasing number of sets.
In the future, relaxation methods such as decreasing the number of subsets with each
outer iteration could alleviate convergence issues, though the choice of initial conditions
and relaxation rates are additional degrees of freedom that may not be well defined in
unknown environments. Subsets across the larger reconstruction dimensions, such as
detector poses or image voxels, could also be considered to better leverage the paral-
lelization capabilities of GPUs.
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Figure 4.4. SDF-constrained GPU-accelerated list-mode OS-EM image reconstructions and sam-
ple computation times for the measurement in Figs. 4.2 and 4.3. Number of sets are varied across
rows: 1 (top), 5 (middle), and 10 (bottom). Number of iterations are varied across columns: 1
(left), 5 (middle), and 10 (right). Sub-setting the space did not improve image quality or compu-
tational speed in this case.
4.2.3 Real-time Online Reconstruction
The results shown in the previous sections were for data collected over the entire mea-
surement. However, Table 4.1 shows that the SDF constrained GPU-based imaging ap-
proach can facilitate online reconstruction and return images to the user in real-time
during the measurement. In this section, the real-time online 3D imaging capability is
demonstrated in an indoor office space, consisting of two large rooms connected by a
hallway (total area of ∼240 m2). A 20 µCi 133Ba source and a 20 µCi 137Cs source were
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placed on top of filing cabinets on opposite sides of one room. The PRISM-v1 system
was walked around both rooms in under 2 min. A 10 keV wide ROI was placed around
356 keV to localize the 133Ba source and to demonstrate the coded mask imaging capa-
bility at higher energies. The 662 keV line from 137Cs is better suited for high-energy
imaging modalities (i.e., Compton imaging).
Figure 4.5. Time sequence of the top-down projection SDF-constrained ML-EM reconstruction
(10 iterations) during a free-moving measurement (shown with a red line) in a small indoor space
(∼240 m2). Two sources (133Ba and 137Cs) were placed in the scene and are marked with arrows.
Reconstruction was performed on the high-energy 133Ba photopeak (356 ± 5 keV). The source
was correctly localized within ∼20 s.
Figure 4.5 shows a series of top-down projection images (10 iterations ML-EM) in-
cluding the point cloud and pose estimates during the course of the measurement, each
with a timestamp and additional reconstruction parameters such as the number of poses,
occupied voxels, counts, and the reconstruction time (sensitivity and all iterations) for
the state of the measurement up to that point. The image reconstruction is always per-
formed in 3D, and 2D projection is done only for visualization. Both the scene and the
gamma-ray reconstruction update over time as new space is explored. The system first
approaches the 137Cs source and produces a localization estimate around its position,
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likely due to the Compton continuum of the 662 keV gamma-ray in the 356 keV ROI.
As the system gets closer to the 133Ba source, however, the image quickly corrects and
localizes the 133Ba source. The solution converges in < 40 s and remains roughly static
as the system continues to explore new space.
Figure 4.6 shows multiple views of the final 3D image, visualized as a colorized point
cloud (processed and rendered offline). Points from the ceiling and floor have been
removed for clarity. Several blurry tracks can be seen in the point cloud, particularly
in the room with the sources. The points arise from people moving through the scene
during the measurement. Techniques such as those in [75] could be explored to remove
transient points in the point cloud.
Figure 4.6. Final 3D image from Fig. 4.5, shown as a colorized point cloud (visualization pro-
cessed offline). The 133Ba source is correctly localized to the top of the cabinet in the back corner
of the office. Point cloud tracks from people moving during the measurement can be seen in the
source room. Points from the ceiling and floor have been removed for clarity.
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4.2.4 Wide-area Outdoor Localization
In contrast to structured light sensors based on infrared light (e.g., Kinect), the use of
LiDAR facilitates SLAM in wide-area outdoor settings. To demonstrate the performance
of the 3D active coded mask imaging modality in this setting, PRISM-v1 was walked
toward and around a single vehicle parked among several vehicles in a large open field.
A strong plutonium surrogate [194 µCi 252Cf, 530 µCi 133Ba, 35 µCi 137Cs] was placed
in the open trunk. An area of ∼2,500 m2 was mapped in under 1.3 min. The SDF-
GPU ML-EM image reconstruction (10 iterations) was run on a 10 keV ROI around the
low-energy 81 keV 133Ba photopeak. Figure 4.7 shows the results of the reconstruction
as a colorized point cloud from several viewpoints. The source is correctly localized to
the trunk of the car, with a hot-spot accuracy on the order of tens of cm. Gamma-ray
intensity is also seen on the open trunk door and the ground beneath the source and
likely represents down-scattering from the primary source. In addition to 3D source
localization in large outdoor settings, the results also highlight the benefit of LiDAR to
produce dense, high-resolution, context-rich point clouds.
Another outdoor wide-area source search scenario measurement was performed at a
site consisting of a collection of small and large house-like structures made of various
materials (e.g., clay, brick) as well as a few steel L-shaped cargo containers. A 5 mCi 133Ba
source was placed in one of the cargo containers and PRISM-v1 was walked around
the ∼4,500 m2 site in less than 2.5 min. The SDF-GPU ML-EM image reconstruction
(10 iterations) was run on a 10 keV ROI around the high-energy 356 keV 133Ba photopeak,
again to demonstrate the energy range of active coded mask imaging. Figure 4.8 shows
the 3D reconstruction results as a colorized point cloud from several viewpoints. The
gamma-ray hotspot was accurately localized to the correct cargo container among > 10
structures in the scene.
Since the SDF constraint currently limits the reconstruction to the point cloud (i.e.,
surfaces), voxels inside the containers are labelled as free and not included in the recon-
struction. The source was placed inside of the container and therefore the reconstruction
only shows the surface gamma-ray emission profile of the container. The implementa-
tion of a tri-state occupancy model (occupied/free/unknown) could be used to capture
and reconstruct on voxels inside of closed volumes or unexplored spaces (e.g., behind
the perimeter wall). Ray-casting techniques such as those used in [76] could be used for
tri-state occupancy.
Finally, a laser-scan mismatch can be seen in Fig 4.8 (structures have multiple front
walls), highlighting the fact that the gamma-ray reconstruction is currently limited by
errors in the point cloud and pose uncertainties. SLAM algorithms are expected to im-
prove with developments in autonomous vehicles, however detailed characterizations of
SLAM uncertainties will be necessary to understand the impact on free-moving gamma-
ray imaging and SDF.
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Figure 4.7. Final ML-EM reconstruction (10 iterations) from a 1.3 min measurement (path shown
by the red line) around a vehicle containing a strong plutonium surrogate source in a wide-
area outdoor setting (∼2,500 m2), shown as a colorized point cloud (visualization processed and
rendered offline). Measurement parameters: 15 cm voxel size, 7× 104 occupied voxels (2.9% of
total), 755 poses, 91 detectors, 4542 photopeak counts (81 ± 5 keV), 10 s reconstruction time.
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Figure 4.8. Final ML-EM reconstruction (10 iterations) from a < 2.5 min measurement (path in
red) in a wide-area outdoor setting (∼4,500 m2) containing several house-like structures and steel
L-shaped cargo containers. A 133Ba source was placed inside one of the containers. Measurement
parameters: 30 cm voxel size, 7× 104 occupied voxels (7.3% of total), 1400 poses, 88 detectors,
9566 photopeak counts (356 ± 5 keV), 20 s reconstruction time.
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4.2.5 Multi-source Reconstruction
Real-time imaging also facilitates imaging multiple energies (i.e., multiple isotopes) dur-
ing a single measurement. A list of isotopes and associated gamma-ray energies could
be defined before the measurement or during the measurement with a real-time spec-
troscopic detection algorithm. The reconstruction can then be run on each energy in a
serial fashion and the images superimposed onto a single display.
To demonstrate this capability, a multi-source scenario consisting of 241Am and 133Ba
sources (both 100 µCi) placed in close proximity in a small laboratory space is consid-
ered (see Fig. 4.9). PRISM-v1 was walked around the space in < 38 s (370 poses) with
91 operational detectors. The image space was voxelized with 10 cm voxels (2.4× 106 to-
tal voxels and 5.2× 104 occupied voxels). A total of 3945 and 4114 events were recorded
in the 10 keV wide 241Am and 133Ba ROIs, respectively. The reconstructions are shown
as superimposed 3D contour plots in Fig. 4.10 and separate colorized point clouds in
Fig. 4.11. The computational time of each reconstruction (10 ML-EM iterations) was
< 6 s.
Figure 4.9. Multi-source scenario setup. Placement of 241Am and 133Ba check sources indicated
with arrows.
Both sources are accurately localized to the opposite corners of the large box (hotspots
within O(cm) to the true locations). The additional blur in the 241Am image is most
likely due to down-scatter (both in the detector and environment) from the higher energy
gamma-rays from the 133Ba source and ROI overlap with the 81 keV photopeak. The real-
time performance of multi-source reconstruction will slow with more sources and larger
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Figure 4.10. SDF-constrained ML-EM reconstructions (10 iterations) for a free-moving measure-
ment of the source setup in Fig. 4.9 using 10 keV ROIs around the 241Am and 133Ba photopeaks
at 60 and 81 keV, respectively. Measurement path is shown in white and true source locations are
shown with arrows. Measurement parameters are given in the text.
Figure 4.11. Images in Fig. 4.10 visualized as separate colorized point clouds. True source
locations are shown with colored stars (241Am blue and 133Ba red).
reconstruction spaces, due computational demand from each individual reconstruction.
In addition to increasing the voxel size over time or reducing the number of iterations,
spectroscopic detection algorithms could be used to limit the spatial and temporal extent
of each individual reconstruction (i.e., subsets of voxels and poses).
A more interesting approach would be to implement an "energy imaging" algorithm
in which every event is reconstructed into both the 3D position space and the 1D emis-
sion energy space. Images could be decomposed into a 3D spatial image at any energy
(e.g., 60 keV) or a full energy spectrum in any voxel. This concept has been explored pre-
viously at higher energies with Compton cameras [11], [117], [118], combining 2D spatial
64
reconstruction techniques of Compton imaging with spectral-deconvolution algorithms.
PRISM and free-moving SDF methods could be used in the future to demonstrate energy
imaging in all three spatial dimensions and lower energies.
One unique application of this capability, relevant for nuclear security and safe-
guards, would be 3D uranium enrichment imaging, in which the reconstructed spectrum
in every voxel could be converted to an uranium enrichment estimate using traditional
methods (i.e., photopeak ratios) [119], [120]. There exists issues of course with self-
shielding, infinite thickness, and environment attenuation and scattering, though even
coarse (depleted, natural, low enriched, highly enriched) and surface estimates would
be useful in certain applications. For example, UF6 is a common material in enrichment
and reprocessing facilities and is typically kept in liquid or solid form in large cylinders
for shipping and storage. Many of these cylinders are stacked together to create a 3D
topology of UF6. One could imagine a free-moving measurement through one of these
facilities, creating a 3D map of the cylinders, each with an enrichment tag. Such a map
could be used for material accountability or to aid in safety and safeguards inspections.
4.3 Near-field Effects
Hand-held imagers are efficient search tools as they can overcome the inverse square law
by moving much closer to potential sources than traditional static imagers. However, as
the system is brought close to the source, near-field effects can begin to dominate and, if
not accounted for in the reconstruction, can produce artifacts and additional blurring. By
properly characterizing and utilizing the near-field effects, the artifacts can be removed
and spatial resolution can be increased. Near-field effects also facilitate high-resolution
static 3D coded aperture imaging and has seen applications in medical and small animal
imaging [5], [7], [121]–[123] as well as for position sensitivity in bulk scintillators [124].
4.3.1 Response Modeling
Traditionally, the system is small enough and the source distance is large enough that a
far-field (point-detector) approximation can be made. Thus a 2D directional response is
sufficient for reconstruction. In previous sections, PRISM has used 3072 directions de-
fined on S2 by the HEALPix discretization scheme and the response was generated either
by Geant4 simulations, ray-tracing or through a fast zero-energy (i.e., infinite attenuation
and no scattering) graphics-based simulation in OpenGL [41].
As the source is brought closer to the system, magnification and solid angle effects
due to finite detector size will dominate and the far-field approximation breaks down.
This effect can be captured in Geant4 by simply changing the incident photons from a
parallel beam to a cone beam originating from the source location in 3D. To simulate
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enough source positions in R3 to sufficiently sample the 3D space would be computa-
tionally expensive with Geant4, requiring many CPU-hr. Therefore the fast zero-energy
graphics-based simulation was used here to sample the near-field 3D system response.
While some physics is not included, the zero-energy approximation is reasonable at
energies < 100 keV, as discussed in previous sections. To include near-field effects, the
simulation was updated from an orthographic projection to a perspective projection. The
reader is referred to [125] for diagrams of these two projections (specifically Figs. 5.13
and 5.14). Figure 4.12 shows the perspective projection of a randomly populated PRISM
system at various distances from the center of the sphere. As a result of the perspec-
tive projection, a relative magnification/minimization is observed between the near-side
and far-side detectors. A global correction was applied in post-processing to account
for the minimized far-side detectors and normalize the responses (using the solid angle
subtended by the un-occluded far-side detectors as a function of distance).
Figure 4.12. OpenGL perspective projection of a randomly populated PRISM crystal array ren-
dered from distances of 10 cm (left), 50 cm (middle), and infinity (right).
Figure 4.13 shows example 4pi responses (Cartesian projection of HEALPix) of a
single detector in a random 93-detector configuration at various source distances. As
the source is brought closer to the un-occluded side of the detector (broad distribu-
tion shown in yellow) the directional response increases in intensity (due to the inverse
square law and larger solid angle) and decreases in extent (due to the occlusion of ad-
jacent detectors). Figure 4.14 shows the response of all 93 detectors from a source at
various distances along a single direction (i.e., the shadowgram). In addition to the over-
all scaling due to the inverse square law, the distinct differences in the response is what
facilitates static near-field 3D imaging.
To demonstrate the effects of using a far-field response to reconstruct a near-field
source, a simple 2D imaging scenario is considered. The zero-energy simulation was
used to generate the 4pi system matrix at a distance of 20 cm from the center of the
PRISM sphere (∼12 cm from the detector enclosure). A column of the system matrix
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Figure 4.13. Single detector 4pi zero-energy directional response at source distances of 20 cm
(top), 50 cm (middle), and infinity (bottom).
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Figure 4.14. Zero-energy detector responses from a point-source at various distances along a
single direction.
(single direction) was used as the input signal to image reconstruction. Figure 4.15
shows the 2D ML-EM image reconstruction (20 iterations) in 4pi using the far-field and
20 cm near-field directional responses. Blurring and artifacts are observed with the far-
field approximation, but are removed when near-field effects are properly accounted for.
Figure 4.15. ML-EM image reconstruction (20 iterations) of a zero-energy point source with 20 cm
standoff with (left) and without (right) a far-field approximation. White cross-hairs indicate the
true source direction.
Figure 4.16 demonstrates how this effect weakens with increasing source distance by
comparing the the reconstructed images with and without the far-field approximation
through the normalized l2-norm of the difference
κd =
||λd − λ∞d ||2
||λ∞d ||2
, (4.1)
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where λ∞d and λd are the reconstructed images at distance d with and without the
far-field approximation, respectively. The difference quickly decreases with increasing
source distance until roughly 60−100 cm, where the far-field approximation becomes
appropriate.
Figure 4.16. Normalized l2-norm of the difference image with and without a far-field approxi-
mation with increasing source distance.
4.3.2 Static 3D Imaging
The 4pi system response was simulated at 20 distances from 10 cm to 3 m and then
interpolated to form a static 3D system response matrix. Depending on the size and
discretization of the image space, this matrix can be too large to fit in the local graphics
memory. Currently this forces the reconstruction to the CPU, resulting in slow recon-
structions. This effect only becomes worse in the case of free-moving measurements.
In an attempt to include some near-field effects with a more manageable system ma-
trix, a far-field finite-detector approximation is used. Similarly to the approach used in
previous sections, the far-field directional system matrix is passed to the GPU and the
3D system matrix is computed on the fly. However, the detector-to-voxel direction is
computed from the crystal position in which the event occurred instead of the center
of the sphere (i.e., assuming a point detector). This requires the crystal positions to be
passed to the reconstruction and transformed into the global coordinate space for each
event. This is straightforward in the static case as the global image space is defined in
the local detector space. In the free-moving case, the coordinate transformation is done
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with the translation and rotation matrices from the pose estimates. Note this approach
will capture the finite detector effects in the near-field but will ignore magnification.
An experiment was performed to demonstrate the static near-field imaging capability
of PRISM and the effects of using various near-field approximations in the reconstruc-
tion. A 20 µCi 241Am source was placed 30 cm from the center of the PRISM sphere and
data was collected for 5 min. The 3D image space was defined around the center of the
detector, spanning 75 cm along each axis. The voxel size was set at 1.5 cm, with a total
of ∼8×105 voxels. No SDF constraint was applied. At the time of the measurement,
83 detectors were operating sufficiently well at low-energies for the data to be included
in the reconstruction. A 20 keV ROI was used around the 60 keV photopeak. Figure 4.17
shows the ML-EM reconstructions (75 iterations) using the far-field, far-field with finite-
detector approximation, and interpolated near-field responses. The far-field response
is unable to localize the source in 3D, with a hotspot localization error > 45 cm. Both
the finite-detector approximation and the interpolated near-field responses accurately
localized the source (hotspot within one voxel).
To gain an understanding of the depth resolution with distance, this measurement
was performed for a number of source standoffs. The 1D image slices along the source
distance axis (Z) were then fit with exponentially modified Gaussian functions (due
to the asymmetrical tailing on the far-side of the source) to extract a width parameter
(σz). The measured width is plotted as a function of the source distance squared over
the diameter of the detector (d2/D) as this is a common metric used for depth camera
characterization [126], [127]. This is done for both the far-field finite detection (FF-FD)
approximation and the near-field (NF) images. The results are shown in Fig. 4.18. Depth
resolution of FF-FD is generally observed to be worse than NF, as expected, but the
degraded depth resolution may be acceptable given the CPU-limited near-field response
reconstruction.
4.3.3 Free-moving 3D Imaging
The hand-held free-moving design of PRISM can overcome the inverse square law and
get closer to sources than traditional static imagers. This facilitates efficient detection of
weak sources as well as increased spatial resolution of 3D images. A source search sce-
nario is considered here to demonstrate the near-field effects on free-moving 3D imaging
as well as the computational burden of including varying degrees of the near-field re-
sponse in the reconstruction. A 20 µCi 241Am source was placed in a box on a bench in
a small indoor laboratory space (see Fig. 4.19). PRISM-v0 (74 operational detectors) was
walked up close to the suspected box and collected data from multiple positions and
orientations to enhance the coded sampling. The total measurement time was 1.5 min
(575 poses). The image space was discretized with 5 cm voxels (2 × 106 total voxels,
5× 104 occupied voxels). A 15 keV ROI was used around the 60 keV photopeak energy
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Figure 4.17. ML-EM reconstructions (75 iterations) using the far-field (top), far-field with finite-
detector approximation (middle), and interpolated near-field (bottom) responses of a 20 µCi
241Am source (marked with a red dot) placed 30 cm from the center of the PRISM sphere (shown
to scale with a white sphere). The left column shows the reconstructions as 3D contour plots and
the right columns shows 2D image slices through the X-axis. Measurement time was 5 min and
voxel size is 1.5 cm.
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Figure 4.18. Depth resolution (FWHM of 1D depth image) as a function of source distance
squared over the diameter of the detector for both the far-field with finite detector (FF-FD) ap-
proximation and the near-field (NF) reconstructions.
(11810 events). Twenty iterations of ML-EM were run with both the FF-FD and NF re-
sponses and the results are shown in Fig. 4.20. The FF-FD approximation localizes the
source in the box to within several cm, but the reconstruction is noisy with image inten-
sity on the back wall and orange storage bin on the lab bench. The hotspot is also slightly
biased towards the corner of the box. The near-field response successfully removes the
surrounding noise and more accurately localized the source. The CPU limitation of the
near-field response, however, results in a O(min) reconstruction time (∼35× slower than
FF-FD).
Additional work is required to progress towards a real-time near-field reconstruction
approach. One approach would be to reduce the number of image voxels (i.e., constrain
the near-field reconstruction only to a specific volume of interest). This space could be
defined manually by the user or by thresholding a coarse image reconstruction using
the far-field response. Another approach is a non-uniform discretization of the image
space to force smaller voxels in the more sensitive regions of the image space and larger
voxels in less sensitive regions. This focuses most of the voxels closer to the system
where near-field effects can dominate and where spatial resolution is expected to be
better. Additionally, compute cycles are not wasted on far voxels that are not expected
to be resolved, given the angular resolution of the system.
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Figure 4.19. Free-moving near-field source localization scenario setup. A 20µCi 241Am source is
placed in a box on a bench in a small indoor lab space (marked with an arrow).
Figure 4.20. ML-EM reconstructions (20 iterations) of a near-field measurement using the far-field
finite-detector (left) and near-field (right) system responses, visualized with top-down projections
(top) and 3D contours (bottom).
4.4 Depth-of-Interaction Improvements
The read-out scheme of the CPG-CZT crystals in PRISM-v1 facilitates the event-by-event
position estimation along the anode-cathode axis, or DOI. The DOI effectively increases
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the information density in each interaction, providing more unique and high-frequency
coding in the detection pattern across the sphere. In principle, the improved coding
should improve the angular (and spatial in the free-moving 3D case) resolution of the
system.
4.4.1 2D Imaging
Consider the measurement shown in Sec. 3.3.1 (20 µCi 133Ba at 1 m standoff in front
of PRISM-v1 on-axis). The zero-energy response was used to reconstruct a 2D image
(20 iterations ML-EM) using a 20 keV ROI around the 81 keV photopeak. Figure 4.21
shows the reconstructed image in 4pi (interpolated Cartesian projection) using simulated
and measured data (20 min dwell), with the true source location marked with white
cross-hairs. Separate images with and without DOI modeled in the response are also
shown.
Figure 4.21. ML-EM reconstructions (20 iterations) of a simulation (top) and 20 min measurement
(bottom) of a 20 µCi 133Ba source on-axis with 1 m standoff. Reconstruction with (right) and
without (left) the DOI response.
Image degradation is observed with the measured data, as expected, due to the pres-
ence of additional statistical and systematic noise in the data not modeled in the re-
sponse (environmental radiation and scattering, down-scattering, electronic noise, etc.).
Though in both cases, the DOI response results in an overall improved image quality.
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One-dimensional image slices along the white cross-hairs (θ = 0 and φ = 0) are shown
in Fig. 4.22, fit with Gaussian distributions to extract the FWHM. In both the simula-
tion and measurement, the DOI response produces more peaked images with smaller
FWHM.
Figure 4.22. One-dimensional image slices along φ = 0 (left) and θ = 0 (right) in Fig. 4.21 - (top)
simulation, (bottom) measurement. The images are fit with Gaussian distributions to extract the
FWHM.
4.4.2 3D Imaging
The improvement to 3D imaging with DOI is first explored with a simulation of a short
semi-circular path (134 poses) near a far-field zero-energy point-source (3.5 m standoff).
Background and counting statistics were ignored. The orientation of the system was held
fixed facing the source during the trajectory because the current configuration of DOI
capable detectors in PRISM is such that imaging should be improved for directions in
front of the system. The image space was uniformly voxelixed with 17 cm voxels around
the path (±4 m in X and Y, ±2 m in Z). Figure 4.23 shows the 3D image reconstructions
(ML-EM 50 iterations) and the 2D image slices (YZ) along the peak intensity voxels, with
and without DOI. The DOI reconstruction was successful in significantly increasing the
localization precision (∼15% decrease in spatial FWHM).
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Figure 4.23. ML-EM reconstructions (50 iterations) of a simulated zero-energy point-source lo-
cated 3.5 m from a semi-circle path (134 poses) shown in green without DOI (top) and with DOI
(bottom). Two-dimensional Y-Z image slices along the peak intensity voxel are shown for each
reconstruction.
Next, the PRISM-v1 system was slowly walked around a 20 µCi 133Ba source in a
stack of boxes in a small indoor laboratory space (in a similar semi-circle-type fash-
ion as the simulations above). The entire measurement was approximately 1 min long
(621 poses). The image space was voxelized with 10 cm voxels (6.8× 104 occupied vox-
els). A 20 keV ROI was used around the 81 keV photopeak (9800 events). Figure 4.24
shows the top-down projection images (ML-EM 20 iterations) with and without DOI.
No significant improvement to spatial resolution is observed, though the surrounding
noise is reduced and, due to the count-conservation in ML-EM, more of the gamma-ray
intensity is localized near the source. Note that only 39 detectors with cathode read-
outs were operational during this measurement. Future work includes the fabrication
and integration of more DOI capable detector modules into PRISM-v1. This will in-
crease the DOI sensitivity and the coded FOV. Further experimental characterization of
the DOI response is also necessary to improve the system matrix currently used for re-
construction. This includes an understanding of how the depth resolution varies with
depth and energy, edge and corner effects, and the impact of any dead layer associ-
ated with the coplanar grid electrodes [128], [129]. Finally, the inner (nearest cathode)
depth bins contain the highest degree of coding because, at low-energies, the remainder
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of the crystal acts as a significant attenuator and suppresses the broad response across
the hemispherical section of 4pi where the crystal is un-occluded by surrounding detec-
tors. Therefore, low-energy events in the inner bin will most likely have originated from
directions across the opposite side of the sphere, where the useful occlusion coding is
present. These events could be more heavily weighted over other depth bins to further
improve angular (and spatial) resolution.
Figure 4.24. Top-down projection images (ML-EM 20 iterations) without (left) and with (right)
the DOI response from a free-moving measurement around a 20 µCi 133Ba source in a stack of
boxes in a small indoor laboratory space.
4.5 Conclusions and Future Work
The use of free-moving systems and the integration of contextual sensors and SDF have
been shown to improve source localization and distribution mapping capabilities for ap-
plications ranging from nuclear security to consequence management. This work is the
first to experimentally demonstrate an approach to low-energy real-time 3D gamma-ray
imaging with SDF and GPU-accelerated list-mode ML-EM using a hand-held CZT-based
dual-mode omnidirectional active spherical coded mask system. Source localization of
unshielded point-sources was successful over energies from 60−356 keV, activities from
20−5000 µCi, and areas of size 70−4500 m2. Small indoor and wide-area outdoor scenar-
ios were considered and measurements were all < 3 min, exemplifying the capability of
free-moving systems to overcome the inverse square law for efficient localization. Addi-
tional work is required to demonstrate the ability to image shielded or extended sources
and map distributed sources in real-time.
In its current form, the image reconstruction slows with the addition of more contex-
tual and gamma-ray data. Progress towards a scalable image reconstruction approach
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will be continued in future work. This includes the implementation of a real-time proba-
bilistic tri-state occupancy model and the removal of transient points in the point cloud.
The uniform spatial voxelization scheme may not be optimal and other approaches will
be explored, including adaptive non-uniform spatial discretization based on distance of
approach and overall sensitivity (distant or low sensitivity voxels can be made larger,
while closer voxels made smaller for increased spatial resolution).
Near-field effects were modeled with a perspective projection in the zero-energy
OpenGL simulation. PRISM successfully demonstrated artifact-free 3D source local-
ization when the source was within 30 cm of the detector enclosure, in both the static
and free-moving cases. The size of the full near-field system response limited the recon-
struction to the CPU, resulting in non-real-time reconstruction speeds. A far-field finite-
detector approximation was introduced to include some near-field effects and maintain
the real-time reconstruction performance.
The design of the CPG-CZT modules and the PRISM-v1 system facilitates event-by-
event DOI estimation. The increase in information density of each event and the high-
frequency features in the low-energy response were shown to improve the quality of the
active coded mask imaging modality in both 2D and 3D. In addition to integrating more
DOI-capable detector modules into the system, a thorough experimental characterization
of the DOI response will be necessary to continue to improve image quality.
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Chapter 5
APSL
Gamma-ray imaging attempts to reconstruct the spatial and intensity distribution of
gamma-emitting radionuclides from a set of measurements. Generally, this problem
is solved by discretizing the spatial dimensions and employing the ML-EM algorithm,
with or without some form of regularization. While the generality of this formulation
enables use in a wide variety of scenarios, it is susceptible to overfitting, limited by
the discretization of spatial coordinates, and can be computationally expensive. In this
chapter, a novel approach to 3D gamma-ray image reconstruction is presented for sce-
narios where sparsity may be assumed, for example radiological source search. First
a Point-Source Localization (PSL) approach is formulated as an optimization problem
where both position and source intensity are continuous variables. This formulation is
extended and generalized to an iterative algorithm called Additive Point-Source Local-
ization (APSL) for sparse parametric 3D image reconstruction. A set of simulated and
experimental source search scenarios using a single non-directional detector are consid-
ered, finding improved image accuracy and computational efficiency with APSL over
traditional grid-based approaches.
It is important to make clear the distinction of the approach described in this chap-
ter and the one in Ch. 4. The PRISM system represents a state-of-the-art free-moving
gamma-ray imaging system that can be used for source localization and distribution
imaging across a broad range of energies using the active coded mask and Compton
imaging modalities. Though it is still solving an underdetermined inverse problem,
the superior imaging capability (< 10◦ angular resolution) and SDF can significantly
constrain the reconstruction and produce high-quality 3D images and accurately local-
ize compact sources in real-time with ML-EM, as demonstrated in Ch. 4. This chapter
addresses the radiological source search scenario from a more general perspective, be-
ginning with a free-moving non-directional single detector system using only the inverse
square law for source localization. The results of this work show that, under certain as-
sumptions, this new approach can outperform ML-EM and can produce accurate 3D
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multi-point-source localization estimates without the use of sophisticated and expensive
imaging systems.
5.1 Introduction
The reconstruction of the spatial and intensity distribution of gamma-emitting radionu-
clides from a set of Poisson-distributed measurements is employed for applications rang-
ing from medical imaging to nuclear security. In the case of medical imaging, measure-
ments are often from many static detectors viewing a stationary volume, whereas in the
case of nuclear security, measurements may be from one or several detectors that have
moved through an environment. In both cases, the position and orientation (pose) of
the detectors relative to the scene must be known; in the former the detector geome-
try is known a priori, however in the latter case pose information may be provided by
geospatial positioning (GPS), an inertial navigation system (INS), or SLAM [34], [35].
Here the subset of scenarios where the source-term may be assumed sparse is consid-
ered. In the case of radiological source search, the task is often to localize and quantify
the activity of one or more compact sources of gamma-ray radiation. Under a point-
source assumption, previous work in static regularly-spaced 2D detector networks has
considered techniques such as triangulation using least-squares [130], hybrid grid-based
maximum likelihood estimation and expectation maximization [131], and regularized
ML-EM pre-conditioned Fisher’s scoring iterations [132]. In the space of adaptive net-
works or moving detectors, approaches such as two-stage algorithms [133], adaptive
likelihoods [134], and sequential Bayesian estimation using particle filters [135] have
been explored. Other approaches in the literature include grid-refinement and iterative
pruning [136]–[139].
The existing approaches tend to localize a known number of sources (primarily in
2D), assume background is known or can be estimated prior to source localization, and
rely on the discretization of the spatial and intensity domains either directly or for ini-
tialization of a direct solver. Grid-based methods are limited in accuracy and can be
computationally intractable when searching for multiple sources [132]. Moreover, meth-
ods developed in 2D may not be easily extensible to 3D localization, due to increasing
degeneracy and non-convexity in the solution space.
More recent work has approached the problem in the maximally general case (un-
known background and no priors on the source distribution), using ML-EM to perform
2D and 3D image reconstruction of sparse and distributed sources with a variety of static
and free-moving detector systems including hand-held [19], [30], [33], ground-vehicle
[70], [140], and airborne platforms [29], [141]. Various regularization approaches to im-
pose assumptions about the source distribution have also been studied. These include
sparsity priors such as those in [6], [92], [142] and scene data constraints such as those
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presented in Ch. 4 and [19], [36], [43]. While the generality of the ML-EM formulations
enable use in a wide variety of scenarios, it is also susceptible to overfitting, limited by
spatial discretization, and can be computationally expensive and memory intensive.
First, the general ML-EM approach is considered in a fully discretized (not SDF-
constrained) 3D space subject to Poisson gamma-ray counting statistics, with and with-
out sparsity regularization, and the limitations of such an approach is demonstrated. A
reformulation of the problem is then proposed to one in which the source model is con-
fined to a single voxel, i.e., PSL. This approach is similar to prior work [131], though here
reconstruction is in 3D and background is included as a free parameter. The PSL prob-
lem in which both the spatial and intensity domains are continuous is then considered.
Finally, the continuous PSL formalism is extended for general sparse image reconstruc-
tion, or APSL, where the image is the sum of multiple point-sources whose position and
intensity are continuous in nature. APSL mitigates overfitting in its iterative bottom-up
nature and statistically-founded stopping criteria and, because of the inherent point-
source assumption and continuous variables, results in images with improved accuracy
and interpretability as compared with traditional grid-based approaches. Furthermore,
APSL offers this enhanced performance at a reduced computational burden.
This chapter serves as an introduction and simple demonstration of the APSL ap-
proach. The formalism is general in nature in that it can search for an unknown number
of sources in an unknown background environment using static and dynamic detectors
or detector arrays. To demonstrate the concept here, a simulated source search scenario
comprising a single free-moving detector with uniform directional sensitivity whose
poses are derived using SLAM is considered. The detector poses are subject to arbitrary
rotations and translations in 3D as if being carried by a human operator. An isotropic
detector was used for simplicity and clarity, though this case is challenging for both
localization and quantification due to the inability to break solution degeneracy. Direc-
tional detectors and detector arrays can aid in breaking degeneracy, but complex angular
responses may present additional challenges for the non-convex Poisson likelihood op-
timization approaches developed here and are subject to future work. The approach is
then experimentally demonstrated with a source search scenario using a nearly isotropic
free-moving LaBr3 detection system with a contextual sensor package including LiDAR
and IMU for SLAM and SDF.
The structure of this chapter is as follows: the traditional and sparsity regularized
ML-EM approaches for a simulated source search scenario are outlined in Sec. 5.2−5.3,
followed by the discrete and continuous PSL formalisms on the same scenario in Sec. 5.4.
The APSL algorithm is demonstrated on a simulated multi-source localization scenario
in Sec. 5.5 and experimental APSL results are shown in Sec. 5.5.2. A summary and future
work are presented in Sec. 5.6.
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5.2 Maximum Likelihood Expectation Maximization
To demonstrate the limitations of ML-EM for sparse image reconstruction, a simulated
isotropic (non-directional) 100% efficient detector (effective area of 5 cm2) is simulated
at points along a short experimental human-walked trajectory (270 poses) in a 20 m2
area. The trajectory was tracked with a LiDAR-IMU sensor system and the Google
Cartographer SLAM algorithm [74]. The elevation (Z) of the path varied slightly, roughly
±30 cm about the XY plane (Z = 0). The choice of a simulated detector and measured
trajectory was made here for the ease of single (and multiple) point-source injection
studies while capturing the variation in detector-source distance (in 3D) observed in
real free-moving source search scenarios. A 5 µCi point-source was simulated in the XY
plane with a closest approach of ∼45 cm and without regard to any spatial discretization
for ML-EM. A background count rate of 100 counts per second was assumed and each
simulated measurement had a duration of 0.1 s.
The top pane of Fig. 5.1 shows the path of the detector in the XY plane with head-
ing described with arrows, colorized with the total counts at each measurement. Larger
arrows indicate a faster speed in the trajectory, though the simulations were done stat-
ically at each position. The source position is shown with a red "x". The middle pane
shows the position of the detector in Z at each measurement. Notice the detector was
positioned at Z ≈ −14 cm for the majority of the path near the source. The bottom pane
shows the simulated signal and background ("bkg") at each measurement.
A non-directional detector was used here to limit the reconstruction to proximity
imaging (relying only on flux modulation from the inverse square distance to the source)
and focus on the development and performance of the algorithms that follow.
The 3D image space was discretized into cubic voxels (10 cm), with a Z extent from
-3 to 3 m (total of ∼1.28× 105 voxels). The image space was centered around Z = 0 as
the path of the detector was roughly centered around this plane. The point cloud was
not used to constrain the image space. This will be considered in Sec. 5.5.2.
Figure 5.2 shows a slice of the ML-EM reconstruction (20 iterations), in log10 scale,
along the XY plane (Z = 0). Image estimates are represented by wˆ here to differentiate
from the results in Ch. 4 (which used λˆ). The number of iterations reflects a 1.5× 10−3
fractional change in negative log-likelihood and thus a reasonable estimate for conver-
gence. Twenty iterations were used in all subsequent reconstructions for consistency
(in computation) between methods. Also shown is the forward projection of the ML
estimates ( ˆ¯x = V · wˆ + bˆt) compared to the measurement, x. The optimized negative
log-likelihood (hereby referred to as the "loss") of the fit is shown in the upper right
corner of the lower plot. As the problem is underdetermined, the ML-EM solution
significantly overfits, placing intensities in many voxels across the whole image space,
ultimately fitting to the noise. This effect increases with additional iterations.
The system matrix calculation and ML-EM reconstruction were run on a quad-core
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Figure 5.1. (Top) Measurement path in the XY plane, colorized with the total simulated counts
at each measurement. The path is a human-walked trajectory tracked with a SLAM system. The
simulated measurements remained static at each position for a duration of 0.1 s. The source
position is shown with a red "x". (Middle) Measurement path along the Z dimension. (Bottom)
Simulated signal and background at each measurement.
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Figure 5.2. (Top) ML-EM reconstruction wˆ (20 iterations), in log10 scale, of a slice through the XY
plane (Z = 0). A 5 µCi source was placed at the red "x" at Z = 0. (Bottom) Forward projection
of ML estimates into count space ˆ¯x compared to the measurement x. The total negative log-
likelihood of the fit is shown in the upper right corner.
2.7 GHz Intel Core i7 CPU with runtimes of 22 s and 0.7 s, respectively. The same
hardware was used for all reconstructions in this chapter. ML-EM was performed on
the CPU to fairly compare against the CPU-based PSL and APSL implementations. GPU
acceleration techniques for APSL are left for future work.
While ML-EM successfully minimizes the loss, the solution fails to localize the source
and places most of the intensity near the path of the detector. The bias towards the
measurement path results in a localization error (Euclidian distance between the true
location and the highest intensity voxel center, ~rerr = ||~rtrue −~rj=argmax(wˆ)||) of 46 cm
(∼100% of closest approach). To compensate for a much closer source, the individual
source intensities are much lower than the true value. However, the ML-EM background
estimate is considerably lower than the true rate, resulting in more source intensity being
placed throughout the 3D image space (total of ∼19 µCi).
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5.3 Maximum A Posteriori
This section explores the use of sparsity priors to regularize ML-EM towards point-
source solutions. Figure 5.3 shows the MAP solution wˆ (20 iterations of EM) to the
data in Fig. 5.1 using the log prior defined in Eq. 2.33 (δ = 1 and ρ = 0.01) as well as
the comparison of ˆ¯x to the measurement. The reconstruction runtime and likelihood
convergence were similar to ML-EM.
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Figure 5.3. (Top) MAP reconstruction wˆ (20 iterations of EM) with the log prior in Eq. 2.33 (δ = 1
and ρ = 0.01), in log10 scale, of a slice through the XY plane. (Bottom) Forward projected mean-
rates ˆ¯x compared to the measured signal x. The total negative log-likelihood of the fit is shown
in the upper right corner.
Hyperparameter optimization was done with a coarse grid search over δ and ρ (δ, ρ ∈
10{−3,−2,−1,0,1,2}), maximizing the fraction of the intensity near the source (within half
the distance of closest approach). The optimal parameters were below the suggested
range of δ and ρ in [92] due to the difference in scale in the data. While the solution is
successful in suppressing much of the activity surrounding the trajectory and producing
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a better background estimate than ML-EM, the log prior still suffers from overfitting,
fails to localize the source, and biases the intensity near the path.
Figure 5.4 shows the MAP solution wˆ (20 iterations of EM) to the data in Fig. 5.1
using the gamma prior defined in Eq. 2.34 (α = 1.01, β = 1, and ρ = 10−3) and the
fit in count space. Again, the reconstruction runtime and likelihood convergence were
similar to ML-EM. A grid search approach similar to above was used for hyperparameter
optimization (α, β, and ρ). Similar to the log regularizer, the gamma prior suppresses
intensity surrounding the trajectory, though it still places intensity along the track and
fails to localize the source.
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Figure 5.4. (Top) MAP reconstruction wˆ (20 iterations of EM) with the gamma prior in Eq. 2.34
(α = 1.01, β = 1, and ρ = 10−3), in log10 scale, of a slice through the XY plane. (Bottom) Forward
projected mean-rates ˆ¯x compared to the measurement. The total negative log-likelihood of the fit
is shown in the upper right corner.
In both cases presented here, regularizing the reconstruction using prior information
fails to improve source localization and quantification. Ultimately both problems are
still severely ill-posed. However, if the unknown source is known to be a point-source
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(i.e., a source occupying a single voxel), such as in radiological source search, significant
improvements can be made by reformulating the optimization problem in Eq. 2.25.
5.4 Point Source Localization
5.4.1 Discrete Space
Under the point-source assumption, the optimal background rate and point-source in-
tensities for each voxel can be solved using ML-EM with the following replacements
x¯⇒ X [I×J] = [x¯1, . . . , x¯J ] ,
w⇒W[J×J] = diag(w) ,
x⇒ X [I×J] = [x, . . . , x] ,
b⇒ b[1×J] = [b1, . . . , bJ ] ,
t ⇒ T [I×J] = [t, . . . , t] .
Equation 2.18 then becomes
X = V ·W+ b T . (5.1)
The voxel in discrete space that alone best describes the data (minimum loss) may
then be identified by solving Eq. 2.25 for each voxel. This can be thought of as individual
ML-EM problems in each voxel, each solving for the optimal weight (and background)
that best explains the measured data. While Eqs. 2.28 and 5.1 can be refactored for com-
putational efficiency, the reconstruction will be slower than traditional ML-EM because
more computations are required. In the point-source scenario, an analytical solution
exists for the source intensities in the absence of background
W = XT · 1 / VT · 1 . (5.2)
This solution can be computed exactly with little computational power, however it does
not hold in the case of the unknown background rate presented here. The analytical
solution is used as an improved initial image (over a flat image) to increase the speed
of convergence in the iterative approach. While only 5 iterations were required for the
minimum loss voxel to achieve the same likelihood convergence as the ML approaches
above, this was not true in every voxel in the image space. Therefore 20 iterations were
used to be consistent with the other approaches.
Figure 5.5 shows the ML-EM loss for each single-voxel model of a slice through the
XY plane. The reconstruction runtime was 25.2 s. The distribution agrees with intuition
as the detector is non-directional, leading to many voxels outside of the track that can fit
sections of the data (one of the two peaks in the data) albeit with a higher loss. It is only
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the voxels near the true location that capture both peaks in the data, reflecting the lower
loss.
The minimum loss voxel was one voxel above the true source location in Z (resulting
in the position error ∼10 cm). This is not surprising as a non-directional detector was
used and there was little change in elevation over the measurement path. Therefore
some degree of degeneracy may exist in the maximum likelihood solution. Note the
activity estimate for a point-source in this voxel was 4.7 µCi (< 10% error).
While the minimum loss voxel can be used directly for the single-source localization
(assuming the detection of the source above background has already been done with
some other means, e.g., gross counts or spectral), spatial confidence intervals can be
computed to bound the true source location with some degree of certainty (e.g., 95%).
Under the assumption that the minimum loss voxel contains the true source location,
confidence intervals can be computed around the voxel by comparing to the surrounding
likelihoods with a likelihood ratio test.
The comparison of each loss `j to the minimum loss `min remains in the interior of
the parameter space, and thus Wilks’ Theorem [143] states that the test statistic of twice
the negative log-likelihood difference
z = 2(`j − `min) , (5.3)
will be asymptotically distributed like χ2k, where the number of degrees of freedom k is
the difference in the number of free parameters between `min and `j. The parameters of
`min are all fixed, resulting in a difference of 5 free parameters (one source intensity, one
background rate, and three spatial coordinates of the source), therefore z ∼ χ25. For a
system of Nd detectors, the solution would generalize to k = 4+ Nd.
Note that with degenerate maximum likelihood estimates (as can be the case with
non-directional systems and limited movement in one or more of the spatial dimensions)
the number of degrees of freedom k ≤ 4 + Nd. Simulations or resampling methods
would be required to determine the shape of the distribution and the true value of k (see
Fig. 5.6), which may not be feasible in an operational search setting. However, assuming
a larger k will always result in a more conservative confidence interval. While some
degree of degeneracy may exist in this problem presented here, a value of k = 5 was
used for the single detector system.
The equivalent Gaussian sigma (z-score) of a random variable x distributed like χ2k is
z-score =
√
2 erf−1
[
Φχ2k(x)
]
(5.4)
where erf−1(·) is the inverse error function and Φχ2k(·) is the cumulative distribution
function (CDF) of the χ2k distribution. The middle image of Fig. 5.5 shows the confidence
intervals around the minimum loss voxel in units of z-scores (zoomed in near the source
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Figure 5.5. (Top) ML-EM loss (20 iterations), in log10 scale, for each single-voxel model (PSL) of
a slice through the XY plane. (Middle) Likelihood ratio test statistic of the loss’ to the minimum
loss, represented with a z-score (zoomed in near the true source location). (Bottom) Forward
projected mean-rates of the minimum loss single-voxel model ˆ¯x compared to the measurement.
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Figure 5.6. Distribution of the Wilks’ test statistic (twice the negative log-likelihood difference)
fit with χ2k for a simulated resampling of the problem posed in Fig. 5.5.
location). It is clear that the localization is sharply peaked with high confidence (≥ 5σ),
demonstrating the superior localization capabilities of the approach.
The calculation of confidence intervals for the source intensity is more complex as it
is coupled to the reconstructed position and background estimates. A more appropriate
approach in this case would be to compute covariances from the Fisher information
matrix (Cramer-Rao bound) or by determining the distributions empirically by gridding
over intensity and background for the positions within some given confidence limit.
However, this is outside the scope of this work.
The bottom image of Fig. 5.5 shows the minimum loss single-voxel model fit in count
space. The solution is no longer overfit (resulting in a larger loss compared to the ML-EM
and MAP approaches). The simple reformulation of the problem drastically improves
both the localization and quantification performance, though, if the reconstruction is in
discrete space, at the cost of a higher computational burden.
5.4.2 Continuous Space
The minimization of Eq. 2.16 can be reformulated as an optimization problem not only
in continuous intensity, but also in the continuous 3D spatial coordinates of the point-
source (~rs)
argmin
(ws,~rs,b)
`(x|ws,~rs, b) , (5.5)
where the ith instance of Eq. 2.18 from a source at position ~rs is given by
x¯i = visws + bti , (5.6)
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and the system response for measurement i from a point-source at ~rs (neglecting attenu-
ation) is
vis ≈ η(~rs,~ri)ti|~ri − ~rs|2 , (5.7)
where η(~rs,~ri) is the angular response of the detector at position ~ri to a point-source at
position ~rs. For an isotropic detector η = constant.
In this formulation, the response is calculated only where needed in the optimiza-
tion. This removes the need to compute the entire 3D system matrix, V, significantly
reducing the computational and memory burden of the reconstruction. Furthermore,
the reconstruction is no longer limited to the size of voxels used to discretize the image
space.
Note that solving for source intensities and source positions are independently con-
vex problems, but solving for them simultaneously in Eq. 5.5 is no longer convex. Several
methods exist to overcome this issue, but for this work a traditional convex optimization
algorithm was used along the optimal ML-EM intensity (and background) manifold. In
other words, the optimization algorithm was allowed to search only the positions of
the point sources and at each step (source position) ML-EM was performed to find the
optimal source intensity and constant background.
The Bound Optimization BY Quadratic Approximation (BOBYQA) derivative-free
algorithm [144] for bound constrained optimization in the Non-Linear Optimization
(NLOPT) library [145] package within the PYthon parallel Global Multiobjective Op-
timizer (PYGMO) library [146] was used here with 20 ML-EM iterations at each step.
Several other algorithms (both derivative-free and gradient-based) are available, but
BOBYQA produced the best results with the fastest convergence in this problem. The
results are shown in Fig. 5.7. The point-source position is no longer limited by the voxel
size, producing a position error < 2 cm, and the error in the reconstructed point-source
intensity was < 1% of the true intensity.
The reconstruction runtime was 160 ms, considerably faster than the previous ap-
proaches. This time also includes the calculation of the system matrix, but in this case
the response was only computed for ∼50 positions, equivalent to ∼50 columns of V. This
is compared to the J = 1.28× 105 columns for the voxelized space in the previous sec-
tion. The 50 columns in this case indicate the number of positions tested in the BOBYQA
optimization routine before convergence. Note that as the number of measurements and
voxels increases, the full calculation of V becomes significantly expensive and mem-
ory intensive (in some cases, requiring more memory than available RAM, thus further
slowing the reconstruction as V must be computed on the fly), further limiting the run-
time performance of spatially-discretized approaches. The continuous PSL formulation
avoids this problem entirely, scaling linearly with the number of measurements.
To explore the performance of the continuous PSL approach in this source scenario,
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Figure 5.7. (Top) PSL solution (blue diamond) of a single point-source to best describe the
measured data, solved for in continuous 3D space along the maximum likelihood source in-
tensity and background manifold using a conventional derivative-free optimization algorithm
(BOBYQA). (Bottom) Forward projected mean-rates ˆ¯x compared to the measurement x.
the simulation was run 10,000 times with source activities randomly sampled between
1−10 µCi and a constant background rate of 100 counts per second. Figure 5.8 shows
a box plot of the position and source intensity errors against the true source strength,
binned at 1 µCi intervals. For each interval, the mean signal-to-noise-ratio (SNR) is
shown as an additional horizontal axis. The SNR of a single simulation is defined as
max(Si/
√
Si + Bi) where Si and Bi are the signal and background at measurement i,
respectively. The position errors are expressed as a percent of closest approach (45 cm).
The median in each bin is denoted with an orange horizontal line, the boxes range from
the first to third quartile, and the arms extend out to the 10th and 90th percentiles. Both
the median and spread of each error decreases with source strength, as expected. The
median source intensity error is below 10% across all activities and the median position
error is less than 40% of the distance of closest approach.
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Figure 5.8. Box plot of the position and source intensity errors against the true source strength,
binned at each µCi, for 104 simulations with source intensities randomly sample between 1−10
µCi. Position error as defined in Sec. 2.5.3 is shown here in percent of closet approach. The
median in each bin is denoted with an orange line, the boxes range from the first to third quartile,
and the arms extend out to the 10th and 90th percentiles. The mean SNR over each interval is
shown as an additional horizontal axis.
Figure 5.9 shows the correlation between the position and source intensity errors
for > 99% of the total 104 simulations (outlier reconstructions are ignored). Recall the
detector position remained close to Z ≈ −14 cm while near the source, which was placed
at Z = 0. The isotropic response of the detector and the little movement in Z results
in degenerate solutions in likelihood that extend along Z. Furthermore, the position
below the measurement path equal to the offset of the path to the true source location
(Z ≈ −28 cm or 60% position error) represents a degenerate solution in source intensity.
These effects can be seen in the plot in three distinct regions (shown with dashed green
lines). First, a diagonal band extends out from the origin, corresponding to reconstructed
positions above the true location in Z. A second diagonal band extends out from a
position error of 60%, corresponding to reconstructed positions below the degenerate
source intensity solution in Z. Finally, a slightly curved band is observed between the
origin and this point, representing the positions between the true source location and the
degenerate source intensity solution on the opposite side of the path. The band peaks at
a position error of 30% (plane of the measurement path, Z ≈ −14 cm), where the source
intensity estimate is lower to compensate for the closer source. Ultimately, while some
degeneracy is observed in the solution space, enough variation existed in the detector
position that the majority of reconstructions were near the origin in Fig. 5.9, correctly
93
Figure 5.9. 2D histogram of position and source intensity errors for > 99% of the total 104 sim-
ulations with source activities between 1−10 µCi. Less than 1% of events were outside of the
defined bounds and are not shown. Bin widths are 1% in each direction. The degeneracy of the
solution space is highlighted by green dashed lines and a discussion in provided in the text.
localizing and quantifying the source, particularly for high SNR sources.
5.5 Additive Point Source Localization
The additive nature of Poisson variables facilitates the inclusion of M known, constant
source rate contributions, µ[I×1] into Eq. 5.6, rewritten as
x¯i = visws + µi + bti , (5.8)
where µi = ∑Mm=1 vimwm. Now Eq. 5.5 can be reformulated to localize an additional
source
argmin
(ws,~rs,b)
`(x|ws,~rs, b, µ) . (5.9)
While one can attempt to solve Eq. 5.9 in discrete space as in Sec. 5.4.1 by successively
solving for sources one at a time, this approach does not allow for the re-optimization
of source intensities and positions after a new source is found. In the continuous space
formulation, a re-optimization can be done in position and intensity across multiple
sources, allowing all the free parameters to vary at once. This capability is crucial in the
multi-point-source reconstruction problem as the addition of another source can affect
the overall likelihood fit of the previous source configuration.
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Algorithm 1 Additive Point-Source Localization
1: Initialize reconstruction. S = {(); b = median(x)}
2: converged = False
3: Solve Eq. 5.5, append to S
4: while not converged do
5: Sold = S
6: Solve Eq. 5.9 for additional source, append to S
7: Re-optimize source positions, intensities and background, update S
8: Test for acceptance of S relative to Sold using BIC
9: if accepted then
10: Clean S: drop low weight or weakly contributing sources and collapse nearby sources
11: Re-optimize current state of source positions, intensities and background, update S
12: else
13: S = Sold
14: converged = True
Algorithm 1 is proposed here to iteratively reconstruct a sparse parametric image of
N sources, S = {(w1, ~r1), ..., (wN, ~rN); b}, in the continuous space formulation, where N
is also treated as an unknown. After each new source is identified, the re-optimization
of source positions and intensities can be done in two ways:
1. In the fashion of [147], alternate between
a) Fix intensities and re-optimize positions using conventional optimization meth-
ods (e.g., BOBYQA).
b) Fix positions and re-optimize intensities and backgrounds using ML-EM.
2. Re-optimize source positions using conventional optimization methods along the
optimal intensity and background manifold (as done in Sec. 5.4.2).
A model selection criterion is then used to test the new model (N + 1 sources) com-
pared to the old model (N sources). The Bayesian information criterion (BIC) [148] was
used here and is given by
BIC = log(I)k+ 2`(x| ˆ¯x) , (5.10)
where k = 4N + 1 is the number of parameters estimated by the model (the intensity
and XYZ position of each source and the constant background rate in the detector) and
I is the number of measurements. Again, for a multi-detector system k would generalize
to k = 4N + Nd. The preferred model is the one with the minimum BIC value. The BIC
penalizes the acceptance of a new model based on the number of parameters used in
the model (i.e., the addition of another source must significantly improve the model in
order to be accepted). The BIC was used here, as opposed to another model selection
criterion such as the Akaike information criterion (AIC) [149], as it applies a stricter
penalty, therefore restricting the addition of many sources and reducing overfitting.
95
If the new model is accepted, a cleaning procedure is invoked to drop low intensity
and weakly contributing sources as well as combine spatially close sources (defined to
be < 10 cm in this case). If the source configuration is changed in the cleaning, a re-
optimization is performed again. If the new model is rejected, the algorithm is stopped.
APSL correctly stopped at one source in the source scenario presented above.
The multi-source performance of the APSL algorithm is explored using the simulated
detector and measurement path from above (see Fig. 5.10). In addition to the 5 µCi source
used previously, three additional sources were placed in the XY plane near the trajectory,
with activities ranging from 6−8 µCi and closest standoffs of 35−55 cm. The bottom
pane of of Fig. 5.10 shows the simulated signal source components and background at
each measurement.
The unregularized ML-EM reconstruction, in log10 space, along the XY plane and the
corresponding fit in count space are shown in Fig. 5.11. Forty iterations were required
in this case to achieve the same likelihood convergence stated in Sec. 2.5.3. The system
matrix calculation runtime was 22 s and the reconstruction runtime was 1.2 s. ML-EM
continues to produces an overfit solution and fails to correctly localize any of the sources.
Again, the overfitting behavior worsens with more iterations. Similar to Sec. 2.5.4, the
inclusion of sparsity regularizers in ML-EM did not improve the results (see Figs. 5.12
and 5.13).
The APSL reconstruction results are shown in Fig. 5.14 and the errors are shown in
Table 5.1. The BOBYQA algorithm was used with 20 ML-EM iterations at each step in
the position optimization (additional iterations were not necessary and did not affect
the result). The total reconstruction runtime was 12.8 s. Again, this time includes the
calculation of the columns in V needed in the optimization. APSL converges to the
correct number, location, and intensity of the four unique sources, without the use of
pre-conditioning as in [132], and accurately estimates the constant background rate.
The reconstruction errors in position are all < 10 cm in the XY plane, with slightly
higher errors in the Z dimension. This effect is more pronounced for the sources outside
of the measurement path (#1 and #4). This is expected again due to the degeneracy in the
solution space discussed previously. In general, it is shown that larger position errors
correlate with larger intensity errors, as was shown in Fig. 5.9.
While this example uses a simple model with nearby sources and relatively large
individual SNRs, several peaks overlap to produce an overall complex source term. Fur-
thermore, the measured detector path captures the variation in detector position ex-
pected in an operational source search scenario, adding variation to the signal as well
as breaking some of the degeneracy in the ML solution space. Ultimately, the results
highlight the success of the APSL algorithm in the deconvolution of the signal into the
correct individual source components and background.
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Figure 5.10. (Top) Measurement scenario similar to Fig. 5.1
now with multiple sources in the XY plane. The source posi-
tions are shown with red x’s as well as numbers in colored
boxes. (Bottom) Simulated signal source components and
background at each measurement.
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Figure 5.11. (Top) ML-EM reconstruction wˆ (40 iterations), in
log10 scale, of a slice through the XY plane (Z = 0) for the
scenario presented in Fig. 5.10. (Bottom) Forward projected
mean-rates ˆ¯x compared to the measurement x.
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Figure 5.12. (Top) MAP reconstruction wˆ (40 iterations) with
log prior, in log10 scale, of a slice through the XY plane (Z = 0)
for the scenario presented in Fig. 5.10. (Bottom) Forward pro-
jected mean-rates ˆ¯x compared to the measurement x.
Figure 5.13. (Top) MAP reconstruction wˆ (40 iterations) with
gamma prior, in log10 scale, of a slice through the XY plane
(Z = 0) for the scenario presented in Fig. 5.10. (Bottom) For-
ward projected mean-rates compared to the measurement.
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Figure 5.14. (Top) APSL solution (blue diamonds) in the XY plane (Z = 0) for the scenario pre-
sented in Fig. 5.10. (Bottom) Forward projected mean-rates ˆ¯x (individual source and background
components) compared to the measurement x.
Table 5.1. APSL reconstruction errors in Fig. 5.14
Source 1 Source 2 Source 3 Source 4
wtrue (µCi) 8.0 6.0 5.0 6.0
wˆ (µCi / % err) 7.3 / 9.9 5.6 / 7.2 4.8 / 3.9 7.7 / 22.3
~ˆrerr,XY (cm) 3.6 2.9 1.3 5.5
~ˆrerr,Z (cm)1 10.5 5.8 5.4 15.4
1Generally, ~ˆrerr,Z >~ˆrerr,XY due to the non-directional detector used and that the path primarily moved
in XY, without much change in Z.
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5.5.1 Separation of Spatially Close Sources
The ability to separate sources with an isotropic detector is dependent on the measure-
ment path, the statistics collected, and the degeneracy of the ML solution space. How-
ever, it is expected that, given a path near two sources, an isotropic detector should be
capable of resolving two sources spatially separated by at least the distance of closest
approach.
To demonstrate the capability of APSL to resolve spatial close point-sources, two
unequal activity sources (9 µCi and 5 µCi) are simulated in the XY plane near the mea-
surement path, with a 40 cm distance to closest approach. Two scenarios in which the
source separations are 40 cm and 30 cm are considered. APSL is run on each scenario
and the results are shown in Figure 5.15.
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Figure 5.15. (Top) APSL solution (blue diamonds) in the XY plane (Z = 0) for two sources (#1:
9 µCi, #2: 5 µCi) with separation of 40 cm (left) and 30 cm (right) placed in the XY plane.
The distance of closest approach in the measurement path is 40 cm in both cases. (Bottom)
Forward projected mean-rates ˆ¯x (individual source and background components) compared to
the measurement x for the images in the top panel. Reconstruction errors are discussed in the
text.
In the case where the source separation is the distance of closest approach, APSL is
successful in resolving two sources, with XY position errors < 10 cm, Z position errors
< 15 cm, and intensity errors < 5%. In the case where the source separation is less than
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the distance of closest approach, APSL places a single source with a combined activity
(13.8 µCi) between the two sources. A slight bias is observed towards the stronger source
(#1), though this is expected as this source contributes more to the measured signal and
a better fit to this source can result in a lower overall loss.
5.5.2 Experimental Demonstration
Here the experimental performance of APSL is explored. Data was collected with a
hand-held free-moving 2 in (5.08 cm) right-cylinder LaBr3 scintillator with a SDF con-
textual sensor package (see Fig. 5.16) similar to the PRISM system (LiDAR, IMU, RGB
camera, board computer). The system was assumed to have uniform directional sensi-
tivity for reconstruction purposes, ignoring the occlusions from the contextual sensors
and any directionality in the LaBr3 crystal itself. SLAM was performed with Google Car-
tographer to produce a 3D map and pose estimates at ∼10 Hz as the system was walked
around the scene. Here a comparison is made between APSL and SDF-constrained ML-
EM. It is important to note here that the constant background assumption is actually
quite strong with this system, due to the high intrinsic radiation background due to the
naturally occurring 138La radioisotope (1011 yr half-life) in lanthanum (producing 789
and 1436 keV gamma-rays) [150].
Figure 5.16. Picture of a free-moving 2 in (5.08 cm) right-cylindrical hand-held LaBr3 spectrome-
ter with a SDF contextual sensor package (LiDAR, IMU, RGB camera, board computer).
The measurement scenario considered contained three well-separated 137Cs sources
of activities 5, 10, and 20 µCi placed at varying elevations in a small (∼100 m2) indoor
cluttered laboratory space. The system was walked slowly around the perimeter of the
laboratory space, moving the system up and down in an attempt to break solution degen-
eracy in elevation. The total measurement time was 2.08 min (1240 poses). Figure 5.17
101
shows a top down projection of the final 3D point cloud with yellow starts denoting
the true source locations in the scene and the measurement path colorized by the mea-
sured gross count-rate. The beginning and end of the measurement are shown with
black right-facing and left-facing triangles, respectively. The count-rate is also shown in
the lower pane as a function of the measurement number. Gross-counts were used here
as a general approach (i.e., no priors on the source energies), though the spectroscopic
capability of LaBr3 facilitates radioisotope identification and reconstructions could, in
prinicple, be run on specific ROIs.
Figure 5.17. (Top) Top-down projection of the experimental measurement path and point cloud.
The path is colorized by the gross count-rate and (bottom) shown as a function of the pose index.
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The ML-EM reconstruction (40 iterations) is shown in Fig. 5.18 as a colorized point
cloud with the lower 10% of the gamma-ray intensities replaced with the LiDAR return
intensities for added contrast. The image space was uniformly voxelized with 15 cm
voxels over the entire extent of the point cloud (4.5× 105 total voxels). An occupancy
criteria of 10 points and 4 neighbors was applied and used to constrain the reconstruc-
tion (4.3× 104 occupied voxels). The system matrix and image reconstruction compute
time was 35 s on the CPU hardware described above. The high intensity regions in-
dicate that the ML-EM solution is successful in coarsely localizing regions of the three
sources. The SDF-constraint is seen to significantly improve the results (relative to the
unconstrained reconstructions in previous sections), however source biasing and over-
fitting is still observed. Similar to previous results, ML-EM neglects the background
parameter (estimating bˆ = 0) and places source intensity everywhere in the image space
to compensate.
Figure 5.19 shows the APSL reconstruction, with green squares denoting the location
of the reconstructed sources. The reconstruction time on the CPU hardware used above
was 5 s, showing significant improvement over ML-EM. APSL is successful in determin-
ing the number of sources in the measurement (3) and with accurate localization (within
tens of cm) in 3D. There is some slight biasing towards the measurement path, due most
likely to the degeneracy in the solution space and insufficient spatial sampling and sen-
sitivity. The system was continuously moved up and down (in elevation) during the
measurement in an attempt to break the degeneracy in the Z dimension and the results
show that this approach was successful. However, no significant effort was made to the
move the system closer and farther away from potential source locations and thus, with
a single pass-by of the sources, left some degeneracy in the radial dimension outward
from the track. This slight bias towards the track also accounts for the inability of APSL
to accurately discriminate the source intensities of the 5 and 10 µCi sources. A much
more accurate constant background rate estimate is obtained with APSL. The kinks and
notches in the background component arise due to nonuniform time durations of the
measured poses (see Fig. 5.20).
Due to developments in ML-EM acceleration described in previous chapters, it is im-
portant to state that the reconstruction took 7.4 s with a GPU-accelerated bin-mode SDF-
ML-EM implementation on a Radeon Pro 455 dedicated GPU. A bin-mode formulation
was used here because the number of poses (1240) was significantly less than the total
number of counts (3× 104). The difference here compared to the previous chapters with
PRISM is attributed to the use of a single detector and gross counts. The CPU-based
APSL formulation still outperforms the GPU-accelerated SDF-ML-EM reconstruction.
Future work could be done to further optimize APSL for computational efficiency and
GPU-acceleration.
An isotropic response was assumed here in both the APSL and ML-EM reconstruc-
tions. Preliminary simulations have shown that while the crystal itself has a small vari-
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Figure 5.18. (Top) SDF-constrained ML-EM reconstruction (40 iterations) shown as a colorized
3D point-cloud with the measurement path colorized with the measured gross count-rate. True
source locations are shown with yellow stars. (Bottom) Forward projected mean-rates compared
to the measurement.
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Figure 5.19. (Top) APSL reconstruction shown as green squares superimposed on the 3D point-
cloud with the measurement path colorized with the measured gross count-rate. Reconstruction
source activities are shown in arbitrary units as the system response used was not quantita-
tive. True source locations are shown with yellow stars. (Bottom) Forward projected mean-rates
compared to the measurement.
105
Figure 5.20. Distribution of time between poses collected with a contextual sensor package for
the APSL experimental measurement.
ation in directional sensitivity (∼5% across the polar angle at 662 keV), the LiDAR and
battery act as significant attenuators to the LaBr3 response, even at 662 keV. These fea-
tures in the directional response may aid in the breaking of degeneracy and improve
source location. The implementation of directional information into the APSL frame-
work will be the subject of future work.
5.6 Conclusions and Future Work
Using a simple simulation of a single point-source and a non-directional detector moved
over an experimental SLAM-tracked trajectory, it has been shown that a reformulation
of the sparse inverse problem can improve source localization and quantification perfor-
mance. In sparse scenarios, the traditional and sparsity-enforcing regularized ML-EM
approaches suffer from overfitting and fail to localize point-sources. Ultimately, these
approaches are attempting to solve an inherently under-determined problem. The refor-
mulation of the problem with a point-source assumption (PSL) is well-posed and was
shown to accurately localize point sources and quantify their intensity, though at the ex-
pense of computational complexity when reconstructing in a discretized spatial domain.
Solving PSL as an optimization over continuous intensity and position further increased
localization and quantification performance and improved computational efficiency and
memory consumption.
The continuous PSL formulation was extended to APSL for multiple point-source
localization or sparse parametric image reconstruction. To demonstrate the concept, four
point-sources were simulated near the same experimental measurement path, forming a
complex source term. ML-EM failed to localize any of the sources or provide a useful
initialization for a gradient-based approach, even with sparsity regularization. APSL
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successfully deconvolved the signal into the correct individual source and background
components (including the number, location and strength of the sources) at a reduced
computational and memory burden.
APSL also successfully resolved (in both space and intensity) two simulated sources
of unequal activity in close proximity. The resolving capability drops quickly near the
distance of closest approach, but detectors or detector arrays that are better able to de-
termine the direction of photon incidence are expected to better resolve closer sources.
Finally, APSL was demonstrated experimentally with a free-moving LaBr3 detector
with a SDF contextual sensor package and compared to the SDF-constrained ML-EM
approach. ML-EM was able to broadly localize three well-separated sources, however
still suffered from source biasing and overfitting. APSL converged to the correct number
of sources and accurately localized the sources in 3D to within tens of cm. APSL was
able to discriminate the source activities, though only on a relative scale because the
system matrix used in the reconstruction was not quantitative.
Further work is needed to rigorously characterize the algorithm and validate the sce-
narios in which it may be used. This includes investigations into complex source terms
such as weak, large standoff, and shielded sources as well as more constrained mea-
surement paths relevant to radiological source search (e.g., straight lines or single pass)
that may be subject to more degeneracy in the solution space. The impact of imaging
detector systems and/or arrays (i.e., anisotropic detectors) on localization accuracy and
computational burden should be explored. Another possible route of investigation could
be into the use of APSL for extended or compact non-point-like sources, adding an ad-
ditional free parameter describing the shape of the source (e.g., a radius for a finite size
sphere or a length for a line source).
While a constant background assumption was made here and may be appropriate for
the small search space and short duration of the measurements, this may not be appro-
priate in wide-area urban search scenarios [151]–[153]. Therefore a treatment for variable
background rates must be incorporated into the algorithm for large search spaces and
longer measurements. For example, advanced radiological detection and identification
algorithms designed for dynamic background environments [82] could be used to model
spatially or temporally-varying background counts in the measured signal. The counts
attributed only to an identified source (or sources) could then be used as an input to the
APSL framework, mitigating the need for a varying background term. This approach
would also facilitate the localization of specific radioisotopes.
Finally, relevant for field operations, APSL could be developed for streaming opera-
tion, informing the user of potential source locations in real-time and directing the path
to decrease the time to detect and localize sources. This could include constraining the
search space to static surfaces and volumes (i.e., SDF) or to moving objects in the 3D
scene model (i.e., object tracking [154]–[156]), improving the computational speed of the
reconstruction as well as providing additional context to the user in real-time.
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Chapter 6
Conclusions
6.1 Summary
Gamma-ray imaging has relevant applications in many fields ranging from astrophysics
and medical imaging, to nuclear facility decommissioning and proliferation detection.
In the application space presented here, namely nuclear security, there exists a critical
need for the capabilities to efficiently localize compact sources of radiation as well as to
image or map extended source distributions in small cluttered spaces and large urban
environments. This work set out to enhance the current set of state-of-the-art through
the development and demonstration of novel radiation detection instrumentation and
free-moving 3D imaging techniques for low-energy (< 450 keV) gamma-rays.
First, a spherical active coded mask imaging system was designed to resolve the lim-
ited coded FOV and non-uniform sensitivity issues inherent in traditional planar coded
mask imaging systems. The PRISM prototype, a hand-held, omnidirectional, broad en-
ergy sensitive, multi-modal CPG-CZT-based imager, was assembled, characterized and
successfully demonstrated. The coded mask was optimized to maximize sensitivity,
localization performance, and uniformity over 4pi, using a Great Deluge optimization
framework and a fast far-field zero-energy system response generator. Equal weight-
ings were given to the three optimization metrics in order to design a balanced system
with regards to detection efficiency and imaging performance. In the future, different
weightings or entirely new metrics could easily be implemented into the optimization
framework to tailor the design for specific applications as they arise.
In contrast to static imagers, free-moving systems facilitate efficient source localiza-
tion with the ability to overcome the inverse square law and can circumvent potential
shielding scenarios by quickly viewing sources from multiple perspectives. Moreover,
the integration of SDF into these systems has enabled real-time 3D mapping in both the
contextual and gamma-ray domains. This work represents the first experimental demon-
stration of an approach to low-energy real-time 3D gamma-ray imaging with SDF, using
108
PRISM and a GPU-accelerated list-mode ML-EM reconstruction approach. Source local-
ization was successful over energies from 60−356 keV, activities from 20−5000 µCi, and
areas of size 70−4500 m2. Indoor and outdoor scenarios were considered and measure-
ments were all < 3 min. Reconstruction was performed in both the near- and far-field
regimes and image quality improvements were demonstrated with DOI read-outs.
A novel PSL algorithm was developed and successfully demonstrated to mitigate
the limitations inherent in traditional grid-based ML-EM reconstruction approaches in
sparse scenarios, namely overfitting and computational complexity. The PSL formalism
was extended to APSL for multiple point-source localization and general sparse para-
metric image reconstruction. APSL successfully reconstructed multiple sources in 3D
using a non-directional free-moving detector, in both simulation and experiment, with
better accuracy and reduced computational burden than ML-EM. Continued work is nec-
essary to characterize and optimize the algorithm for various scenarios. This includes
more difficult source terms such as weak, shielded, and non-point-like sources and well
as the additional gain from directional detector responses and detector arrays.
6.2 Future Outlook
The results presented in this work represent a subset of the possible applications of the
SDF concept. While a hand-held system using the active coded mask imaging modality
was used here for demonstration, the approach is generally agnostic to the detection
platform (i.e., hand-held, ground-vehicle, aerial-borne), the operation (i.e., manned, un-
manned), the imaging modality (i.e., proximity, coded mask, Compton), the detection
media (i.e., gas, semiconductor, scintillator) and the radiation signature (i.e., gamma-
rays, neutrons, etc.). This work was limited to imaging unshielded gamma-ray point-
sources, but the approach can be used to image shielded, extended, and distributed
sources. This has been demonstrated at higher energies using Compton and proximity
imaging [9], [29], but additional effort is necessary to demonstrate this in the low-energy
regime.
While hand-held systems can be used for small-scale search and mapping on the
ground, UASs enable efficient wide-area mapping and remove the need to expose human
operators to potentially high dose-rate environments. Progress towards autonomous
navigation and multi-platform (e.g., UAS swarms) mapping should be continued for
large-scale SDF. Small UAS operation is limited by payload, thus continued effort is
required to design and fabricate lighter, more compact, and lower power SDF capable
systems. The PRISM sphere is optimal for 4pi imaging and sensitivity, however, the
design presents a significant engineering challenge and cannot easily be scaled to smaller
sizes without a loss in detector mass (i.e., sensitivity) as the modules are currently packed
as tightly as possible. More compact and scalable configurations are currently being
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explored at LBNL, for example a 6-plane active coded hollow cube and a fully 3D cube
using stacked coded planes.
Different detection media are also being explored at LBNL, particularly new high-
density inorganic scintillator materials, specifically elpasolites such as Cs2LiYCl6:Ce
(CLYC) and Cs2LiLaBr6−xClx:Ce (CLLBC), that produce high light-yield, have excellent
energy resolution (3−4% at 662 keV), and are neutron sensitive and capable of pulse
shape discrimination (PSD) [157]–[159]. These crystals can be grown to larger sizes to
accommodate more detector mass in smaller overall form factors and can be coupled to
multichannel read-out systems for 3D position sensitivity.
Advanced gamma-ray imaging systems facilitate high resolution mapping necessary
for certain applications such as, for example, hold up characterization in nuclear facilities
[160], [161]. In the absence of sophisticated imaging systems or in scenarios where high-
resolution maps may not be necessary, the SDF formalism developed in this work can be
applied directly to proximity imaging and mapping systems that may be cheaper and
more scalable. Furthermore, in the case of sparse radiological source search, this work
has shown that APSL can produce accurate source localization estimates of multiple
sources in 3D using simple, free-moving, non-directional detector systems.
The use of LiDAR-SLAM may be prohibitive in some environments such as feature-
less underground tunnels or in areas where there are limitations on active sensors. The
capabilities of other contextual data streams (e.g., RGB cameras, stereo depth cameras,
GPS/INS, etc.) should be explored with new localization and mapping techniques be-
ing developed in the field of computer vision. For example, recent work [162] using
deep neural networks has generated high-resolution 3D spatial meshes from single RGB
images.
The experimental results presented in this work showed images in units of relative
intensity and thus continued effort is required to produce quantitative images in units
of absolute gamma-ray activity. Ultimately, quantitative source emission maps could be
used to generate 3D dose maps for uses in, for example, emergency response and conse-
quence management. Detailed experimental response characterizations will be necessary
as well as the development of high-fidelity benchmarked simulations.
Finally, while 3D imaging was shown to perform in real-time for the measurements
in this work, the reconstruction slows with the addition of more contextual and gamma-
ray data. Mapping large scale, high-count rate environments over longer periods of time
therefore requires a more scalable reconstruction approach to maintain real-time perfor-
mance. This could include, for example, the implementation of a real-time probabilistic
tri-state occupancy model and an adaptive non-uniform voxelization scheme.
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