Eigenvector based spatial filtering is one of the well-used approaches to model spatial autocorrelation among the observations or errors in a regression model. In this approach, subset of eigenvectors extracted from a modified spatial weight matrix is added to the model as explanatory variables. The subset is typically specified via the forward stepwise model selection procedure, but it is disappointingly slow when the number of observations n takes a large number. Hence as a complement or alternative, the present paper proposes the use of the least absolute shrinkage and selection operator (LASSO) to select the eigenvectors. The LASSO model selection procedure is applied to the well-known Boston housing dataset and simulation dataset, and its performance is compared with the stepwise procedure. The obtained results suggest that the LASSO procedure is fairly fast compared to the stepwise procedure, and can select eigenvectors effectively even if dataset is relatively large (n = 10 4 ), to which the forward stepwise procedure is not easy to apply.
Introduction
Spatial autocorrelation is one of the important aspects of spatial data, and analyzing this phenomenon has been remarked by researchers in many fields, including, geography (Haining 1990 (Haining , 2003 , real estate economics (Pace et al. 1998; Dubin et al. 1999 offer many useful toolboxes. Although Anselin's (1986) indication that "each approach tends to be rather self-contained, with little cross-reference shown in published articles" may be still true, in recent years some intensive works have been done to clarify the similarities and differences between spatial statistics and spatial econometrics Paelinck 2007, 2010) .
Besides these approaches, spatial filtering approaches have been developed by quantitative geographers as the "third way" to model spatial autocorrelation (e.g., Getis 1990; Getis and Griffith 2002; Griffith 2000 Griffith , 2003 Griffith , 2012 Tiefelsdorf and Griffith 2007) . These approaches are in particular used in the field of ecology (Griffith and Peres-Neto 2006) , whereas also have many social science applications 1 . Among these approaches, eigenvector based spatial filtering (ESF) developed by
Professor Daniel Griffith and co-workers are fairly well-used to model spatial autocorrelation among observations or errors in a regression model. In this approach, subset of eigenvectors extracted from a modified spatial weight matrix is added to the model as explanatory variables. The subset is typically specified by the forward stepwise model selection procedure, but it is disappointingly slow when the number of observations n takes a large number.
Hence as a complement or alternative, the present paper proposes the use of the least absolute shrinkage and selection operator (LASSO) (L1-penalized regression) proposed by Tibshirani (1996) to select the eigenvectors. Different from L2-penalized model such as ridge regression 2 where parameters are shrunken toward zero, LASSO automatically sets many of them "exactly" zeros; hence it can be used for variable selection. Although original LASSO algorithm is computationally very demanding to be used in high-dimensional data (Segal 2006) 
Introduction of the Eigenvector based spatial filtering approach
This section first introduces a basic multiple regression model and conventional spatial econometric models, followed by the ESF approach.
Basic multiple regression model
Let the following standard multiple linear regression model represent the basic model
where y is an 
Spatial econometric models
In order to control the spatial autocorrelation among observations or errors, the spatial lag model (SLM) and spatial error model (SEM) are typically used in the field of spatial econometrics 4 .
The former is occasionally called the spatial autoregressive (response) model (e.g., LeSage and Pace, 2009 ) and the latter is known as the simultaneous autoregressive model in the spatial statistics literature (e.g., Cressie 1993).
The SLM is expressed as
where ρ is a spatial parameter and W is an n n × spatial weight matrix. Several methods have been proposed to obtain the elements of W (see Anselin 1988; Getis 2009; Stakhovych and Bijmolt 2009; Bhattacharjee and Jensen-Butler 2013; Seya et al. 2013) . W is usually normalized to avoid singularity of the term (I-ρW). Although there are various methods for normalization (e.g., Ord 1975; Kelejian and Prucha 2010) , the one most widely used is row-normalization, in which the rows sum to unity. ε is typically assumed to be normally distributed to estimate the parameters of the model by the maximum likelihood method.
The SEM is expressed as
where λ is a spatial parameter. (2010) intensively, whether the incorporation of spatial effects will improve the spatial-confounding bias/precision of β or not depends on the scale of the spatial autocorrelation in the omitted variables. In this regard, the introduction of ESLM may be useful because it captures various distinct scales of spatial variations. In fact, the eigenvector which correspond to large eigenvalue represents large positive spatial autocorrelation, whereas the one with small positive eigenvalue in absolute value correspond to small scale spatial autocorrelation (Griffith, 2003; 2012 Now we are required to analyze the manner in which the subset of the eigenvectors must be selected. Tiefelsdorf and Griffith (2007) propose two practical forward step-wise procedures for identifying the subset of eigenvectors; maximizing the explained variation or minimizing the residual spatial autocorrelation in terms of standardized Moran's I, which termed Moran's Z. In these procedures, the next eigenvector el is identified from the search set E c (initially, this set contains all the eigenvectors) that would continue to increase the proportion of explained variation or reduce the standardized Moran's I, until some criterion is met.
Application of the LASSO to the eigenvector selection problem
This section first briefly explains the LASSO, subsequently applies it to the eigenvector selection problem.
LASSO
The OLS estimators of β is given by minimizing residual some of squares as:
where ||•|| is the Euclidean norm, and argmin(•) denotes the argument of the minimum, that is to say, the set of points of the given argument for which the given function attains its minimum value.
Tibshirani ( 1996) proposes the algorithm termed the LASSO, which minimizing residual some of squares subject to a constraint of the sum of absolute values of the regression coefficient (usually except intercept). Hence the LASSO estimators of β is given by:
where || 1 β || 1 is the L1 norm given by:
where | • | denotes the absolute value of (•). Because the value of each q β depends on the scale, explanatory variables are usually standardized to have mean 0 and unit length, and the dependent variable is also demeaned to have mean 0. If regularization term is given by L2 norm, then the estimator is termed the Ridge estimator 6 . Although an L2 penalty shrinks parameters toward zero, L1 penalty shrinks many of them "exactly" zeros (Tibshirani 1996) . Hence it can be used for variable selection. As discussed below, the proportion of regression coefficients set to zero depends on the LASSO regularization parameter θ .
The LASSO estimator can also be regarded as the penalized likelihood estimator. Let  is the likelihood of the model. Then the LASSO estimator of the regression coefficients vector is defined in terms of the penalized likelihood optimization
Goeman (2010) proposes efficient Gradient ascent algorithm with Newton-Raphson step to compute the LASSO estimates in eq. (9) with given θ . This study utilizes this algorithm.
Application of the LASSO to the eigenvector selection problem
Let the ESF given by:
where
(p = SEM or SLM) are n n × matrix 7 with corresponding 1 × n coefficients vector, γ~. The marked merit of the LASSO is that it is feasible even if the number of coefficients exceed the number of observations. The LASSO estimators of β and γ~is given by:
In terms of penalized likelihood optimization, the LASSO estimators of coefficients are given by
6 If we introduce both of the L1 norm and L2 norm, then the model is termed the elastic net (Zou and Hastie 2005) . Another famous method is Dantzig selector (Candes and Tao 2007), which is a slightly modified version of the LASSO. 7 Strictly speaking, some vectors which associated with the eigenvalues around zero (< 1e-10 in our case) are excluded in advance.
The optimal value of regularization parameter θ , say θˆis selected using prediction accuracy as the criterion. More specifically, we use the K fold cross-validation combined with Brent algorithm (Brent, 1973) to selectθˆ. The algorithm proceeds as follows:
[1] Set the minimum and maximum values for θˆ. The minimum value min θ usually takes zero, and the maximum value max θ usually takes the smallest value that shrinks all regression coefficients γ~to zero. [4] Evaluate cross-validation score as: ∑ ∑
, where xi and ei are vectors of explanatory variables and eigenvectors, respectively associated with the observation i.
[5] Update θˆ by using the Brent algorithm (Goeman et al., 2012) Generally, the applicability of one method critically depends on the availability of the useful software. Geographical analyses itself also have evolved with the development of excellent software (Anselin 2012). Fortunately, there already exist some useful packages to calculate the parameters in eqs. (11) or (12). For example, if we use the penalized package of R, optL1() function can be used to select optimum value of θ via above explained cross validation combined with Brent algorithm, and the maximization of penalized likelihood can be performed using penalized() function. The remarkable merit of penalized() function is that it has the option to allow some unpenalized parameters using the algorithm proposed by Goeman (2010) 8
. Hence we can regulate the coefficients of the eigenvectors only as discussed above.
In the geographical analysis related literatures, few studies have employed the LASSO.
Wheeler ( 
Empirical illustration
This section shows two illustration of the LASSO algorithm for the eigenvector selection problem using the Boston housing dataset and simulation dataset.
Example with Boston housing dataset
Here, we use the well-known Boston housing dataset. This dataset was originally provided by Harrison and Rubinfield (1978) , and Gilley and Pace (1996) augment the dataset with longitude-latitude of the observations. Pace and Gilley (1997) suggest that these data exhibit various problems common to many hedonic pricing or mass appraisal models. For example, not all variables have the proper sign, that is, the AGE variable (see Table 1 ) is insignificant and positive, and a high positive spatial autocorrelation exists among the observations. Pace and Gilley (1997) construct two hedonic pricing models based on BM and SEM with this dataset and found that SEM would successfully yield the significantly negative estimate of the AGE variable. This curious result may be caused by the impacts of spatially autocorrelated omitted variables on the included variables are successfully incorporated into the model by using the SEM. Kostov (2010) indicate that this dataset is one of the most popular datasets, and it has stimulated a whole industry that has used this and other datasets to examine and compare alternative statistical methods. We adopt the same variables as Kostov (2010), as indicated in Table 1 . Following Kostov (2010), the natural logarithms of MEDV (see Table 1 ), DIS, RAD, and LSTAT are taken, while the squares of NOX and RM are taken to capture 8 glmnet package in R also have similar option. some of the underlying nonlinearities, resulting in ln(MEDV), ln(DIS), ln(RAD), ln(LSTAT), NOX 2 , and RM 2 . For the descriptive statistics of the data, see Kostov (2010) . The numbers of observations and the explanatory variables (including the intercept) are 506 and 14, respectively.
Using the Boston housing dataset, we compare the empirical performance of the LASSO (ESFLe or ESFLl, hereafter, e: SEM, and l: SLM) procedure with the forward stepwise procedure.
Stepwise eigenvector selection based on minimizing standardized Moran's I (ESFMe or ESFMl, hereafter) can be implemented using SpatialFiltering() function of the spdep package in R 9 . Also, the selection based on maximizing explanation power can be implemented using basic step() function in R (ESFBe or ESFBl, hereafter). In the step() function, we set the option of penalty term as "k = log n", which corresponds to the BIC (Bayesian information criterion) 10 . Thus, for arbitral parameters such as inclusion probability. Our all calculations are implemented on the Windows 7 64bit system with 24GB memory, and coded using R (version 3.0.1).
The Here, we see whether the ESFs select the eigenvectors associated with large eigenvalues or whether these are often associated with small eigenvalues. Associated eigenvalues are also sorted in descending-order, and shown as a thick solid line on right vertical axis. The figure shows that the differences in the LASSO regulation parameter by the selection of random seed is fairly minor, and corresponding differences in the selected eigenvectors are small compared to the differences due to the selection of methods (ESFMs or ESFBs) (see Fig.   1 ). Hence, we can say that the LASSO is reasonably insensitive to the small changes in the regulation parameter produced by the cross-validation procedure. 
Example with simulation dataset
In this section, we try to apply the LASSO procedure for the eigenvector selection problem of much bigger dataset. As the model, here we only consider the ESF with ESEM because computation time of ESF with ESLM and ESEM is expected to be similar. Also, as the stepwise procedure, we only use the ESFM because the ESFB was much slower than ESFM in the previous experiment.
Subsequently, as the data generating process (DGP), we consider the spatial error process 
The error term in eq. (13) and correspondingly, the t-values are much larger in ESFs. Eigenvectors selected by the LASSO are all statistically significant at 5 % level (Table5), resulting in the high R 2 value compared to the ESFM. However, just as the Boston housing data experiment, the residual spatial autocorrelation of the LASSO in terms of Moran's Z is not random although rather improved (from 15.5 to 3.28).
Hence as expected, if we hope to minimize residual autocorrelation, not ESFB or ESFL but ESFM is the first best choice. Instead, if we hope to maximize fit to observations, maybe ESFB or ESFL are the better choice in medium sample size (e.g., n = 500).
However, the SpatialFiltering() function becomes disappointingly slow when sample size becomes large. For example, for n = 2000 scenario, ESFM requires 7800 second for selecting eigenvector whereas the ESFL requires only 349 second (Table6). In such case, our proposed application of the LASSO can be an important alternative to the stepwise procedures. The LASSO is feasible even the sample size is n = 10 4 (45942.71 sec.), which is a plausible sample size for applied researches.
One of the future challenges is dealing with much bigger dataset order of n = 10 5 or n = Significant at 5% level 10 21
Significant at 10% level 6 0 Not significant 0 0 
Concluding remarks
The ESF is one of the well-used used approaches to model spatial autocorrelation among observations or errors in a regression model. In this approach, subset of eigenvectors extracted from a modified spatial weight matrix is added to the model as explanatory variables. The subset is typically specified by the forward stepwise model selection procedure, but it is disappointingly slow when the number of observations n takes a large number. Hence the present paper proposed the use of the LASSO to select the eigenvectors. The LASSO model selection procedure was applied to the well-known Boston housing dataset and simulation dataset, and its performance was compared to the stepwise procedure. The obtained results suggest that the LASSO procedure is fairly fast compared the stepwise procedure, and can select eigenvectors effectively even if dataset is relatively large (n = 10000), to which the forward stepwise procedure is not easy to apply. The results suggest that the LASSO can be a useful complement or even alternative to the stepwise procedures.
In the future research, we are going to test the feasibility of the LASSO under the huger dataset with combining the large scale eigenvalue problem solver such as ARPACK (Pace et al. 2013 ). Also, applying the LASSO based eigenvector selection approach to the other models such as generalized linear model (GLM) is an important remains researches. Furthermore, we are now trying to develop a more efficient approach for the eigenvector selection based on subspace method (Bagan et al. 2009 ).
