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Abstract
Modifying the binary inverse function in a variety of ways, like
swapping two output points has been known to produce a 4-differential
uniform permutation function. Recently, in [18] it was shown that
this swapped version of the inverse function has boomerang uniformity
exactly 10, if n ≡ 0 (mod 6), 8, if n ≡ 3 (mod 6), and 6, if n 6≡ 0
(mod 3). Based upon the c-differential notion we defined in [14] and
c-boomerang uniformity from [27], in this paper we characterize the c-
differential and c-boomerang uniformity for the (0, 1)-swapped inverse
function in characteristic 2: we show that for all c 6= 1, the c-differential
uniformity is upper bounded by 4 and the c-boomerang uniformity by 5
with both bounds being attained for n ≥ 4.
Keywords: Boolean, p-ary functions, c-differentials, differential uniformity,
boomerang uniformity, perfect and almost perfect c-nonlinearity
MSC 2000: 06E30, 11T06, 94A60, 94D10.
1 Introduction and basic definitions
The boomerang attack on block ciphers developed by Wagner [32] was
quickly picked by several works [3, 16, 2, 17] in the applied realm, but it
took almost ten years until Cid et al. [12] came up with a theoretical tool
called the Boomerang Connectivity Table (BCT), and further Boura and
Canteaut [5] defined the boomerang uniformity to theoretical investigate
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the functions’ resistance to the boomerang attack. Using a multiplier dif-
ferential we introduced in [14], we extended the notion of the c-Boomerang
Connectivity Table (c-BCT) and c-boomerang uniformity in [27].
Here, we continue the work by investigating the well-known swapped
inverse, proposed in [31], which was the subject of many papers since then
(see [9, 24, 25, 28, 33], to cite just a few papers; a generalization allowing
the modification of any two output values is done in [15]).
As customary, we let:
1. m,n are positive integers and p a prime number, #S denotes the
cardinality of a set S and z¯ is the complex conjugate;
2. Fpn is the finite field with p
n elements, and F∗pn = Fpn \ {0} is the
multiplicative group (for a 6= 0, we often write 1a to mean the inverse
of a in the multiplicative group);
3. We let Fnp be the n-dimensional vector space over Fp. Next, f : Fpn (or
F
n
p) to Fp is a p-ary function on n variables. Any map F : Fpn → Fpm
(or, Fnp → F
m
p ) is called a vectorial p-ary function, or (n,m)-function.
4. When m = n, F can be uniquely represented as a univariate polyno-
mial over Fpn (using some identification, via a basis, of the finite field
with the vector space) of the form F (x) =
∑pn−1
i=0 aix
i, ai ∈ Fpn , whose
algebraic degree is then the largest Hamming weight of the exponents
i with ai 6= 0.
5. Given a p-ary function f , the derivative of f with respect to a ∈ Fpn
is the p-ary function Daf(x) = f(x+a)− f(x), for all x ∈ Fpn , which
can be naturally extended to vectorial p-ary functions.
6. While the next concept can be defined for general (n,m)-functions, in
this paper we considerm = n. For an (n, n)-function F , and a, b ∈ Fpn ,
we let ∆F (a, b) = #{x ∈ Fpn : F (x + a) − F (x) = b}. We call the
quantity δF = max{∆F (a, b) : a, b ∈ Fpn , a 6= 0} the differential
uniformity of F . If δF = δ, then we say that F is differentially δ-
uniform.
7. If δ = 1, then F is called a perfect nonlinear (PN) function, or planar
function. If δ = 2, then F is called an almost perfect nonlinear (APN)
function. It is well known that PN functions do not exist if p = 2.
The reader can consult [8, 10, 11, 13, 21, 29] for more on Boolean and p-ary
functions.
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The initial concept of boomerang uniformity was defined for permuta-
tions (of course, proper S-boxes) in the following way. Let F be a permuta-
tion on F2n and (a, b) ∈ F2n×F2n . One defines the entries of the Boomerang
Connectivity Table (BCT ) by
BF (a, b) = #{x ∈ F2n |F
−1(F (x) + b) + F−1(F (x+ a) + b) = a},
where F−1 is the compositional inverse of F . The boomerang uniformity of
F is defined as
βF = max
a,b∈Fpn∗
BF (a, b).
We also say that F is a βF -uniform BCT function. Surely, ∆F (a, b) = 0, 2
n
and BF (a, b) = 2
n whenever ab = 0. We know that δF = δF−1 , βF = βF−1 ,
and for permutations, βF ≥ δF and they are equal for APN permutations.
Further, from [18] we know that for quadratic permutations, δF ≤ βF ≤
δF (δF − 1).
We mention here that this concept was quickly picked up and studied
in [5, 6, 9, 18, 19, 22, 30], to mention just a few recent papers.
Li et al. [18] (see also [22]) observed that
BF (a, b) = #
{
(x, y) ∈ Fpn × Fpn |
F (x)+F (y)=b
F (x+a)+F (y+a)=b
}
,
y=x+γ
= #
{
(x, γ) ∈ Fpn × Fpn |
F (x+γ)+F (x)=b
F (x+γ+a)+F (x+a)=b
}
=
∑
γ∈Fpn
# {x ∈ Fpn |DγF (x) = b and DγF (x+ a) = b} ,
which allowed the concept to be extended to non-permutations, since it
avoids the inverse of F .
We extended this notion recently in [27] to c-boomerang connectivity
table, based upon our prior [14] c-differential concept (see [26, 34] for more
work related to it).
For a p-ary (n,m)-function F : Fpn → Fpm, and c ∈ Fpm, the (multi-
plicative) c-derivative of F with respect to a ∈ Fpn is the function
cDaF (x) = F (x+ a)− cF (x), for all x ∈ Fpn.
For an (n, n)-function F , and a, b ∈ Fpn, we let the entries of the c-
Difference Distribution Table (c-DDT) be defined by c∆F (a, b) = #{x ∈
Fpn : F (x+ a)− cF (x) = b}. We call the quantity
δF,c = max {c∆F (a, b) | a, b ∈ Fpn , and a 6= 0 if c = 1}
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the c-differential uniformity of F . If δF,c = δ, then we say that F is dif-
ferentially (c, δ)-uniform (or that F has c-uniformity δ, or for short, F is
δ-uniform c-DDT). If δ = 1, then F is called a perfect c-nonlinear (PcN)
function (certainly, for c = 1, they only exist for odd characteristic p; how-
ever, as proven in [14], there exist PcN functions for p = 2, for all c 6= 1).
If δ = 2, then F is called an almost perfect c-nonlinear (APcN) function.
When we need to specify the constant c for which the function is PcN or
APcN, then we may use the notation c-PN, or c-APN. It is easy to see that
if F is an (n, n)-function, that is, F : Fpn → Fpn , then F is PcN if and only
if cDaF is a permutation polynomial.
Further, for an (n, n)-function F , c 6= 0, and (a, b) ∈ Fpn×Fpn , we define
the c-Boomerang Connectivity Table (c-BCT) entry at (a, b) to be
cBF (a, b) = #
{
x ∈ Fpn
∣∣∣F−1(c−1F (x+ a) + b)− F−1(cF (x) + b) = a} .
Further, the c-boomerang uniformity of F is defined by
βF,c = max
a,b∈Fpn∗
cBF (a, b).
If βF,c = β, we also say that F is a β-uniform c-BCT function. We showed
in [27] that we can avoid inverses, thus allowing the definition to be extended
to all (n,m)-function, not only permutations. Precisely, the entries of the
c-Boomerang Connectivity Table at (a, b) ∈ Fpn × Fpn can be given by
cBF (a, b) = #
{
(x, γ) ∈ Fpn × Fpn
∣∣∣ F (x+γ)−cF (x)=b
F (x+γ+a)−c−1F (x+a)=b
}
=
∑
γ∈Fpn
#
{
x ∈ Fpn |
cDγF (x)=b and c−1DγF (x+a)=b
the c-boomerang system
}
.
Besides various connections between c-DDT and c-BCT and character-
izations via Walsh transforms, we investigated some of the known perfect
nonlinear and the inverse function in all characteristics, in [27]. For exam-
ple, we showed that in general, if F (x) = x2
n−2 on F2n , cBF (a, b) ≤ 3, and
if F (x) = xp
n−2 on Fpn (p odd), cBF (a, b) ≤ 4 and gave complete conditions
when the upper bound happens. It is the purpose of this paper to investigate
both the c-DDT and c-BCT for the (0, 1)-output swapped inverse function in
the binary case (which is a 4-uniform DDT permutation function occurring
in many papers [20, 18, 23, 24, 25], to cite just a few works).
The rest of the paper is organized as follows. Section 2 and 3 deal with c-
differential uniformity, respectively, c-boomerang uniformity of the swapped
function. Section 4 concludes the paper.
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2 The c-differential uniformity of the swapped in-
verse function
We will be using throughout Hilbert’s Theorem 90 (see [7]), which states
that if F →֒ K is a cyclic Galois extension and σ is a generator of the Galois
group Gal(K/F), then for x ∈ K, the relative trace TrK/F(x) = 0 if and only
if x = σ(y)− y, for some y ∈ K. We also need the following two lemmas.
Lemma 1. Let n be a positive integer. We have:
(i) The equation x2+ax+ b = 0, with a, b ∈ F2n, a 6= 0, has two solutions
in F2n if Tr
(
b
a2
)
= 0, and zero solutions otherwise (see [1]).
(ii) The equation x2 + ax + b = 0, with a, b ∈ Fpn, p odd, has (two,
respectively, one) solutions in Fpn if and only if the discriminant a
2−4b
is a (nonzero, respectively, zero) square in Fpn.
Lemma 2 ([14]). Let p, k, n be integers greater than or equal to 1 (we take
k ≤ n, though the result can be shown in general). Then
gcd(2k + 1, 2n − 1) =
2gcd(2k,n) − 1
2gcd(k,n) − 1
, and if p > 2, then,
gcd(pk + 1, pn − 1) = 2, if
n
gcd(n, k)
is odd,
gcd(pk + 1, pn − 1) = pgcd(k,n) + 1, if
n
gcd(n, k)
is even.
Consequently, if either n is odd, or n ≡ 2 (mod 4) and k is even, then
gcd(2k + 1, 2n − 1) = 1 and gcd(pk + 1, pn − 1) = 2, if p > 2.
Given F : Fpn → Fpn , and two points x0 6= x1 in Fpn, we let Gx0x1 be
the {x0, x1}-swapping of F defined by
Gx0x1(x) = F (x) +
(
(x+ x0)
pn−1 + (x+ x1)
pn−1
)
(y0 + y1),
where y0 = F (x0), y1 = F (x1). We will sometimes denote Gx0x1 simply by
G if there is no danger of confusion. In this paper we consider the (0, 1)-
swapping of the inverse only, so, G(x) = xp
n−2 + xp
n−1 + (x+ 1)p
n−1.
We now deal with the binary swapping of the inverse function, and its
c-differential uniformity. There is no need to consider c = 0 for the c-
differential uniformity, since we already know that G is a permutation. Thus,
in this paper we consider c 6= 0, 1. We will be using the notation i 7→
c∆G(a, b) to mean a contribution of i will be added to c∆G(a, b).
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Theorem 3. Let n ≥ 2 be a positive integer, 0, 1 6= c ∈ F2n and F :
F2n → F2n be the inverse function defined by F (x) = x
2n−2 and G be its
(0, 1)-swapping. If n = 2, then c∆G(a, b) ≤ 1; if n = 3, c∆G(a, b) ≤ 3.
If n ≥ 4, and for any a, b ∈ Fpn, the c-DDT entries satisfy c∆G(a, b) ≤ 4
(all [1, 2, 3, 4] c-DDT entries occur). Furthermore, c∆G(a, b) = 4 (so, the
c-differential uniformity of G is δF,c = 4) if and only if any of the conditions
happen:
(i) For a ∈ F∗2n with Tr
(
a
a+1
)
= 0, b = 1a+1 and c =
1
a2+a , then
c∆G(a,
1
a+1 ) = 4;
(ii) For a ∈ F∗2n with Tr
(
a
(a+1)2
)
= 0, b = 1a2 , and c =
a+1
a2 , then
c∆G(a,
1
a2 ) = 4.
Proof. We display first the c-differential equation
(x+ a)2
n−2 + (x+ a)2
n−1 + (x+ a+ 1)2
n−1
+ c
(
x2
n−2 + xp
n−1 + (x+ 1)2
n−1
)
= b.
(1)
We ran a simple SageMath code and found easily the claims about n =
2, 3, 4, so we now assume n ≥ 5.
For a, b ∈ F2n , we consider the c-differential equation (1). If a = 0,
then (1) becomes
b = x2
n−2 + x2
n−1 + (x+ 1)2
n−1 + c
(
x2
n−2 + x2
n−1 + (x+ 1)2
n−1
)
= (1 + c)G(x).
Since G is also a permutation, then there exists a unique solution x, regard-
less of what c 6= 1, b ∈ F2n . Thus, c∆G(0, b) = 1. From here on forward, we
will assume that a 6= 0.
Case 1. Let a = 1, b = 0. Then (1) becomes
(x+ 1)2
n−2 + (x+ 1)2
n−1 + x2
n−1 + c
(
x2
n−2 + x2
n−1 + (x+ 1)2
n−1
)
= 0.
Surely, x = 0 is a solution if and only if 1 + 1 + 0 + c(0 + 0 + 1) = 0, that
is, c = 0, a contradiction. If x = 1, then 0 + 0 + 1 + c(1 + 1 + 0) = b, so
b = 1, a contradiction. If x 6= 0, 1, then multiplying the displayed equation
by x(x + 1), renders x + c(x + 1) = 0, and so, x = cc+1 , which implies
1 7→ c∆G(1, 0).
Case 2. Let a = 1, b = 1. If x = 0 in (1), then we must have 1 + 1 + 0 +
c(0 + 0 + 1) = 1, so c = 1, a contradiction. If x = 1 in (1), then we must
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have 0 + 0 + 1 + c(1 + 1 + 0) = 1, which is always true. If x 6= 0, 1, then
multiplying the displayed equation by x(x+ 1), we get
x+ c(x+ 1) = x(x+ 1), that is, x2 + cx+ c = 0.
By Lemma 1, since c 6= 0, two solutions (surely, x = 1 cannot be one
such solution) exist if and only if Tr(c2) = Tr(c) = 0, therefore, we have
3 7→ c∆G(1, 1) (including the prior x = 1), under this condition, and a
contribution of 2, otherwise.
Case 3. Let a = 1, b 6= 0, 1. If x = 0, then we must have 1 + 1 + 0 + c(0 +
0 + 1) = b, that is, b = c. Thus, 1 7→ c∆G(1, c). If x = 1, then we must
have 0 + 0+ 1+ c(1 + 1+ 0) = b, and so, b = 1, a contradiction. If x 6= 0, 1,
multiplying Equation (1) by x(x+ 1) gives us
x+ c(x+ 1) = bx(x+ 1), that is, x2 +
b+ c+ 1
b
x+
c
b
= 0,
which, by Lemma 1, under b + c + 1 6= 0, has two distinct solutions if and
only if Tr
(
bc
(b+c+1)2
)
= 0. Thus, if b = c, and Tr(c) = 0, then 3 7→ c∆G(1, c),
and if b = c,Tr(c) = 1, then 1 7→ c∆G(1, c). If b 6= c, and Tr
(
bc
(b+c+1)2
)
= 0,
then 2 7→ c∆G(1, b).
Case 4. Let a 6= 0, 1. If x = 0, then we must have 1a+1+1+c(0+0+1) = b,
so b = c + 1a . Thus, 1 7→ c∆G(a, c +
1
a). If x = 1, then
1
a+1 + 1 + 1 +
c(1 + 1 + 0) = b, so b = 1a+1 . Hence, 1 7→ c∆G(a,
1
a+1). If x = a, then
0 + 0 + 1 + c
(
1
a + 1 + 1
)
= b, so b = 1 + ca . Therefore, 1 7→ c∆G(a, 1 +
c
a).
If x = a + 1, then 1 + 1 + 0 + c
(
1
a+1 + 1 + 1
)
= b, so b = ca+1 . Thus,
1 7→ c∆G(a,
c
a+1 ). Assuming x 6= 0, 1, a, a + 1, multiplying Equation (1) by
x(x+ a) implies
x+ c(x+ a) = bx(x+ a), that is, x2 +
ab+ c+ 1
b
x+
ac
b
= 0.
By Lemma 1, under ab + c + 1 6= 0, this last equation has two distinct
solutions if and only if Tr
(
abc
(ab+c+1)2
)
= 0.
We now summarize the largest contributions to c∆G(a, b): if b = c +
1
a =
1
a+1 (so, c =
1
a2+a
; observe that Tr(1c ) = 0) and Tr
(
abc
(ab+c+1)2
)
=
Tr
(
a2
(a+1)2
)
= Tr
(
a
a+1
)
= 0, then 4 7→ c∆G(a,
1
a+1); if b = c +
1
a =
c
a+1
(so, c = a+1
a2
and b = 1
a2
; observe that Tr(c) = 0) and Tr
(
a
(a+1)2
)
= 0,
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then 4 7→ c∆G(a,
1
a2
). All values [1, 2, 3, 4] as c-DDT entries will occur, and
we argue that next. For the values 1, 2, 3, that is obvious from our case
splitting. The value 4 will occur if we can find parameters satisfying the
previous conditions, and we achieve that in the following way. We can take
β ∈ F∗2n such that Tr(β) = Tr(1) and set a :=
1
β + 1, therefore, Tr
(
a
a+1
)
=
Tr(1) + Tr
(
1
a+1
)
= Tr(1) + Tr(β) = 0. Thus, the second condition is
satisfied, and therefore δF,c ≤ 4 with the upper bound being attained.
3 The c-boomerang uniformity of the swapped in-
verse function
We now investigate the c-BCT for the same swapped inverse function. It
was shown in [18] that if c = 1, then the boomerang uniformity of G01 is 10,
if n ≡ 0 (mod 6), 8, if n ≡ 3 (mod 6), and 6, if n 6≡ 0 (mod 3). We will be
using the notation i 7→ cBG(a, b) to mean a contribution of i will be added
to cBG(a, b).
We will be using throughout the c-boomerang system for the (0, 1)-
swapping of the binary inverse function:
(x+ γ)p
n−2 + (x+ γ)p
n−1 + (x+ γ + 1)p
n−1
− c
(
xp
n−2 + xp
n−1 + (x+ 1)p
n−1
)
= b,
(x+ γ + a)p
n−2 + (x+ γ + a)p
n−1 + (x+ γ + a+ 1)p
n−1
− c−1
(
(x+ a)p
n−2 + (x+ a)p
n−1 + (x+ a+ 1)p
n−1
)
= b.
(2)
Theorem 4. Let n ≥ 2 be a positive integer, 0, 1 6= c ∈ F2n and F : F2n →
F2n be the inverse function defined by F (x) = x
2n−2 and G be its (0, 1)-
swapping. If n = 2, cBG(a, b) = 1; if n = 3, for a, b ∈ F2n , cBG(a, b) ≤ 4
(all [1, 2, 3, 4] entries occur). If n ≥ 4, and for any a, b ∈ F2n, the c-BCT
entries satisfy cBG(a, b) ≤ 5. The upper bound is attained (at least) for
n ≡ 0 (mod 3), n ≡ 0 (mod 4), n ≡ 0 (mod 5).
Proof. The instances n = 2, 3 were treated with a SageMath program. We
now assume that n ≥ 4. We do not need to consider the cases of a = 0,
since, then cBG(0, b) = c∆G(0, b), which was considered earlier.
8
Let a = 1. The c-boomerang system (2) becomes
(x+ γ)2
n−2 + (x+ γ)2
n−1
+ (x+ γ + 1)2
n−1 + c
(
xp
n−2 + xp
n−1 + (x+ 1)p
n−1
)
= b,
(x+ γ + 1)2
n−2 + (x+ γ + 1)2
n−1 + (x+ γ)2
n−1
+
1
c
(
(x+ 1)p
n−2 + xp
n−1 + (x+ 1)p
n−1
)
= b.
(3)
If x = 0, then b = γ2
n−2 + γ2
n−1 + (γ + 1)2
n−1 + c = (γ + 1)2
n−2 + γ2
n−1 +
(γ+1)2
n−1. If γ = 0, 1, then c = 1, a contradiction. If γ 6= 0, 1, then b = cc+1
and 1 7→ cBG
(
1, cc+1
)
.
Next, if x = 1, then b = (γ + 1)2
n−2 + (γ + 1)2
n−1 + γ2
n−1 = γ2
n−2 +
γ2
n−1+ (γ +1)2
n−1+ 1c . If γ = 0, 1 we get a contradiction. If γ 6= 0, 1, then
b = 1γ+1 =
1
γ +
1
c , rendering b =
1
c+1 and so, 1 7→ cBG
(
1, 1c+1
)
.
If x = γ, then b = 1 + cx =
1
c(x+1) , so cb
2 + (c2 + c + 1)b + 1 = 0.
There exists a solution b = c1/2 if c2 + c + 1 = 0 and so, 1 7→ cBG
(
1, c1/2
)
,
or two solutions b if c2 + c + 1 6= 0 and Tr
(
c
(c2+c+1)2
)
= 0, and therefore
1 7→ cBG (1, b), for any such b.
Similarly, if x = γ+1, the obtained equation is cb2+(c2+c+1)b+c2 = 0.
If c2 + c + 1 = 0, then b = c1/2 and 1 7→ cBG
(
1, c1/2
)
, and if c2 + c+ 1 6= 0
and Tr
(
c3
(c2+c+1)2
)
= 0, and therefore 1 7→ cBG (1, b), for any such b.
If x 6= 0, 1, γ, γ + 1, the system is then b = 1x+γ +
c
x =
1
x+γ+1 +
1
c(x+1) ,
implying that b2cx2 + (1 + c + b)(1 + c + bc)x + c(1 + c + bc) = 0. If
b = c + 1, or b = c+1c , there is a unique solution b, and if c + 1 6= b 6=
c+1
c
and Tr
(
b2c2
(1+c+bc)(1+c+b)2
)
, then 1 7→ cBG (1, b), for any such b.
We quickly see that the maximum claimed c-BCT entry cannot be achieved
when a = 1.
From here on forward, we take a 6= 0, 1. We will consider the cases of
(x, γ) being one of:
(0, 0), (1, 1), (0, 1), (1, 0), (0, a)a6=0,1, (a, 0)a6=0,1, (0, a + 1)a6=0,1,
(a+ 1, 0)a6=0,1, (1, a)a6=0,1, (a, 1)a6=0,1, (1, a + 1)a6=0,1, (a+ 1, 1)a6=0,1,
(a, a)a6=0,1, (a+ 1, a+ 1)a6=0,1, (a, a+ 1)a6=0,1, (a+ 1, a)a6=0,1,
(x, x)x 6=0,1,a,a+1, (x, x+ 1)x 6=0,1,a,a+1, (0, γ)γ 6=0,1,a,a+1, (1, γ)γ 6=0,1,a,a+1,
(a, γ)γ 6=0,1,a,a+1, (a + 1, γ)γ 6=0,1,a,a+1, (x, x+ a)x 6=0,1,a,a+1,
(x, x+ a+ 1)x 6=0,1,a,a+1, x+ γ 6= 0, 1, a, a + 1, x 6= 0, 1, a, a + 1.
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Case 1. Let x = γ = 0. The c-boomerang system becomes (recall that a 6=
0, 1), b = c+1 = 1a+
1
ac =
c+1
ac . Thus, a =
1
c , b = c+1, so 1 7→ cBG
(
1
c , c+ 1
)
.
Case 2. Let x = γ = 1. The c-boomerang system becomes transforms into
b = 1 = 1a +
1
c(a+1) , implying a(a+ 1)c + c(a+ 1) + a = 0, that is,
a2c+ a+ c = 0, (4)
which, by Lemma 1 has solutions a if and only Tr
(
c2
)
= Tr (c) = 0 (using
Hilbert’s Theorem 90), so 1 7→ cBG (a, 1), for such an a.
Case 3. Let (x, γ) = (0, 1). Then, we must have b = c = 1a+1 +
1
ac , so,
a2c2 + a(c2 + c+ 1) + 1 = 0. (5)
If c2 + c + 1 = 0, then a = 1c , so, 1 7→ cBG
(
1
c , c
)
, and if c2 + c + 1 6= 0 and
Tr
(
c
c2+c+1
)
= 0, then 1 7→ cBG (a, c).
Case 4. Let (x, γ) = (1, 0). Then, we must have b = 0 = 1a+1 +
1
c(a+1) , so
c = 1, which is not allowed.
Case 5. Let (x, γ) = (0, a), a 6= 0, 1. We must have b = 1a + c = 1 +
1
ca , so
a = 1c , b = 0 and 1 7→ cBG
(
1
c , 0
)
.
Case 6. Let (x, γ) = (a, 0), a 6= 0, 1. Then, b = 1a +
c
a = 1 +
1
c , so
a = c, b = 1 + 1c , and 1 7→ cBG
(
c, 1 + 1c
)
.
Case 7. Let (x, γ) = (0, a + 1), a 6= 0, 1. Then, b = 1a+1 + c =
1
ac , so
Equation (5) holds. If c2 + c+ 1 = 0, then a = 1c , b = 1, so, 1 7→ cBG
(
1
c , 1
)
,
and if c2 + c+ 1 6= 0 and Tr
(
c
c2+c+1
)
= 0, then 1 7→ cBG
(
a, 1ac
)
.
Case 8. Let (x, γ) = (a + 1, 0), a 6= 0, 1. The c-boomerang system is then
b = 1a+1 +
c
a+1 = 0, so c = 1, a contradiction.
Case 9. Let (x, γ) = (1, a), a 6= 0, 1. We must have b = 1a+1 =
1
c(a+1) , so
c = 1, a contradiction.
Case 10. Let (x, γ) = (a, 1), a 6= 0, 1. Then, b = 1a+1 +
c
a =
1
c , so
a2 + (c2 + c+ 1)a+ c2 = 0.
If c2 + c+1 = 0, 1 7→ cBG
(
c, 1c
)
, and if c2 + c+1 6= 0 and Tr
(
c
c2+c+1
)
= 0,
then 1 7→ cBG
(
a, 1c
)
.
Case 11. Let (x, γ) = (1, a+1), a 6= 0, 1. Thus, b = 1a = 1+
1
c(a+1) , implying
Equation (4). Thus, if Tr(c) = 0, then 1 7→ cBG
(
a, 1a
)
.
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Case 12. Let (x, γ) = (a+ 1, 1), a 6= 0, 1. Then, b = 1a +
c
a+1 = 1, so
a2 + ac+ 1 = 0.
If Tr
(
1
c
)
= 0, then 1 7→ cBG (a, 1).
Case 13. Let (x, γ) = (a, a), a 6= 0, 1. Then, we must have b = 1+ ca =
1
a+
1
c ,
so a = c, b = 0. Thus, 1 7→ cBG (c, 0).
Case 14. Let (x, γ) = (a + 1, a + 1), a 6= 0, 1. Then, b = 1 + ca+1 =
1
a , that
is,
a2 + ac+ 1 = 0.
Therefore, if Tr
(
1
c
)
= 0, 1 7→ cBG
(
a, 1a
)
.
Case 15. Let (x, γ) = (a, a + 1), a 6= 0, 1. Then, we must have b = ca =
1
a+1 +
1
c , and so, a
2+ (c2+ c+1)a+ c2 = 0. If c2+ c+1 = 0, 1 7→ cBG(c, 1),
and if c2 + c+ 1 6= 0 and Tr
(
c
c2+c+1
)
= 0, then 1 7→ cBG
(
a, ca
)
.
Case 16. Let (x, γ) = (a + 1, a), a 6= 0, 1. We must have b = ca+1 =
1
a+1 ,
that is, c = 1, a contradiction.
Case 17. Let (x, γ) = (x, x), x 6= 0, 1, a, a+1. Thus, b = 1+ cx =
1
a +
1
c(x+a) ,
so
a2c b2 + b a(c2 + c+ 1 + ac) + ac+ a+ c2 = 0. (6)
Equation (6) will have one solution b = 1
c2+c+1
when a = c
2+c+1
c (observe
that c2+c+1 6= 0, since otherwise, c = 0), and so, 1 7→ cBG
(
c2+c+1
c ,
1
c2+c+1
)
,
and two b’s if Tr
(
c(ac+a+c2)
(ac+c2+c+1)2
)
= Tr
(
c
ac+c2+c+1
+ c
2
(ac+c2+c+1)2
+ c(a+1)
(ac+c2+c+1)2
)
=
Tr
(
c(a+1)
(ac+c2+c+1)2
)
= 0, and, for such a, b, we have 1 7→ cBG(a, b).
Case 18. Let (x, γ) = (x, x+1), x 6= 0, 1, a, a+1. Then, b = cx =
1
a+1+
1
c(x+a) ,
so
a(a+ 1)c b2 + b(1 + a+ ac+ c2 + ac2) + c2 = 0,
which has a unique solution b = c
2+c+1
c+1 if a =
c2+1
c2+c+1 , and consequently,
1 7→ cBG
(
c2+1
c2+c+1
, c
2+c+1
c+1
)
, or two solutions b if and only if a 6= c
2+1
c2+c+1
and
Tr
(
c3a(a+1)
(1+a+ac+c2+ac2)2
)
= 0, when 1 7→ cBG(a, b), for such a, b.
Case 19. Let (x, γ) = (0, γ), γ 6= 0, 1, a, a + 1. The system becomes b =
1
γ + c =
1
γ+a +
1
ca , implying
a2c b2 + b a(1 + ac2) + ac2 + ac+ 1 = 0. (7)
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If a = 1
c2
, then b = c and 1 7→ cBG
(
1
c2
, c
)
. If a 6= 1
c2
and Tr
(
a2c(ac2+ac+1)
(1+ac2)2
)
=
Tr
(
a2c
1+ac2
+ a
4c2
(1+ac2)2
+ a
3(a+1)c2
(1+ac2)2
)
= Tr
(
a3(a+1)c2
(1+ac2)2
)
= 0, then 1 7→ cBG (a, b),
for a, b satisfying Equation (7).
Case 20. Let (x, γ) = (1, γ), γ 6= 0, 1, a, a + 1. Thus, b = 1γ+1 =
1
γ+a+1 +
1
c(a+1) , so
a(a+ 1)c b2 + ab+ 1 = 0.
Thus, if Tr
(
(a+1)c
a
)
= 0, then 1 7→ cBG (a, b).
Case 21. Let (x, γ) = (a, γ), γ 6= 0, 1, a, a + 1. The system becomes b =
1
γ+a +
c
a =
1
γ +
1
c , so
a2c b2 + b a(a+ c2) + c2 + ac+ a = 0. (8)
If a = c2, then b = 1c and 1 7→ cBG
(
c2, 1c
)
, and if a 6= c2 and Tr
(
c(c2+ac+a)
(a+c2)2
)
=
Tr
(
c
a+c2 +
a
a+c2 +
a2
(a+c2)2
)
= Tr
(
c
a+c2
)
= 0 (we used Hilbert’s Theorem
90), then 1 7→ cBG (a, b), for a, b satisfying Equation (8).
Case 22. Let (x, γ) = (a+1, γ), γ 6= 0, 1, a, a+1. Then, b = 1γ+a+1 +
c
a+1 =
1
γ+1 , so
a(a+ 1) b2 + ac b+ c = 0. (9)
Thus, if Tr
(
a+1
ac
)
= 0, then 1 7→ cBG (a, b).
Case 23. Let (x, γ) = (x, x + a), x 6= 0, 1, a, a + 1, a 6= 0, 1. Thus, b =
1
a +
c
x = 1 +
1
c(x+a) , so
a2c b2 + b a(c2 + c+ 1 + ac) + 1 + ac+ ac2 = 0. (10)
If a = c
2+c+1
c , then b =
c2
c2+c+1
, and 1 7→ cBG
(
c2+c+1
c ,
c2
c2+c+1
)
. If a 6=
c2+c+1
c and Tr
(
c(ac2+ac+1)
(c2+c+1+ac)2
)
= Tr
(
c2
(ac+c2+c+1)2
+ c
ac+c2+c+1
+ (a+1)c
3
(ac+c2+c+1)2
)
=
Tr
(
(a+1)c3
(ac+c2+c+1)2
)
= 0, then 1 7→ cBG (a, b).
Case 24. Let (x, γ) = (x, x + a + 1), x 6= 0, 1, a, a + 1, a 6= 1. Then,
b = 1a+1 +
c
x =
1
c(x+a) , so
b2a(a+ 1)c+ b(1 + a+ ac+ c2 + ac2) + 1 = 0.
If a = c
2+1
c2+c+1
, b = c
2+c+1
c(c+1) , and 1 7→ cBG
(
c2+1
c2+c+1
, c
2+c+1
c(c+1)
)
, and if a 6= c
2+1
c2+c+1
and Tr
(
a(a+1)c
(1+a+ac+c2+ac2)2
)
= 0, then 1 7→ cBG (a, b).
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Case 25. Let x + γ 6= 0, 1, a, a + 1, x 6= 0, 1, a, a + 1. Then, we must have
b = 1x+γ +
c
x =
1
x+γ+a +
1
c(x+a) , which implies
bx2+cy+x(1+c+by) = 0, a+ac+a2bc+bcx2+(1+abc)y+x(1+c+bcy) = 0.
Adding to the second equation, a c multiple of the first gives us the system
(the advantage is that it shows the linear relationship between x, y), and
replacing y into the second displayed equation, we get
a+ ac+ a2bc+ (1 + c2)x+ (1 + abc+ c2)y = 0,
ab2c x2 + (1 + ab+ c)(1 + c+ abc)x+ ac(1 + c+ abc) = 0.
(11)
If b = c+1a , or b =
c+1
ac , then the second equation in (11) has one solution
x and if c+1a 6= b 6=
c+1
ac and Tr
(
a2b2c2
(1+ab+c)2(1+c+abc)
)
= 0 it has two solutions.
In the first case, 1 7→ cBG (a, b), and in the second case, 2 7→ cBG (a, b) (for
the same (a, b, c) tuple, each of the solutions x will render a solution y: that
is the reason we wrote one of the equations as an affine plane).
Now, we need to see how the multiple (a, b) pairs (with or without con-
ditions) overlap, as the contributions to the various c-BCT entries will be
added. For easy referral, we shall combine them in a set where we put an
asterisk if there are conditions on (a, b) (if the conditions are different, then
we repeat that pair):
S =
{(
1
c
, c+ 1
)
, (a, 1)∗,
(
1
c
, c
)
∗
, (a, c)∗, (c, 0),
(
a,
1
a
)
∗
, (c, 1)∗,
(
a,
c
a
)
∗
,
(
1
c
, 0
)
,
(
c, 1 +
1
c
)
,
(
1
c
, 1
)
∗
,
(
a,
1
ac
)
∗
, (a, c)∗,
(
c,
1
c
)
∗
,
(
a,
1
c
)
∗
,
(
a,
1
a
)
∗
,
(a, 1)∗,
(
c2 + c+ 1
c
,
1
c2 + c+ 1
)
, (a, b)∗,
(
c2 + 1
c2 + c+ 1
,
c2 + c+ 1
c+ 1
)
,
(a, b)∗,
(
1
c2
, c
)
, (a, b)∗, (a, b)∗,
(
c2,
1
c
)
, (a, b)∗, (a, b)∗,
(
c2 + c+ 1
c
,
c2
c2 + c+ 1
)
, (a, b)∗,
(
c2 + 1
c2 + c+ 1
,
c2 + c+ 1
c2 + c
)
, (a, b)∗, (a, b)∗
}
.
We will prune the above set, concentrating on the maximal entry value
cBG(a, b), which we claim to be 5. Going through every possibility (we shall
go through similar arguments enabling us to motivate the maximum c-BCT
entry below, so we skip the previous straightforward pruning argument,
albeit tedious), we obtained that the only possible pairs that could possibly
overlap five times (we write the constraints next to each of them) are in the
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displayed list below (recall that p10 contributes twice to cBG(a, b)). Since
we shall refer to the respective pairs in the arguments below the list, by
relabeling, we will call the pairs (a, b) satisfying the conditions from which
Ei are derived, as coming from Case Ci. Also, if the pairs pi, pj match the
conditions from cases Ci, Cj , we write pi = pj. We bring up an issue the
reader should be aware of, which we alluded to previously: if the Case Ci
holds, then Ei = 0; however, if Ei = 0, the pair (a, b) may or may not be
pi, so one has to continuously check. We find that to be the difficulty in the
analysis below, along with the many cases.
C0 : p0 =
(
a,
1
ac
)
: E0 = a
2c2 + (c2 + c+ 1)a+ 1 = 0;
C1 : p1 =
(
a,
c
a
)
: E1 = a
2 + (c2 + c+ 1)a+ c2 = 0;
C2 : p2 = (a, b) : E2 = a
2c b2 + a(c2 + c+ 1 + ac) b+ ac+ a+ c2 = 0;
C3 : p3 = (a, b) : E3 = a(a+ 1)c b
2 + b(1 + a+ ac+ c2 + ac2) + c2 = 0;
C4 : p4 = (a, b) : E4 = a
2c b2 + a(1 + ac2) b+ ac2 + ac+ 1 = 0;
C5 : p5 = (a, b) : E5 = a(a+ 1)c b
2 + ab+ 1 = 0;
C6 : p6 = (a, b) : E6 = a
2c b2 + b a(a+ c2) + c2 + ac+ a = 0;
C7 : p7 = (a, b) : E7 = a(a+ 1)b
2 + acb+ c = 0;
C8 : p8 = (a, b) : E8 = a
2c b2 + a(1 + c+ c2 + ac)b+ 1 + ac+ ac2 = 0;
C9 : p9 = (a, b) : E9 = a(a+ 1)cb
2 + b(1 + a+ ac+ c2 + ac2) + 1 = 0;
C10 : p10 = (a, b) : E10 = ab
2c x2 + (1 + ab+ c)(1 + c+ abc)x+ ac(1 + c+ abc) = 0,
as well as E′10 = a+ ac+ a
2bc+ (1 + c2)x+ (1 + abc+ c2)y = 0;
We make the following important observation: there is a duality between
all of the Ei, 0 ≤ i ≤ 9, expressions. By duality we mean that one expression
is obtained from the other by replacing c by 1c . Precisely, E0 ←→ E1,
E2 ←→ E8, E3 ←→ E9, E4 ←→ E6, E5 ←→ E7.
And here is a simple argument that shows that in each dual pair, if one
case occurs in a solution set, then the other cannot, which shows that the
c-boomerang uniformity is upper bounded by 5 (we exclude two cases out
of the possible 6 (recall that C10 contributes 2 to cBG(a, b)) by showing that
{p0, p1}∩{p5, p7}, as well as {p4, p6}∩{p2, p8}, if nonempty, cannot be part
of quintuple solution sets).
If p0 = p1, then b =
c
a =
1
ac , implying c = 1, which is impossible. If
p2 = p8, then 1+a
2b2c+a(b+ b2c) = 0, a2b2+ c+a(b2+ bc) = 0, If p3 = p9,
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then adding E3+E9 = 0 we get c
2+1, which is impossible. If p4 = p6, then
adding (1 + bc)E4 + c(b+ c)E6 = 0, renders b =
bc+c2+1
b2c+bc2+bc+b+c
, which when
used in bE4+cE6 = 0, finds b =
c2+c+1
c = 0 and a = 1, which, when plugged
back into p4, p6 imply
cγ4+c+γ4
cγ4
= cγ4+c+γ4γ4+1 and
cγ6+γ6+1
γ6
= cγ6+γ6+1c(γ6+1) , which
gives c = 1, an impossibility. If p5 = p7, then adding E5 + cE7 = 0, we get
b = 1a , which, when replaced back, gives c(1 + 1/a) = 0 = 1 + 1/a, and so,
a = 1. However, a = 1, b = 1, contradicts the conditions imposed in C5, C7
(Cases 20 and 21), since then γ = 0. Further, if p0 = p5, then b =
1
ac , which
used in E5 gives a =
1
c , b = 1 (and c
2 + c + 1 = 0). These values used in
E2, E3, E4, E6, E8, E9 gives us
c+ c2, 1 + c, 1 + c,
1
c
,
1 + c
c
, c+ c2,
and none can be zero. If p0 = p7, b =
1
ac , then a =
1+c2
c , b =
1
c2+1
(and
c5+ c4+ c3+ c+1 = 0). These values used in E2, E3, E4, E6, E8, E9 gives us
c, c2(c2 + c+ 1), 1 + c+ c3,
1
c2
, c(c3 + 1),
c(c2 + c+ 1)
(c+ 1)2
.
If c2+ c+1 = 0, then c5+ c4+ c3+ c+1 = 0 implies c = 1. If c3+ c+1 = 0,
then c = 0, 1, which is not allowed. Next, we show that p1 cannot be part
of a quintuple solution along with any of the {p5, p7}. First, we assume
that p1 = p5 and so, b =
c
a and a =
c3
c3+c+1
. When plugged back into
E1 = 0, it implies c
5 + c4 + c2 + c + 1 = 0. Now, these values used in
E2, E3, E4, E6, E8, E9 gives us
c+ 1
c5 + 1
,
1 + c
c2
,
c
1 + c+ c3
,
c2(c3 + 1)
1 + c+ c3
, c,
(1 + c)(1 + c2 + c3)
c2
.
Surely, if c3+1 = 0, then c5+ c4+ c3+ c+1 = c4(c+1) 6= 0, and therefore,
we cannot make up a quintuple solution. If p1 = p7, then b =
c
a , so a = c,
and b = 1. Replacing these values into E2, E3, E4, E6, E8, E9 gives us
c2(c+ 1), c + 1, (c + 1)(c3 + c2 + 1), c(c + 1), c + 1, c(c + 1),
but none of these values can be zero.
We move on to the second dual pairs {p4, p6}∩{p2, p8}. If p2 = p4, then
adding E2+E4 we get b =
1+c
ac , which when put back into E2 = 0, say, gives
us c = 0, which is not allowed. If p2 = p6, then adding E2 + E6 implies
ab(a + 1)(c + 1) = 0. If a = 0, then E2 = c
2, which is not permitted. If
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b = 0, then E2 = a + ac + c
2 = 0, so a = c
2
c+1 . Putting these values into
{E1, E3, E5, E7, E9} renders{
c5
(c+ 1)2
, c2, 1, c, 1
}
,
and none of these values can be zero, so no “winning” quintuple. If a = 1,
then b = c
2+c+1
c , which when used into {E1, E3, E5, E7, E9} gives{
c, c+ 1,
(c+ 1)2
c
, (c+ 1)2, c(c+ 1)
}
,
which cannot be zero. If p4 = p8, adding E4+E8 = 0, we get abc(a+1)(c+1).
If a = 0, then E4 = 1, which is not possible. If b = 0, then a =
1
c2+c
, which,
when used in {E1, E3, E5, E7, E9} gives{
c6 + c+ 1
c2(c+ 1)2
, c2, 1, c, 1
}
,
so no possible quintuple. If a = 1, then b = c
2+c+1
c , and {E1, E3, E5, E7, E9}
become {
c2,
c4 + c+ 1
c
, 1, c,
c4 + c3 + 1
c
}
.
We could possibly get a solution quintuple if 1+c+c4 = 0 and 1+c3+c4 = 0,
but that is impossible. If p6 = p8, adding E6 + E8 = 0, we get b =
1+c
a , but
with this value both E6, E8 become equal to c and consequently not zero.
The above discussion shows that cBG(a, b) ≤ 5. Since the rest of the
proof (which is long enough, as it is) deals with finding appropriate cases
where the upper bound is attained we moved it to Appendix A. The theorem
is shown.
We make the following conjecture, based upon our extensive computa-
tions.
Conjecture 5. For all n ≥ 4, then there exists c 6= 0, 1 such that βF,c = 5.
4 Concluding remarks
In this paper we investigate the c-differential and c-boomerang uniformity
of the swapped inverse function. We show that its c-differential uniformity
is less than or equal to 4 and its c-boomerang uniformity is upper bounded
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by 5. As we saw, investigating questions on c-differential and c-boomerang
uniformities tends to be quite difficult, but it sure is interesting to find
other classical PN/APN functions and study their properties through the
new differential. It will also be worthwhile to check into the general p-ary
versions of the results from this paper.
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Appendices
A Completing the proof of Theorem 4
Here, we finish the proof of Theorem 4. We cannot find a simple argument
to show that 5 is always attained for all dimensions, but we can find some
values for c such that cBG(a, b) = 5, namely, for n ≡ 0 (mod 3), n ≡ 0
(mod 4), n ≡ 0 (mod 5). We start by showing how we “guessed” a quintuple
of cases that provide a solution set for the c-boomerang system. Recall that
if the pair pi happens then Ei will hold, but not necessarily the other way
around.
If p0 = p2 (no need to consider p0 = p1 as they are dual), then b =
1
ac ,
and so, a = c
2+c+1
c , b =
1
c2+c+1
, along with c5 + c4 + c3 + c2 + 1 = 0. Using
these values into {E1, E3, E8, E9}, we get{
c5 + c3 + c2 + c+ 1
c2
,
(c+ 1)4
c2 + c+ 1
,
(c+ 1)4
c
,
c(c+ 1)2
c2 + c+ 1
}
,
and none of these values can be zero (if c 6= 0, 1 and c5+c4+c3+c2+1 = 0).
If p0 = p3, then b =
1
ac , and so, a =
c
c2+c+1
, b = c
2+c+1
c2
, along with
c5 + c3 + c2 + c+ 1 = 0, which used in E1, E2, E4, E5, E6, E7, E8 gives us{
c
(
c5 + c4 + c3 + c2 + 1
)
(c2 + c+ 1)
2
,
(c+ 1)4
c2 + c+ 1
,
(c+ 1)3
c2 + c+ 1
,
c+ 1
c2
,
(c+ 1)3
c
,
(c+ 1)
(
c3 + c+ 1
)
c3
, 0
}
.
We see that the only possibility is for p0 = p3 = p8, and we can find x, y
values such that p0 = p3 = p8 = p10 (under c
5 + c3 + c2 + c + 1 = 0,
n ≡ 0 (mod 5)) in the following way. The solutions x, y for C10 can be
found by taking b = 1ac and arriving at a
2c3 + ac(1 + c + c2)x + x2 = 0,
ac + (1 + c2)x + c2y = 0, for E10 = E
′
10 = 0. If Tr
(
c
c2+c+1
)
= 0, then
there is a solution x of the first equation, and consequently for y, using
the second linear equation. We argue now why the trace is 0. We simply
use the equation c5 + c4 + c3 + c2 + 1 = 0 and write it as c
2
(c2+c+1)2
=
1
c3+c
= 1c +
1
c+1 +
1
(c+1)2
= 1c . Now, using the reciprocal polynomial of
c5 + c4 + c3 + c2 + 1, we find that Tr
(
1
c
)
= 0. Thus, cBG(a, b) = 5 for n ≡ 0
(mod 5).
As an example for this argument, we take n = 5. The solutions for
the c-boomerang system and the parameters (c, a, b, x, y) of the previous
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argument (α is a primitive root, corresponding to the primitive polynomial
x5+x2+1) are (we used SageMath to find these solutions, in the finite field
F25 given by the primitive polynomial x
5 + x2 + 1):
(α4 + α2, α4, α3 + α2, 0, α4 + 1) : solution from the case C0
(α4 + α2, α4, α3 + α2, α3 + α2 + α,α4 + 1); solution from the case C10
(α4 + α2, α4, α3 + α2, α4 + α+ 1, α3 + α2 + 1); solution from the case C10
(α4 + α2, α4, α3 + α2, α+ 1, α); solution from the case C3
(α4 + α2, α4, α3 + α2, α3 + α+ 1, α4 + α3 + α+ 1); solution from the case C8.
If p0 = p4, then a =
1
c2 , b = c, which when used in {E6, E8, E9} finds the
values {
(c+ 1)5
c3
,
(c+ 1)3
c2
, c(c+ 1)2
}
,
and none of these will work. If p0 = p6, then 1+c
2+c3+a(1+c+c2) = 0. So,
if c2+c+1 = 0, then c3+c2+1 = 0, and so c = 0, 1, which is not allowed.Thus,
a = c
3+c2+1
c2+c+1
, b = c
2+c+1)
c(c3+c2+1)
and E0 = 0 implies c
5+ c4+ c2+ c+1 = 0 (thus,
n ≡ 0 (mod 5)), which used in {E8, E9} gives us{
(c+ 1)3,
c2(c+ 1)2
c3 + c2 + 1
}
,
and surely, none will work.
If p0 = p7, then a =
1
c3+c2+1 (c
3 + c2 + 1 6= 0, since E4 = 0 is equivalent
to 1 + a(c3 + c2 + 1) = 0), b = c
3+c2+1
c and c
5 + c4 + c3 + c + 1 = 0. The
values used in {E8, E9} gives us{
(c+ 1)
(
c3 + c+ 1
)
c3 + c2 + 1
, c3(c+ 1)
}
,
and none of these values can be zero.
If p0 = p8, then a
2c2+a(c2+c+1)+1 = 0, c+a(c2+c+1) = 0, b = 1ac . If
c2+ c+1 = 0, then a = 1c , b = 1. When used in E9 = 0, we get c(c+1) = 0,
which is not allowed. Thus c2+ c+1 6= 0. Then a = c
c2+c+1
, b = c
2+c+1
c2
and
c5 + c3+ c2+ c+1 = 0 (thus, n ≡ 0 (mod 4)), which put into E9 = 0, gives
us (c+1)2 = 0. There is no need to check for further equalities involving p0.
If p1 = p2, then b =
c
a and E1 = 0, E2 = 0 become a
2+c2+a(1+c+c2) =
0, c + a(1 + c + c2) = 0. Thus, a = cc2+c+1 , b = c
2 + c + 1, and E1 = 0 is
transformed into c5 + c4 + c3 + c2 + 1 = 0 (which can always happen for
some c if and only if n ≡ 0 (mod 5): that is easy to see since the underlying
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irreducible polynomial x5 + x4 + x3 + x2 + 1 is a divisor of x2
n−1 + 1 if and
only if n ≡ 0 (mod 5)). The values a = c
c2+c+1
, b = c2 + c+ 1 put back into
E3, E4, E6, E8, E9 (we use here the fact that p0 and p1, p5, p7 cannot be part
of a winning “quintuple”, via the prior discussion) renders{
(c+ 1)2, (c+ 1)3,
c(c+ 1)3
c2 + c+ 1
,
(c+ 1)4
c2 + c+ 1
, 0
}
.
Thus p1 = p2 = p9 and we can find (x, y), as before, such that p1 = p2 =
p9 = p10, under n ≡ 0 (mod 5).
If p1 = p3, then a = 1, b = c, which when used in E4, E6, E8, E9 gives
c = 1. If p1 = p4, then a =
c3+c+1
c(c2+c+1) (it is easy to see that c
2 + c + 1 6= 0)
and b = c
2(c2+c+1)
c3+c+1 and c
5 + c4 + c3 + c + 1 = 0. Used in E6, E9 renders
c = 1, which is not allowed. If p1 = p5, then a =
c3
c3+c+1
, b = c
3+c+1
c2
and
c5 + c4 + c2 + c+ 1 = 0. Further, using these values in {E6, E8, E9}, gives{
c2(c+ 1)
(
c2 + c+ 1
)
c3 + c+ 1
,
(c+ 1)
(
c4 + c3 + c2 + c+ 1
)
c3 + c+ 1
,
(c+ 1)
(
c3 + c2 + 1
)
c2
}
,
but these values cannot be zero under our conditions. If p1 = p6, then
a = c2, b = 1c , but these values, in E7, E8, E9 will not work. If p1 = p7,
then a = c, b = 1, which also imply that E8 = c + 1, E9 = c(c + 1), and
consequently, nonzero. If p1 = p8, then a =
c2+c+1
c , b =
c2
c2+c+1
, which is not
going to vanish E9.
We now assume that p2 = p3. Then, by adding (a + 1)E2 and aE3, we
get a + a2 + ac + a2c + c2 + b(ac + a2c + a3c) = 0. If 1 + a + a2 = 0, then
we need a + a2 + ac + a2c + c2 = 0, that is, c2 + c + 1 = 0. Thus, either
a = c or a = 1c . If a = c, and c
2 + c + 1 = 0 (thus, n ≡ 0 mod 2), then
E2 = E3 = 0, gives 1 + c
2 + bc3 + b2c3 = 1 + c + bc + b2(c2 + c3) = 0. If
further p2 = p3 = p4, then adding E2 + E4 = 0 gives b = 1, which when
used in E2 implies c = 1. If p2 = p3 = p5, then, adding E2 = 0, E5 = 0
renders c = 0, which is impossible. If p2 = p3 = p6, then adding E2, E6
gives b = 1
c2
, which, when used in either E2, E6 gives c = 1. If p2 = p3 = p7,
then E3+cE7 = 0 renders b = 0, which when used back into the expressions
E2, E3, E7 renders c = 0, 1. Surely, p2 cannot equal p8, because of the
duality. There is no need to check further equalities containing p2 = p3,
under the assumption a = c and c2 + c+ 1 = 0. Now, if c2 + c+ 1 = 0 and
a = 1c , p2 = p3 = p4 gives b
2 + b + c = 0, which when used in E4 implies
b = 1c , but then c = 0, 1, from E4. In a similar fashion, p2 = p3 = p5,
p2 = p3 = p6, p2 = p3 = p7, p2 = p3 = p8, lead to some contradiction.
There is no need to check further equalities containing p2 = p3, under the
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assumption a = 1c and c
2 + c+ 1 = 0. We now assume that a2 + a+ 1 6= 0,
and so, b = a+a
2+ac+a2c+c2
ac(1+a+a2)
. If p2 = p3 = p4, then a = 1, which when used
back into E1 gives c = 0, 1. There is nothing tricky about the rest of the
cases containing p2, so we move on. Similarly, for p3 = p4, p3 = p5.
We assume now p3 = p6. Adding aE3+(a+1)E6 gives b =
a+a2+ac+a2c+c2
a(1+a2+ac)
.
Continuing to add the other possible cases, p7, etc., and based upon observa-
tions, we can take a = c+1, b = c
2+c+1
c+1 , where 1+c+c
2+c3+c4 = 0 (which
can always happen for some c when n ≡ 0 (mod 4)), which will give us five
solutions with p3 = p6 = p7 = p10, and so cBG(a, b) = 5 for n ≡ 0 (mod 4).
In a similar fashion, taking a = b = c + 1, and c such that c3 + c2 + 1 = 0
(thus, n ≡ 0 (mod 3)), we see that p3 = p7 = p8 = p10, so cBG(a, b) = 5 for
n ≡ 0 (mod 3). With the same approach, with a = c+1c , b =
c2+c+1
c(c+1) , and
c4 + c3 + c2 + c + 1 = 0 (so, n ≡ 0 (mod 4)), then p4 = p5 = p9 = p10, so
cBG(a, b) = 5 in this case. The last claims of Theorem 4 on the bound being
attained are shown.
B Some computational data
Below, we will compute the maximum c-boomerang uniformity of the (0, 1)-
swapped binary inverse function in the fields F22 ,F23 ,F24 ,F25 , determined
by the primitive polynomialsX2+X+1, X3+X+1, X4+X+1, respectively,
X5 +X2 + 1, each of some primitive root α.
The values of (c, a, b, x, y) achieving the (maximum) c-boomerang uni-
formity of 1 for n = 2 are:
(α, α, 0, α, 0), (α, α, α, α, α), (α, α, α+ 1, α, α+ 1), (α, α, 1, α, 1), (α, α+ 1, 0, 0, α+ 1),
(α, α+ 1, α, 0, 1), (α, α+ 1, α+ 1, 0, 0), (α, α+ 1, 1, 0, α), (α, 1, 0, α+ 1, α),
(α, 1, α, α+ 1, 0), (α, 1, α+ 1, α+ 1, 1), (α, 1, 1, α+ 1, α+ 1), (α+ 1, α, 0, 0, α),
(α+ 1, α, α, 0, 0), (α+ 1, α, α+ 1, 0, 1), (α+ 1, α, 1, 0, α+ 1), (α+ 1, α+ 1, 0, α+ 1, 0),
(α+ 1, α+ 1, α, α+ 1, α), (α+ 1, α+ 1, α+ 1, α+ 1, α+ 1), (α+ 1, α+ 1, 1, α+ 1, 1),
(α+ 1, 1, 0, α, α+ 1), (α+ 1, 1, α, α, 1), (α+ 1, 1, α+ 1, α, 0), (α+ 1, 1, 1, α, α).
The values of (c, a, b, x, y) achieving the (maximum) c-boomerang uni-
formity of 4 for n = 3 are:
for (c, a, b) = (α, α2 + 1, 0), the solutions (x, y) are :
(0, α2 + 1), (α, 0), (α2 + α, α+ 1), (α2 + 1, α2 + α+ 1),
for (c, a, b) = (α2, α2 + α+ 1, 0), the solutions (x, y) are :
(0, α2 + α+ 1), (α, α2 + 1), (α2, 0), (α2 + α+ 1, α+ 1);
for (c, a, b) = (α+ 1, α+ 1, 0), the solutions (x, y) are :
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(0, α2 + α), (α+ 1, 0), (α2 + α+ 1, α2), (α2 + 1, α+ 1)
for (c, a, b) = (α2 + α, α+ 1, 0), the solutions (x, y) are :
(0, α+ 1), (α2, α2 + α+ 1), (α+ 1, α2 + 1), (α2 + α, 0);
for (c, a, b) = (α2 + α+ 1, α2 + α+ 1, 0), the solutions (x, y) are :
(0, α2), (α+ 1, α2 + α+ 1), (α2 + α+ 1, 0), (α2 + 1, α);
for (c, a, b) = (α2 + 1, α2 + 1, 0), the solutions (x, y) are :
(0, α), (α+ 1, α2 + α), (α2 + α+ 1, α2 + 1), (α2 + 1, 0).
The values of (c, a, b, x, y) achieving the (maximum) c-boomerang uni-
formity of 5 for n = 4 are:
for (c, a, b) = (α3, α3 + α2 + α, α3 + α2), the solutions (x, y) are :
(0, α3 + α2 + 1), (α, α3 + α2 + α+ 1), (α2, α+ 1), (α3 + α2 + 1, α3 + α2), (1, α3 + α);
for (c, a, b) = (α3, α3 + 1, α3 + α), the solutions (x, y) are :
(α, α+ 1), (α3, α2 + 1), (α3 + α2, α3 + α+ 1), (α3 + α, 1), (α3 + 1, α);
for (c, a, b) = (α3 + α2, α3 + α+ 1, α3 + α2 + α+ 1), the solutions (x, y) are :
(0, α3 + α2 + α), (α2, α3 + α), (α+ 1, α2 + 1), (α3 + α2 + α, α3 + α2 + α+ 1), (1, α3);
for (c, a, b) = (α3 + α2, α3 + α2 + 1, α3), the solutions (x, y) are :
(α2, α2 + 1), (α3, 1), (α3 + α2, α), (α3 + α2 + α+ 1, α3 + 1), (α3 + α2 + 1, α2);
for (c, a, b) = (α3 + α, α3 + α+ 1, α3 + α2 + α+ 1), the solutions (x, y) are :
(α3, α3 + α2 + α), (α3 + α+ 1, α2 + 1), (α2 + 1, α2), (α3 + α, α+ 1), (α3 + α2 + α+ 1, 1);
for (c, a, b) = (α3 + α, α3 + α2 + 1, α3), the solutions (x, y) are :
(0, α3 + 1), (α, α2), (α2 + 1, α3 + α2), (α3 + 1, α3), (1, α3 + α2 + α+ 1);
for (c, a, b) = (α3 + α2 + α+ 1, α3 + α2 + α, α3 + α2), the solutions (x, y) are :
(α+ 1, α), (α3 + α2, 1), (α3 + α, α3 + α2 + 1), (α3 + α2 + α, α+ 1), (α3 + α2 + α+ 1, α2);
for (c, a, b) = (α3 + α2 + α+ 1, α3 + 1, α3 + α), the solutions (x, y) are :
(0, α3 + α+ 1), (α3 + α, α+ 1, α3), (α3 + α+ 1, α3 + α), (α2 + 1, α), (1, α3 + α2).
The values of (c, a, b, x, y) achieving the (maximum) c-boomerang uni-
formity of 5 for n = 5 are:
for (c, a, b) = (α3, α4 + α3 + α+ 1, α+ 1), the solutions (x, y) are :
(α2, 0), (α3, α4 + α), (α3 + α,α4 + α3 + α), (α4 + 1, α4 + α+ 1), (α4 + α3 + α+ 1, 1);
for (c, a, b) = (α3 + α,α, α2 + 1), the solutions (x, y) are :
(α, 1), (α4, 0), (α3 + α, α3 + 1), (α3 + α2 + α,α+ 1), (α3 + α2, α3);
for (c, a, b) = (α4 + α2, α4, α3 + α2), the solutions (x, y) are :
(0, α4 + 1), (α3 + α2 + α, α4 + α3 + α2 + α+ 1), (α4 + α+ 1, α4 + α3 + α2 + α), (α+ 1, 1), (α3 + α+ 1, α4);
for (c, a, b) = (α3 + α2 + α, α2, α4 + 1), the solutions (x, y) are :
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(α2, 1), (α3 + α2 + 1, 0), (α4 + α3 + α, α3 + α), (α3 + α2 + α, α3 + α+ 1), (α4 + α3 + α2 + α,α2 + 1);
for (c, a, b) = (α4 + α3 + α2 + 1, α3 + α2 + 1, α4 + α3 + α), the solutions (x, y) are :
(0, α3 + α2), (α3, α4 + α+ 1), (α2 + 1, 1), (α3 + α2 + α+ 1, α3 + α2 + 1), (α4 + α3 + α2 + α,α4 + α);
for (c, a, b) = (α4 + α+ 1, α3 + α2 + 1, α4 + α3 + α), the solutions (x, y) are :
(α, 0), (α3, α3 + α2), (α2 + 1, α4 + α3 + α2 + α), (α3 + α2 + 1, 1), (α4 + α+ 1, α4 + α3 + α2 + α+ 1);
for (c, a, b) = (α2 + α,α2, α4 + 1), the solutions (x, y) are :
(0, α2 + 1), (α3 + α, α3 + α2 + α+ 1), (α4 + α3 + α, 1), (α4 + α3 + α2 + α, α3 + α2 + α), (α3 + 1, α2);
for (c, a, b) = (α4 + α3 + α2 + α, α4, α3 + α2), the solutions (x, y) are :
(α4, 1), (α4 + α3 + α+ 1, 0), (α4 + α+ 1, α4 + 1), (α + 1, α3 + α2 + α), (α4 + α3 + α2 + α, α3 + α2 + α+ 1);
for (c, a, b) = (α4 + α3 + 1, α, α2 + 1), the solutions (x, y) are :
(0, α+ 1), (α3, α3 + α+ 1), (α3 + α2 + α, α3 + α), (α3 + α2, 1), (α4 + α, α);
for (c, a, b) = (α4 + α2 + α, α4 + α3 + α+ 1, α+ 1), the solutions (x, y) are :
(0, α4 + α3 + α), (α3 + α, α3), (α4 + 1, 1), (α4 + α3 + α2 + α+ 1, α4 + α3 + α+ 1), (α4 + α+ 1, α3 + 1).
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