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Capítulo 1
Introducción
Esta introducción no sólo busca presentar el estado actual de las investigaciones sobre mutagéne-
sis letal y defección letal, sino también los modelos y conceptos en los que se basa el trabajo desarro-
llado en esta Tesis. También intenta contextualizar dichas investigaciones relacionándolas unas con
otras. Por este motivo, en ocasiones esta introducción adquiere un cierto carácter de discusión, sin
que eso afecte a la discusión final, que puede justificar la extensión de la misma.
1.1. Mutagénesis letal en virus RNA
1.1.1. Los virus RNA: características básicas
Los virus RNA son unos parásitos intracelulares obligados cuyo genoma está codificado en una
molécula de RNA. Estos virus se caracterizan por presentar altísimas tasas de mutación (del orden de
una mutación por genoma y ronda de replicación), gran capacidad replicativa, pequeñas longitudes
de genoma (con un tamaño medio de unos 10 Kb), y grandes tamaños poblacionales (Domingo et al.,
2001a; Holmes, 2009).
Debido a estas características, los virus RNA se presentan en la naturaleza como complejas dis-
tribuciones de mutantes diferentes pero estrechamente relacionados que se denominan cuasiespecies
(Domingo et al., 2001a). El término cuasiespecies tiene su origen en un modelo planteado por Man-
fred Eigen en 1971 para explicar el origen y evolución de la información en sistemas prebióticos
(Eigen, 1971). Desde entonces, su uso en el ámbito de la virología ha superado con creces su campo
de aplicación original.
La gran variabilidad genética, alta capacidad replicativa y grandes tamaños poblacionales caracte-
rísticos de los virus RNA les confieren una enorme capacidad adaptativa, lo que, en última instancia,
es responsable de que muchos de estos virus se encuentren entre los patógenos de mayor importancia
en salud pública: el HIV-1 (Human immunodeficiency virus type 1, agente causante del SIDA), el
virus de la hepatitis C (HCV, Hepatitis C virus) o el virus de la gripe son sólo algunos de los ejemplos
más llamativos por su particular incidencia social y en la salud pública. La gran adaptabilidad de los
virus RNA es la responsable de su capacidad de generar resistencias frente a fármacos antivirales y
frente al sistema inmune del huésped, lo que hace fracasar (o limita la acción) de los tratamientos anti-
virales en pacientes infectados con virus RNA, especialmente aquellos que dan lugar a enfermedades
crónicas, como el HIV-1 o el HCV (Domingo et al., 2012). De hecho, la variabilidad de los virus
RNA es tan alta que en muchos casos pueden encontrarse las mutaciones de resistencia presentes en
la población antes de que ésta haya tenido contacto con el fármaco (Najera et al., 1995). La aparición
de resistencias también tiene importancia a nivel epidemiológico, puesto que la transmisión global de
1
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variantes resistentes disminuye la vida media útil de los fármacos antivirales (Moscona, 2009). Por
último, la adaptabilidad también es responsable de otra gran preocupación en lo que respecta a vi-
rus RNA: el posible salto de huésped de animales a humanos (zoonosis), responsable de la aparición
de los llamados virus emergentes como, por ejemplo, los que causan la gripe A, la gripe H5N1, el
Dengue, etc. (Domingo et al., 2012).
La facilidad a la hora de desarrollar resistencias y el riesgo de aparición de nuevos virus emergen-
tes hacen necesaria la búsqueda de nuevas aproximaciones a los tratamientos antivirales que tengan
en cuenta las especiales características de los virus RNA. En los últimos diez años, una de las po-
sibilidades más interesantes ha sido la extinción de los virus RNA aumentando su tasa de mutación
por encima de un límite máximo tolerable, fenómeno denominado mutagénesis letal (Anderson et al.,
2004)
1.1.2. Fenomenología de la mutagénesis letal en virus RNA
La mutagénesis letal ha demostrado ser un tratamiento eficaz in vitro para virus tan diferentes
como el HIV-1, el FMDV (foot and mouth disease virus, o virus de la fiebre aftosa), el LCMV (lymp-
hocytic choriomeningitis virus, o virus de la coriomeningitis linfocitaria), poliovirus, etc. (Loeb et al.,
1999; Sierra et al., 2000; Crotty et al., 2001; Ruiz-Jarabo et al., 2003; Anderson et al., 2004). Básica-
mente, dichos experimentos consisten en someter a un virus RNA a una serie pases en presencia de
un mutágeno. Se considera que el virus se extingue cuando tras tres pases “en ciego”1 en ausencia de
mutágeno no se encuentran ni partículas infecciosas ni RNA viral. En la actualidad existen ensayos
clínicos preliminares utilizando fármacos mutágenos (Mullins et al., 2011). Además, se piensa que
determinados fármacos actualmente en uso, como la ribavirina, pueden ejercer en algunos casos su
acción antiviral como mutágenos (Moreno et al., 2011). Por último, el hecho de que a lo largo de
la evolución hayan surgido mecanismos de inmunidad innata basados en enzimas deaminasas (como
APOBEC3G y APOBEC3F) que actúan frente a los virus RNA mutagenizando sus genomas (Hol-
mes, 2004; Cullen, 2006) constituye una prueba más de la posible eficacia antiviral de la mutagénesis
letal.
Las principales características de la mutagénesis letal que se observan en experimentos in vitro
son:
La extinción del virus se produce debido a la acumulación de mutaciones y no simplemente a
efectos inhibitorios causados por el fármaco mutágeno: cantidades de inhibidor que producen
un efecto inhibitorio equivalente al producido por el mutágeno son incapaces de lograr la extin-
ción debido, generalmente, a la aparición de mutantes resistentes al inhibidor (Pariente et al.,
2003, 2005; Perales et al., 2009)
Durante la mutagénesis letal se produce una brusca pérdida de infectividad específica de la
población viral (Crotty et al., 2001; Pariente et al., 2003; Graci et al., 2007). La infectividad
específica es la relación entre el número de genomas infecciosos y el número total de genomas
en una población viral. Debido a la alta tasa de mutación basal de los virus RNA, la infectividad
específica suele ser baja incluso en ausencia de mutagénesis artificial (en FMDV, por ejemplo,
es del orden de 10−5 o 10−6 PFU/RNA2), pero aun así sufre una caída notable durante la
replicación a altas tasas de mutación. La caída de infectividad específica del virus expresa
el hecho de que la infectividad del virus se pierde mucho antes que su capacidad replicativa
(Grande-Pérez et al., 2005b; Graci et al., 2012), lo que es lógico si se tiene cuenta que la
1Los pases “en ciego” son infecciones de cultivos celulares en condiciones óptimas, como si el virus estuviese presente.
2Las PFU, del inglés, plaque-forming units, o unidades formadores de placa, son el método estándar para cuantificar la
infectividad de un virus en cultivos celulares.
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infectividad es, en principio, un fenotipo más complejo y, por tanto, más sensible a mutaciones
que la capacidad replicativa.
La extinción por mutagénesis letal es más eficaz cuanto menores sean la eficacia biológica y la
carga viral del virus (Sierra et al., 2000)
Durante la extinción del virus se produce, en primer, lugar un aumento de la variabilidad del
virus, seguido posteriormente de una disminución significativa de la misma, presumiblemente
debido a la acción de la selección negativa frente a los genomas con mayor número de mutacio-
nes (Ojosnegros et al., 2008; Perales et al., 2011b). Sin embargo, ni en el FMDV ni en LCMV
se han detectado cambios en la secuencia consenso de las poblaciones pre-extinción. En ge-
neral, tampoco se han detectado genomas hipermutados en dichas poblaciones pre-extinción
(Ruiz-Jarabo et al., 2003; Gonzalez-Lopez et al., 2005; Grande-Pérez et al., 2005a; Ojosnegros
et al., 2008), aunque, recientemente, se ha conseguido detectar un desplazamiento temprano
del espectro de mutantes hacia regiones del espacio de secuencias3 ricas en las mutaciones pro-
vocadas por el mutágeno, observándose también un número de mutaciones por genoma mayor
del esperado (Perales et al., 2011b).
La extinción por mutagénesis letal se ve favorecida por la acción de fármacos inhibidores (Pa-
riente et al., 2001, 2005). Ahora bien, dependiendo de ciertos parámetros del sistema, en al-
gunos casos esta acción es más eficaz cuando el mutágeno y el inhibidor actúan de forma
combinada, y en otros casos cuando se aplican de forma secuencial (Perales et al., 2009; Iranzo
et al., 2011).
La multiplicidad de infección4 (MOI, del inglés multiplicity of infection) inicial afecta de for-
ma diferente a la acción de un mutágeno: se ha observado una mayor disminución en la carga
viral a baja MOI en los virus LCMV y VSV (vesicular stomatitis virus, virus de la estomati-
tis vesicular), pero no en los virus FMDV y EMCV (encephalomyocarditis virus, virus de la
encéfalomiocarditis) (Moreno et al., 2012). Análogamente, otros autores han comprobado que
una baja MOI aumenta el efecto del mutágeno en poliovirus y en coxsackievirus B3, siendo el
efecto mayor en este último virus (Graci et al., 2012).
La mutagénesis letal tiene su origen conceptual en una de las predicciones más llamativas del mo-
delo de cuasiespecies: la entrada en catástrofe de error, que, generalmente, se ha asociado a la pérdida
de la información genética de la cuasiespecie debido a la acumulación de mutaciones (Biebricher
y Eigen, 2005). Antes de entrar en detalle en dicho fenómeno es necesario introducir brevemente
las principales características del modelo de cuasiespecies desarrollado por Eigen y Schuster (Eigen,
1971; Eigen y Schuster, 1979)5, y considerar su aplicación al estudio de los virus RNA.
1.1.3. El modelo de cuasiespecies y los virus RNA
Como se ha dicho, el modelo de cuasiespecies fue originalmente desarrollado para intentar expli-
car el origen de la información genética en sistemas prebióticos (Eigen, 1971). Como tal, pertenece a
la familia de modelos del origen de la vida denominados replication-first. Estos modelos plantean que
la vida en la Tierra surgió a partir de la aparición y evolución de especies autorreplicativas capaces
de adquirir y almacenar información genética (Peretó, 2005). El máximo exponente de este tipo de
modelos es la idea del llamado Mundo RNA (Robertson y Joyce, 2010). Sin embargo, si el modelo de
3Se denomina espacio de secuencias al conjunto de todas las posibles secuencias de longitud ν que puede generar un
determinado conjunto de símbolos, que se denomina alfabeto. El tamaño del espacio de secuencias es igual al número de
símbolos que componen el alfabeto ns elevado a la longitud de la secuencia: nνs
4La multiplicidad de infección es la relación entre el número de PFU y el número de células.
5El apéndice A presenta en detalle las formulaciones matemáticas más comunes del modelo de cuasiespecies.
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cuasiespecies ha adquirido especial relevancia ha sido debido, principalmente, a su aplicación al es-
tudio de la evolución de los virus RNA (Holland, 2006; Domingo y Wain-Hobson, 2009). En esencia,
el modelo de cuasiespecies es formalmente equivalente a los modelos de selección-mutación utiliza-
dos en genética de poblaciones, en el caso particular en que se consideran altas tasas de mutación y
múltiples loci, lo que, en el momento de su formulación, lo colocaba en la vanguardia de los mode-
los evolutivos (Wilke, 2005). Antes de entrar a valorar las principales consecuencias de considerar la
evolución en estas condiciones particulares, es necesario destacar que el cambio más significativo que
supuso el modelo de cuasiespecies en el campo de los virus RNA fue a un nivel conceptual.
La aplicación del modelo de cuasiespecies a la variabilidad genética de las poblaciones virales
supuso el establecimiento de un nuevo paradigma que permitió no sólo explicar una cierta fenome-
nología experimental, sino, lo que es más importante, plantear una serie de experimentos, terapias,
técnicas, etc. que han permitido avanzar en la comprensión de la dinámica de las poblaciones de virus
RNA. Es posible que el modelo de cuasiespecies sea equivalente a los modelos clásicos de selección-
mutación, sin embargo, lo que no se puede comparar es la profunda diferencia entre el marco con-
ceptual de los modelos de selección-mutación de la genética de poblaciones, y el marco conceptual
del modelo de cuasiespecies. Estos marcos conceptuales, que van más allá de la implementación
matemática concreta en que se traduzcan, son, en parte, producto de la diferente fenomenología expe-
rimental que cada uno de los tipos de modelos pretendía explicar: la evolución natural de poblaciones
biológicas de organismos complejos frente al origen y evolución de polímeros prebióticos.
Así, el marco conceptual de la genética de poblaciones parte de la idea, correcta en organismos
complejos, de que la tasa de mutación es muy baja comparada con la fuerza de la selección o de la
deriva génica. De esta forma, por ejemplo, tal y como señalan Perales et al. (2010), en un libro de
genética de poblaciones publicado en 1977, poco antes de que el modelo de cuasiespecies llegase a la
virología, no se consideraba como polimorfismo un alelo encontrado una única vez en una población.
Frente a esto, el modelo de cuasiespecies trataba de describir una situación prebiótica en la que,
supuestamente, existiría una enorme variabilidad genética. Es por esto que desarrolla un marco con-
ceptual que se apoya en una serie de conceptos como nube de mutantes, catástrofe de error, umbral de
error, cola de error, etc. Es este marco conceptual, y no tanto la formulación matemática del modelo,
lo que ha supuesto una enorme herramienta para los virólogos, al describir las poblaciones de virus
RNA como complejas distribuciones de mutantes únicos, y no como formadas por unos pocos alelos
distintos.
Habiendo dejado claro ese punto, a pesar de ser equivalente a un modelo clásico de selección-
mutación, la consideración explícita de altas tasas de mutación y múltiples loci hace que el modelo
de cuasiespecies presente varias características fundamentales. La primera es que la mutación ya no
puede ser considerada simplemente como un término de perturbación respecto de la dinámica selec-
tiva de la población (Eigen, 1996), sino que su importancia está al mismo nivel que la replicación, ya
que puede existir mutación recurrente entre diversos genotipos de la población. Dicho de otra forma,
se considera que existe un acoplamiento mutacional (Eigen, 1996) que hace que la presencia en la
población de un determinado genotipo se deba tanto a su capacidad replicativa como a su probabilidad
de ser producido por mutación desde otros genotipos cercanos en el espacio de secuencias (Küppers,
1983; Domingo et al., 2001a) . Matemáticamente, el acoplamiento mutacional entre genotipos es,
por tanto, la característica esencial del modelo de cuasiespecies. Este acoplamiento mutacional no es
equivalente a la idea de una red neutral (es decir, un conjunto de genotipos que dan lugar al mismo fe-
notipo y, por tanto, sobre los que la selección natural no actúa (Huynen et al., 1996), sino que implica
que fenotipos de menor eficacia biológica pueden estar sobrerrepresentados en una población debi-
do a que son producidos recurrentemente por mutación a partir de otros fenotipos (Küppers, 1983;
Holmes, 2009)
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Una de las principales consecuencias del acoplamiento mutacional entre genotipos o fenotipos
es que la cuasiespecie puede comportarse como una unidad de selección (Biebricher y Eigen, 2006).
Puesto que la cuasiespecie en sí misma es el resultado de la acción de selección y mutación sobre los
genotipos individuales, lo que se obtiene es una clásica situación de múltiples niveles de selección
(Okasha, 2009). Eigen, por ejemplo, cita al menos tres niveles de selección: entre cuasiespecies, entre
“clanes” dentro de una cuasiespecie y entre fenotipos dentro de dichos “clanes”. Como en todos los
casos en los que la selección actúa simultáneamente en diferentes niveles, esta acción puede ser en
un mismo sentido o en sentidos opuestos (Gould, 2002): es decir, la selección a nivel de cuasiespecie
puede favorecer o no los mismos rasgos que favorece la selección individual a nivel de fenotipo.
El acoplamiento mutacional también es la causa del fenómeno conocido como supervivencia del
más robusto6 (Schuster y Swetina, 1988; Wilke, 2001; Wilke et al., 2001; Wilke y Adami, 2003),
que algunos autores han denominado efecto cuasiespecie (van Nimwegen et al., 1999; Codoñer et al.,
2006; Sardanyés et al., 2008). Básicamente, la supervivencia del más robusto considera que, a al-
tas tasas de mutación, una cuasiespecie con alta capacidad replicativa pero baja robustez mutacional
puede ser desplazada por otra cuasiespecie con menor capacidad replicativa pero mayor robustez mu-
tacional, es decir, una mayor insensibilidad al efecto mayoritariamente deletéreo de las mutaciones.
Esto implica que la robustez mutacional es una característica genética que puede estar sujeta a opti-
mización por la selección natural y, por tanto, que a altas tasas de mutación pueden ser seleccionadas
cuasiespecies con mayor robustez. Una de las consecuencias de este fenómeno sería la posibilidad
de dar lugar a un nuevo mecanismo de resistencia a terapias basadas en mutagénesis letal, que sería
diferente de, y de alguna manera complementario, a la resistencia clásica a fármacos mutágenos. Sin
embargo, este punto está todavía sujeto a debate. Por un lado se ha demostrado que un virus con ma-
yor robustez se impone a uno con mayor capacidad replicativa cuando se aumenta la tasa de mutación
(Sanjuán et al., 2007). Sin embargo, no se han encontrado evidencias de selección hacia una mayor ro-
bustez mutacional durante un proceso de mutagénesis (Martín et al., 2008), algo que ha sido apoyado
por resultados computacionales (O’Dea et al., 2010). Finalmente, se ha demostrado que, dentro de un
mismo género, existen especies virales con diferente robustez a mutaciones, lo que, evidentemente,
afecta a su comportamiento frente a mutágeno (Graci et al., 2012). Además de la supervivencia del
más robusto, el otro fenómeno característico que aparece en el modelo de cuasiespecies es la llamada
entrada en catástrofe de error, que se considera en detalle en la siguiente sección.
1.1.4. Breve introducción a la catástrofe de error
Debido a su originalidad y posibles aplicaciones prácticas, una de los resultados más llamativos
e importantes del modelo de cuasiespecies es el concepto de catástrofe de error. En algunos paisajes
de eficacia biológica, un incremento de la tasa de mutación por encima de un determinado valor,
denominado umbral de error, hace que la cuasiespecie entre en una situación denominada catástrofe
de error. En el modelo original (Eigen, 1971; Swetina y Schuster, 1982), se pueden observar varios
fenómenos cuando la población cruza el umbral de error. En primer lugar, la especie maestra, es
decir, la especie con mayor eficacia replicativa, se extingue, de forma que toda la población está
compuesta por el fenotipo mutante (fig. 1.1a y 1.1c). En segundo lugar, se observa que la cuasiespecie
se deslocaliza por todo el espacio de secuencias, de tal manera que la distribución de secuencias está
uniformemente distribuida (fig. 1.1b). En realidad esto es materialmente imposible para poblaciones
finitas, por lo que la deslocalización debe interpretarse como una deriva de la población a través del
espacio de secuencias, y la distribución de población como una distribución de la probabilidad de
que la población se encuentre en una determinada región del espacio de secuencias. Finalmente, al
cruzar el umbral de error se producen cambios abruptos en varias propiedades en la población, como
6En inglés se denomina Survival of the flattest, haciendo un juego de palabras intraducible con el clásico survival of the
fittest (supervivencia del más apto) darwiniano.
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(a) Variación de las fracciones poblacionales de
las clases de Hamming. La línea roja es la especie
maestra. Las líneas negras son el resto de clases de
Hamming. Más allá del umbral de error todas las
secuencias están equipobladas, pero al clasificar-
las en función de su distancia de Hamming, algu-
nas clases de Hamming tienen más secuencias que
otras.
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(b) Distribución poblacional uniforme más allá
del umbral de error. Cuando el espacio de se-
cuencias se clasifica en clases de Hamming, la dis-
tribución poblacional adopta esta forma caracte-
rística más allá del umbral de error. Como se ha
comentado antes, a nivel de secuencias individua-
les esto significa que todas están equipobladas.
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Fenotipo maestro
Fenotipo Mutante
(c) Variación de las fracciones poblaciones de
los fenotipos mutante y maestro. Cuando todas
las secuencias diferentes de la secuencia maestra
se agrupan en un mismo fenotipo, el fenotipo mu-
tante, se observa con claridad que más allá del um-
bral de error la secuencia maestra se hace prácti-
camente cero (o estrictamente cero cuando se des-
estiman las mutaciones desde el fenotipo mutante
al fenotipo maestro) y toda la población está for-
mada por secuencias del fenotipo mutante.
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Distancia media de Hamming
Varianza de la distancia de Hamming
(d) Variación de la distancia media de Ham-
ming y de la varianza de la distancia de Ham-
ming. La distancia media de Hamming y la va-
rianza de la distancia de Hamming sufren una
transición brusca en el umbral de error. Más allá
del umbral de error, al deslocalizarse la población
por el espacio de secuencias y adoptar la distribu-
ción la forma presentada en la parte b de esta fi-
gura, la distancia media de Hamming es igual a la
mitad de la longitud de secuencia, ν, en este caso
10.
Figura 1.1: Transiciones características de la entrada en catástrofe de error en función del factor de
calidad por dígito en un paisaje de eficacias biológicas tipo Single-Peak. Am = 10, Ak = 2, ν=20.
el valor promedio y la desviación estándar de las distancias de Haming respecto a la especie maestra
(fig. 1.1d), la secuencia consenso, la llamada distribución ancestral (Hermisson et al., 2002) o el lastre
mutacional7.
Quizás debido a esta variedad de fenómenos que pueden observarse al entrar en catástrofe de
error, las definiciones de catástrofe de error, y de umbral de error, cambian de trabajo a trabajo (Baa-
7El lastre mutacional mide el efecto de la tasa de mutación sobre la capacidad reproductiva de una población, ver el
apéndice A (ecu. A.21 y A.22) para una definición exacta.
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ke y Gabriel, 2000; Baake y Georgii, 2007; Eigen, 2002), lo que ha añadido cierta confusión a la
comprensión de un fenómeno ya de por sí complejo. En la mayoría de trabajos, la catástrofe de error
se define por la pérdida de la especie maestra (Eigen, 1971; Eigen y Schuster, 1982; Bull et al., 2005;
Summers y Litwin, 2006; Sardanyés et al., 2009; Sardanyés y Elena, 2010), en otros se asocia con
la deslocalización de la población por el espacio de secuencias (Nowak y Schuster, 1989; Campos
et al., 2002; Wilke, 2005; Takeuchi y Hogeweg, 2007), mientras que en algunos se considera como
una transición a regiones más robustas del espacio de secuencias (Bull et al., 2007).
De hecho, en algunos de estos trabajos se utilizan simultánea e indistintamente dos de estas defi-
niciones, aunque el criterio matemático más habitual para definir el umbral de error es la desaparición
de la secuencia maestra. Una de las razones de esta confusión tiene que ver con los paisajes de eficacia
biológica utilizados. En los modelos de cuasiespecies, los paisajes más utilizados son, sin duda, los
paisajes formados por un único pico, denominados de tipo Single-Peak. En esta familia de paisajes,
una o más secuencias, que componen el fenotipo maestro, presentan un valor determinado de efica-
cia biológica mientras que el resto de secuencias, que componen el denominado fenotipo mutante,
presentan una eficacia biológica menor, pero igual para todas ellas.
El primer problema surge porque la pérdida de la secuencia maestra sólo tiene lugar, estrictamen-
te, en el paisaje Single-Peak cuando se desestima la mutación desde el fenotipo mutante al fenotipo
maestro8, pero cuando ésta se tiene en cuenta, o en otros paisajes de eficacia biológica como el mul-
tiplicativo, esta condición no se cumple en condiciones de población infinita. Otro problmea es que
en los paisajes tipo Single-Peak, todos estos fenómenos ocurren para el mismo valor del factor de
calidad, 9. Sin embargo, esto no tiene por qué ser así para otros paisajes más complejos. Hermisson
et al. (Hermisson et al., 2002) mostraron que estos fenómenos podrían agruparse como diferentes
variantes de lo que ellos denominan “umbrales de mutación” (mutation thresholds), que definen co-
mo “cambios pronunciados de la distribución de equilibrio de alguna propiedad poblacional o de su
eficacia biológica que tienen lugar para cambios muy pequeños de la tasa de mutación”. En dicho
trabajo identifican cuatro tipos de umbrales de mutación: a) un “umbral de eficacia biológica” (fitness
threshold) en el que es la eficacia biológica promedio de la población la que sufre un cambio pronun-
ciado; b) un “umbral de especie wild-type” (wild-type threshold) que se define como la pérdida del
fenotipo maestro, o al menos una caída muy abrupta en su concentración; c) un “umbral de degra-
dación” (degradation threshold), más allá del cual la eficacia biológica de la población no depende
de la tasa de mutación; y d) un “umbral de carácter” (trait threshold), definido por un cambio muy
pronunciado en una determinada propiedad, o carácter, poblacional: como, por ejemplo, la distancia
media de Hamming. Además, todos estos umbrales dependen completamente del paisaje de eficacia
biológica y del paisaje de factores de calidad, la distribución de factores de calidad de cada una de
las secuencias, (Hermisson et al., 2002; Schuster, 2010), por lo que en algunos paisajes de eficacia
biológica puedan coincidir, y en otros no, lo que, como se ha comentado más arriba, quizás haya
causado cierta confusión.
Las diferencias que se observan tanto para describir la fenomenología, como para la definición
de la catástrofe de error y del umbral de error, se encuentran también en la interpretación de ambos
conceptos. El umbral de error se ha considerado como una tasa de mutación crítica más allá de la
cual, dependiendo de los autores, ocurre alguna de estas posibilidades:
la mutación domina a la selección (Hermisson et al., 2002; Biebricher y Eigen, 2006; Cow-
perthwaite y Meyers, 2007)
8A esta condición, muy habitual en los modelos más sencillos de cuasiespecies, suele denominársele “ausencia de
back-mutation” y será así, como se hará a lo largo de esta Tesis.
9El factor de calidad por secuencia, Q, es la probabilidad de que una secuencia se copie correctamente sin que se
produzca ninguna mutación. Es igual al factor de calidad por dígito, q, que es la probabilidad de que un dígito o posición
se copie correctamente, elevado a la longitud de secuencia, ν. Q = qν
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la selección natural deja de actuar (Hermisson et al., 2002; Kamp et al., 2002)
deja de existir un equilibrio de mutación-selección (Bull et al., 2005, 2007)
deja de tener lugar la adaptación (Huynen et al., 1996) o la optimización (Takeuchi y Hogeweg,
2007) evolutiva.
Tanto la pérdida de la secuencia maestra como la deslocalización de la cuasiespecie por el espacio
de secuencias han sido relacionadas con una “crisis” o “pérdida” de la información (Eigen y Schuster,
1979; Schuster, 2001; Eigen, 2002; Biebricher y Eigen, 2005, 2006). En este sentido, se supone que
la entrada en catástrofe de error establece un límite máximo a la cantidad de información que pue-
de mantener un sistema autorreplicativo a una tasa de mutación determinada (Takeuchi et al., 2005;
Wilke, 2005; Obermayer y Frey, 2010). Esta interpretación tiene dos importantes consecuencias prác-
ticas: en el campo del origen de la vida, introduce la llamada paradoja de Eigen (Eigen, 1971; Eigen
y Schuster, 1979; Szathmáry y Smith, 1995), según la cual las primeras moléculas autorreplicativas
no tendrían la suficiente longitud, a tasas de mutación prebióticas, para codificar las enzimas, o es-
tructuras secundarias y terciarias de RNA, necesarias para copiar las secuencias con menor tasa de
mutación. La segunda consecuencia importante es que, como se vio anteriormente, la idea de hacer
que los virus RNA entrasen en catástrofe de error utilizando fármacos mutagénicos (Eigen, 1993,
2002), fue el origen de los primeros experimentos de mutagénesis letal, así como la primera expli-
cación para la pérdida de infectividad viral en dichas condiciones (Holland et al., 1990; Loeb et al.,
1999; Cameron y Castro, 2001).
1.1.5. Objeciones a la catástrofe de error como explicación de la mutagénesis letal
Aunque el concepto de catástrofe de error fuese la primera explicación de la mutagénesis letal, po-
co a poco distintos autores comenzaron a plantear diferentes objeciones a que la entrada en catástrofe
de error pudiera explicar la mutagénesis letal.
Catástrofe de error y letalidad
Las primeras objeciones se basaron en la idea de que la presencia de mutantes letales en el espacio
de secuencias hacía imposible la existencia de un umbral de error y, por tanto, la entrada en catástrofe
de error. Por ejemplo, Wagner y Krall (1993), demostraron que era necesario un valor mínimo de
eficacia biológica para que la población pudiese entrar en catástrofe de error; es decir, que ésta no
podía tener lugar en presencia de mutantes letales. Este resultado fue recogido posteriormente por
Wilke (2005). Por su parte, Summers y Litwin (2006) mostraron que si todos los mutantes de la cua-
siespecie eran letales, tampoco podría tener lugar una catástrofe de error, aunque esto ya había sido
sugerido previamente por Bull et al. (2005). Sin embargo, estos resultados deben ser tomados con
precaución. En primer lugar, la suposición de que todos los mutantes excepto la especie maestra son
letales es tan poco realista como suponer que ninguno lo es y, claramente, ninguna de las dos situacio-
nes es directamente extrapolable al caso en el que sólo existe una determinada fracción de secuencias
letales. En este sentido, Bonnaz y Koch (1998) mostraron, estudiando el modelo de cuasiespecies
desde un formalismo matemático completamente distinto, que cuando se considera la presencia de
una determinada fracción de mutantes letales en el espacio de secuencia, el umbral de error sigue
produciéndose, aunque se reduce; es decir, la letalidad permite que la cuasiespecie tolere tasas de
mutación más altas. Por otro lado, como mostrarían Takeuchi y Hogeweg (2007) en su respuesta a
Wilke, el modelo utilizado por Wagner y Krall suponía una serie de restricciones muy limitadas que
eran precisamente responsables de los resultados obtenidos. Utilizando un modelo clásico de cuasies-
pecies en el que se consideraba una fracción de secuencias letales uniformemente distribuida en el
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espacio de secuencias, Takeuchi y Hogeweg mostraron de nuevo la existencia de un umbral de error
en presencia de mutaciones letales y, al igual que Bonnaz y Koch (1998), que dicho umbral de error
disminuye al aumentar la letalidad. Más aún, en este trabajo se observó que la consideración de altos
grados de letalidad podía hacer aparecer un umbral de error en paisajes de eficacia biológica que,
como el multiplicativo, no lo presentan en ausencia de letalidad (Takeuchi y Hogeweg, 2007). Sin
embargo, todos estos trabajos consideraban el modelo en condiciones de población constante, lo que
impedía, por definición, que la población se extinguiese. Esto implica que la relación entre umbral de
error y umbral de extinción en presencia de letalidad no fue estudiada en ninguno de los dos trabajos
mencionados anteriormente (Bonnaz y Koch, 1998; Takeuchi y Hogeweg, 2007). El estudio detalla-
do de la relación entre extinción y catástrofe de error en presencia de diferentes distribuciones de
letalidad en el espacio de secuencia constituye uno de los principales objetivos de esta Tesis.
Catástrofe de error vs. extinción
En otros autores, la crítica se ha basado en diferenciar la extinción de la entrada en catástrofe
de error. Wilke (2005) fue el primero en afirmar que ambos conceptos probablemente no estaban
relacionados, señalando, acertadamente, el hecho de que la gran mayoría de modelos de cuasiespecies,
y de entrada en catástrofe de error, consideraban condiciones de población constante en los que la
extinción, por definición, no está permitida. Casi simultáneamente, Bull et al. (2005) señalaron la
necesidad de diferenciar entre la extinción, que implica la desaparición de toda la población, y la
entrada en catástrofe de error, en la que sólo es la especie maestra la que desaparece. En ambos
casos, se planteaba, por tanto, distinguir entre el umbral de error y el umbral de extinción de una
cuasiespecie. El primero determina la tasa de mutación a la cual la población entra en catástrofe de
error, mientras que el segundo determina la tasa de mutación a la que la población se extingue. De
esta forma, ambos trabajos descartaban que la mutagénesis letal estuviese causada por la entrada de
la cuasiespecie en catástrofe de error. Siguiendo esta línea de crítica, Bull et al. (2007) formalizaron
la necesidad de diferenciar entre procesos demográficos, como la extinción, y procesos genético-
evolutivos, como la catástrofe de error10. Basándose en esta idea, estos autores no sólo descartaban
que la entrada en catástrofe de error fuese el proceso responsable de la mutagénesis letal, sino que
llegaban a proponer que la entrada en catástrofe de error podría dificultar o retrasar la extinción de un
virus por mutagénesis letal.
En este sentido, algunos autores han relacionado explícitamente la idea de entrada en catástrofe de
error con la supervivencia del más robusto, señalando que la entrada en catástrofe de error “requires
that some genotypes or phenotypes are more sensitive to mutation than others” (Bull et al., 2005), o
que es “an evolutionary phenomenon in which (. . . ) the population evolves to genotypes that are low
in fitness but robust to the effects of mutations” (Bull et al., 2007), o que es una teoría que muestra
que “the evolutionary potential of a phenotype depends on both its fitness relative to alternative
phenotypes and its robustness to mutations” (Cowperthwaite et al., 2008). Sin embargo, hasta donde
sabemos, nadie ha estudiado explícitamente esta relación ni ha llevado a cabo una reinterpretación
de ambos fenómenos en base a dicha relación, lo que constituye otro de los principales objetivos
de esta Tesis.
Por último, si se considera la fenomenología experimental de la mutagénesis letal, algunas de sus
características no cumplen lo esperable en el caso de una entrada en catástrofe de error. En primer
lugar, la entrada en catástrofe de error debería dar lugar a genomas con un gran número de mutaciones,
pero el análisis de las poblaciones preextinción presenta resultados contradictorios: en algunos casos
10En este sentido, es sencillo demostrar que la entrada en catástrofe de error es un proceso independiente del compor-
tamiento demográfico de la población: puede producirse mientras la población está creciendo, en estado estacionario o
incluso mientras se extingue, ya que sólo depende de la relación entre las eficacias biológicas de los fenotipos maestro y
mutante (ver apéndice A).
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no se han encontrado ejemplos de hipermutación genómica (Grande-Perez et al., 2002; Grande-Pérez
et al., 2005a), mientras que recientemente, utilizando técnicas más sensibles, sí se han encontrado
genomas con un gran número de mutaciones asociadas al fármaco mutágeno (Perales et al., 2011b).
Ahora bien, está por ver si el número de mutaciones por genoma encontrado en este último caso es
suficientemente alto como para ser compatible con la entrada del virus en catástrofe de error.
Por otro lado, la acción de fármacos inhibidores en concentraciones suficientemente altas favorece
la extinción por mutagénesis letal (Sierra et al., 2000; Iranzo et al., 2011). Sin embargo, salvo que
dicho inhibidor alterase la estructura relativa del paisaje de eficacia biológica, es decir, la relación
entre la eficacia biológica del fenotipo maestro y el resto de mutantes, el umbral de error no se vería
afectado. Igualmente, una menor eficacia biológica de la cuasiespecie como un todo no afectaría al
umbral de error salvo que estuviese asociada a un desplazamiento en el espacio de secuencias que
alterase las eficacias biológicas relativas entre los diferentes mutantes.
1.1.6. Modelos de mutagénesis letal no basados la entrada en catástrofe de error
Los trabajos mencionados anteriormente planteaban serias dudas sobre la capacidad de la entrada
en catástrofe de error para explicar la mutagénesis letal, tal y como se había propuesto clásicamente.
De hecho, en los últimos años han aparecido varios trabajos en los que se han propuesto modelos
alternativos para explicar la extinción de un virus por acumulación de mutaciones (Bull et al., 2007;
Chen y Shakhnovich, 2009; Martin y Gandon, 2010). Estos modelos se diferencian en aspectos meto-
dológicos y, sobre todo, en los paisajes de eficacia biológica utilizados, pero todos ellos consideran el
efecto de la selección y la mutación sobre una población con una determinada eficacia biológica ab-
soluta. Sobre este núcleo esencial, los diferentes paisajes de eficacia biológica utilizados dan lugar a
diferentes predicciones para la dependencia del umbral de extinción con la eficacia biológica absoluta
del genotipo de mayor eficacia biológica. Así, el modelo presentado por Bull et al. (2007), basándo-
se en la aproximación de que la eficacia biológica media en el equilibrio de selección-mutación no
depende del coste selectivo de las mutaciones, establece una relación exponencial entre la tasa de
mutación crítica y la eficacia biológica absoluta máxima. El modelo presentado por Chen y Shakhno-
vich (2009), que utiliza un paisaje de eficacia biológica basado en una distribución experimental del
efecto que tienen las mutaciones en la estabilidad térmica de las proteínas, establece que la tasa de
mutación crítica varía de forma prácticamente lineal con la eficacia biológica absoluta. Por último,
Martin y Gandon (2010), utilizando un paisaje de eficacias biológicas en el que el coste mutacional
sigue una determinada distribución estadística, junto con otras suposiciones adicionales, obtienen una
expresión para el umbral de extinción que depende crucialmente del porcentaje de mutaciones letales.
Cuando éste es muy alto, la tasa de mutación crítica depende linealmente con la eficacia biológica
absoluta. Sin embargo, cuando la fracción de mutaciones letales es baja el umbral de extinción de-
pende del cuadrado de la eficacia biológica absoluta. A pesar de las diferencias, la idea fundamental
es la misma en todos los modelos: la extinción por mutagénesis letal se produce porque el aumento
de la tasa de mutación desplaza el equilibrio selección-mutación hasta que la población no puede
mantenerse en el tiempo. Junto con estos modelos basados exclusivamente en el efecto del equilibrio
de selección-mutación sobre el comportamiento demográfico de la cuasiespecie, existe otro modelo
alternativo que considera crucial para que la población se extinga la participación de una subpobla-
ción de virus mutantes denominados defectores. La base experimental de esta hipótesis, así como el
modelo teórico que la explica se introducen brevemente en la siguiente sección.
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1.2. El modelo de defección letal
1.2.1. Desarrollo de la hipótesis y fenomenología experimental
El origen de la hipótesis de defección letal hay que buscarlo en una característica del comporta-
miento de las cuasiespecies virales: la supresión de variantes de alta eficacia biológica por el espectro
de mutantes que las acompañan (de la Torre y Holland, 1990; Domingo et al., 2006; Perales et al.,
2010). Inspirándose en dicho fenómeno, se estudió el efecto que podrían tener poblaciones del vi-
rus de la fiebre aftosa que habían sido sometidas a mutagénesis hasta extinguirse, sobre la capacidad
infectiva de una población del mismo virus. Al hacerlo se observó que las llamadas poblaciones pre-
extinción, la última población recuperable antes de la extinción del virus, interferían en el crecimiento
de las poblaciones viables sólo cuando los genomas pre-extinción mantenían su integridad biológica
(Gonzalez-Lopez et al., 2004). A partir de estos resultados se planteó la hipótesis de que la muta-
génesis de un virus RNA daría lugar a un subconjunto de virus mutantes interferentes denominados
defectores cuyo papel sería crucial para la extinción del virus. Esta hipótesis recibió el nombre de de-
fección letal (Grande-Pérez et al., 2005b). A partir del descubrimiento inicial, una serie de resultados
experimentales posteriores han ido apoyando esta hipótesis. Entre estos resultados destacan:
Las poblaciones pre-extinción de FMDV capaces de interferir con el virus viable presentan una
eficacia biológica mucho menor que la de la población sin mutagenizar (Gonzalez-Lopez et al.,
2005).
Mutantes concretos, diseñados ex profeso, de la cápside y la RNA polimerasa de FMDV inter-
fieren con la replicación y producción del virus estándar cuando ambos coinfectan una célula.
La interferencia es mayor cuando los mutantes se presentan en mezcla y, además, la acción de
los mutantes interferentes de la cápside y la polimerasa es sinérgica (Perales et al., 2007).
Las poblaciones de LCMV tratadas con el mutágeno 5-fluorouracilo (FU) presentan capacidad
interferente cuando se coinfectan junto con poblaciones no tratadas de LCMV. Este componente
interferente no necesita presentar infectividad, es específico para LCMV y es sensible al trata-
miento con rayos UV. La retirada cada cierto tiempo del sobrenadante durante una infección
persistente en presencia de mutágeno dificulta la extinción del virus (Martín et al., 2010).
Todos estos resultados experimentales muestran la importancia que los mutantes defectivos y de-
fectores pueden tener en la extinción de un virus RNA por aumento de su tasa de mutación. Además,
algunas de las características experimentales de la mutagénesis letal mencionadas anteriormente po-
drían explicarse en base a la defección letal. Por ejemplo, el hecho de que la frecuencia de mutación
en poblaciones pre-extinción sea menor de lo esperado (Grande-Pérez et al., 2005a), el que la infec-
tividad del virus se pierda antes que la capacidad replicativa (Grande-Pérez et al., 2005b) o el que
en el bacteriófago Qβ dos poblaciones pre-extinción de bajo título viral se extingan más fácilmente
cuando la infección tiene lugar en medio líquido en presencia de mutágeno que cuando se someten a
pases placa a placa en presencia del mismo (Cases-González et al., 2008).
1.2.2. Modelos teóricos de defección letal
El origen de la hipótesis de defección letal está estrechamente ligado al desarrollo de modelos
computacionales y estudios in silico. El mismo trabajo en el que se planteó por vez primera esta
hipótesis fue una aproximación conjunta in vitro-in silico en la que se desarrolló una implementación
computacional estocástica del modelo de extinción por defección letal (Grande-Pérez et al., 2005b).
Posteriormente, se presentó una versión simplificada del mismo que podía estudiarse analíticamente
utilizando tanto una aproximación determinista como estocástica (Iranzo y Manrubia, 2009). Este
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modelo, que se denominará modelo Manrubia-Iranzo por sus autores, es, hasta la fecha, el único
propuesto para explicar la extinción por defección letal.
Básicamente, el modelo de defección letal de Manrubia e Iranzo considera que los virus codifican
dos rasgos fenotípicos: la capacidad replicativa y la infectividad, esta última asociada con la capaci-
dad de codificar las proteínas necesarias para la replicación. El primer rasgo actúa exclusivamente en
cis mientras que el segundo actúa en trans11. Durante la replicación, los virus acumulan mutaciones
que pueden afectar tanto a su capacidad replicativa como a su infectividad. Estas mutaciones pueden
ser tanto beneficiosas como deletéreas. Sin embargo, el efecto de las mutaciones en ambos rasgos está
acoplado, puesto que se considera que la pérdida de infectividad por mutaciones se produce siempre
que dichas mutaciones disminuyan simultáneamente su capacidad replicativa. Igualmente, se supone
que la recuperación de la capacidad infectiva tiene lugar siempre y cuando se produzcan mutaciones
que aumenten la capacidad replicativa. Aquellos virus que codifican proteínas funcionales se deno-
minan viables. Por el contrario, aquellos que acumulan mutaciones que hacen que sus proteínas dejen
de ser funcionales, perdiendo su infectividad, son denominados defectivos. La capacidad reproductiva
de la población se considera así proporcional al número de virus viables en la misma. Cuando estos
desaparecen de la población, ésta es incapaz de reproducirse y, por tanto, se extingue.
Utilizando este modelo, es posible comparar las diferencias en la extinción por acumulación de
mutaciones en presencia o ausencia de defectivos. Cuando el tamaño poblacional es suficientemente
alto, ambos casos se comportan de forma idéntica , extinguiéndose al superar un determinado valor
crítico de la tasa de mutación. Este valor es equivalente al umbral de extinción determinista. Sin em-
bargo, cuando el tamaño poblacional es pequeño, el comportamiento es cualitativamente distinto a
tasas de mutación relativamente bajas. Mientras que en el caso en el que todos los virus son viables
la población persiste en el tiempo, en el escenario con defectivos la población se extingue debido a
la acumulación de estos virus (Grande-Pérez et al., 2005b). Esta extinción debida a los defectivos
que tiene lugar a tasas de mutación más bajas cuando los tamaños poblaciones son suficientemente
pequeños ha sido denominada extinción estocástica (Iranzo y Manrubia, 2009). El motivo es que és-
ta se produce porque, debido a la posibilidad que aparezcan mutaciones que aumenten la capacidad
replicativa, cada cierto tiempo aparecen virus defectivos de alta capacidad replicativa. Estos virus
aumentan temporalmente su proporción en la población en forma de bursts. Cuando esto ocurre, o
bien los defectivos de alta capacidad replicativa se extinguen y el burst termina, o bien se imponen
en la población y, al desaparecer todos los virus viables, ésta se extingue. En el modelo presentado
en (Iranzo y Manrubia, 2009), la capacidad replicativa de los virus defectivos de alta capacidad repli-
cativa es la misma que la de los virus viables y, por tanto, puede considerarse un caso de evolución
neutral o cuasi-neutral (debido a las contribuciones por mutación de otros fenotipos). La imposición
de los mutantes defectivos es consecuencia de un efecto de deriva génica y, por tanto, es más probable
cuanto menor sea dicho tamaño poblacional.
1.2.3. Diferentes acepciones del término defección letal
Una revisión detallada de la literatura muestra que pueden encontrarse dos acepciones del término
defección letal. En primer lugar, existe una acepción más genérica y, si se quiere, fenomenológica o
descriptiva, que entiende la defección letal como un proceso de extinción por acumulación de muta-
ciones (mutagénesis letal) en el que tiene un papel crucial una subpoblación de mutantes específicos
denominados defectores. Esta acepción, expresada fundamentalmente en la literatura más experimen-
tal no especifica, en general, ningún mecanismo concreto más allá de referirse al modelo teórico
11En virología, los términos interacción en cis o en trans se utilizan para describir si la acción de un elemento codificado
genéticamente (una secuencia genómica, una estructura secundaria o terciaria de RNA, una proteína, etc.) tiene lugar bien
sobre el genoma que lo codifica, en cuyo caso se denomina interacción en cis, o bien sobre otros genomas diferentes, en
cuyo caso sería una interacción en trans.
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propuesto por Manrubia e Iranzo, comentado anteriormente. Por otro lado, el uso de estos autores del
término defección letal implica una segunda acepción más específica y concreta, que asume que la
defección letal es la extinción estocástica o extinción inducida por ruido que plantea su modelo. Es
importante tener en cuenta ambos sentidos o acepciones del término para evitar confusiones semán-
ticas problemáticas. A lo largo de este trabajo, cuando se use el término defección letal en general
se estará utilizando la primera acepción, puramente descriptiva. Cuando sea necesario referirse en
concreto al mecanismo específico propuesto por Manrubia e Iranzo para explicar dicho fenómeno, se
utilizarán los términos defección letal inducida por ruido o defección letal por extinción estocástica.
1.2.4. Límites del modelo de extinción estocástica
A pesar de que es capaz de explicar la extinción de una población por acumulación de defectivos,
el modelo de defección letal por extinción estocástica presenta una serie de limitaciones. Tal y como
los propios autores reconocen (Manrubia et al., 2010), dicho modelo no puede explicar la acción de
la defección letal en infecciones líticas. Sin embargo, buena parte de la fenomenología experimental
sobre la que se sostiene la hipótesis de defección letal procede de virus líticos (Gonzalez-Lopez et al.,
2004; Perales et al., 2007). Por otro lado, el modelo sólo explica la extinción cuando los tamaños po-
blacionales son relativamente pequeños (Iranzo y Manrubia, 2009). Sin embargo, tanto en infecciones
líticas como persistentes, los tamaños de población de los virus RNA son extremadamente grandes,
dentro y fuera de las células, aunque es cierto que no todos los genomas virales dentro de la célula
se están replicando y que eso podría disminuir considerablemente el tamaño efectivo de la población,
facilitando la extinción estocástica. Estas limitaciones plantean la necesidad de desarrollar mode-
los de mutagénesis letal por defección letal complementarios al modelo Iranzo-Manrubia, lo que
constituye otro de los objetivos fundamentales de esta Tesis.
1.3. Defectivos, interferencia y complementación en virología
1.3.1. Interacciones en trans, defectividad, complementación e interferencia en virus
RNA
La existencia y replicación de los virus defectores y defectivos en los que se basa la hipótesis
de defección letal se debe, en última instancia, a la existencia de interacciones en trans en los virus
RNA. Estas interacciones dan lugar a los fenómenos de complementación, interferencia y defectivi-
dad, conocidos y bien estudiados desde hace años en virología. En esta sección se repasarán estos
conceptos tal y como se han estudiado y definido en la virología clásica, así como la importancia que
recientemente están adquiriendo para explicar el comportamiento de las cuasiespecies virales.
Algunos virus son incapaces de completar un ciclo infeccioso por sí mismos debido a algún de-
fecto genético (mutación, deleción, inserción, etc. . . ), pero sí pueden hacerlo en presencia de otros
virus. A los primeros se los denomina virus defectivos o, cuando ese defecto se expresa sólo bajo
ciertas condiciones (por ejemplo, alta temperatura), defectivos condicionales (Whitaker-Dowling y
Youngner, 1987). Los virus que permiten que el virus defectivo complete un ciclo infeccioso reciben
el nombre de helper. Estos virus producen el producto génico necesario del que carecen los virus de-
fectivos, que interaccionan en trans con él. De esta forma, se dice que el virus helper complementa al
virus defectivo, entendiendo por complementación el efecto compensatorio de los productos génicos
de dos sistemas genéticos homólogos para aliviar los defectos de genes mutantes (Ehrenfeld et al.,
2010). La diferencia entre los virus defectivos y los virus con mutaciones letales, es que éstos no
pueden completar un ciclo infectivo en ningún caso, no pueden ser complementados.
En la mayoría de los casos, puesto que el virus defectivo utiliza productos génicos producidos por
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el virus helper, la reproducción de éste es menor que si el virus defectivo no estuviese presente. A este
fenómeno, es lo que se denomina interferencia12 (Fields et al., 2007). La interferencia puede produ-
cirse entre virus diferentes, recibiendo el nombre de interferencia heteróloga, o bien entre diferentes
variantes genéticas de un mismo virus, denominándose interferencia homóloga o autointerferencia
(Youngner y Whitaker-Dowling, 1999; Domingo et al., 2006). El ejemplo clásico de virus defectivos
e interferencia homóloga son las llamadas partículas defectivas interferentes, (DIP, por su acrónimo
en inglés, Defective Interfering Particles) (Fields et al., 2007) . En la mayoría de los casos, el carácter
defectivo de estas DIP se debe a deleciones de regiones más o menos extensas de su genoma (Roux,
1999), aunque también pueden surgir por pequeñas deleciones en regiones concretas del genoma (Me-
yer y Southern, 1997). En general, las DIP presentan una ventaja replicativa frente a los virus helper,
lo que las permite coexistir con éstos durante gran número de pases. Esta ventaja replicativa puede
deberse a las propias deleciones genómicas, bien porque éstas aumenten su capacidad replicativa o la
estabilidad del virión (Ojosnegros et al., 2011), a la duplicación de secuencias implicadas en el inicio
de la replicación o incluso una mayor capacidad de encapsidación (Roux, 1999; Marriott y Dimmock,
2010), .
Además del caso de los virus helper y las DIP, se conocen otros ejemplos de complementación
como la mezcla fenotípica, (del inglés phenotypic mixing o phenotypic hiding) (Novick y Szilard,
1951), que tiene lugar cuando se generan cápsides mosaicos a partir de proteínas procedentes de virus
de diferentes serotipos, o el llamado enmascaramiento genómico (genome masking), que se produce
cuando los genomas de un virus son encapsidados por proteínas codificadas por otro, dando lugar a los
llamados pseudotipos, virus en los que parte de su fenotipo, la cápside, no coincide con su genotipo
(Ehrenfeld et al., 2010).
La interferencia que causan las DIP se debe a la competición por factores virales que actúan en
trans. Algunas compiten por la RNA polimerasa viral (Giachetti y Holland, 1989) mientras que otros
lo hacen por las proteínas de la cápside (Dennehy y Turner, 2004; Marriott y Dimmock, 2010). Si el
factor en cuestión está en exceso, un virus defectivo puede no causar interferencia, dando lugar a las
llamadas partículas defectivas no interferentes (Roux, 1999; Simon et al., 2004). Otro mecanismo que
también pueden causar interferencia homóloga es la interacción directa entre productos aberrantes y
productos funcionales (Whitaker-Dowling y Youngner, 1987). Este mecanismo puede ser especial-
mente importante durante los procesos de mutagénesis letal, ya que la acumulación de mutaciones
aumentará la cantidad de genomas que codificarán productos génicos aberrantes. La interacción de
éstos con los productos funcionales de otro virus puede dar lugar a la pérdida total o parcial de la
actividad de los complejos heteropoliméricos formados -mecanismo de “manzana podrida”- o al se-
cuestro de productos funcionales -mecanismo de “callejón sin salida”. Los genomas que codifican
este tipo de productos aberrantes impidiendo la expresión de los virus wild-type reciben el nombre
mutantes dominantes negativos (Whitaker-Dowling y Youngner, 1987).
1.3.2. Interacciones en trans, complementación e interferencia: especificidad funcio-
nal y viral
Aunque hasta la fecha no exista manera de cuantificar las interacciones en trans en un virus,
se sabe que las diferentes familias virales pueden diferir en el grado de interacciones en trans que
presentan (Fields et al., 2007). Así, por ejemplo, si se toma la producción y amplificación de DIP
como un indicativo de la capacidad global de ciertas familias virales para interaccionar en trans (aun-
que en realidad aquella dependa de más fenómenos a parte de estas interacciones, como la tendencia
de la RNA polimerasa viral a producir deleciones, la ventaja replicativa que puedan alcanzar dichas
partículas, etc.) se observa que los virus RNA de cadena negativa, como por ejemplo las familias
12Existe otra definición de interferencia, más amplia, que incluye cualquier fenómeno en el que la replicación de un
virus disminuya la replicación de otro, incluso aquellos que, como la interferencia clonal, están basados en la acción de la
selección natural.
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Arenaviridae, Rhabdoviridae, etc. tienen una gran tendencia a formar DIP en unos pocos pases a alta
multiplicidad de infección (Roux et al., 1991). Sin embargo, los virus de la familia Picornaviridae,
cuyo RNA es de cadena positiva, tienen muy poca tendencia a formar DIP. De hecho, aunque se han
obtenido para diferentes especies de esta familia (Cole et al., 1971; McClure et al., 1980; Charpentier
et al., 1996; McInerney et al., 2000), sólo se ha conseguido tras un número elevado de pases a alta
multiplicidad de infección.
Por otro lado, el grado de interacción en trans no sólo depende de la familia viral, ya que dentro
de una misma especie viral no todas las mutaciones son igualmente complementables. Por ejemplo,
mientras que la proteína 2A de las especies del género Enterovirus es complementable, algunas le-
siones de la proteína contigua 2B no son complementables en trans. Más aún, en las regiones 2C, 3A
y 3D de este género se han descrito tanto mutaciones complementables como no complementables
(Ehrenfeld et al., 2010). Puesto que la mayoría de proteínas virales son multifuncionales, es probable
que una misma proteína pueda cumplir funciones complementables y no complementables.
1.3.3. Complementación y equilibrio de selección-mutación
Diferentes autores han estudiado teórica y computacionalmente el efecto de la complementación
en el equilibrio selección-mutación de los virus RNA (Wilke y Novella, 2003; Froissart et al., 2004;
Novella et al., 2004; Gao y Feldman, 2009). El resultado fundamental de todos estos trabajos es que
la complementación desplaza el equilibrio de selección-mutación hacia mayores frecuencias de alelo
mutante. Esencialmente, lo que ocurre es que la complementación, al permitir al alelo mutante apro-
vecharse parcialmente de la eficacia biológica del alelo wild-type, disminuye la desventaja selectiva
de dicho alelo mutante respecto del wild-type, lo que disminuye a su vez el efecto de la selección
natural. A pesar de esto, en el modelo de Gao y Feldman (2009) la eficacia biológica media de la po-
blación apenas varía con la complementación, aunque ésta tenga efectos drásticos en la composición
poblacional. Por último, dentro del marco conceptual de las cuasiespecies, Sardanyés y Elena (2010)
han estudiado el comportamiento de un hiperciclo con replicación mediada por una enzima polimera-
sa13 (Eigen y Schuster, 1979) como ejemplo de cuasiespecies con complementación. En este trabajo
se muestra que la complementación hace que el umbral de error se produzca a tasas de mutación
menores, y que, antes de dicho umbral, la fracción de fenotipo maestro en la población disminuye.
1.3.4. Interacciones dentro del espectro de mutantes y selección dependiente de fre-
cuencia
Dadas las características de los virus, cuyos genomas se replican en un entorno intracelular no
individualizado, la interacción en trans es, en principio, general para todos ellos. Sin embargo, la
importancia funcional y evolutiva de la interacción en trans depende crucialmente de la diversidad
genética de los virus. Si dos virus genéticamente iguales coinfectan una misma célula, la interacción
en trans entre ambos virus tiene poca o nula importancia para su ciclo infectivo ya que no existen
diferencias entre la funcionalidad de los elementos genéticos que codifican ambos virus. Sin embargo,
cuando dos virus genéticamente diferentes coinfectan una célula, las interacciones en trans pueden
cambiar completamente la dinámica de la infección, dando lugar a fenómenos de complementación,
interferencia, etc. Por este motivo, debido a la gran variabilidad genética y fenotípica de los virus
RNA, las interacciones en trans tendrán un papel mucho más relevante en las dinámicas evolutivas y
patogénicas de las poblaciones de este tipo de virus (Domingo et al., 2006; Perales et al., 2010).
13Un hiperciclo mediado por replicasa es un sistema autocatalítico que considera un genoma que se traduce para dar una
enzima replicasa que cataliza la replicación de dicho genoma. Bajo ciertas condiciones, dicho sistema es matemáticamente
equivalente a un hiperciclo clásico en el que la molécula genómica actúa a la vez como template y como enzima replicasa.
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Como se vio anteriormente, el paradigma original de las cuasiespecies, basado en el modelo
clásico de Eigen (Eigen, 1971), tiene como principal característica que la presencia de un determinado
mutante no sólo depende de su eficacia biológica, sino también de la de su “entorno mutacional”, es
decir, debido a la probabilidad de que otras variantes muten en él (Biebricher y Eigen, 2006). Sin
embargo, los últimos hallazgos experimentales en el campo de los virus RNA apuntan a una extensión
de dicho paradigma en la que las interacciones dentro del espectro de mutantes son cruciales para
entender el comportamiento de las cuasiespecies. Este desarrollo del paradigma de las cuasiespecies,
así como los resultados experimentales más relevantes que han conducido hacia él, se ha plasmado en
una serie de revisiones recientes (Domingo et al., 2006; Perales et al., 2010; Lauring y Andino, 2010;
Más et al., 2010).
A pesar de que los ejemplos más evidentes y conocidos de interferencia y complementación es-
tán relacionados con virus defectivos, virus dominantes negativos, diferentes serotipos de un mismo
virus, etc. hay que destacar que los fenómenos de interferencia y complementación pueden tener
una naturaleza continua, es decir, pueden ocurrir entre variantes genéticas y fenotípicas de diferente
eficacia biológica que interaccionen en trans, aun cuando estas variantes no sean estrictamente de-
fectivas. De esta forma la eficacia biológica de cada una de ellas tendrá una componente individual
y una componente colectiva. La componente individual será dependiente en última instancia de su
genotipo, y de la interacción de éste con el entorno celular. Sin embargo, la componente colectiva
de su eficacia biológica dependerá de los genotipos con los que interacciona dentro de la célula, así
como de su frecuencia relativa. En biología evolutiva, cuando la eficacia biológica de un determinado
fenotipo depende de la frecuencia relativa del resto de fenotipos en la población, se habla de selección
dependiente de frecuencia (Heino et al., 1998).
La selección dependiente de frecuencia se ha observado en diferentes ejemplos de virus RNA
(Elena et al., 1997; Turner y Chao, 1999; Yuste et al., 2002; Ojosnegros et al., 2010) muchas veces
acompañada además de selección dependiente de densidad. Si la selección dependiente de frecuencia
es negativa, es decir, la eficacia biológica de un fenotipo aumenta al disminuir su proporción en la
población, contribuye a mantener los polimorfismos genéticos en las poblaciones (Heino et al., 1998).
En el caso de los virus RNA, ésta sería una contribución adicional a la ya de por sí alta variabilidad
genética de los mismos. Si la selección dependiente de frecuencia es positiva, es decir, si la eficacia
biológica de un fenotipo aumenta al aumentar su proporción en la población, este fenotipo aumenta
su probabilidad de fijarse, lo que contribuye a disminuir la variabilidad de las poblaciones.
Como se vio anteriormente, las diferentes familias virales, así como cada una de las funciones
que contribuyen a la eficacia biológica de un virus RNA, pueden tener diferentes probabilidades de
interaccionar en cis o en trans. Estas probabilidades determinan en qué proporción depende la eficacia
biológica de un miembro de la cuasiespecie de las contribuciones individual y colectiva y, por tanto,
hasta qué punto está actuando la selección dependiente de frecuencia en el seno de la cuasiespecie.
La selección dependiente de frecuencia y/o de densidad es un fenómeno clásico en la teoría evolu-
tiva, y ha sido modelizada extensamente en el campo de la ecología y del estudio de las interacciones
sociales en biología. Precisamente, en los últimos años el estudio del origen y evolución de las inter-
acciones sociales dentro de una misma especie se ha convertido en una de las líneas de investigación
más prolíficas de la teoría evolutiva. Uno de los formalismos matemáticos más utilizados para su es-
tudio es la teoría de juegos evolutiva (TJE) que, entre otros fenómenos, ha sido extensamente aplicado
al estudio de las dinámicas de defección-cooperación (Nowak, 2006a). Uno de los objetivos de esta
Tesis es el desarrollo de modelos del comportamiento de los virus RNA que tengan en cuenta que la
eficacia biológica de los individuos es, en parte, dependiente de frecuencia. En la siguiente sección
se revisarán los aspectos de dicha teoría que puedan ser más relevantes para el estudio de la defección
letal en virus RNA.
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1.4. Defección y cooperación en biología evolutiva
1.4.1. Defectores y cooperadores
La teoría de juegos evolutiva (TJE) estudia el comportamiento dinámico de poblaciones en las que
sus miembros interaccionan entre sí según un “juego” predeterminado, lo que determina su eficacia
biológica. Estudia, por tanto, situaciones en las que existe selección dependiente de frecuencia (No-
wak, 2006a)14. Los términos defección y cooperación, tal y como se usan actualmente en el contexto
de la TJE, tienen su origen en el conocido ”dilema del prisionero”. Éste es el paradigma y quizás el
ejemplo más conocido de la teoría de juegos, en el que las dos posibles estrategias de los “jugadores”
son o bien cooperar con el otro jugador o bien traicionarle (en inglés, to defect: desertar o pasarse al
otro bando) y no cooperar.
En la TJE se considera que los individuos cooperadores o altruistas (C) producen o comparten
un beneficio (b), pero pagan un coste (c) por producirlo. Los individuos defectores o egoístas (D) no
producen beneficio ni, por tanto, pagan un coste, pero sí pueden aprovecharse del beneficio que gene-
ran los cooperadores. Tanto los beneficios como los costes se miden en términos de eficacia biológica
(Nowak, 2006b). Cuando un individuo interacciona con otro, ambos reciben un pago (del inglés, pa-
yoff ) en unidades de eficacia biológica que viene especificado de antemano por el juego en cuestión.
De esta manera, la eficacia biológica de un individuo depende de las interacciones que mantenga con
cooperadores y defectores y, por tanto, depende de las fracciones de ambos en la población: es depen-
diente de frecuencia. Un aspecto que merece la pena destacar es que esto implica que cooperación y
defección son fenómenos relativos, dependientes de contexto poblacional (Sella y Lachmann, 2000).
Es decir, un mismo individuo puede comportarse como defector frente a un individuo A, pero como
un cooperador frente a un individuo B. En la mayoría de los juegos más simples se supone que las in-
teracciones se producen entre dos individuos, cada uno de los cuales presenta dos posibles estrategias,
de manera que los juegos se denominan 2x2.
1.4.2. Dilemas sociales, juegos y selección natural
Bajo ciertas condiciones, la interacción entre cooperadores y defectores se plantea como un dile-
ma social. Un dilema social surge cuando existe un conflicto de intereses entre lo que es beneficioso
para el individuo y lo que es beneficioso para la población en la que se encuentra (Hauert, 2006).
Por ejemplo, en los juegos más simples, la eficacia biológica media de la población es máxima cuan-
do dicha población está compuesta exclusivamente por cooperadores. Sin embargo, dependiendo del
juego, la selección natural a nivel del individuo puede favorecer la defección y, por tanto, en ausencia
de otros mecanismos compensatorios, el estado final estará compuesto total o parcialmente por de-
fectores, de manera que la eficacia absoluta media de la población será inferior a la óptima, de ahí el
dilema social.
El que la selección natural favorezca la defección o la cooperación va a depender de la estructura
de “pagos” del juego, es decir, de cómo se producen y reparten los “beneficios” y los “costes”. Como
han señalado varios autores, uno de problemas actuales de la TJE es que el juego del dilema del pri-
sionero ha sido considerado como el paradigma de la teoría de juegos en biología evolutiva (Archetti
y Scheuring, 2012), algo que ya ocurrió previamente en los estudios sociales (Kollock, 1998). En el
dilema del prisionero, la selección natural siempre favorece a la defección frente a la cooperación
(ver apéndice B). Sin embargo, como señalan con razón dichos autores, el dilema del prisionero no
es el único juego posible. Existen otros juegos, como el snowdrift, el stag-hunt, etc. cuyas matrices
de pagos dan lugar a resultados evolutivos diferentes a los del dilema del prisionero. En el prime-
ro de ellos, por ejemplo, el resultado del juego es la coexistencia entre cooperadores y defectores,
14En el apéndice B se repasa, brevemente, la formulación matemática más simple de la TJE.
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mientras que en el segundo la población acaba estando formada completamente por cooperadores o
por defectores dependiendo de las condiciones iniciales (ver apéndice B). De hecho, si los beneficios
que aporta la cooperación son suficientemente grandes, ésta puede estar favorecida por la selección
natural bajo cualquier situación, situación que ha sido denominada armonía, por no existir dilema
social alguno. Todo esto implica que la dinámica evolutiva de defectores y cooperadores es más com-
pleja que simplemente afirmar que la selección natural favorece la defección, pues esto depende de
los tipos de interacciones y/o de la composición de la población y, sobre todo, implica que es nece-
sario estudiar qué juego refleja mejor una realidad biológica determinada (Doebeli y Hauert, 2005).
Además, como se mostrará más adelante, existen mecanismos adicionales (consideración del espacio,
aspectos demográficos, etc.), que pueden favorecer la defección o la cooperación y alterar el resultado
del juego.
1.4.3. Juegos de bienes públicos. Dilemas sociales con n-participantes
Los juegos de n-jugadores son una extensión de los juegos de 2 jugadores en los que las interaccio-
nes tienen lugar en grupos formados por n participantes. En estos juegos, cooperadores y defectores
se diferencian por cómo contribuyen a la producción y al consumo de un bien colectivo. En general,
se podría decir que un defector es aquel individuo cuya aportación es menor o igual que la aportación
media en el grupo pero que recibe más de lo que le correspondería proporcionalmente a dicha apor-
tación. Sin embargo, la aportación de un cooperador es mayor o igual que la aportación promedio en
su grupo, pero recibe menos de lo que le correspondería proporcionalmente según dicha aportación.
Existen diferentes tipos de bienes colectivos que se diferencian en función de dos características: su
exclusividad y la rivalidad en su consumo (Dionisio y Gordo, 2006). La exclusividad considera si el
acceso al bien es exclusivo o no, es decir, si se puede restringir su uso a determinados jugadores. La
rivalidad en el consumo considera si el consumo del bien por alguno de los participantes disminuye
el consumo por parte de otro jugador. La tabla 1.1 muestra los diferentes tipos de bienes colectivos
que pueden definirse en función de estas características.
Exclusivo No Exclusivo
Rivalidad en el Consumo Bien Privado Bien Público
Sin Rivalidad en el Consumo Bien Reservado Bien Común
Tabla 1.1: Clasificación de un bien en función de su exclusividad y rivalidad
Merece la pena destacar que tanto en economía como en biología evolutiva existe cierta tendencia
a confundir bienes comunes y bienes públicos (Archetti y Scheuring, 2012; Apesteguia y Maier-
Rigaud, 2006; Dionisio y Gordo, 2006). En este sentido, hay que tener en cuenta que la rivalidad de
un bien puede ser función del número de participantes que lo esté usando: así, por ejemplo, cuando el
uso de un bien no está saturado, la situación se puede aproximar a la ausencia de rivalidad, mientras
que cerca de la saturación del recurso, se asemeja claramente a la existencia de rivalidad. El tamaño
del grupo de interacción es determinante en el resultado de los juegos de bienes públicos, ya que
cuanto mayor sea el tamaño de dicho grupo más favorecida se ve la defección frente a la cooperación
(Olson, 1965).
Los bienes públicos pueden diferenciarse en cómo se produce y cómo se reparte dicho bien en
función del número de participantes. Un juego de bienes públicos depende de una determinada fun-
ción de producción del bien público que relaciona la cantidad de bien público producida en un grupo
con el número de número de cooperadores y defectores que interaccionan en dicho grupo. En general,
ha sido habitual limitar el estudio de los dilemas de bienes públicos al dilema del prisionero de n par-
ticipantes (nPD, de n-Prisoner’s dilemma). Tal y como señalan Archetti y Scheuring (2012), muchos
18
1. Introducción Extinción y mutación
autores consideran ambos conceptos simplemente equivalentes, lo cual no es cierto. En realidad, el
nPD es un tipo particular de juego de bienes públicos en los que la función de producción del bien
público es lineal respecto a la fracción de cooperadores en el grupo. En este caso, al igual que en el
dilema del prisionero, la defección se impone a la cooperación. Sin embargo, existen numerosas otras
funciones de producción del bien público no lineales (con rendimientos decrecientes, con interaccio-
nes sinérgicas, tipo Heavyside, tipo sigmoidea, etc), de forma que el resultado del juego (imposición
de la cooperación, de la defección, coexistencia o biestabilidad) depende de los parámetros concre-
tos de dichas funciones (Archetti y Scheuring, 2012; Heckathorn, 1996; Foster, 2004; Hauert et al.,
2006b).
1.4.4. Factores que dificultan la defección: asociación preferencial y efectos demográ-
ficos
Además de la estructura de pagos del juego, existen diferentes factores que pueden alterar el
resultado de un juego, bien favoreciendo la defección o bien la cooperación. Cuando se tienen en
cuenta interacciones repetidas en las que los jugadores “recuerdan” con quien interaccionaron antes,
pueden considerarse mecanismos como el castigo, la reputación, etc. que favorecen la cooperación
(Nowak, 2006b). Sin embargo, cuando se consideran juegos tipo one-shot, en los que los individuos
no “recuerdan” las interacciones mantenidas previamente, también existen factores que pueden alte-
rar la relación entre cooperación y defección. Fundamentalmente existen dos tipos de mecanismos: la
asociación preferencial entre cooperadores y el efecto de los cambios demográficos sobre las interac-
ciones.
Asociación preferencial entre cooperadores
Como indica su nombre, este mecanismo tiene lugar cuando los cooperadores interaccionan prefe-
rentemente con otros cooperadores. Esta mayor afinidad entre cooperadores puede deberse a diferen-
tes mecanismos. Cuando la cooperación es preferencial entre individuos relacionados genéticamente
recibe el nombre de selección por parentesco15 (Hamilton, 1964b,a). También puede producirse si
los cooperadores pueden reconocerse por algún tipo de “marcador” externo (Hamilton, 1964b), fe-
nómeno que ha sido llamado efecto de la barba verde (Dawkins, 1976). Sin embargo, existen otros
fenómenos que hacen que los cooperadores tiendan a interaccionar preferentemente con otros coope-
radores, como es, por ejemplo, tener en cuenta una determinada estructura espacial, o en red, de la
población (Ohtsuki et al., 2006), o una difusión espacial limitada, también llamada viscosidad po-
blacional (Mitteldorf y Wilson, 2000), puesto que ésta da lugar a regiones ricas en cooperadores,
clústeres, que no pueden ser invadidos por los defectores (Nowak y May, 1992).
Efecto de la densidad
Cuando se tiene en cuenta que las interacciones entre los individuos de la población no sólo
afectan a la composición de la misma sino también a su densidad, puede producirse un ejemplo de
feedback eco-evolutivo (Schoener, 2011), en el que los cambios en la dinámica demográfica inducidos
por la dinámica evolutiva afectan a esta misma dinámica. En este caso ocurre porque al aumentar la
proporción de defectores en la población, disminuye la eficacia biológica media de la población y, por
tanto, también el tamaño poblacional, lo que, a su vez, disminuye las interacciones. Al disminuir las
interacciones entre cooperadores y defectores, éstos son incapaces de aprovecharse de aquellos, dis-
minuyendo la eficacia biológica relativa de los defectores, lo que favorece a los cooperadores. De esta
15En su formulación original la selección por parentesco tiene lugar cuando el altruismo se dirige preferentemente hacia
individuos relacionados genéticamente que, por tanto, también presentan el gen que codifica el carácter altruista.
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forma, los cooperadores se mantienen en la población en proporcionas más elevadas de las esperadas
en condiciones de población constante. Este fenómeno ha sido modelizado en diferentes ocasiones a
lo largo de los últimos años, por ejemplo, durante el debate sobre la evolución del altruismo durante
los años 70 (Cohen y Eshel, 1976; Eshel, 1977), utilizando modelos basados en autómatas celulares
con densidad variable (Mitteldorf y Wilson, 2000), o modelos basados en juegos de bienes públicos
cuando se considera que el tamaño de grupo es variable: los llamados Juegos de Bienes Públicos
Ecológicos (Hauert et al., 2006a; Janssen y Goldstone, 2006; Killingback et al., 2006; Hauert et al.,
2008).
El efecto de la densidad es importante en el contexto de la defección letal, puesto que algunos
autores han propuesto que la propia caída de la población debida al efecto de la defección letal actuaría
en contra de ésta, al disminuir la multiplicidad de infección y, por tanto, las interacciones entre virus
defectores y viables (Steinmeyer y Wilke, 2009). El estudio del efecto de la densidad en los modelos
de defección letal constituye otro de los objetivos de este trabajo.
1.4.5. Teoría de juegos, juegos de bienes públicos y virus RNA
El comportamiento de los virus RNA ha sido modelado en algunos trabajos desde la perspectiva de
la TJE. Aunque Szathmáry (1992) ya señaló en un modelo teórico las similitudes de las interacciones
entre partículas defectivas interferentes y virus helper con el juego del snowdrift, sin duda los trabajos
más remarcables y paradigmáticos en este sentido fueron los realizados por Lin Chao y Paul Turner
con el fago φ6 (Turner y Chao, 1999, 2003). En el primero de ellos sus autores mostraron, calculando
experimentalmente los valores de la matriz de pagos, que un clon que había sido sometido a 250
pases a alta MOI se comportaba como un defector en un dilema del prisionero cuando competía
frente al virus ancestral del que procedía (Turner y Chao, 1999). Posteriormente, comparando dicho
virus defector con otro clon que había sido sometido a 250 pases a baja MOI vieron que los valores de
dicha matriz de pagos habían evolucionado hacia una situación tipo snowdrift (Turner y Chao, 2003),
de forma que ambas variantes deberían coexistir. En ambos trabajos, Chao y Turner consideraron las
interacciones ente ambos mutantes como un juego 2x2. Basándose en los resultados experimentales
de estos autores, Brown desarrollo un modelo en el que consideraba que la interacción tenía lugar
como un juego de bienes públicos con contribuciones continuas (Brown, 2001). A pesar de que todos
estos trabajos estudiaban las interacciones entre diferentes variantes de un virus, ninguno de ellos
consideraba la que, sin duda, es la propiedad más notable de los virus RNA: su altísima tasa de
mutación y la distribución poblacional en forma de cuasiespecie que de ella resulta. El desarrollo de
modelos que consideren, simultáneamente, la estructura de la población en forma de cuasiespecies
y las interacciones en el seno del espectro de mutantes es otro de los objetivos de esta Tesis.
1.5. Defectores y defectivos en virus RNA: definiciones y significados
1.5.1. Revisión de literatura
La definición de defector en el contexto de la defección letal ha ido perfilándose y enriqueciéndose
durante estos últimos años, a la par que surgía nueva evidencia experimental. Tal y como se intentará
mostrar en esta sección, ha habido una cierta tendencia a identificar defectores y defectivos como si
fueran sinónimos, lo que en ocasiones puede llegar a resultar confuso. Por este motivo, el objetivo
de esta sección es intentar aclarar dicha confusión o, al menos, establecer un marco terminológico
coherente para el resto del trabajo.
La primera descripción de los virus defectores (Grande-Pérez et al., 2005b) les concebía como
una subpoblación de virus defectivos capaces de replicarse, pero incapaces de infectar células por sí
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mismos, de forma que dentro de la célula se comportaban como “parásitos” de los virus viables o
“altruistas”16. En este artículo, no se hace ninguna distinción entre virus defectivos y defectores, uti-
lizándose como términos prácticamente sinónimos. Algo parecido hicieron Iranzo y Manrubia (2009)
al considerar, nuevamente, a los defectores simplemente como virus defectivos capaces de replicarse
en presencia de virus viable, pero incapaces de infectar una célula por sí mismos17. Perales et al.
(2007), comprobaron que los virus defectores deben ser capaces de replicarse para ejercer su efecto
interferente y distinguían entre cuatro posibles variantes virales: defectivos interferentes, defectivos
no interferentes, no defectivos interferentes y no defectivos no interferentes. Nuevamente, defectivo y
defector parecen considerarse sinónimos. Posteriormente, Perales et al. (2009) consideraron los virus
defectores como virus defectivos competentes en replicación18, pero no aclararon si está capacidad
replicativa se refiere a la capacidad de replicarse o a la de ser replicado en presencia de virus viable
(en el modelo computacional presentado en dicho trabajo se considera el segundo caso). Manrubia
et al. (2010), identificaron a los virus defectores con virus incapaces de completar su ciclo repro-
ductivo pero que pueden sobrevivir en una población compleja debido a complementación19. Más
adelante, subrayaron el carácter parasitario de los virus defectivos, pero tampoco diferenciaron entre
virus defectores y defectivos20. Finalmente, la definición más clara ha sido la planteada por Perales
et al. (2011a), que definen a los defectores como “virus defectivos competentes en replicación, pro-
ducidos por mutación a partir del virus viable y que no tienen por qué completar necesariamente un
ciclo infectivo”. Su diferencia respecto a las DIP sería que los defectores “no necesitan la presencia
de virus viables para replicarse”21. Sin embargo, esta definición puede ser problemática puesto que,
en principio, las partículas defectivas interferentes se definen por la necesidad de un virus helper para
completar el ciclo infectivo, pero no para replicar su RNA. Así, por ejemplo, las DIP de poliovirus
obtenidas por Cole et al. (Cole et al., 1971) son capaces de replicarse por sí mismas, pero no de dar
progenie infecciosa, ya que su defecto son deleciones en la región que codifica la cápside viral. Otro
problema es que dicha definición de defector no se relaciona, al menos directamente, con la forma en
que se concibe la defección en TJE, de donde procede el término, ni tampoco con la idea original de
ser elementos parasitarios que subrayan otras definiciones.
Por otro lado, en los trabajos de Chao y Turner mencionados anteriormente, se distingue entre
virus “cooperadores” y “defectores”. Los virus “cooperadores” serían aquellos que producen factores
o proteínas virales difusibles en gran cantidad, mientras que los defectores serían virus que producen
menos factores difusibles, pero que se especializan en unirse a ellos (Turner y Chao, 1999). Aunque
esté expresada en términos moleculares, esta definición está directamente relacionada con cómo se
entiende la defección en la TJE. Esta definición está especialmente pensada para el caso de las DIP,
que suelen presentar alguna ventaja replicativa respecto a los virus helper, pero no se adapta de forma
general a lo esperable en una situación de mutagénesis incrementada en la que los defectores no tienen
por qué tener una ventaja replicativa respecto a los virus viables, incluso al contrario, es posible que
tengan una desventaja selectiva frente a los mismos.
16“Inside the cell, the noninfective class can be regarded in practice as a parasite of the viable type, thus resulting in
viable-defector interactions (16-18) that likely interfere in a deleterious way with the efficient replication of the altruistic,
viable class”
17“It was conjectured (. . . ) that the role of the mutagen is to enhance the appearance of a class of defective mutants,
able to replicate but unable to infect susceptible cells. This parasitic subclass eventually induces the extinction of the whole
population”
18“replication-competent subsets of defective viral genome subpopulations termed defectors may participate in the pro-
cess of viral extinction”
19“(. . . ) defectors, i.e. genomes by themselves unable of completing the full reproductive viral cycle but capable of
surviving within a complex population”
20“In highly diverse populations permitting complementation among types, a large fraction of defective, parasitic types
can be sustained. Parasites are unable to produce themselves the correct products to ensure their viability, but are often
able to use in trans the products correctly encoded by other types.”
21“Defectors are RNA-replication competent viruses that are produced by mutation of the standard virus and that, by
themselves, do not necessarily complete an infectious cycle. They differ from defective interfering RNAs in that the latter
require the presence of the standard virus for replication.”
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1.5.2. Defección y parasitismo
La definición de defección implica que el defector no contribuye, o contribuye menos que el
cooperador, a la producción del beneficio pero se aprovecha de los beneficios producidos igual o
más que los cooperadores, lo que, en general, le reporta una ventaja frente a estos (aunque sea por
no sufrir el coste asociado a la cooperación). En esta relación, el defector se ve beneficiado por la
interacción, mientras que el cooperador se ve perjudicado. Las similitudes con el parasitismo son
obvias, por lo que, en base a la terminología utilizada en ecología, la defección podría definirse como
una interacción antagonista intraespecífica, es decir, una interacción entre individuos de la misma
especie en la que uno de los individuos aumenta su eficacia biológica a costa del otro. Sin embargo,
al considerar una interacción intraespecífica es necesario añadir la condición de que, en caso de que
no haya interacción, el individuo defector tenga menor eficacia biológica que el otro individuo. Este
criterio no tiene sentido entre especies diferentes, entre las que no se puede comparar la eficacia
biológica. Considerar a los virus defectores como parásitos intraespecíficos era, esencialmente, la
propuesta original de la defección letal (Grande-Pérez et al., 2005b), recalcada en (Manrubia et al.,
2010), pero parece que la confusión entre defectores y defectivos de alguna forma ha podido ocultar
esta idea básica. Definir la defección como una interacción antagonista intraespecífica no implica
hacer ninguna suposición sobre la capacidad reproductiva absoluta de los individuos implicados, sino
sólo sobre las condiciones y el resultado de su interacción. Es decir, un virus puede ser viable, en el
sentido de que es capaz de completar un ciclo infectivo por sí mismo, y puede actuar como un defector
cuando interacciona en trans con otro virus, si éste último se ve perjudicado por dicha interacción.
En este sentido, los defectivos interferentes no serían más que un subtipo de defectores incapaces de
completar un ciclo infectivo por sí mismos. Es decir, si los defectores son parásitos intraespecíficos,
los defectivos serían el equivalente a parásitos intraespecíficos obligados.
Como se vio en la sección 1.3.1., la interferencia puede definirse desde un punto de vista fenome-
nológico como la disminución de la replicación de un virus por la presencia de otro. Este fenómeno
puede estar causado por diferentes mecanismos. La defección implica, por tanto, una interferencia
debida a interacciones en trans entre individuos de diferente eficacia biológica. Para aclarar las rela-
ciones entre defectores, defectivos e interferentes, la figura 1.2 muestra, en un diagrama de Venn, las
relaciones entre dichos tipos de individuos.
El diagrama muestra que los defectores son un tipo concreto de virus interferentes y que los
defectivos interferentes son un subconjunto determinado de virus defectores. Dentro de los defectivos
existen los llamados defectivos no interferentes (Roux, 1999) que no serían defectores ya que no
establecen una relación antagonista con los otros virus, sino, en todo caso, una relación equivalente
al amensalismo22. Considerar a las partículas defectivas interferentes como parásitos de los virus
RNA no es algo nuevo (Kirkwood y Bangham, 1994; Frank, 2000), pero, estrictamente, es incorrecto.
El parasitismo se define para individuos de especies distintas, mientras que las partículas defectivas
interferentes, o los individuos no defectivos de menor eficacia biológica que pueden interaccionar en
trans, pertenecen a la misma especie viral que el virus helper, es decir, son una variante genética
producida por mutación o deleción a partir de un virus viable. Por tanto, lo correcto es tratarlas como
variantes defectoras y no como parásitos. Aunque bajo ciertas condiciones los modelos matemáticos
puedan ser formalmente equivalentes (ya que la ecuación del replicador es equivalente a una ecuación
de Lotka-Volterra generalizada (Hofbauer y Sigmund, 1988)), parasitismo y defección son realidades
biológicas distintas y como tal deben ser tratadas. De hecho, es evidente que mientras que un defector
puede ser producido a partir de un cooperador por mutación o, si se consideran especies sexuales,
cooperadores y defectores pueden aparearse entre ellos, no puede decirse lo mismo de una especie
hospedadora y su parásito. Por tanto, en realidad los modelos son formalmente equivalentes sólo en el
22El amensalismo es una relación ecológica en la que una de las especies se ve favorecida mientras que la otra no se ve
afectada.
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niDP 
DIP 
Interferentes 
Defectivos 
Defectores 
Figura 1.2: Diagrama de Venn para las relaciones entre defectivos, interferentes y defectores. Los
términos DIP y niDP significan Defective Interfering Particles y non-interfering Defective Particles,
respectivamente. Para una explicación más detallada ver el texto.
límite de tasas de mutación bajas o muy bajas. En la sección 2 apéndice B se especifican todas estas
consideraciones sobre defectores, defectivos e interferencia en los casos concretos de los juegos 2x2
y los juegos de n-participantes. En dicho apéndice también se ha intentado obtener una definición
rigurosa y general de defector para ambos tipos de juegos.
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Capítulo 2
Objetivos
En los distintos apartados de la introducción se han ido planteando los problemas y cuestiones
fundamentales que han ido apareciendo a lo largo de trabajos los previos sobre mutagénesis letal,
catástrofe de error y defección letal. Dentro de dicho planteamiento general, en la presente Tesis se
abordarán los siguientes objetivos:
1. Mostrar que, en un paisaje tipo Single-peak, la llamada entrada en catástrofe de error debería
ser considerada un caso específico de supervivencia del más robusto. Es decir, la causa de
la aparición de un umbral de error es la acción de la selección natural cuando la presión de
selección que sufre la población es un aumento en la tasa de mutación.
2. Estudiar el efecto de la letalidad sobre el umbral de error y el umbral de extinción de una
cuasiespecie y, especialmente, sobre la relación entre ambos umbrales.
3. Desarrollar un modelo de cuasiespecies que tenga en cuenta las interacciones dentro del es-
pectro de mutantes de tipo defección e interacción como si fueran un juego de bienes públicos.
Estudiar el efecto de las dinámicas de defección-complementación sobre la distribución de cua-
siespecies bajo condiciones de población constante.
4. Estudiar el efecto de las interacciones en trans en el espectro de mutantes mediadas por defección-
cooperación sobre la extinción de cuasiespecies a altas tasas de mutación, en la línea de lo plan-
teado por la hipótesis de defección letal. Estudiar el efecto de la letalidad sobre la extinción de
cuasiespecies debida a defección letal.
5. Estudiar cómo afecta la variación de la densidad poblacional durante la mutagénesis letal al
mecanismo de extinción por defección letal. Comprobar bajo qué supuestos dicha variación de
densidad puede limitar o disminuir la acción de la defección letal.
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Capítulo 3
Selección natural, supervivencia del más
robusto y catástrofe de error
En la introducción se consideró la “confusión” que existe en torno al concepto de umbral de
error y de entrada en catástrofe de error. Algunos autores han señalado la relación entre la existencia
de un umbral de error y el fenómeno denominado supervivencia del más robusto, pero sin llegar a
estudiar sistemáticamente la relación entre ambos fenómenos. El objetivo de este capítulo es tratar
de mostrar que la existencia de un umbral de error en el paisaje tipo Single-Peak se debe a que el
aumento de la tasa de mutación da lugar a un fenómeno de supervivencia del más robusto en el seno
de la cuasiespecie.
3.1. Un modelo sencillo para demostrar que la entrada en catástrofe de
error está causada por la supervivencia del más robusto
Para mostrar que la causa de la transición a catástrofe de error de una cuasiespecie es la selección
del fenotipo más robusto a altas tasas de mutación, se utilizará el modelo más sencillo de cuasiespecies
que presenta un umbral de error, basado en el paisaje Single-Peak (ver apéndice A). Este modelo
simplificado viene representado por el siguiente sistema de ecuaciones diferenciales:
dxm
dt
= AmQmxm − φ0xm
dxk
dt
= Am(1−Qm)xm +Akxk − φ0xk
(3.1)
en el que, sin pérdida de generalidad, se ha supuesto que el factor de degradación, D, es igual a
cero. Como se vio en el apéndice A, este sistema de ecuaciones diferenciales presenta un umbral de
error para un valor del factor de calidad:
Qc =
Ak
Am
(3.2)
El sistema de ecuaciones diferenciales 3.1 puede expresarse en términos de eficacias biológicas
relativas y coeficientes de selección referidos al fenotipo maestro, tal y como habitualmente se hace
en genética de poblaciones. Igualando a 1 el valor de eficacia biológica de un fenotipo, que se consi-
dera de referencia, la eficacia biológica relativa del otro fenotipo respecto a este puede expresarse en
términos de coeficientes de selección como 1 + s. De esta forma, un s > 0 implica que el fenotipo
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en cuestión presenta una ventaja selectiva respecto al fenotipo de referencia, un s < 0 indica una
desventaja selectiva del fenotipo respecto al de referencia, mientras que cuando s = 0 , ambos fenoti-
pos tienen la misma eficacia biológica, es decir, existe neutralidad, por lo que la selección natural no
puede distinguir entre ambos.
Para encontrar una relación explícita entre el coeficiente de selección y el resto de parámetros del
sistema, éste debe ser reformulado mediante un cambio de variable:
zm = AmQmxm
zk = AmQmxk
(3.3)
Este cambio de variable es equivalente a dividir las ecuaciones del sistema 3.1 por lo que se
denominará eficacia biológica efectiva1 del fenotipo maestro, es decir, el producto de su capacidad
replicativa, expresada por su factor de amplificación Am, por su robustez mutacional, Qm.
Puesto que AmQm es constante en el tiempo, el sistema resultante es:
dzm
dt
= zm − φ0zm
dzk
dt
=
(1−Qm)
Qm
zm +
Ak
AmQm
zk − φ0zk
(3.4)
Donde el flujo de salida del reactor, φ0, en condiciones de población constante, viene determinado
por
φ0 =
1
N
(
zm
Qm
+
Ak
AmQm
zk
)
(3.5)
A partir del sistema de ecuaciones diferenciales 3.4 es fácil comprobar que el coeficiente de
selección del fenotipo mutante respecto al fenotipo maestro, en función del factor de calidad del
fenotipo maestro viene definido por:
s(Qm) =
Ak
AmQm
− 1 (3.6)
Es decir, el coeficiente de selección es el cociente entre la eficacia biológica efectiva del fenotipo
mutante y la del fenotipo maestro, menos uno. De hecho, la eficacia biológica efectiva del fenotipo
mutante debería ser considerada como AkQ˜k, donde la tilde expresaría que el factor de calidad se
está considerando a nivel fenotípico. Sin embargo, puesto que en este caso se ha desestimado la back-
mutation, Q˜k = 1, .
Sustituyendo el coeficiente de selección 3.6 en el sistema 3.4 obtenemos:
dzm
dt
= zm − φ0zm
dzk
dt
=
(1−Qm)zm
Qm
+ (1 + s(Qm))zk − φ0zk (3.7)
1En ocasiones también se le ha denominado valor selectivo, citepEigen79
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Donde φ0 =
1
N
(
zm
Qm
+ (1 + s(Qm))zk
)
Teniendo esto en cuenta y sustituyendo la expresión 3.2 en 3.6, se obtiene que el umbral de error
es el valor de Qm para el que el coeficiente de selección, s, se hace cero. Es decir, cuando Qm < Qc,
el fenotipo mutante tiene una ventaja selectiva sobre el fenotipo maestro, de forma que s > 0 (fig.
3.1). Por este motivo, es incorrecto decir que antes del umbral de error la selección se impone a la
mutación, mientras que después del umbral de error, la mutación se impone a la selección. Lo que
ocurre en realidad es que la selección natural actúa en beneficio del fenotipo maestro antes del umbral
de error (Qm > Qc), mientras que después del mismo, la selección natural actúa a favor del fenotipo
mutante. Es decir, la entrada en catástrofe de error es la selección del fenotipo mutante debido a la
ventaja selectiva que le proporciona su mayor robustez mutacional. Anteriormente este fenómeno ha
sido denominado supervivencia del más robusto (Schuster y Swetina, 1988; Wilke, 2001; Wilke et al.,
2001).
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Figura 3.1: Variación de la fracción poblacional de cada fenotipo con el coeficiente de selección. Gracias
al cambio de variables 3.3 es posible observar que el umbral de error ocurre exactamente cuando el coeficiente
de selección 3.6 se iguala a cero. La fracción poblacional viene definida por yi =
zi
zm + zk
3.2. Más allá del umbral del error, la población evoluciona hacia las
regiones más robustas del espacio de secuencias
En el apartado anterior se demostró que la entrada en catástrofe de error es el resultado de la selec-
ción natural actuando sobre las diferencias de eficacia biológica efectiva entre los fenotipos maestro
y mutante. Este fenómeno también puede observarse cuando se utiliza el modelo de cuasiespecies
extendido (Swetina y Schuster, 1982) en el que las secuencias mutantes se agrupan en clases de
Hamming. En este caso, la back-mutation no es desestimada y el sistema de ecuaciones diferenciales
ordinarias tiene la forma general:
dxi
dt
= AiQiixi +
∑
j 6=i
AjQijxj − φ0xi (3.8)
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que tras la linealización (Schuster y Stadler, 2008) queda en forma de un problema de autova-
lores y autovectores de la forma Wλ = λv (ver apéndice A, ecu. A.12, para una explicación más
detallada) Puesto que este problema no es, en general, tratable analíticamente, incluso para longitu-
des de secuencias pequeñas, la solución al problema 3.8 se ha obtenido numéricamente utilizando la
plataforma de software matemático MATLAB R©.
La figura 3.2 muestra que la transición observada en el umbral de error tiene lugar, aproximada-
mente, cuando el coeficiente de selección se hace cero. Esto se debe a que e coeficiente se ha expre-
sado de forma equivalente a la sección previa, y se ha calculado considerando el fenotipo mutante en
su conjunto, y no teniendo en cuenta que está compuesto por clases de Hamming.
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Figura 3.2: Variación de la fracción de Hamming en función del coeficiente de selección obtenido sin
considerar la back-mutation. Se observa que la transición característica que ocurre en el umbral de error tiene
lugar aproximadamente cuando el coeficiente de selección s, ecu. 3.6, se hace cero.
Como se vio en la introducción, una de las características de la catástrofe de error es que, más
allá del umbral de error, la población se deslocaliza por el espacio de secuencias. Esto hace que la
aproximación determinista no sea apropiada para estudiar el régimen de catástrofe de error, puesto
que esta aproximación predice que todas las secuencias están equipobladas, algo materialmente im-
posible. Sin embargo, si este resultado se interpreta como la distribución, no de la población, sino de
la probabilidad de que la población se encuentre en una determinada región del espacio de secuencias,
lo que se obtiene es que es igualmente probable que la población se encuentre en cualquier región
del espacio de secuencias. En realidad, esto se debe a que todas las secuencias del fenotipo mutante
tienen el mismo factor de amplificación y el mismo factor de calidad, por lo que la selección natu-
ral deja de actuar dentro de dicho fenotipo. Sin embargo, esta es una condición muy extrema, y no
debería derivarse ninguna conclusión general a partir de ella. Cuando se cambian o bien los factores
de amplificación o bien la robustez mutacional de algunas de las clases de Hamming, la distribución
de la población más allá del umbral de error se aparta de la distribución uniforme característica de la
catástrofe de error. Sin embargo, el umbral de error, que es la relación entre las eficacias biológicas
efectivas de los dos fenotipos, no tiene por qué verse afectado por dichos cambios. En esta sección se
estudiará cómo cambia la distribución poblacional más allá del umbral de error cuando se modifica
la robustez de algunas de las clases de Hamming. El número de secuencias, ni, que componen una
clase Hi es una propiedad intrínseca de la clasificación según distancias de Hamming, que depende
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del número de mutaciones, i, respecto de la secuencia maestra y de la longitud de la secuencia, ν,
según:
ni =
(
ν
i
)
(3.9)
Una posible manera de cambiar la robustez mutacional de cada clase de Hamming es asumiendo
que el factor de calidad por dígito de cada especie, qi, depende de su secuencia, tal y como hicieron
previamente Sasaki y Nowak (2003). Como primera aproximación, se considerará que el factor de
calidad depende de la distancia de Hamming respecto a la secuencia maestra, de forma que la robustez
de cada clase de Hamming pueda ser modificada. Para ello se utilizará un paisaje de factores de
calidad truncado que depende de la distancia de Hamming según la siguiente expresión:
qk = q1si k ≤ kc
qk = 1−Kq(1− q1) si k > kc
(3.10)
Donde qk es el factor de calidad de la clase de Hamming k, y Kq es una constante que determina
el cambio del factor de calidad de las clases de Hamming más allá de un umbral arbitrario de distancia
de Hamming kc.
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Figura 3.3: Variación de la distancia media de Hamming en la catástrofe de error con el parámetro Kq
para ν = 20. La figura muestra como la distribución de población se desplaza a mayores o menores distancias
de Hamming en función del valor de Kq . Cuando Kq = 1, todas las secuencias tienen el mismo factor de
calidad y la distancia media de Hamming en la catástrofe de error es
ν
2
= 10. Ver texto para más detalles.
La manera más sencilla de estudiar los cambios que se producen en la distribución poblacional
más allá del umbral de error es viendo cómo se modifica la distancia media de Hamming que, tradi-
cionalmente, ha sido considerada una medida de localización central de la distribución poblacional.
La figura 3.3 muestra el resultado para kc = 10. Cuando Kq = 1, qk(k < kc) = qk(k > kc) y, por
tanto, el factor de calidad es el mismo para todas las secuencias, recuperándose el modelo original de
cuasiespecies. Cuando Kq > 1, qk(k > kc) es menor que qk(k < kc) obteniéndose que la distancia
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de Hamming promedio de la población en la catástrofe de error disminuye respecto al caso homogé-
neo (Kq = 1). Sin embargo, en el caso Kq < 1, qk(k > kc) es mayor que qk(k < kc) y lo que se
obtiene es que la distancia de Hamming promedio en la catástrofe de error aumenta respecto al caso
homogéneo. Una distancia media de Hamming mayor o menor que la obtenida en el caso homogéneo
implica que la distribución de población en el estado estacionario más allá del umbral de error se aleja
de la homogeneidad en la distribución de secuencias, hacia regiones más alejadas o más cercanas a
la secuencia maestra (la figura 3.4a muestra este efecto para varios casos particulares). En términos
probabilísticos, esto implica que cuando la población inicia su proceso de deriva por el espacio de
secuencias, ésta no es equiprobable, sino que ciertas zonas, las más robustas, tienden a ser más vi-
sitadas que otras. Sin embargo, a pesar de que la distancia de Hamming promedio en la catástrofe
de error cambia, el umbral de error no varía para cualquier valor de Kq, al menos para kc = 10, ya
que la eficacia biológica efectiva global del fenotipo mutante no se ve afectada por los cambios en el
factor de calidad de las secuencias que lo componen. La figura 3.4 muestras los resultados para los
casos concretos Kq = 0.1 y Kq = 3, comparados con el caso homogéneo Kq = 1. En ella se observa
tanto que el umbral de error no varía (fig. 3.4b) como el cambio que sufre la distribución de población
en la catástrofe de error hacia mayores o menores clases de Hamming (fig. 3.4a), en función de los
cambios en la robustez mutacional de dichas clases de Hamming.
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(a) Distribución de clases de Hamming más allá del
umbral de error para diferentes valores deKq . Todas
las distribuciones se han obtenido para q1 = 0.8. La po-
blación obtenida a Kq = 1 es la distribución uniforme
característica de la catástrofe de error en el modelo clási-
co. Para un mayor o menor valor de Kq , la población se
desplaza hacia clases de Hamming menores o mayores,
respectivamente.
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
2
4
6
8
10
12
Q
m
, factor de calidad por secuencia
D
ist
an
ci
a 
m
ed
ia
 d
e 
H
am
m
in
g
 
 
Kq = 1
Kq = 0.1
Kq = 3
(b) Variación de la distancia media de Hamming con
el factor de calidad por secuencia,Qm, para diferen-
tes valores deKq . Los cambios enKq no alteran el um-
bral de error, pero la distancia media de Hamming en, y
más allá de, la catástrofe de error se ve modificada como
consecuencia del desplazamiento de la distribución po-
blacional mostrado en la parte a de la figura.Qm = q1ν
Figura 3.4: Cambios en la distribución poblacional más allá del umbral de error para diferentes
valores de Kq.
3.3. Competición entre dos cuasiespecies con diferente robustez muta-
cional
En las secciones anteriores, se ha mostrado que la entrada en catástrofe de error implica la selec-
ción de un fenotipo más robusto cuando la población se ve sometida a altas presiones mutacionales.
En este apartado, se considerará la posible relación entre la entrada en catástrofe de error dentro de
una cuasiespecie y un fenómeno de supervivencia del más robusto entre dos cuasiespecies diferentes.
Para estudiar esta relación se ha utilizado un modelo simplificado que considera dos cuasiespecies A
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y B, similar a los utilizados en (Aguirre y Manrubia, 2007; O’Fallon et al., 2007; Sardanyés et al.,
2008). En este modelo, dos cuasiespecies A y B compiten entre sí sin que exista un flujo mutacio-
nal entre ellas, es decir, es altamente improbable que una secuencia de una de las cuasiespecies al
reproducirse genere por mutación una secuencia de la otra cuasiespecie. Las dos cuasiespecies están
formadas por un fenotipo maestro (m) y uno mutante (k). Los cuatro fenotipos tienen como factores
de amplificación AAm, AAk, ABm y ABk, donde el primer subíndice hace referencia a la cuasiespe-
cie y el segundo al fenotipo. El factor de degradación D, es el mismo para todos los fenotipos y, sin
pérdida de generalidad, se iguala a cero.
El factor de calidad por dígito, q también se considera que es el mismo para todos los fenotipos,
pero cada uno de los fenotipos tiene una robustez mutacional diferente. El factor de calidad fenotípico
de cada fenotipo i viene determinado por la expresión Q˜i = exp [−ai(1− q)] , donde ai es un
parámetro arbitrario que decrece de forma inversa a la robustez mutacional de dicho fenotipo (Wilke
y Adami, 2003; Bloom et al., 2007). Por tanto, los fenotipos maestro y mutante de la cuasiespecie A
tienen una robustez mutacional que varía de forma inversa a aAm y aAk, respectivamente, mientras
que los fenotipos maestro y mutante de la cuasiespecie B tienen una robustez mutacional que varía
de forma inversa a aBm y aBk. Tomando todo esto en cuenta, es posible obtener el siguiente sistema
de ecuaciones diferenciales:
dxAm
dt
= AAmQ˜AmxAm +AAk(1− Q˜Ak)xAk − φ0xAm
dxAk
dt
= AAm(1− Q˜Am)xAm +AAkQ˜AkxAk − φ0xAk
dxBm
dt
= ABmQ˜BmxBm +ABk(1− Q˜Bk)xBk − φ0xBm
dxBk
dt
= ABm(1− Q˜Bm)xBm +ABkQ˜BkxBk − φ0xBk
(3.11)
Donde, en este caso, el término del flujo de salida del reactor φ0 viene determinado por:
φ0 =
AAmxAm +AAkxAk +ABmxBm +ABkxBk
xAm + xAk + xBm + xBk
(3.12)
La figura 3.5 muestra la solución del modelo en el estado estacionario, en ausencia de back-
mutation desde el fenotipo mutante al maestro en ambas cuasiespecies (aAk = 0; aBk = 0). En
esta figura pueden observarse claramente tres regímenes distintos separados por dos transiciones.
La cuasiespecie A es la cuasiespecie dominante en el primer y en el tercer régimen, mientras que
la cuasiespecie B es la que ha sido seleccionada en el segundo. Entre estos dos regímenes tienen
lugar dos transiciones tipo supervivencia del más robusto. La primera tiene lugar a QAm = 0.6561
y la segunda tiene lugar a QAm = 0.5398 (en la figura 3.5, se corresponden con las líneas roja y
azul, respectivamente). Por supuesto, en cada régimen la distribución poblacional de la cuasiespecie
cambia al disminuir el factor de calidad. De hecho, es precisamente el cambio en las distribuciones
poblacionales de las cuasiespecies A y B lo que modifica el resultado de la competición entre ambas.
Aunque las cuasiespecies A y Bcompiten entre sí, las dinámicas internas de dichas cuasiespecies no
se ven afectadas por dicha competición. Un análisis de las cuasiespecies A y B por separado permite
calcular los umbrales error para ambas cuasiespecies. Para las condiciones concretas estudiadas en la
figura 3.5 , el umbral de error de la cuasiespecie A es QcA = 0.6, mientras que el umbral de error
de la cuasiespecie B es QcB = 0.5, de forma que la cuasiespecie A entra en catástrofe de error a
un valor de q que se encuentra entre los valores de q a los que se producen las transiciones de tipo
supervivencia del más robusto. De hecho, si la cuasiespecie A es capaz de desplazar a la cuasiespecie
B a QAm = 0.5398 (fig. 3.5, línea azul) es precisamente porque la cuasiespecie A se encuentra
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en un régimen de catástrofe de error, de forma que su robustez es mayor y por tanto, se produce un
fenómeno de supervivencia del más robusto, que desplaza a la cuasiespecieB. Dicho de otra forma, la
entrada en catástrofe de error de una cuasiespecie permite que ésta se vea beneficiada por la selección
natural hasta el punto de ser seleccionada por haber aumentado su robustez mutacional.
0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
QAm, factor de calidad por secuencia 
del fenotipo maestro de la cuasiespecie A
y i
,
 
fra
cc
ió
n 
po
bl
ac
io
na
l
 
 
yAm
yAk
yBm
yBk
Figura 3.5: Fracción poblacional de los fenotipos de dos cuasiespecies que compiten, en función del factor
de calidad por secuencia del fenotipo maestro de la cuasiespecie A , QAm. La figura muestra la fracción
poblacional obtenida a partir del sistema de EDO 3.11 en el estado estacionario, en función del factor de calidad
por dígito. Las líneas coloreadas muestran las fronteras entre las tres fases en las que dominan alternadamente
cada una de las cuasiespecies. En las fases I y III, la cuasiespecie A es la que se selecciona, mientras que
el fase II, es la cuasiespecie B la que es seleccionada. Los factores de amplificación de la cuasiespecie A son
AAm = 10 yAAk = 6. Los de la cuasiespecieB sonABm = 8 yABk = 5. Los valores de ai, que determina el
efecto de la tasa de mutación genotípica en la tasa de mutación fenotípica, son aAm = 15, aAk = 0, aBm = 7,
y aBk = 0. La fracción poblacional yi viene definida por yi =
xij
N
, siendo N el tamaño de la población.
Por supuesto, la cuasiespecie B entra en catástrofe de error para qν < QcB , pero puesto que la
robustez del fenotipo mutante de ambas cuasiespecies es la misma (aAk = aBk = 0), el fenotipo
mutante de la cuasiespecie B no puede competir con el de la cuasiespecie A, ya que el factor de
amplificación de éste es mayor.
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Capítulo 4
Letalidad y extinción en modelos de
cuasiespecies
En la sección II del apéndice A se vio que, cuando se estudia el modelo de cuasiespecies en con-
diciones de población variable utilizando un paisaje de eficacia biológica tipo Single-Peak, aparece
un umbral de extinción que viene definido por la inversa de la eficacia biológica absoluta del fenotipo
maestro Qex =
1
Rm
, donde Rm =
Am
D
. También se vio que, en el paisaje Single-Peak, la entrada
en catástrofe de error y la extinción son fenómenos mutuamente excluyentes, lo que se expresa en
que la condición para que la población se extinga es que el fenotipo mutante no sea estable demo-
gráficamente (Ak < D). En este capítulo se estudiará el efecto de la letalidad sobre el umbral de
extinción, el umbral de error y sobre la relación entre ambos. La consideración de la presencia de le-
talidad en el modelo de cuasiespecies tiene un doble interés. En primer lugar, tal y como se comentó
en la introducción, diferentes autores han sugerido que el umbral de error desaparece en presencia
de mutaciones letales (Wagner y Krall, 1993; Wilke, 2005; Summers y Litwin, 2006). Sin embargo,
tanto Bonnaz y Koch (1998) como Takeuchi y Hogeweg (2007) mostraron que, en presencia de leta-
lidad, sí puede producirse un umbral de error, y que este disminuye, es decir, tiene lugar a mayores
tasas de mutación. Ahora bien, al utilizar un modelo en el que se suponía población constante, estos
autores no pudieron estudiar la relación entre la letalidad, el umbral de error y la extinción. Por otro
lado, ambos autores utilizaron un esquema de letalidad, es decir, dos distribuciones del fenotipo letal
por el espacio de secuencias, muy particular, que supone la distribución uniforme de la misma por el
espacio de secuencias.
En esta sección se estudiarán dos fenómenos: por un lado, cómo afecta la letalidad a los procesos
de selección-mutación entre fenotipos con diferente capacidad replicativa y robustez mutacional y,
en particular, cómo se alteran el umbral de error y la distribución poblacional del fenotipo mutante
más allá del mismo. Por otro lado, se estudiará cómo afecta la letalidad al proceso de extinción de la
cuasiespecie, particularmente en su relación con el umbral de error. Para ello se utilizará una versión
del modelo simplificado de cuasiespecies que incluye un fenotipo letal. Dicho modelo se estudia-
rá considerando dos esquemas de letalidad distintos: en primer lugar considerando que la letalidad
está uniformemente distribuida por el espacio de secuencias y, después, considerando que existen l
posiciones en la secuencia cuya mutación hace que aquella no pueda replicarse, por lo que se las
denominarán posiciones letales.
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4.1. Modelo simplificado de cuasiespecies en presencia de letalidad
A lo largo de esta sección se va a utilizar una variación del modelo simplificado de cuasiespecies
presentado en el apéndice A. Para ello, junto con los fenotipos maestro y mutante se considerará un
tercer fenotipo, denominado fenotipo letal, cuyo factor de amplificación es igual a cero, Al = 0 .
Teniendo esto en cuenta, y aplicando la restricción logística vista en la sección 2 del apéndice A, el
sistema de ecuaciones diferenciales que se obtiene es el siguiente:
dxm
dt
= (N − xm − xk − xl)AmQmmxm −Dxm
dxk
dt
= (N − xm − xk − xl) (AmQkmxm +AkQkkxk)−Dxk
dxl
dt
= (N − xm − xk − xl) (AmQlmxm +AkQlkxk)−Dxl
(4.1)
Donde xm, xk y xl son las concentraciones de los fenotipos maestro, mutante y letal respecti-
vamente, Am y Ak son los factores de amplificación de los fenotipos mutante y maestro, y D es el
factor de degradación, considerado igual para todos los fenotipos. Los valores Qij representan la pro-
babilidad de obtener el fenotipo i a partir del fenotipo j debido a mutaciones o, si i = j, el factor de
calidad por secuencia de dicho fenotipo. De esta forma, Qmm y Qkk son los factores de calidad de
los fenotipos maestro y mutante, Qkm es la probabilidad de obtener el fenotipo mutante a partir del
fenotipo maestro y Qlm y Qlk las probabilidades de obtener el fenotipo letal a partir de los fenotipos
maestro y mutante, respectivamente. Al igual que en los casos estudiados anteriormente, la probabili-
dad de generar una copia maestra a partir del fenotipo mutante se desestima, es decir, se estudiará el
sistema en ausencia de back-mutation.
4.2. Letalidad uniformemente distribuida
En el sistema de EDO 4.1, las probabilidades de mutación entre los fenotipos maestro, mutante
y letal se expresan de forma genérica. Para obtener expresiones concretas de dichas probabilidades
es necesario definir un determinado esquema de letalidad, es decir, una determinada distribución
en el espacio de secuencias de aquellos mutantes que componen el fenotipo letal. El esquema de
letalidad más simple consiste en suponer que existe una fracción total de mutantes letales (1 − p)
uniformemente distribuidos por el espacio de secuencias, de forma que existe una probabilidad (1−p),
de que la especie que se replica dé lugar a un mutante letal. Este esquema de letalidad es el que fue
utilizado por Bonnaz (1999) y Takeuchi y Hogeweg (2007) en los trabajos citados anteriormente. Con
esta suposición, las probabilidades de obtener un determinado fenotipo a partir de otro serían:
Qmm = Qm
Qkm = (1−Qm)p
Qkk = p
Qlm = (1−Qm)(1− p)
Qlk = (1− p)
(4.2)
De forma que el sistema de ecuaciones diferenciales 4.1 quedaría
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dxm
dt
= (N − xm − xk − xl)AmQmxm −Dxm
dxk
dt
= (N − xm − xk − xl) (Amp(1−Qm)xm +Akpxk)−Dxk
dxl
dt
= (N − xm − xk − xl) (Am(1−Qm)(1− p)xm +Ak(1− p)xk)−Dxl
(4.3)
Los resultados obtenidos del análisis de los estados estacionarios del sistema 4.3 pueden encon-
trarse en la tabla 4.1.
Al igual que en el caso en ausencia de letalidad, ver apéndice A, ecu. A.32, el modelo presen-
ta tres estados estacionarios. El primero se corresponde con el equilibrio de mutación-selección o
distribución de cuasiespecies, el segundo está compuesto exclusivamente por los fenotipos mutante
y letal, y se corresponde con lo que clásicamente se ha denominado catástrofe de error. Por último,
está el estado estacionario de extinción, en el que no está presente ninguna especie. En la tabla 4.1 se
observa que, para cada estado estacionario, se obtienen dos condiciones para que aquel sea asintótica-
mente estable. Como en el caso anterior, exceptuando el estado estacionario III, los otros dos estados
estacionarios presentan una condición de estabilidad genética y otra demográfica. A partir de estas
condiciones es posible derivar, respectivamente, los umbrales de error y de extinción que se obtienen
para cada estado estacionario.
A partir de las condiciones de estabilidad genética es posible comprobar que la distribución en
forma de cuasiespecie será estable si AmQm > Akp , mientras que si AmQm < Akp, el estado
estacionario estable será el número II (sólo fenotipos mutante y letal). A partir de esta condición de
estabilidad es posible definir el umbral de error que, en este caso, viene definido por:
Qc =
Akp
Am
(4.4)
Tal y como demostraron Bonnaz y Koch (1998), Bonnaz (1999) y Takeuchi y Hogeweg (2007),
esta expresión implica que un aumento de la letalidad disminuye el umbral de error, es decir, al
aumentar la letalidad, la cuasiespecie puede tolerar tasas de mutación más altas antes de cruzar el
umbral de error. Como se comentó en la introducción, desde la perspectiva de que la catástrofe de error
sería una especie de “fusión” de la información genética que llevaría al colapso de la cuasiespecie,
este resultado es, cuanto menos, completamente contraintuitivo. Sin embargo, desde el punto de vista
de que la llamada transición a catástrofe de error es el resultado de un proceso de selección natural,
este resultado tiene mucho más sentido. En el aparatado 3.1 se vio que el umbral de error dependía
de la relación entre las eficacias biológicas efectivas de los fenotipos maestro y mutante. En el caso
concreto del fenotipo mutante se observó que su eficacia biológica efectiva, AkQ˜k, se reducía a Ak
puesto que dicho fenotipo abarcaba la práctica totalidad del espacio de secuencias, de forma que
su robustez era infinita y, por tanto, su factor de calidad fenotípico era esencialmente igual a uno,
Q˜k = 1. La introducción de una determinada fracción de mutantes letales en el espacio de secuencias
disminuye la robustez mutacional del fenotipo maestro, ya que ahora Q˜k = p < 1. Esto tiene como
resultado una disminución de la eficacia biológica efectiva del fenotipo mutante, Akp, por lo que el
desplazamiento del fenotipo maestro se producirá a tasas de mutación más altas, disminuyendo el
umbral de error.
Al igual que en el apartado 3.1, es posible obtener un coeficiente de selección en presencia de
letalidad uniformemente distribuida, que viene definido por la relación entre las eficacias biológicas
efectivas de ambos fenotipos menos uno:
s(Qm, p) =
Akp
AmQm
− 1 (4.5)
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(AmQm −Akp) (AmQmN −D)
AmQm(Am −Akp)
xk =
p(1−Qm) (AmQmN −D)
Qm(Am −Ak)
xl =
(1− p)(1−Qm) (AmNQm −D)
Qm(Am −Akp)
Fracción
poblacional
ym =
(AmQm −Akp)
(Am −Akp)
yk =
Amp (1−Qm)
(Am −Akp)
yl =
Am(1− p) (1−Qm)
(Am −Akp)
Estabilidad AmNQm > D AmQm > Akp
Lastre mutacional LA = 1−Qm
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = Np− D
Ak
xl =
(AkpN −D) (1− p)
Akp
Fracción poblacional ym = 0 yk = p yl = 1− p
Estabilidad AkNp > D Akp > AmQm
Lastre mutacional LA = 1− AkpAm
Estado estacionario III.
Extinción
Población xm = 0 xk = 0 xl = 0
Estabilidad AkNp < D AmQmN < D
Lastre mutacional LA = 1
Tabla 4.1: Estados estacionarios del modelo logístico en presencia de letalidad uniformemente distribui-
da. Los valores se han obtenido hallando la solución de estado estacionario del sistema 4.3. La fila llamada
“Estabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente es-
table. Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se
obtiene a partir del sistema 4.3.
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Por supuesto, el coeficiente de selección 4.5 se hace cero en el umbral de error 4.4. A partir de
ese valor de Qm, la selección natural actúa a favor del fenotipo mutante, tal y como se discutió en el
apartado 3.1, y, por tanto, s(Qm, p) > 0
Al igual que en el caso sin letalidad, para estudiar la extinción hay que centrar la atención en las
condiciones de estabilidad demográfica de los estados estacionarios I (coexistencia) y II (“catástrofe
de error”). En el caso del estado estacionario I, el umbral de extinción que se deriva a partir de dicha
condición viene definido por:
QSSIex =
D
AmN
=
1
RmN
(4.6)
Para que la población pueda extinguirse mientras presenta una distribución poblacional tipo cua-
siespecie es necesario que el umbral de extinción sea superior al umbral de error, QSSIex > Qc, para
lo cual debe cumplirse que
(1− p) > 1− D
AkN
(4.7)
Es decir, existe un determinado valor crítico:
(1− p)c = 1− D
AkN
= 1− 1
RkN
(4.8)
tal que si la fracción de mutantes letales, 1 − p, es inferior a dicho valor, la población cruza el
umbral de error antes de extinguirse. Sin embargo, si la fracción de mutantes letales es superior a
dicho umbral, la población se extingue antes de cruzar el umbral de error. Ahora bien, el umbral
expresado en la ecu. 4.8 es, precisamente, el valor máximo de fracción de letalidad que se obtiene
para el estado estacionario II sea demográficamente estable.
Ak
D
Np > 1 (4.9)
o
RkNp > 1 (4.10)
De donde se deriva
(1− p)ex = 1− D
AkN
= 1− 1
RkN
(4.11)
Es decir, como ya se observaba en el caso en ausencia de letalidad, la condición que determina si al
aumentar la tasa de mutación la población se extingue o si el fenotipo mutante se impone al fenotipo
maestro es, simplemente, la viabilidad del fenotipo mutante. En este caso, en el que la letalidad
está uniformemente repartida por el espacio de secuencias, esta viabilidad depende de la fracción de
mutantes letales, 1− p.
Teniendo en cuenta estos resultados, es posible resumir cómo se comporta el sistema mediante
el diagrama de fases representado en la figura 3.1. En dicho diagrama se observa como todo el com-
portamiento depende de la viabilidad del fenotipo mutante, que depende, a su vez, de la fracción de
secuencias letales 1−p. Si ésta es menor que el valor crítico (1−p)ex, el sistema no puede extinguirse
por un aumento de la tasa de mutación, ya que disminuir el factor de calidad sólo consigue que se
cruce el umbral de error, de forma que el fenotipo mutante se impone al fenotipo maestro y, siendo el
estado estacionario II demográficamente estable, aquel es capaz de mantenerse en el tiempo. Si, por
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el contrario, la fracción de secuencias letales es mayor que el valor crítico (1 − p)ex, el umbral de
error desaparece, y la cuasiespecie se extingue antes de que el fenotipo mutante pueda imponerse al
fenotipo maestro. Puesto que cuando 1 − p > (1− p)c,ex el umbral de error desaparece, este valor
de la fracción de secuencias letales se denominará letalidad crítica. La letalidad crítica es el valor de
letalidad más allá del cual el umbral de error desaparece, y da una idea aproximada de la “extensión”
de los diferentes estados estacionarios en un diagrama de fases. Este resultado implica que, al igual
que en el caso en ausencia de letalidad, al considerar una letalidad uniformemente distribuida por el
espacio de secuencias, extinción y catástrofe de error son fenómenos mutuamente excluyentes.
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Figura 4.1: Diagrama de fases para el modelo de cuasiespecies con letalidad uniformemente distribuida
en función de la fracción de secuencias letales, 1 − p. En la figura se observa que más allá de la letalidad
critica, línea roja, el umbral de error es menor que el umbral de extinción y, por tanto, aquel desparece. Am =
10; Ak = 4; D = 3; N = 1. (Rm = 10/3, Rk = 4/3)
4.3. Paisaje de letalidad basado en “posiciones letales”
Una letalidad uniformemente distribuida por el espacio de secuencias es, claramente, una suposi-
ción muy alejada de la realidad biológica. Una posibilidad un poco más cercana a la realidad de los
sistemas biológicos es considerar que la mutación de determinadas posiciones de la secuencia hace
que la especie sea incapaz de autorreplicarse, de forma que su factor de amplificación es Al = 0, es
decir existe un conjunto de mutaciones letales. Aunque el término no sea del todo correcto, por sim-
plificar la nomenclatura se denominará a estas posiciones de la secuencia posiciones letales. En este
esquema de letalidad, se supone que la longitud de la secuencia es ν y que existen l posiciones letales,
de tal forma que la mutación de al menos una ellas hace que la especie pertenezca al fenotipo letal.
A partir de este esquema se obtienen las siguientes probabilidades de obtener un fenotipo a partir de
otro:
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Qmm = q
ν
Qkm = q
n(1− qν−l)
Qkk = q
l
Qlm = 1− ql
Qlk = 1− ql
(4.12)
Donde q es el factor de calidad por dígito. Introduciendo estos valores en el sistema 4.1 se obtiene
el siguiente sistema de ecuaciones diferenciales ordinarias que representa en comportamiento del
sistema.
dxm
dt
= (N − xm − xk − xl)Amqνxm −Dxm
dxk
dt
= (N − xm − xk − xl)
(
Amq
l(1− qν−l)xm +Akqlxk
)
−Dxk
dxl
dt
= (N − xm − xk − xl)
(
Am(1− ql)xm +Ak(1− ql)xk
)
−Dxl
(4.13)
La tabla 4.2 muestra los resultados obtenidos al hallar los estados estacionarios del sistema 4.13.
Al igual que en el caso en ausencia de letalidad y con letalidad uniformemente distribuida, el
modelo presenta los tres mismos estados estacionarios: el equilibrio de selección-mutación, la distri-
bución donde domina el fenotipo mutante y la extinción.
Tal y como se vio en el apartado anterior, las condiciones de estabilidad genética de los estados
estacionarios I y II, que, en realidad, es la misma condición invertida, permite obtener el umbral de
error del sistema. En este caso puesto que las condiciones son Amqν > Akql, y Amqν < Akql, el
umbral de error que se obtiene es:
qc =
(
Ak
Am
) 1
ν−l
(4.14)
Que, al igual que en el caso en el que la letalidad está uniformemente distribuida, muestra que
la letalidad disminuye el umbral de error, es decir, al aumentar la letalidad, la cuasiespecie puede
tolerar tasas de mutación más altas antes de cruzar el umbral de error. La causa es la misma que
en el apartado 4.2. En este esquema de letalidad, en el que se considera que existen l posiciones en
la secuencia cuya mutación es letal, la letalidad sólo afecta al fenotipo mutante, lo que disminuye
su robustez mutacional y, por consiguiente, su eficacia biológica efectiva. Esto se traduce en una
mayor ventaja selectiva del fenotipo maestro sobre el mutante y, por tanto, en que el umbral de error
se desplaza a tasas de mutación mayores. Al igual que en el apartado 3.1, es posible obtener un
coeficiente de selección en presencia de letalidad:
s(q, n) =
Akq
l
Amqν
− 1 (4.15)
que se hace cero en el umbral de error, lo que indica que, a partir de ese valor de q, la selección
natural actúa a favor del fenotipo mutante, tal y como se discutió en el apartado 2.1.
Como se comentó en la introducción, buena parte de la importancia de los conceptos de “entrada
en catástrofe de error” y de “umbral de error” es que predecían una secuencia máxima permitida a
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(
Am −Akqν−l
)
(Amq
νN −D)
Am(Am −Ak)
xk =
(
1− qν−l) (D −AmqνN)
Am −Ak
xl =
(1− ql) (D −AmNqν)
Am
Fracción
poblacional
ym =
(
Amq
ν −Akql
)
(Am −Ak)
yk =
Am
(
ql − qν)
(Am −Ak)
yl = 1− ql
Estabilidad AmNqν > D Amqν > Akql
Lastre mutacional LA = 1− qν
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = Np− D
Ak
xl =
(
Akq
lN −D) ( 1
ql
− 1
)
Ak
Fracción poblacional ym = 0 yk = ql yl = 1− ql
Estabilidad AkNql > D Akql > Amqν
Lastre mutacional LA = 1− Akq
l
Am
Estado estacionario III.
Extinción
Población xm = 0 xk = 0 xl = 0
Estabilidad AkqlN < D AmqνN < D
Lastre mutacional LA = 1
Tabla 4.2: Estados estacionarios del modelo logístico en presencia de l posiciones letales en la secuencia.
Los valores se han obtenido hallando la solución de estado estacionario del sistema 4.13. La fila llamada “Es-
tabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente estable.
Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se obtiene
a partir del sistema 4.13.
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cada tasa de mutación. De esta forma la idea de un “umbral de error” podría explicar, en principio,
tanto el aumento progresivo de la longitud de los genomas a lo largo de la evolución como la corre-
lación existente entre tamaño de genoma y tasa de mutación. La ecu. 4.14 permite una interpretación
del efecto de la letalidad desde esta perspectiva. Básicamente, la expresión del umbral de error en
presencia de l posiciones letales muestra que la población se comporta como si tuviese una longitud
efectiva, νef
νef = ν − l (4.16)
que se corresponde con el número de posiciones no letales en la secuencia. Es decir, el número
de secuencias no letales en el espacio de secuencias es 2νef .
Para obtener el umbral de extinción de ambos estados estacionarios es necesario estudiar las
condiciones de estabilidad demográfica de los estados estacionarios I y II. Así, para la distribución
poblacional tipo cuasiespecie, el umbral de error que se obtiene es
qSSIex =
(
D
AmN
) 1
ν
(4.17)
que es el mismo que se obtenía tanto en ausencia de letalidad como en presencia de letalidad
uniforme. El motivo es que ninguno de los dos esquemas de letalidad afecta a la productividad me-
dia definida por el estado estacionario I, puesto que la ausencia de back-mutation hace que aquella
dependa exclusivamente del fenotipo maestro, que no se ve afectado por la letalidad.
Ahora bien, el resultado es diferente para el segundo estado estacionario. Tanto en el caso en
el que no se considera letalidad como en el caso en el que la letalidad está distribuida de manera
uniforme por el espacio de secuencias, la estabilidad demográfica del fenotipo mutante no depende
de la tasa de mutación. En el primer caso depende de la relación entre Ak, D y N , y en el segundo
de la relación entre Ak, D, N y, además, 1 − p, la fracción de mutantes letales. Por tanto, en dichos
casos no se puede obtener un umbral de extinción, para la tasa de mutación, en el estado estacionario
II. Por el contrario, en este esquema de letalidad sí es posible obtener un umbral de extinción que,
obviamente, depende del número de posiciones letales en la secuencia, l y que viene definido por:
qSSIIex =
(
D
AkN
) 1
l
(4.18)
Como es lógico, el umbral de extinción aumenta al aumentar el número de posiciones en la se-
cuencia cuya mutación es letal.
Al igual que en el caso estudiados anteriormente, parte de los cambios que va a sufrir la pobla-
ción al aumentar la tasa de mutación dependerán de la relación entre el umbral de error y el umbral
de extinción definido por el estado estacionario I. Si el umbral de extinción definido por el estado
estacionario I es mayor que el umbral de error, la población se extinguirá antes de que el fenotipo
mutante se imponga al fenotipo maestro. Si, por el contrario, el umbral de error es superior al umbral
de extinción, el fenotipo mutante se impondrá al fenotipo maestro, con la diferencia fundamental de
que ahora el fenotipo mutante presenta a su vez un umbral de extinción que puede alcanzarse si se
aumenta lo suficiente la tasa de mutación.
Al igual que en los casos anteriores, la condición qSSIex = qc es lo que determina el comporta-
miento del sistema. Es fácil verificar que cuando
Akq
lN < D (4.19)
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es decir, cuando el fenotipo mutante deja de ser viable demográficamente, se cumple que
qSSIex = qc (4.20)
que es lo mismo que ocurría en los dos casos anteriores: en ausencia de letalidad o con una
letalidad uniformemente distribuida. La figura 4.2 muestra un diagrama de fases en el que puede
observarse el comportamiento del sistema. En él se representa cómo varían el umbral de error y los
umbrales de extinción definidos por ambos estados estacionarios, con l, el número de “posiciones
letales” en la secuencia. En el diagrama se observa que cuando se aumenta la tasa de mutación, el
que la población entre en catástrofe de error o se extinga antes de cruzar el umbral de error depende
de si l es mayor o menor que un determinado valor de l en el que las ambas curvas se cruzan. Por
analogía con lo observado en el apartado 4.2, a este valor de l se le denominará letalidad crítica. Al
igual que en el caso anterior, la letalidad crítica, lc, es el valor de l por encima del cual no tiene lugar
una catástrofe de error puesto que el fenotipo maestro se extingue antes de ésta tenga lugar. Es decir,
cuando l > lc el umbral de error desaparece.
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Figura 4.2: Diagrama de fases para el modelo de cuasiespecies en función del número de posiciones
letales en la secuencia, l, y el factor de calidad por dígito, q.. En la figura se observan los tres posibles
estados estacionarios: la cuasiespecie, la extinción y la “catástrofe de error”. En este esquema de letalidad, a
diferencia del que considera letalidad uniforme (ver Figura 4.1), la cuasiespecie puede extinguirse más allá del
umbral de error. Am = 10, Ak = 2, D = 1, N = 1. (Rm = 10, Rk = 2)
Más allá de la letalidad crítica, el umbral de extinción definido por el estado estacionario I es
mayor que el umbral de error, por lo que su valor puede obtenerse igualando ambos valores. De esta
forma se obtiene que:
lα = ν
ln(AkN/D)
ln (AmN/D)
= ν
ln(RkN)
ln(RmN)
(4.21)
Puesto que en este esquema de letalidad l debe ser un valor entero, la letalidad crítica lc es el
entero más cercano superior a lα . Como puede observase en la ecu. 4.21, el valor de la letalidad crítica
depende de la longitud de secuencia ν, y de la relación entre los logaritmos de las eficacias biológicas
absolutas de los fenotipos mutante y maestro, cada una de ellas multiplicada por la concentración
total, N , del sistema.
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Como se ha mencionado anteriormente, existe una diferencia clave entre este caso y aquellos
en los que se considera letalidad uniforme o que no hay letalidad. Más allá de la letalidad crítica,
la población se extingue antes de entrar en catástrofe de error, pero para valores de l menores que
lc, la población puede primero cruzar el umbral de error y después cruzar el umbral de extinción
definido para el estado estacionario II, ecu. 4.18. Es decir, a diferencia de los casos anteriores, ahora
la extinción y la catástrofe de error no son sucesos mutuamente excluyentes. Eso sí, tal y como puede
observarse en la figura 4.2, la imposición del fenotipo mutante sobre el fenotipo maestro que tiene
lugar después del umbral de error hace que la extinción por acumulación de mutaciones tenga lugar a
tasas de mutación mayores de las que tendria en caso de que la población no entrase en catástrofe de
error.
0 5 10 15 200.75
0.8
0.85
0.9
0.95
1
q,
 fa
ct
or
 d
e 
ca
lid
ad
 p
or
 d
íg
ito
l, número de posiciones letales
(a) Am = 10, Ak = 2, D = 1
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(b) Am = 10, Ak = 5, D = 1
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(c) Am = 10, Ak = 5, D = 4
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Figura 4.3: Diagramas de fase para diferentes paisajes tipo Single-peak en función del número de posi-
ciones letales l, y el factor de calidad por dígito, q. La longitud de secuencia es ν = 20. Tal y como puede
verse en la figura, en todos los casos aparecen tres regímenes diferentes: la cuasiespecie, el umbral de error y
la extinción (ver texto para una discusión detallada)
La figura 4.3 muestra varios diagramas de fases para diferentes valores de los factores de ampli-
ficación de los fenotipos maestro y mutante, Am y Ak, y del factor de degradación, D. En los tres
casos aparecen tres regímenes que se corresponden con los tres estados estacionarios obtenidos del
sistema 4.13: la distribución en cuasiespecies, la “catástrofe de error” y la extinción. Las fronteras
entre dichos regímenes son los umbrales de error (líneas azules) y de extinción (líneas rojas y verdes).
Cuando se aumenta el factor de amplificación de la clase mutante de Ak = 2 (fig. 4.3a) a Ak = 5
(fig. 4.3b), el régimen en el que se impone el fenotipo maestro se expande a costa de los regímenes de
cuasiespecies y de la extinción, aumentando la letalidad crítica. Sin embargo, más allá de la letalidad
crítica el umbral de extinción no varía, ya que sólo depende de las propiedades del fenotipo maestro
(Rm = AmD ). Un aumento del factor de degradación desde D = 1 (fig. 4.3a y 4.3b) a D = 4 (fig.
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4.3c) aumenta la extensión del régimen de extinción, aumentando el umbral de extinción para todo
valor de l. Sin embargo, el umbral de error no varía ya que éste sólo depende de la superioridad, que,
en este caso, es independiente del factor de degradación. Por último, un aumento del factor de ampli-
ficación de los fenotipos mutante y maestro que mantiene constante la superioridad (fig. 4.3a y 4.3d)
no produce ningún cambio en el umbral de error, pero sí que disminuye la extensión del régimen de
extinción.
4.4. Efectos de la letalidad en la distribución poblacional más allá del
umbral de error
En las secciones anteriores se estudiaron dos esquemas de letalidad diferentes utilizando un mo-
delo simplificado que permitía un análisis detallado de los estados estacionarios y de su estabilidad,
puediendo obtener expresiones explícitas de los umbrales de error y extinción en presencia de leta-
lidad. En dicho modelo las secuencias se clasificaban en tres fenotipos: maestro, mutantes letales y
mutantes no letales. Ahora bien, si lo que se quiere es estudiar los cambios que introduce la letalidad
en el llamado régimen de catástrofe de error, este modelo es claramente insuficiente, siendo necesario
aplicar otro tipo de clasificación. En esta sección se aplicará la clasificación en clases de Hamming o
clases de error, ver sección 1. del apéndice A. Al utilizar esta clasificación, se deja de suponer que no
existe back-mutation, lo que, como se mostrará, no tiene ningún efecto cualitativo.
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Figura 4.4: Variación de la fracción de mutantes letales con la clase de Hamming para diferentes valores
de l.. ν = 20. La figura muestra como la fracción de mutantes letales es mayor cuanto mayor es la distancia
de Hamming respecto a la secuencia maestra. Por supuesto, al aumentar l, la fracción de mutantes letales es
mayor a cualquier clase de Hamming.
La Figura fig3-4 muestra cómo se distribuye la letalidad en función de las clases de Hamming.
Puesto que en este esquema se considera letal a cualquier secuencia que tenga al menos una mutación
en cualquiera de las l posiciones denominadas letales, la fracción de secuencias letales por clase de
Hamming aumenta, tal y como se observa en la figura 3.4 para diferentes valores de l.
Al introducir la letalidad en este modelo que clasifica las secuencias por clases de Hamming, hay
que dividir cada clase de error en dos subpoblaciones de mutantes letales y no letales. Puesto que
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la secuencia maestra es siempre no letal y la secuencia complementaria a la maestra, aquella con ν
mutaciones, es siempre letal, se obtienen 2ν Ik subpoblaciones mutantes, en las que el subíndice k
hace referencia a las subpoblaciones no letales de la clase de Hamming Hk cuando k ≤ ν, y hace
referencia a la subpoblación letal de la clase de Hamming Hk−(ν+1) cuando k > ν.
Puesto que en este caso sólo se pretende estudiar los efectos de la letalidad en la catástrofe de
error, es posible utilizar el modelo de cuasiespecies suponiendo población constante, de forma que se
obtiene un sistema de 2ν+2 ecuaciones diferenciales ordinarias que se corresponden con la secuencia
maestra, las 2ν subpoblaciones mutantes y la secuencia con ν mutaciones. La forma general de dicho
sistema es la siguiente:
dxi
dt
= AiQiixi −Dxi − φ0xi +
∑
j 6=i
AjQijxj (4.22)
donde Ai son los factores de amplificación (que son cero para las subpoblaciones letales), D es
el factor de degradación, que se supone es el mismo para todas las secuencias, φ0 es el flujo de salida
del reactor (ver apéndice A) y por último las Qij son las probabilidades de pasar de la subpoblación
j a la subpoblación i. Para hallar las probabilidades de mutación de las secuencias no letales, es decir
aquellas representadas por elementos Qij con j ≤ ν + 1, se ha partido de la expresión para Qij en
ausencia de letalidad (Nowak y Schuster, 1989) teniendo en cuenta las siguientes condiciones:
1. La probabilidad de que la especie maestra se replique sin error es
Q0,0 = q
ν (4.23)
2. La probabilidad de pasar de una clase j a la subpoblación no letal de la clase i más la probabi-
lidad de pasar de una clase j a la subpoblación letal de la clase i, es igual a la probabilidad de
pasar de una clase j a una clase i en ausencia de letalidad.
Qk=i,j(q, ν) +Qk=i+ν,j(q, ν) = Qi,j(q, ν) (4.24)
3. Para pasar de una clase j a la subpoblación no letal de la clase i hay que copiar correctamente
las l posiciones letales y luego introducir las mutaciones necesarias en las ν − l posiciones
restantes. Es decir:
Qk=i,j(q, ν) = q
lQk=i,j(q, ν − l) (4.25)
4. De esto puede deducirse, sustituyendo 4.25 en 4.24 y despejando:
Qk=i+ν,j(q, ν) = Qi,j(q, ν)−Qk=i,j(q, ν) = Qi,j(q, ν)− qlQi,j(q, ν − l) (4.26)
De esta forma es posible obtener la matriz de mutaciones [Qij ] para cualquier número de posi-
ciones letales, l, longitud de secuencia, ν, y factor de calidad q. Con esta matriz se puede integrar
numéricamente el sistema 4.22 para obtener las soluciones en el estado estacionario. Para ello se
utilizó un método Runge-Kutta proporcionado por el paquete de software matemático MATLAB R©.
En lo referente al umbral de error, los resultados obtenidos numéricamente son idénticos a los
predichos por las expresiones explícitas obtenidas a partir del modelo sencillo de la sección 4.3 lo
que valida las aproximaciones en las que se basa: la agrupación de las secuencias en tres clases:
maestra, letales y no letales, y la hipótesis se ausencia de back-mutation.
En ausencia de letalidad, más allá del umbral de error, la población se deslocaliza por todo fe-
notipo mutante, iniciando una deriva neutral por el mismo, ya que no existen diferencias de eficacia
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biológica efectiva entre los individuos que lo componen. Como se dijo en la introducción, la aproxi-
mación determinista no es apropiada para estudiar el régimen de catástrofe de error. Esta aproxima-
ción predice que todas las secuencias están equipobladas, algo materialmente imposible. Sin embargo,
es posible utilizar la aproximación determinista si se interpreta este resultado como la distribución, no
de la población, sino de la probabilidad de que la población se encuentre en una determinada región
del fenotipo mutante. De esta forma,se puede estudiar cómo afecta la letalidad a la deslocalización de
la población en el fenotipo mutante.
Tal y como se hizo en el apartado 2.2, la forma más sencilla de estudiar los cambios en la dis-
tribución de población, entendida como distribución de probabilidad, es estudiando cómo afecta la
letalidad a la distancia promedio de Hamming. La figura 4.5 muestra la variación de este parámetro
con la tasa de mutación por dígito, para distinto número de posiciones letales en la secuencia, l. Por
un lado puede observarse que el umbral de error disminuye al aumentar la letalidad, tal y como pre-
dice el modelo sencillo. Por otro lado, se observa una disminución del valor de la distancia media de
Hamming en el umbral de error. Más allá del umbral de error, la distancia media de Hamming aumen-
ta linealmente al aumentar la tasa de mutación. Como muestra la figura 4.4, la fracción de mutantes
letales es mayor en las clases de Hamming más alejadas de la secuencia maestra. Esto se debe a que,
más allá del umbral de error, la población se deslocaliza por el fenotipo mutante, ya que se encuentra
mayoritariamente en las regiones más cercanas a la secuencia maestra, en las que la proporción de
fenotipo letal, en este esquema de letalidad, es menor.
La figura 4.6 muestra que, en lo que respecta al umbral de error, el efecto de introducir l posiciones
letales en la secuencia es equivalente a considerar que la población tiene una longitud de secuencia
efectiva igual a νef = ν − l, tal y como se vio en la sección 4.3.
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Figura 4.5: Variación de la distancia media de Hamming con el factor de calidad por dígito, q, para
diferente número de posiciones letales en la secuencia, l. La figura muestra cómo disminuye el umbral de
error al aumentar la letalidad y cómo, cuanto mayor es el número de posiciones letales en la secuencia, la
entrada en catástrofe de error ocurre a distancia de Hamming menores. Am = 10, Ak = 2, ν = 20.
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Figura 4.6: Variación de la distancia media de Hamming con el factor de calidad por dígito,q, para
diferentes valores de longitud de secuencia, ν, y número de posiciones letales, l La variación de la distancia
media de Hamming antes del umbral de error cuando ν = 20 y l = 3 coincide prácticamente con la variación
de la distancia media de Hamming antes del umbral de error para ν = 17. Am = 10, Ak = 2.
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Capítulo 5
Cuasiespecies y juegos de bienes públicos
5.1. Modelo general
Las dinámicas de defección y cooperación requieren que las eficacias biológicas de los indivi-
duos sean dependientes de frecuencia (Nowak, 2006b). En el modelo clásico de cuasiespecies, la
eficacia biológica de los individuos es constante e independiente de la composición de la población.
Por este motivo, el modelo clásico de cuasiespecies no puede ser aplicado al estudio de las dinámi-
cas de defección-cooperación. Para tener en cuenta las interacciones en trans en el seno del espectro
de mutantes y, especialmente, las interacciones tipo defección-cooperación, se ha desarrollado una
extensión del modelo de cuasiespecies en el que la capacidad replicativa de un individuo viene par-
cialmente determinada por el resultado de un juego de bienes públicos entre los miembros de la
cuasiespecie.
El modelo supone que cada fenotipo i de la población codifica y expresa una determinada cantidad
de recurso Bi, a partir del cual se forma un bien público. Cada individuo contribuye a la formación
del bien público aportando una fracción (1 − ci)Bi del recurso, mientras que la fracción restante
del recurso ciBi no se comparte y solo contribuye a la replicación del individuo i1 . El factor ci
es, por tanto, el grado de interacción en cis del individuo i y, en consecuencia, 1 − ci es su grado
de interacción en trans. El bien público resultante se reparte equitativamente entre los individuos que
forman la cuasiespecie, de manera que la capacidad replicativa de cada individuo de la cuasiespecie es
proporcional a la parte del recurso que no comparte más la parte que le corresponde del bien público,
es decir a ciBi +
∑
i
(1− ci)Bixi∑
i
xi
donde xi es la concentración de cada fenotipo i en la población.
Como se ha visto en la introducción, en la Teoría de Juegos Evolutiva se suele considerar que la
cooperación tiene un “coste” en términos de eficacia biológica. Conceptualmente, esto es lo mismo
que suponer que la defección presenta una ventaja selectiva. A lo largo de este trabajo siempre se su-
pondrá que los individuos defectores presentan una ventaja (o, como se verá, una desventaja) selectiva
respecto a los individuos no defectores, ya que se considera que, al menos en el campo de la virología,
biológicamente tiene más sentido hablar de una ventaja o desventaja selectiva de aquellos individuos
que aportan menos recursos para completar el ciclo infeccioso, que hablar de un coste de aquellos in-
dividuos viables o “cooperadores”. Considerar que la defección tiene una desventaja selectiva puede
parecer sorprendente desde el punto de vista de la TJE, sin embargo biológicamente es perfectamente
plausible. La cuestión es que si la defección está asociada a una desventaja selectiva nunca podrá ser
1En los juegos de bienes públicos lo habitual es suponer que los individuos ponen una cierta cantidad de un recurso en
un pool común que luego se multiplica por un factor r. En este caso, se considera que el recurso que aporta cada individuo
ya viene multiplicado por dicho factor r.
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evolutivamente estable y dichos individuos simplemente son desplazados por los cooperadores, no
dando lugar a ningún tipo de dilema social. Sin embargo, en presencia de mutaciones recurrentes, los
defectores, aún con desventajas selectivas, pueden estar presentes en el sistema. En cualquier caso,
esta ventaja o desventaja selectiva actúa exclusivamente en cis.
En general, existen dos maneras de considerar esta ventaja: aditiva o multiplicativamente (Cavalli-
Sforza y Feldman, 1978; Smith, 1980; Michod, 1982). El modelo aditivo, sin duda el más utilizado por
su mayor simplicidad, supone que el coste de cooperación o, en este caso, la ventaja de la defección,
βi, son términos que se suman al “beneficio” que genera el acceso al recurso Bi, tanto al compartido
como al no compartido. De esta forma, el factor de amplificación de la especie i resultaría:
Ai = ciBi +
∑
i
(1− ci)Bixi∑
i
xi
+ βi (5.1)
Por el contrario, el modelo multiplicativo considera que la ventaja es un término αi que multiplica
a la contribución del recursoBi a la eficacia replicativa. Así, la capacidad replicativa de cada individuo
viene determinada por el producto de ambos términos según:
Ai = αi
ciBi +
∑
i
(1− ci)Bixi∑
i
xi
 (5.2)
La primera aproximación que se va a suponer a lo largo de todo este trabajo es que todos los
individuos tienen el mismo c. A pesar de que el grado de interacciones en trans es un parámetro que
puede estar sujeto a variabilidad y evolucionar, se considerará que las diferencias en dicho factor de
interacción en cis son relativamente pequeñas. Por otro lado, en la escala temporal que considera este
trabajo, también parece coherente suponer que dicho parámetro no está sujeto a evolución2. De esta
forma, las expresiones 5.1 y 5.2 resultan ser, respectivamente:
Ai = cBi + (1− c)B¯ + βi (5.3)
y
Ai = αi
[
cBi + (1− c)B¯
]
(5.4)
Donde B¯ =
∑
i
Bixi∑
i
xi
es el promedio de la cantidad de recurso total de la población. De esta
forma se considera que la eficacia replicativa depende tanto del recurso que se comparte Bi como de
la ventaja o desventaja selectiva, sea esta multiplicativa o aditiva, por lo que el modelo considera dos
caracteres cuyo valor viene determinado por dos paisajes fenotípicos3 distintos. El paisaje de eficacias
biológicas será por tanto una combinación de ambos paisajes fenotípicos.
De esta forma, suponiendo que la replicación de las especies tiene lugar en un reactor de flujo
como el considerado en el apéndice A, el sistema de ecuaciones diferenciales (EDO) que determina
el comportamiento del modelo general es:
2Aun así, es posible estudiar el modelo en el caso del paisaje de eficacias biológicas tipo Single-peak, con cm 6= ck,
aunque dicho estudio no ha sido presentado en esta Tesis.
3Por analogía con el término paisaje de eficacias biológicas, se denominará paisaje fenotípico a la función que relaciona
cada secuencia de uno o más loci con el fenotipo que codifica.
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dxi
dt
= µa
∑
j 6=i
αj
[
cBj + (1− c)B¯
]
Qijxj −Dixi − φ0xi (5.5)
en el caso multiplicativo y
dxi
dt
= µa
∑
j 6=i
[
cBj + (1− c)B¯ + βi
]
Qijxj −Dixi − φ0xi (5.6)
en el caso aditivo. En ambos casos, los valores del flujo de salida del reactor φ0 y de la con-
centración de monómero µa dependerán de la restricción al crecimiento que se imponga al modelo
(población constante, restricción logística, etc.).
Cuando c = 1 las ecuaciones 5.5 y 5.6se convierten en variantes del modelo clásico de cuasies-
pecies con Ai = αiBi o Ai = Bi + βi , respectivamente. Por otro lado, cuando c = 0, los factores de
amplificación de los modelos multiplicativo o aditivo sonAi = αiB¯ yAi = B¯+βi, respectivamente,
por lo que la dinámica selectiva del sistema sólo depende de αi o βi.
5.2. Paisaje de eficacias biológicas tipo Single-Peak
Aunque el modelo considere que la replicación de un individuo depende de su acceso al recurso
Bi, tanto en cis como en trans, como de su ventaja selectiva, por simplicidad se ha considerado el caso
en el que ambos caracteres vienen determinados por un mismo locus y, por tanto, se puede trabajar
sólo con dos fenotipos. De esta forma es posible aplicar un paisaje tipo Single-Peak. Por tanto, se
considerarán dos fenotipos, uno maestro y otro mutante, cuyas contribuciones al bien público son,
respectivamente, Bm y Bk, con Bm > Bk. El modelo va a depender del tipo de ventaja selectiva en
cis que se utilice.
En primer lugar se tendrá se considerará el modelo multiplicativo. En este caso, asociadas a las
contribuciones Bm y Bk están las ventajas o desventajas selectivas αm y αk4. Como es habitual,
se supone que no hay back-mutation del fenotipo mutante al maestro, y que ambos tienen el mismo
factor de degradación, D, de forma que el sistema EDO resultante es:
dxm
dt
= µaαm
[
cBm + (1− c)B¯
]
Qmxm −Dxm − φ0xm
dxk
dt
= µaαm
[
cBm + (1− c)B¯
]
(1−Qm)xm + µaαk
[
cBk + (1− c)B¯
]
xk
−Dxk − φ0xk
(5.7)
Donde el valor medio del recurso B¯ viene determinado por B¯ =
Bmxm +Bkxk
xm + xk
.
Si se divide αm y αk por el valor para el fenotipo maestro αm obtenemos:
dxm
dt
= µa
[
cBm + (1− c)B¯
]
Qmxm −Dxm − φ0xm
dxk
dt
= µa
[
cBm + (1− c)B¯
]
(1−Qm)xm + µa(1 + v)
[
cBk + (1− c)B¯
]
xk
−Dxk − φ0xk
(5.8)
4Por supuesto, este modelo, y también el que supone una ventaja aditiva, puede ser extendido al caso en el que cada
carácter viene codificado por un locus diferente, de forma que se trabajaría con cuatro posibles fenotipos
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Donde v =
αk
αm
− 1 adquiere la forma de un coeficiente de selección y por tanto puede conside-
rarse como, o bien una ventaja selectiva en cis, cuando v > 0, o bien como una desventaja selectiva
en cis, cuando v < 0, del fenotipo mutante sobre el fenotipo maestro. El caso más sencillo posible
es considerar que v = 0. En este caso, el fenotipo mutante no tendría una ventaja o desventaja en cis
sobre el fenotipo maestro por lo que la capacidad replicativa de cada fenotipo vendría determinada
exclusivamente por su acceso, en cis y en trans, al recurso Bi.
En el caso que se suponga una ventaja o desventaja de tipo aditivo, a las contribuciones Bm y Bk
están asociadas las ventajas o desventajas selectivas βm y βk. El sistema de EDO viene determinado
en este caso por:
dxm
dt
= µa
[
cBm + (1− c)B¯ + βm
]
Qmxm −Dxm − φ0xm
dxk
dt
= µa
[
cBm + (1− c)B¯ + βm
]
(1−Qm)xm + µa
[
cBk + (1− c)B¯ + βk
]
xk
−Dxk − φ0xk
(5.9)
En este caso, en vez de considerar la ventaja como un coeficiente de selección v, se considerará
que la ventaja o desventaja selectiva aditiva es w = βk − βm, de forma que el sistema de EDO
resultante seria:
dxm
dt
= µa
[
cBm + (1− c)B¯
]
Qmxm −Dxm − φ0xm
dxk
dt
= µa
[
cBm + (1− c)B¯
]
(1−Qm)xm + µa
[
cBk + (1− c)B¯ + w
]
xk
−Dxk − φ0xk
(5.10)
Donde un w > 0 implica una ventaja selectiva en cis del fenotipo mutante sobre el maestro y, al
contrario, un w < 0 implica una desventaja selectiva. En este caso hay se tener cuidado puesto que,
si w < 0, si el valor absoluto de w es suficientemente grande, el término Ak = cBk + (1− c)B¯ + w,
podría resultar negativo, lo que carecería de sentido biológico. Para asegurar que esta situación no
tiene lugar, en las integraciones numéricas de dicho modelo, cuando el valor resultante de Ak ha sido
menor que cero, éste se ha igualado automáticamente a cero.
En los próximos capítulos se estudiarán ambos modelos utilizando los dos tipos de restricciones
utilizadas en capítulos anteriores durante el estudio del modelo clásico de cuasiespecies: población
constante y población variable con una restricción al crecimiento de tipo logística.
5.3. Interpretación molecular
5.3.1. Cantidad de recurso común constante
Para terminar, es interesante estudiar la interpretación molecular del modelo cuando se tiene en
cuenta población variable. En primer lugar, es posible suponer un modelo en el que los genomas (con
concentación xi) se traducen con una tasa kt, por simplicidad igual para ambos genomas, para dar
lugar a enzimas con actividad replicasa (con concentración ei. Si, por simplicidad, se supone que que
la tasa de mutación es cero, se obtiene.
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dxm
dt
= (N − xm − xk) (kmmem + kmkek)xm −Dxm
dxm
dt
= (N − xm − xk) (kkmem + kkkek)xk −Dxk
dem
dt
= ktxm − dem − φ0em
dek
dt
= ktxk − dek − φ0ek
(5.11)
donde d es la tasa de degradación de las enzimas y kij es la constante de replicación de la enzima j
actuando sobre el genoma i. Si no se impusiera ninguna restricción al crecimiento de la concentración
de las proteínas (φ0 = 0 ), y se aplicase la suposición de estadio cuasiestacionario a la concentración
de las mismas (suponiendo que la escala temporal de la producción y degradación de proteínas es más
rápida que la de los genomas) se obtendría una cinética tipo hiperciclo que es formalmente equivalente
a la ecuación del replicador utilizada en TJE:
dxm
dt
= (N − xm − xk)
(
kmm
kt
d
xm + kmk
kt
d
xk
)
xm −Dxm
dxm
dt
= (N − xm − xk)
(
kkm
kt
d
xm + kkk
kt
d
xk
)
xk −Dxk
em =
ktxm
d
em =
ktxk
d
(5.12)
Sin embargo, también es posible suponer que la concentración de proteína total es constante
ek + em = Ne. En ese caso, el sistema 5.11 puede expresarse como:
dxm
dt
= (N − xm − xk) (kmmem + kmkek)xm −Dxm
dxm
dt
= (N − xm − xk) (kkmem + kkkek)xk −Dxk
dem
dt
= ktxm − dem −
(
kt (xm + xk)
em + ek
− d
)
em
dek
dt
= ktxk − dek −
(
kt (xm + xk)
em + ek
− d
)
ek
(5.13)
De donde es posible obtener que em = Ne
xm
xm + xk
= Neym y ek = Ne
xk
xm + xk
= Neyk . Es
decir, que la concentración de cada proteína es directamente proporcional a la fracción molar de cada
fenotipo yi =
xi
xm + xk
. Teniendo esto en cuenta, el sistema de EDO 5.13 puede resumirse en:
dxm
dt
= (N − xm − xk) (kmmNeym + kmkNeyk)xm −Dxm
dxm
dt
= (N − xm − xk) (kkmNeym + kkkNeyk)xk −Dxk
(5.14)
El sistema 5.14 es formalmente equivalente al modelo de cuasiespecies y juegos públicos 5.8 en
el caso c = 0 y en ausencia de mutación (Qm = 1), cuando la población es variable:
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dxm
dt
= (N − xm − xk) [Bmym +Bkyk]xm −Dxm
dxk
dt
= (N − xm − xk) ([Bmym +Bkyk] (1 + v)xk)−Dxk
(5.15)
Es decir, las contribuciones Bm y Bk al recurso común pueden considerarse como el producto de
la capacidad replicativa asociada al recurso común multiplicada por la concentración total, constante,
de dicho recurso. Por supuesto, considerar que la concentración de enzimas es constante es tan poco
realista como considerar que la escala temporal de la producción de enzimas es mucho más rápida que
la replicación de los genomas. Aun así, una concentración de enzima constante podría considerarse
una aproximación al caso en el que la escala temporal de la producción de proteínas es mucho más
lenta que la replicación de los genomas. La idea detrás de esta suposición es que la infección viral
llega a una fase en la que la concentración de enzima viral está saturada, así que lo único que cambia
es la fracción molar de cada enzima, pero no su concentración total. Por supuesto, parece que lo
más adecuado sería considerar que la producción de enzimas virales y la replicación de los genomas
virales tienen una escala temporal parecida, lo que, obviamente, hace que los modelos sean mucho
más complicados.
5.3.2. Interacciones en cis
El modelo de cuasiespecies que interaccionan en trans a través de un juego de bienes públicos
mantiene la cinética exponencial porque no considera una interacción directa entre los diferentes
individuos que componen la misma, sino que considera que la capacidad autorreplicativa de las cua-
siespecies depende del bien publico, al cual todas las especies pueden acceder igualmente y cuya
concentración es constante, independiente de la concentración de los genomas. Es posible suponer
que dicho recurso se reparte en el sistema como si formase un “campo medio”, del que depende el
factor de amplificación de los individuos. De esta forma, el factor c, que determina el grado de interac-
ciones cis-trans de los individuos en el espectro de mutantes, puede ser entendido como la tendencia
a interaccionar con el recurso que produce el propio individuo frente al “campo medio” que experi-
menta. En este sentido puede ser considerado como una primera aproximación a la presencia de una
estructura y/o difusión espacial en el sistema, de forma que los individuos tienen una cierta tenden-
cia, c, a interaccionar con el recurso que ellos mismos han producido antes que con el bien público
producido colectivamente. Algunos modelos que consideran dinámicas de cooperación-defección en
la producción de enzimas extracelulares por organismos unicelulares han utilizado una aproximación
parecida para tener en cuenta el fenómeno de la difusión (Schuster et al., 2010), que da lugar a lo que
en dicho artículo se denomina “priviliged share”, es decir, el hecho de que, en cuanto se considera una
cierta estructura espacial o una limitación en la difusión, los individuos cooperadores generalmente
presentan una ventaja en el acceso al beneficio que ellos mismos producen. Otra forma de entender el
significado de c es como una probabilidad de asociación preferencial entre los individuos que tengan
el mismo fenotipo. Es decir, como si los individuos de cada fenotipo tuviesen una mayor tendencia
a interaccionar con individuos de su mismo fenotipo (Foster, 2004). Como se vio en la introducción,
este es uno de los mecanismos por los cuales se favorece la cooperación frente a la defección.
5.3.3. Ventaja selectiva: modelos aditivo y multiplicativo
La consideración de un modelo aditivo o multiplicativo implica considerar dos relaciones com-
pletamente diferentes entre las capacidades replicativas en cis y en trans. En el caso aditivo, se es-
taría considerando dos componentes a la capacidad replicativa que actúan de forma completamente
independientemente (aunque puedan estar correlacionadas). Una de esas componentes actúa exclu-
sivamente en cis, la que depende de w, y la otra actuar tanto en cis como en trans, la que depende
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de Bi. Al actuar de forma independiente, la ausencia de una componente no afecta a la acción de la
otra componente. Si c = 1 y Bk = 0, el individuo puede replicarse (sin tener acceso al bien público)
siempre que su w > 0. Sin embargo, en el caso multiplicativo, la eficacia biológica resulta de la
interacción entre ambos componentes, en cis o en cis-trans, de forma que, en ausencia acceso al bien
público, el individuo no podría replicarse independientemente del valor de v.
A nivel molecular, un modelo aditivo supondría que el individuo presenta dos mecanismos de
replicación independientes, uno en cis, y otro en cis-trans. Por ejemplo, una proteína que no se “com-
parte” y otra que sí lo hace. A nivel multiplicativo, sin embargo, se estaria considerando un único
mecanismo de replicación, y las diferentes contribuciones en cis y en cis-trans podrían suponer el
efecto de dos proteínas necesarias para la replicación, que al igual que en el caso aditivo, una que
se comparte y otra que no, pero que actúan en serie, siendo ambas necesarias para la replicación.
También podría representar una situación en la que el bien público que actúa tanto en cis como en
trans representa una enzima replicasa, y la componente de la replicación que sólo actúa en cis, v,
representaría la afinidad de un determinado genoma por dicho recurso. Desde este punto de vista,
parece que, al menos en el caso de los virus RNA o de especies autorreplicativas de tipo prebiótico,
el modelo multiplicativo se ajusta mucho más a lo que se espera encontrar a nivel molecular.
5.4. Resumen de Investigación
En los siguientes 4 capítulos se estudiará el modelo de cuasiespecies que interaccionan a través de
un juego de bienes públicos en diferentes escenarios. En primer lugar, en el capítulo 6 se estudiará el
comportamiento evolutivo del sistema en condiciones de población constante. Aunque en este caso no
puede tener lugar la extinción, el sistema es más sencillo y puede estudiarse fácilmente la dinámica de
la población en presencia de mutación y selección. A lo largo de este capítulo se estudiará el modelo
en ausencia de una ventaja o desventaja selectiva en cis (v = 0, sección 6.2), o bien en presencia de
una ventaja selectiva de tipo aditivo (sección 6.3) o multiplicativo (sección 6.4). En los tres casos el
sistema se estudiará primero en ausencia de mutación, para ver el efecto de la selección natural en el
comportamiento de la población en el estado estacionario. Posteriormente, para las tres condiciones
se estudiará el sistema en presencia de mutación. En este caso, el estudio se centrará en el umbral de
error y el efecto de la tasa de mutación sobre la eficacia biológica media de la población, para lo cual
se utilizará el lastre mutacional (ver apéndice A).
Mientras que en el capítulo 6 se considera que todos los individuos interaccionan con todos, en
el capítulo 7 se estudiará el efecto que tiene en el modelo considerar que la interacción entre los
diferentes individuos de la población tiene lugar en grupos de tamaño fijo n.
En el capítulo 8 se estudiará el sistema en condiciones de población variable con objeto de estu-
diar la dinámica demográfica del mismo y, en concreto, de hallar el umbral de extinción del mismo.
Posteriormente, en el capítulo 9 se estudiará el efecto de considerar que la secuencia presenta una
determinada cantidad, l, de “posiciones letales”, tal y como se hizo en el capítulo 4. Finalmente, en
los capítulos 10, 11 y 12 se estudiará el efecto del feedback eco-evolutivo, es decir considerando có-
mo afectan los cambios demográficos en el proceso de extinción debida a mutación letal. Para ello,
en el capítulo 10 se supondrá que el factor de interacción en cis, c, depende del tamaño poblacional.
En el capítulo 11 se supondrá que, con un factor de interacción en cis constante, los individuos inter-
accionan en grupos cuyo tamaño depende del tamaño poblacional. Finalmente, en el capítulo 12 se
estudiará un modelo anidado que acopla una dinámica de formación de grupos de tamaño variable si-
milar a la del capítulo 11, que representa una dinámica “extracelular”, con un modelo de cuasiespecies
y juegos de bienes públicos con población variable que representa una dinámica “intracelular”.
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Capítulo 6
Dinámica evolutiva del modelo de
cuasiespecies y juegos de bienes públicos
en condiciones de población constante
6.1. Modelo general en condiciones de población constante
Debido a su mayor sencillez, la suposición de que la población se replica en condiciones de po-
blación constante es, sin duda, la restricción al crecimiento poblacional más utilizada en los modelos
de cuasiespecies desde el trabajo original de Eigen (1971). Esta suposición descarta completamente la
dinámica demográfica de la población, por lo que no puede utilizarse para estudiar fenómenos como
la extinción (Wilke, 2005). Sin embargo, sí que permite estudiar los cambios evolutivos de la po-
blación, por lo que resulta muy útil como primera aproximación. Aplicar la restricción de población
constante implica suponer que
∑
i
xi = N , que, en el caso concreto del paisaje tipo Single-Peak, se
reduce a xm + xk = N . Siguiendo lo visto en el apéndice A, el sistema de EDO que determina el
comportamiento del sistema viene definido por:
dxm
dt
= Am(xm, xk, c, v)Qmxm −Dxm − E¯xm
dxk
dt
= Am(xm, xk, c, v)(1−Qm)xm +Ak(xm, xk, c, v)xk −Dxk − E¯xk
(6.1)
con
E¯ =
Am(xm, xk)xm +Ak(xm, xk)xk
xm + xk
−D (6.2)
Donde el valor de Am(xm, xk, c, v) y Ak(xm, xk, c, v) va a depender de cómo se supone que
actúa, si es que actúa, la ventaja selectiva en cis. En este capítulo se estudiará, en primer lugar, el
caso en el que el fenotipo mutante no presenta una ventaja o desventaja selectiva en cis, ni aditiva ni
multiplicativa, (v = 0, w = 0). Posteriormente se estudiará el caso en el que se supone una ventaja
de tipo aditivo, w, y, finalmente, una ventaja de tipo multiplicativo, v.
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6.2. El fenotipo mutante no tiene una ventaja o desventaja selectiva,
v = 0, w = 0
En primer lugar se considerará el caso más sencillo, suponiendo que los fenotipos sólo se dis-
tinguen en la diferente contribución, Bi, que hace cada uno de ellos al bien público. Esto significa
suponer que el fenotipo mutante no tiene ninguna ventaja o desventaja selectiva en cis sobre el feno-
tipo maestro, es decir, que v = 0 y w = 0. En este caso, los factores de amplificación de los fenotipos
maestro y mutante vienen definidos por:
Am = cBm + (1− c)Bmxx +Bkxk
xm + xk
= cBm + (1− c)Bmxx +Bk (N − xm)
N
(6.3)
Ak = cBk + (1− c)Bmxx +Bkxk
xm + xk
= cBk + (1− c)Bmxx +Bk (N − xm)
N
(6.4)
Puesto que la población es constante, el sistema de EDO que determina la dinámica viene definido
por:
dxm
dt
=
[
cBm + (1− c)B¯
]
Qmxm −Dxm − E¯xm
dxk
dt
=
[
cBm + (1− c)B¯
]
(1−Qm)xm +
[
cBk + (1− c)B¯
]
xk −Dxk − E¯xk
(6.5)
Donde la productividad media del sistema, E¯ , es igual a
E¯ =
Bmxm +Bkxk
xm + xk
−D = Bk + (Bm −Bk)
N
xm −D (6.6)
El sistema 6.5 puede reducirse a una única ecuación diferencial teniendo en cuenta que xk =
N − xm:
dxm
dt
=
[
cBm + (1− c)
(
Bk +
(Bm −Bk)
N
xm
)]
Qmxm −Dxm − E¯xm (6.7)
Donde B¯ se ha sustituido por su valor en condiciones de población constante. Puesto que E¯ viene
determinada por la ecuación 6.6, el sistema 6.7 puede reducirse a:
dxm
dt
=
[
cBm + (1− c)
(
Bk +
(Bm −Bk)
N
xm
)]
Qmxm −
(
Bk +
(Bm −Bk)
N
xm
)
xm (6.8)
6.2.1. Dinámica evolutiva en ausencia de mutación, Qm = 1
En ausencia de mutación, Qm = 1, es decir, si sólo actúa la selección natural, la ecuación 6.8 se
reduce a:
dxm
dt
= c (Bm −Bk)xm (1− xm) (6.9)
En principio, en este escenario no tendría sentido hablar, por tanto, de fenotipo mutante. Sin
embargo a lo largo de la Teses se mantendrá esta nomenclatura incluso en ausencia de mutación por
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varios motivos. En primer lugar, por claridad y para mantener la coherencia a lo largo de toda la Tesis.
En segundo lugar, porque el caso de ausencia de mutación puede representar una aproximación a una
situación en la que la tasa de mutación es baja y, por tanto, el fenotipo mutante no es producido con-
tinuamente a partir del fenotipo maestro, sino sólo puntualmente. Entre dos eventos en los que tiene
lugar una mutación improbable que da lugar a un individuo del fenotipo mutante, puede considerarse
que la tasa de mutación en el sistema es nula. Por último, es necesario remarcar que el estudio de los
sistemas sin mutación, aunque en ciertos casos puede ser interesante por sí mismo, se lleva a cabo en
este trabajo como una primera aproximación al estudio de los equilibrios de selección-mutación.
En la tabla 6.1. se muestran los estados estacionarios obtenidos al resolver esta ecuación:
Estado Estacionario Propiedades
Estado estacionario I.
Sólo fenotipo maestro
Población
xm = N
xk = 0
Estabilidad Bm > Bk
Estado estacionario II.
Sólo fenotipo “mutante”
Población
xm = 0
xk = N
Estabilidad Bm < Bk
Tabla 6.1: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la res-
tricción de población constante. Los valores se han obtenido hallando la solución de estado estacionario del
sistema 6.9. La fila llamada “Estabilidad” muestra las condiciones necesarias para que dicho estado estaciona-
rio sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores del estado estacionario
en el Jacobiano que se obtiene a partir del sistema 6.9
Como se observa en la tabla 6.1, el comportamiento de dicho sistema es trivial, imponiéndose
el fenotipo que tenga una mayor eficacia biológica relativa, que en este caso viene definida exclu-
sivamente por Bi. Puesto que Bm > Bk, el estado estacionario I siempre es estable y el estado
estacionario II siempre es inestable.
6.2.2. Dinámica evolutiva en presencia de mutación, Qm < 1
Cuando se considera mutación, el comportamiento del sistema viene determinado por la ecuación
6.8. Los estados estacionarios de esta ecuación se presentan resumidos en la tabla 6.2.
Como muestra la tabla 6.2, el sistema presenta dos estados estacionarios. El primero se corres-
ponde con una situación de coexistencia, en la que la población se encuentra en el equilibrio de
mutación-selección que caracteriza a las cuasiespecies. El segundo estado estacionario está compues-
to exclusivamente por el fenotipo mutante y se corresponde con la llamada catástrofe de error, que
ya se estudió en los capítulos 3 y 4. Como se mostró en el apéndice A, los estados estacionarios I
y II tienen la misma condición de estabilidad pero de signo inverso, obteniéndose una bifurcación
transcrítica cuando:
BmQmc = Bk(1−Qm +Qmc) (6.10)
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
N(BmQmc−Bk(1−Qm +Qmc))
(Bm −Bk)(1−Qm +Qmc)
xk =
NBm(1−Qm)
(Bm −Bk)(1−Qm +Qmc)
Estabilidad BmQmc > Bk(1−Qm +Qmc)
Lastre mutacional LA =
1−Qm
1−Qm +Qmc
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = N
Estabilidad BmQmc < Bk(1−Qm +Qmc)
Lastre mutacional LA = 1− Bk
Bm
Tabla 6.2: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la restric-
ción de población constante en presencia de mutación Los valores se han obtenido hallando la solución de
estado estacionario del sistema 6.8. La fila llamada “Estabilidad” muestra las condiciones necesarias para que
dicho estado estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores
del estado estacionario en el Jacobiano que se obtiene a partir del sistema 6.8
A partir de esta relación es posible obtener el umbral de error:
Qc =
Bk
Bk(1− c) +Bmc (6.11)
El estado estacionario I es estable si Qm > Qc, mientras que el estado estacionario II lo es para
Qm < Qc. De forma análoga, es posible obtener un valor crítico del factor de interacción en cis, c,
para el que tiene lugar la misma bifurcación transcrítica:
cc =
Bk(1−Qm)
(Bm −Bk)Qm (6.12)
En el capítulo 3 se vio que la aparición de un umbral de error se debía a la acción de la selección
natural actuando bajo la forma de la supervivencia del más robusto. Se vio también que el umbral de
error podía definirse como el valor para el cual el coeficiente de selección efectivo entre el fenotipo
maestro y mutante se hacía igual a cero. Dicho coeficiente de selección viene definido por:
s =
Ak(Qm, c)
Am(Qm, c)Qm
− 1 (6.13)
Puesto que ahora, los valores de Am y Ak dependen de la composición población, el valor del
coeficiente de selección puede obtenerse una vez que se alcanza el estado estacionario I. Sustituyendo
los valores de xm y xk para dicho estado estacionario I se obtiene:
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s =
Bk(1−Qm +Qmc)
BmQm
− c (6.14)
Cuando el estado estacionario I es estable, antes del umbral de error, s es negativo. Igualando
este valor a cero y despejando Qm o c, se obtienen los valores críticos de Qm y c para los que se
produce la bifurcación transcrítica, cambia la estabilidad de los estados estacionarios, y el coeficiente
de selección se vuelve positivo.
Puesto que
dQc
dc
=
Bk (Bk −Bm)
(Bmc+Bk (1− c))2
< 0 (6.15)
El umbral de error aumenta al disminuir c, es decir, al aumentar las interacciones en trans. Dicho
de otra forma, cuando existen interacciones en trans, el umbral de error se produce a tasas de mutación
más bajas. Esto puede explicarse teniendo en cuenta que,(
ds
dc
)
=
Bk
Bm
− 1 < 0 (6.16)
Es decir, cuanto mayor es c menor es el coeficiente de selección. Como para Qm > Qc el coefi-
ciente de selección es negativo, al aumentar las interacciones en trans el coeficiente de selección antes
del umbral de error se hace menos negativo, es decir, la intensidad de la selección natural disminuye.
Esto se debe a que, debido a las interacciones en trans que se establecen a través del bien público, el
fenotipo mutante se aprovecha de parte de los recursos que aporta el fenotipo maestro, aumentando
su eficacia biológica, mientras que el fenotipo maestro utiliza parcialmente recursos aportados por
el fenotipo mutante, lo que disminuye su eficacia biológica. El resultado es que la eficacia biológica
relativa entre ambos disminuye al aumentar las interacciones en trans. Puesto que la intensidad de
la selección natural disminuye, la tasa de mutación a la que la mayor robustez del fenotipo mutante
compensa la diferencia de eficacias biológicas entre ambos fenotipos, se hace menor, de manera que
el umbral de error aumenta.
Analizando en detalle el valor de Qc se observa que cuando c = 1, el umbral de error es igual al
obtenido en el modelo de cuasiespecies clásico Qc =
Bk
Bm
, mientras que si c = 0, el umbral de error
es Qc = 1, lo que indica que el fenotipo mutante se impone a cualquier valor de la tasa de mutación
mayor que cero. Esto se deba a que cuando c = 0, en ausencia de una ventaja selectiva en cis del
fenotipo mutante, ambos fenotipos reciben la misma contribución del bien público Am = Ak = B¯,
pero sólo el fenotipo maestro sufre una pérdida de eficacia biológica debido a la mutación.
La figura 6.1 muestra la relación entre los valores críticos de c y Qm para tres valores de supe-
rioridad1, σB =
Bk
Bm
, diferentes. Esta figura puede interpretarse como un diagrama de fases: cuando
los parámetros del sistema se encuentran por encima de una curva, el estado estacionario I es estable,
mientras que cuando se encuentran por debajo de la curva es estable el estado estacionario II.
En la tabla 6.2 también se observa el valor del lastre mutacional en el equilibrio de selección-
mutación:
LA =
A0 − A¯
A0
=
1−Qm
1−Qm +Qmc (6.17)
1Aunque en el apéndice A y en los capítulos 3 y 4, la superioridad se definía como la relación entre los factores de
amplificación Ai, en este capítulo y los siguientes es más conveniente redefinirla como la relación entre las contribuciones
al bien público, Bi. Debido a esto, se le denominará σB
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Figura 6.1: Relación entre el valor crítico del factor de interacción en cis, c, y el factor de calidad por
secuencia,Qm, para diferentes valores de σB . En la figura se observa como el umbral de error,Qc, disminuye
cuando disminuyen las interacciones en trans, cuando c aumenta. Para c = 1, el umbral de error es Qm = 1,
independientemente de σB .
En ausencia de mutación,Qm = 1, se obtiene, lógicamente, que el lastre mutacional esLA(Qm =
1) = 0. Mientras que en el caso c = 1, en ausencia de interacción, el lastre mutacional coincide con el
modelo clásico de cuasiespecies, LA(c = 1) = 1−Qm. El lastre mutacional en el estado estacionario
I viene determinado por el factor de calidad por secuencia, Qm y por el factor de interacción en cis,
c, pero no por las contribuciones a la eficacia replicativa Bm y Bk. Esto contrasta con la fracción
poblacional del fenotipo mutante que sí depende de la diferencia Bm −Bk.
Sin embargo, en el estado estacionario II, donde sólo está presente el fenotipo mutante, el lastre
mutacional sólo depende de la relación entre dichas contribuciones, de forma que más allá del Qc,
el lastre mutacional es constante. Ambos fenómenos son una particularidad del paisaje de eficacia
biológica tipo Single-Peak en ausencia de back-mutation.
Al estudiar cómo depende el lastre mutacional en el equilibrio selección-mutación con las inter-
acciones en trans se obtiene:
(
dLA
dc
)
= − Qm (1−Qm)
(1−Qm +Qmc) < 0 (6.18)
Es decir, cuando la población se encuentra en un equilibrio de selección-mutación tipo cuasies-
pecie, cuanto mayores sean las interacciones en trans mayor es el lastre mutacional de la población,
y menor, por tanto, su eficacia biológica promedio, para cada valor de la tasa de mutación. El motivo
es el mismo por el cual aumenta el umbral de error con las interacciones en trans. Las interacciones
en trans disminuyen la diferencia de eficacia biológica entre los fenotipos maestro y mutante, dis-
minuyendo la presión de selección. De esta manera, el equilibrio de selección-mutación se desplaza
haciendo que el efecto deletéreo de las mutaciones sobre la eficacia biológica media poblacional sea
mayor cuanto mayores son las interacciones en trans. En la figura 6.2 se muestra la variación del
lastre mutacional con el factor de calidad y la superioridad del fenotipo maestro sobre el mutante para
dos factores de interacción en cis diferentes. En ambos casos se observa que antes del umbral de error
(que es el valor de Qm a partir del cual el lastre mutacional no varía con el factor de calidad) el lastre
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mutacional no depende de la superioridad, σB , que, sin embargo, sí determina el valor de Qc y el
valor del lastre mutacional más allá de Qc.
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Figura 6.2: Variación del lastre mutacional con el factor el factor de calidad por secuencia para dife-
rentes valores de superioridad. La figura muestra cómo, antes del umbral de error, el lastre mutacional es
independiente de σB . Comparando a y b se observa que, al disminuir c, tanto el umbral de error como el lastre
mutacional antes de éste aumentan.
La figura 6.3 muestra la variación del lastre mutacional respecto al factor de calidad por secuencia,
Qm para diferentes valores del factor de interacción en cis, c. En ella se observa cómo al disminuir
c, es decir, al aumentar las interacciones en trans, aumenta tanto el lastre mutacional a cada valor de
Qm como el valor del umbral de error.
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Figura 6.3: Variación del lastre mutacional con el factor de calidad por dígito para diferentes valores de c.
El lastre mutacional y el umbral son mayores cuanto menor es c, es decir, cuanto mayores son las interacciones
en trans. Bm = 10;Bk = 2;D = 1; v = 0;N = 1.
El efecto del factor de interacción en cis, c, sobre el lastre mutacional depende del factor de
calidad, tal y como puede apreciarse por la expresión del lastre mutacional, ecu. 6.17 y las figuras 6.2
y 6.3. Es decir, la tasa de mutación y el factor de interacción c, no actúan de forma independiente. A
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partir de dicha expresión es posible preguntarse para qué valor de la tasa de mutación se maximiza el
efecto de c sobre el lastre mutacional antes del umbral de error. Para hallar este valor basta con igualar
a cero la derivada de la diferencia entre los lastres mutacionales para dos valores de c diferentes, que
viene definida por:
∆LA = LA,2 − LA,1 = LA(c2)− LA(c1) (6.19)
Igualando a cero la derivada de esta expresión con respecto a Qm se obtiene el valor de Qm al
cual la diferencia de lastres mutacionales es máxima
Qm(ma´x ∆LA) =
1
1 +
√
c1c2
(6.20)
así como el valor de dicho máximo:
∆LA(Qm(ma´x ∆LA)) =
c1 + c2 − 2√c1c2
c2 − c1 (6.21)
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Figura 6.4: Diferencia de lastre mutacional para dos factores de interacción c en función del factor de
calidad por secuencia Qm. El efecto de c sobre el lastre mutacional presenta un máximo para valores de Qm
intermedios. Bm = 10;Bk = 0;D = 1; v = 0;N = 1
Como se observa en la figura 6.4 la diferencia entre los lastres mutacionales para dos valores de c
alcanza un máximo para factores de calidad por secuencia intermedios.
6.3. El fenotipo mutante presenta una ventaja o desventaja selectiva,
w. Modelo aditivo
Una vez considerado el caso en el que los fenotipos mutante y maestro sólo se diferencian en
su contribución al bien público, Bi, se estudiará el caso en el que el fenotipo mutante presenta una
ventaja o desventaja selectiva en cis respecto al fenotipo maestro, empezado por el modelo aditivo.
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Al considerar que esta ventaja o desventaja actúa de forma aditiva, los factores de amplificación de
ambos fenotipos resultan ser:
Am(xm, xk) = cBm + (1− c)B¯ = cBm + (1− c)Bmxm +Bkxk
N
(6.22)
Ak(xm, xk) = cBk + (1− c)B¯ + v = cBk + (1− c)Bmxm +Bkxk
N
+ w (6.23)
Puesto que la población es constante, el sistema de EDO que determina la dinámica viene definido
por:
dxm
dt
=
[
cBm + (1− c)B¯
]
Qmxm −Dxm − E¯xm
dxk
dt
=
[
cBm + (1− c)B¯
]
(1−Qm)xm +
[
cBk + (1− c)B¯ + w
]
xk −Dxk − E¯xk
(6.24)
Donde la productividad media del sistema, E¯, viene definida por
E¯ =
Bmxm + (Bk + w)xk
xm + xk
= Bk + w +
(Bm −Bk − w)
N
xm (6.25)
Reduciendo el sistema 6.24 a una única ecuación diferencial teniendo en cuenta que xm = N −
xk, y sustituyendo el valor de E¯, la ecuación diferencial resultante que determina la dinámica de la
población es:
dxm
dt
=
[
cBm + (1− c)
(
Bk + w +
(Bm −Bk − w)
N
xm
)]
Qmxm
−
(
Bk + w +
(Bm −Bk − w)
N
xm
)
xm
(6.26)
6.3.1. Dinámica evolutiva en ausencia de mutación, Qm = 1
Al igual que en la sección 6.2, en primer lugar se estudiará la dinámica evolutiva del sistema
en ausencia de mutación, es decir, cuando sólo actúa la selección natural. Como se comentó ante-
riormente, a pesar de que en ausencia de mutaciones no tenga sentido hablar de fenotipo mutante se
mantendrá esta nomenclatura por los motivos anteriormente mencionados. En ausencia de mutación,
el sistema de ecuaciones diferenciales 6.24 resulta:
dxm
dt
= [cBm + (1− c)Bmxm +Bkxk
N
]xm − A¯xm
dxk
dt
= [cBk + (1− c)Bmxm +Bkxk
N
+ w]xk − A¯xk
(6.27)
La tabla 6.3 muestra los resultados obtenidos al hallar los estados estacionarios del sistema de
ecuaciones diferenciales 6.27.
Al igual que en el caso en el que se consideraba que w = 0, sección 5.2, el sistema presenta
dos estados estacionarios. Uno formado exclusivamente por el fenotipo maestro y otro formado ex-
clusivamente por el fenotipo “mutante”. Ahora bien, a diferencia del caso w = 0, ahora el fenotipo
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Estado Estacionario Propiedades
Estado estacionario I.
Sólo fenotipo maestro
Población xm = N
xk = 0
Estabilidad w < (Bm −Bk) c
Estado estacionario II.
Sólo fenotipo mutante
Población
xm = 0
xk = N
Estabilidad w > (Bm −Bk) c
Tabla 6.3: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la res-
tricción de población constante, en presencia de una ventaja aditiva en cis, w. Los valores se han obtenido
hallando la solución de estado estacionario del sistema 6.27. La fila llamada “Estabilidad” muestra las condicio-
nes necesarias para que dicho estado estacionario sea asintóticamente estable. Las condiciones se han hallado
sustituyendo los valores del estado estacionario en el Jacobiano que se obtiene a partir del sistema 6.27.
“mutante” puede imponerse en la población siempre y cuando su ventaja selectiva en cis, w, sea ma-
yor que la diferencia entre las aportaciones de cada fenotipo, multiplicada por el factor de interacción
en cis2.
En este caso, existe un dilema social porque, cuando se cumple que w > (Bm −Bk) c y se
impone el fenotipo mutante o defector, puede ocurrir que la eficacia biológica media de la población
resultante (E¯ = Bk +w−D) sea menor que la que tendría una población completamente compuesta
por individuos del fenotipo maestro o cooperador (E¯ = Bm −D), tal y como se observa en la figura
6.5. En ella se observa que, para w = 2, se produce la transición del estado estacionario I al estado
estacionario II con la consiguiente pérdida de eficacia biológica media en la población. Dicho de
otro modo, la acción de la selección natural conlleva una pérdida de la eficacia biológica media de
la población. Posteriormente, una vez que se impone el fenotipo mutante, aumentar w supone un
aumento de la productividad media del sistema.
Por último, en este caso merece la pena señalar que la condición para que se imponga el fenotipo
”mutante” o el maestro w = (Bm − Bk) ∗ c , es formalmente equivalente a la conocida “regla de
Hamilton” (Hamilton, 1964b,a), que viene expresada por rb = c, donde, esta ecuación, c es el “coste”
de cooperación, b es el beneficio de la cooperación y r es el coeficiente de parentesco. En este caso
w, al actuar de forma aditiva, se comporta como una ventaja de la defección, pero el comportamiento
del sistema sería completamente equivalente si en vez de sumar una ventaja al individuo defector, se
le restase un coste al fenotipo “altruista” (en este caso, el maestro). La diferencia Bm − Bk, es el
beneficio que produce la cooperación frente a la defección. Lo más interesante de esta equivalencia
es que muestra que, en este caso, el factor de interacción en cis se comporta de manera equivalente al
coeficiente de parentesco r de la regla de Hamilton, y puede representar una tendencia de asociación
2Como se vio en el apéndice B, el comportamiento en el estado estacionario del sistema 6.27 es equivalente al de una
ecuación del replicador cuya matriz de pagos fuese:
M =
[
Bm Bk + (Bm −Bk) c
Bm − (Bm −Bk) c+ w Bk + w
]
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Figura 6.5: Variación de la productividad media de la población con la ventaja del fenotipo mutante, w..
El aumento de la ventaja selectiva por encima de w = 2 hace que se imponga el fenotipo “mutante” sobre el
fenotipo maestro, causando una brusca caída de la productividad media. Una vez que se impone el fenotipo
“mutante”, el aumento de w aumenta la productividad media de la población. Bm = 10;Bk = 2;D = 3; c =
0.25
preferencial con individuos del mismo fenotipo, como se consideró en la sección 5.3.
6.3.2. Dinámica evolutiva en presencia de mutación, Qm < 1
La tabla 6.4 muestra los resultados obtenidos al hallar los estados estacionarios del sistema de
ecuaciones diferenciales 6.26.
Como puede observarse en la tabla 6.4, la condición para que el estado estacionario II sea estable
es equivalente a la obtenida en la sección anterior. De dicha condición puede obtenerse el valor del
umbral de error que vendría definido por:
Qm,crit =
Bk + w
Bk(1− c) +Bmc (6.28)
Por tanto, el umbral de error es siempre mayor cuanto mayor es el valor de w, lo que concuerda
con la interpretación de la entrada en catástrofe de error como un proceso determinado por la selección
natural. De hecho, al igual que en apartados anteriores, el valor del umbral de error puede obtenerse
igualando a cero el coeficiente de selección en el estado estacionario:
s =
(Bk + w)
BmQm
− (Bmc+Bk −Bkc)
Bm
(6.29)
A diferencia del caso en el que el fenotipo mutante no presenta una ventaja o desventaja selectiva
respecto al fenotipo maestro, ahora el lastre mutacional en el estado estacionario de coexistencia no
es sólo una función de la tasa de mutación y del factor de interacción en cis, sino que depende de w y
de las contribuciones de los fenotipos mutante y maestro, Bk y Bm. Si se estudian las dependencias
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
N (BmQmc−Bk (1−Qm +Qmc) + w)
Bm −Bk (1−Qm +Qmc)− w
xk =
NBm (1−Qm)
Bm −Bk (1−Qm +Qmc)− w
Estabilidad BmQmc > Bk (1−Qm +Qmc) + w
Lastre
mutacional
LA =
(1−Qm) (Bm −Bk − w)
(Bm −Bk) (1−Qm +Qmc)− w
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = N
Estabilidad Bk (1−Qm +Qmc) + w > BmQmc
Lastre
mutacional
LA = 1− Bk + w
Bm
Tabla 6.4: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la restric-
ción de población constante cuando el fenotipo mutante presenta una ventaja o desventaja aditiva en cis,
w. Los valores se han obtenido hallando la solución de estado estacionario del sistema 6.26. La fila llamada
“Estabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente es-
table. Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se
obtiene a partir del sistema 6.26.
del lastre mutacional en el equilibrio selección-mutación con los diferentes parámetros se observa lo
que a continuación se detalla.
En primer lugar, el lastre mutacional sigue siendo mayor cuanto menores sean el factor de calidad
por secuencia Qm y el factor de interacción en cis, c.
(
dL
dQm
)
= − (Bm −Bk − w) (Bmc−Bkc− w)
((Bm −Bk) (1−Qm +Qmc)− w)2
< 0 (6.30)
(
dL
dc
)
= −(Bm −Bk − w) (Bm −Bk)Qm (1−Qm)
((Bm −Bk) (1−Qm +Qmc)− w)2
< 0 (6.31)
Puesto que la ventaja w aumenta la eficacia biológica relativa del fenotipo mutante, su aumento
produce, lógicamente, un aumento del lastre mutacional.
(
dL
dw
)
=
(1− c) (1−Qm) (Bm −Bk)Qm
((Bm −Bk) (1−Qm +Qmc)− w)2
> 0 (6.32)
La figura 6.6 muestra el efecto de w tanto sobre el umbral de error, que aumenta al aumentar w,
como sobre el lastre mutacional, que es mayor cuanto mayor es w para cualquier valor del factor de
calidad mayor que el umbral de error.
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Figura 6.6: Variación del lastre mutacional en función del factor de calidad por secuencia, Qm para
diferentes valores dew, actuando según un modelo aditivo..Una ventaja selectiva en cis (w > 0) del fenotipo
mutante aumenta el lastre mutacional antes del umbral de error respecto al caso (w = 0). Por el contrario, una
desventaja selectiva (w < 0) disminuye el lastre mutacional respecto a dicha situación. El umbral de error
aumenta al aumentar w. Bm = 10;Bk = 5;D = 1; c = 0.25
Para estudiar la dependencia del lastre mutacional con respecto aBm yBk, es interesante expresar
el lastre mutacional en función de la superioridad σB =
Bm
Bk
, obteniéndose:
LA =
(1−Qm)
(
1− σ−1B − w
)(
1− σ−1B
)
(1−Qm +Qmc)− w
(6.33)
La derivada respecto de la superioridad es
dL
dσB
= − wQm (1− c) (1−Qm)
(σB (Qm + w −Qmc− 1)−Qm +Qmc+ 1)2
(6.34)
Lo que implica que el signo de la derivada del lastre mutacional con respecto a la superioridad
depende de si w es mayor o menor que cero, es decir, de si es una ventaja o una desventaja selectiva
en cis. Si w > 0,
dL
dσB
< 0, lo que implica que cuanto mayor sea la superioridad menor es el lastre
mutacional. Por el contrario, si w < 0,
dL
dσB
> 0, de forma que cuanto mayor sea la superioridad,
menor es el lastre mutacional. Ahora bien, aunque para w < 0 se obtenga que
dL
dσB
> 0, numéri-
camente puede comprobarse que el valor absoluto de dicha variación es muy pequeño y, por tanto,
apenas afecta a el lastre mutacional.
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6.4. El fenotipo mutante presenta una ventaja o desventaja selectiva, v.
Modelo multiplicativo
Cuando se considera que la ventaja o desventaja del fenotipo mutante actúa de forma multiplica-
tiva, los factores de amplificación de los fenotipos maestro y mutante vienen definidos por:
Am(xm, xk) = cBm + (1− c)B¯ = cBm + (1− c)Bmxm +Bkxk
xm + xk
Ak(xm, xk) = (cBk + (1− c)B¯)(1 + v) =
[
cBk + (1− c)Bmxm +Bkxk
xm + xk
]
(1 + v)
(6.35)
Teniendo en cuenta que la población es constante, el sistema de EDO que determina la dinámica
viene definido por:
dxm
dt
=
[
cBm + (1− c)B¯
]
Qmxm −Dxm − E¯xm
dxk
dt
=
[
cBm + (1− c)B¯
]
(1−Qm)xm + (1 + v)
[
cBk + (1− c)B¯
]
xk −Dxk − E¯xk
(6.36)
que puede reducirse a una única ecuación diferencial teniendo en cuenta que xk = N − xm
dxm
dt
=
[
cBm + (1− c)
(
Bk +
(Bm −Bk)
N
xm
)]
Qmxm −Dxm − E¯xm (6.37)
Donde el valor de E¯ viene definido por:
E¯ =
((N − xm) (1 + v) + xm) ((Bm −Bk) (1− c)xm +N (Bmc+Bk(1− c)))
N2
−D (6.38)
Sustituyendo la ecuación 6.38 en el sistema 6.37 se obtiene:
dxm
dt
=
[
cBm + (1− c)
(
Bk +
(Bm −Bk)
N
xm
)]
Qmxm − A¯xm (6.39)
donde
A¯ =
((N − xm) (1 + v) + xm) ((Bm −Bk) (1− c)xm +N (Bmc+Bk(1− c)))
N2
(6.40)
Como se verá a lo largo de este trabajo, al considerar una ventaja o desventaja selectiva de tipo
multiplicativo, las expresiones explícitas de los estados estacionarios se vuelven bastante complica-
das, siendo difícil interpretarlas. Por este motivo, en la siguiente sección se estudiará analíticamente
el sistema en ausencia de mutación y, posteriormente, el sistema en presencia de mutaciones será
estudiado utilizando, fundamentalmente, una aproximación numérica.
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6.4.1. Dinámica selectiva en ausencia de mutación, Qm = 1
Dada la mayor complicación del sistema en presencia de mutaciones, es interesante empezar
estudiándolo en el caso particular en el que la tasa de mutación es nula. Al igual que en las secciones
6.2.1 y 6.3.1, se mantendrá la nomenclatura de fenotipo mutante y maestro, aun cuando no se esté
considerando la mutación, por los mismos motivos detallados en la sección 6.2.1. En ausencia de
mutaciones, el sistema de ecuaciones diferenciales ordinarias 6.36 se reduce, en el caso particular
N = 1, a:
dxm
dt
= cBmxm + (1− c)
(
Bmxm −Bkxk
xm + xk
)
xm − A¯xm
dxk
dt
= cBk (1 + v)xk + (1− c) (1 + v)
(
Bmxm −Bkxk
xm + xk
)
xk − A¯xm
(6.41)
La tabla 6.5 muestra los resultados obtenidos al resolver los estados estacionarios del sistema
sistema de EDO 6.41.
La tabla 6.5 muestra que, en ausencia de mutación, existen tres posibles estados estacionarios. Los
estados estacionarios I y II representan la imposición del fenotipo maestro o mutante, respectivamen-
te. El estado estacionario III representa un estado estacionario de coexistencia entre ambos fenotipos,
sin que se produzca mutación de uno a otro. En la tabla 6.5 pueden encontrarse las condiciones que
hacen que sea estable cada estado estacionario, tanto de forma general, como en particular para el
valor de v.
El estado estacionario de coexistencia, que no aparecía en la sección anterior cuando se conside-
raba una ventaja o desventaja de tipo aditivo, si aparece al considerar una ventaja selectiva de tipo
multiplicativo, que enriquece la dinámica del sistema3. Este resultado muestra cómo el considerar
que la ventaja actúa de forma aditiva o multiplicativa puede cambiar sustancialmente la dinámica
del sistema, por lo que no deberían hacerse extrapolaciones de tipo general a partir de los resultados
obtenidos considerando exclusivamente uno de dichos modelos.
En este caso, puesto queQm = 1, no es posible hablar de un lastre mutacional, pero sí de un lastre
interferente. El lastre interferente surge de aplicar el concepto de lastre genético a aquellas situaciones
en las que se produce una disminución en la eficacia biológica promedio de una población debido a la
defección. Estudiando sistemas de cooperación-defección en bacterias esporulantes, otros autores han
descrito un cheating load (literalmente, lastre de “tramposos”) (Velicer, 2003; Travisano y Velicer,
2004)) completamente equivalente al lastre interferente aquí presentado.
El lastre interferente en el estado estacionario I es, obviamente, cero, mientras que en el estado
estacionario II, alcanza el valor máximo posible LA = 1− Bk(1 + v)
Bm
. En el estado estacionario de
coexistencia, el lastre interferente resulta ser:
LA = 1− (Bm −Bk)(1 + v)c
Bmv
= 1− c(1 + v)
v
+
cBk(1 + v)
Bmv
(6.42)
que, en el caso particular en el que Bk = 0, se convierte en:
3El comportamiento en el estado estacionario del sistema 6.41 es equivalente al de una ecuación del replicador cuya
matriz de pagos fuese:
M =
[
Bm Bk + (Bm −Bk) c
(Bm − (Bm −Bk) c) (1 + v) Bk (1 + v)
]
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Estado Estacionario Propiedades
Estado estacionario I.
Sólo fenotipo maestro
Población
xm = N
xk = 0
Estabilidad
Bm > (Bm − (Bm −Bk) c) (1 + v)
v < (Bm−Bk)cBm(1−c)+Bkc
Lastre Interferente LA = 1−Qm
Estado estacionario II.
Sólo fenotipo mutante
Población
xm = 0
xk = N
Estabilidad
Bk(1 + v) > Bk + (Bm −Bk) c
v > (Bm−Bk)cBk
Lastre Interferente LA = 1− Bk(1+v)Bm
Estado estacionario III.
Coexistencia
Población
xm =
N(Bmc−Bk(c+ v))
v(Bm −Bk)(1− c)
xk = N(1− (Bmc−Bk(c+ v))
v(Bm −Bk)(1− c))
Estabilidad
Bk(1 + v) < Bk + (Bm −Bk) c
Bm < (Bm − (Bm −Bk) c) (1 + v)
(Bm −Bk) c
Bk
> v >
(Bm −Bk) c
Bm (1− c) +Bkc
Lastre Interferente LA = 1− (Bm−Bk)(1+v)cBmv
Tabla 6.5: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la restric-
ción de población constante, cuando el fenotipo mutante tiene una ventaja o desventaja selectiva de tipo
multiplicativo, v, en ausencia de mutación (Qm = 1) Los valores se han obtenido hallando la solución de
estado estacionario del sistema 6.41. La fila llamada “Estabilidad” muestra las condiciones necesarias para que
dicho estado estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores
del estado estacionario en el Jacobiano que se obtiene a partir del sistema 6.41 En esta tabla se utiliza el lastre
interferente o defectivo en vez del lastre mutacional. El lastre interferente es un tipo de lastre genético que
ocurre cuando sólo se tienen en cuenta relaciones tipo defector-cooperador en ausencia de mutación.
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LA = 1− (Bm −Bk)(1 + v)c
Bmv
= 1− c(1 + v)
v
(6.43)
Las derivadas del lastre mutacional proporcionan las dependencias respecto a los parámetros.(
dLA
dc
)
= −(Bm −Bk)(1 + v)
Bmv
< 0 (6.44)
(
dLA
dv
)
=
(Bm −Bk)c
Bmv2
> 0 (6.45)
La carga interferente disminuye al disminuir las interacciones en trans, y aumenta al aumentar
la ventaja o desventaja selectiva en cis del fenotipo mutante. El lastre mutacional también puede
expresarse en función de σB como LA = 1− c(1 + v)
v
+
c(1 + v)
σB
, de donde se obtiene que:(
dLA
dσB
)
= −c (v + 1)
σB2 v
< 0 (6.46)
de manera que la variación de la carga interferente con la superioridad σB depende del signo de
v, es decir, de si representa una ventaja o una desventaja selectiva. Si v > 0,
dL
dσB
< 0, lo que implica
que cuanto mayor sea la superioridad menor es el lastre interferente. Por el contrario, si v < 0,
dL
dσB
> 0, de forma que cuanto mayor sea la superioridad, menor es el lastre interferente.
6.4.2. Dinámica evolutiva en presencia de mutación, Qm < 1.
En presencia de mutación, el sistema de ecuaciones diferenciales ordinarias tiene la forma:
dxm
dt
= [cBm + (1− c)Bmxm +Bkxk
N
]Qmxm − A¯xm
dxk
dt
= [cBm + (1− c)Bmxm +Bkxk
N
](1−Qm)xm
+
[
cBk + (1− c) Bmxm +Bkxk
N
]
(1 + v)xk − A¯xk
(6.47)
donde
A¯ =
[
cBm + (1− c)Bmxm+BkxkN
]
xm +
[
cBk + (1− c)Bmxm+BkxkN
]
(1 + v)xk
N
(6.48)
Al igual que en los casos anteriores, considerando que xk = N − xm, el sistema de ecuaciones
6.47 puede reducirse a una única ecuación diferencial:
dxm
dt
= [cBm + (1− c)
(
Bk +
(Bm −Bk)
N
xm
)
]Qmxm
−
[
cBm + (1− c)
(
Bk +
(Bm−Bk)
N xm
)]
xm
N
xm
+
[
cBk +
(
Bk +
(Bm−Bk)
N xm
)]
(1 + v) (N − xm)
N
xm
(6.49)
75
Extinción y mutación 6. Cuasiespecies y juegos de bienes públicos. Población constante
Al resolver los estados estacionarios de la ecuación diferencial 6.49 aparecen dos estados esta-
cionarios. El primero se corresponde con el equilibrio de selección-mutación, en el que coexisten
ambos fenotipos. En el segundo estado estacionario sólo está presente el fenotipo mutante y se co-
rresponde con la llamada catástrofe de error. El problema es que las expresiones explícitas para las
concentraciones poblacionales del estado estacionario I son muy complicadas, (ver Tabla 6.6), lo que
impide obtener explícitamente las condiciones de estabilidad de dicho estado estacionario a partir del
Jacobiano. Igualmente, las expresiones del lastre mutacional, productividad media, etc. son suficien-
temente complicadas como para que no puedan ser fácilmente interpretadas.
Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
−b−√b2 − 4ac
2a
xk = N − xm
donde
a = (1− c)(Bm −Bk)v
b = Bk(1 + 2v −Qm +Qmc− cv)
−Bm(1 + v −Qm +Qmc− cv)
c = (Bmc+Bk(1− c))Qm −Bk(1 + v)
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = N
Estabilidad Bk(1 + v) > (Bmc+Bk(1− c))Qm
Lastre
mutacional
LA = 1− Bk(1 + v)
Bm
Tabla 6.6: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans bajo la res-
tricción de población constante, cuando el fenotipo mutante tiene una ventaja o desventaja selectiva de
tipo multiplicativo, en presencia de mutación Qm < 1. Los valores se han obtenido hallando la solución de
estado estacionario del sistema 6.49 . La fila llamada “Estabilidad” muestra las condiciones necesarias para que
dicho estado estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores
del estado estacionario en el Jacobiano que se obtiene a partir del sistema 6.49.
Sin embargo, esto no ocurre con el estado estacionario II, para el cual, debido a su simplicidad
pueden hallarse tanto las concentraciones del fenotipo mutante y maestro, como el resto de variables
(ver tabla 6.6), e incluso pueden estudiarse las condiciones de estabilidad en detalle. Numéricamente
es posible comprobar que cuando el estado estacionario II se hace estable, el estado estacionario I se
vuelve inestable y, por tanto, el estudio de la estabilidad del estado estacionario II permite comprender
la dinámica global del sistema.
La condición para que el estado estacionario II sea asintóticamente estable esBk(1+v) > (Bmc+
Bk(1 − c))Qm. Cuando esto se cumple, el fenotipo mutante se impone al fenotipo maestro. Esta
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condición de estabilidad define tres valores umbral para el factor de calidad por secuencia, Qm, para
el factor de interacción en cis, c, y para el valor de la ventaja o desventaja selectiva del fenotipo
mutante, v. Los tres valores umbral son:
Qc =
Bk(1 + v)
Bk(1− c) +Bmc (6.50)
cc =
Bk(1 + v)−BkQm
(Bm −Bk)Qm (6.51)
vc =
BmQmc−Bk(1−Qm +Qmc)
Bk
(6.52)
Esto implica que el fenotipo mutante puede imponerse al fenotipo maestro siempre queQm < Qc,
c < cc o que v > vc. Para el caso particular Qm = 1 se obtienen valores umbrales tanto para c
cc =
Bkv
(Bm −Bk) (6.53)
como para v
vc =
(Bm −Bk)c
Bk
(6.54)
lo que muestra, de nuevo, que el umbral de error es un caso particular de transición selectiva entre
dos fenotipos, en particular debido a la diferente robustez mutacional y eficacia replicativa de los
mismos. La existencia de un umbral equivalente para v y c cuando Qm = 1 es la consecuencia de
que, en este caso, la selección natural no sólo depende de las diferencias entre eficacia replicativa y
robustez mutacional, sino también de las interacciones en trans y la ventaja o desventaja selectiva en
cis del fenotipo mutante respecto al fenotipo maestro, v.
Por otro lado, a partir de la ecuación 6.52 es posible obtener que, puesto que
dvc
dQm
= 1− c+ Bmc
Bk
> 0 (6.55)
cuanto mayor sea el factor de calidad Qm (menor tasa de mutación) mayor es la ventaja selectiva
necesaria para que el fenotipo mutante se imponga en la población. Es decir, que, en este caso, la
mutación favorece la acción de la defección.
La figura 6.7 muestra la variación del lastre mutacional con el factor de calidad por secuencia para
diferentes valores de v. Por un lado, como era de esperar, se observa que a cualquier valor del factor
de calidad, el lastre mutacional es mayor cuanto mayor es el valor de v. Por otro lado, se observa que
el umbral de error aumenta al aumentar v, debido al aumento de la eficacia biológica del fenotipo
mutante. El análisis numérico muestra que el lastre mutacional aumenta al disminuir c o el factor
de calidad, Qm, y que su dependencia con la superioridad σB es equivalente a lo que se observa en
ausencia de mutación, aumentando o disminuyendo al aumentar σB , dependiendo de si v es menor o
mayor que cero.
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Figura 6.7: Variación del lastre mutacional con el factor de calidad para diferentes valores de v, actuando
según un modelo multiplicativo. Una ventaja selectiva en cis (v > 0) del fenotipo mutante aumenta el lastre
mutacional antes del umbral de error respecto al caso v = 0. Por el contrario, una desventaja selectiva (v < 0)
disminuye el lastre mutacional respecto a dicha situación. El umbral de error aumenta al aumentar v. Bm =
10;Bk = 2;D = 1; c = 0.25
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Capítulo 7
Interacciones en grupos de tamaño fijo n
En las secciones anteriores se ha supuesto que todos los individuos interaccionan entre sí, es decir,
que existe un único bien público al que todos aportan parte de sus recursos y del que todos reciben una
parte proporcional. En el caso de especies autorreplicantes, este escenario es equivalente a considerar
una situación en la que no existe ningún mecanismo de confinamiento espacial: todas las especies
estarían en un mismo reactor de flujo bien agitado, como en el modelo clásico de cuasiespecies. Sin
embargo, la replicación de los virus RNA tiene lugar en un entorno celular desarrollado, de forma
que los modelos de virus RNA deban tener en cuenta, junto con la dinámica intracelular, la dinámica
extracelular. Por otro lado, la teoría de juegos evolutiva (TJE) ha demostrado que el tamaño del grupo
en el que los individuos interaccionan puede tener gran importancia para las relaciones entre coopera-
dores y defectores. Por este motivo, en este capítulo se estudiará el efecto que tiene considerar que las
interacciones entre los diferentes fenotipos tienen lugar en grupos de tamaño fijo n, cuando el tamaño
poblacional es constante. Básicamente, esto significa que, en la parte de la eficacia biológica que de-
pende de las interacciones de los fenotipos a través de la contribución media al bien público, B¯, hay
que considerar un promedio sobre todos los posibles grupos de tamaño n que pueden formarse con di-
ferente composición de cada fenotipo. El estudio del efecto de las interacciones en grupos de tamaño
constante n ha sido llevado a cabo extensamente en teoría de juegos evolutiva (Archetti y Scheuring,
2012), por lo que en esta sección se utilizarán los métodos desarrollados en dichos trabajos.
7.1. El fenotipo mutante no tiene una ventaja o desventaja selectiva,
v = 0, w = 0, en presencia de mutación, Qm < 1
En primer lugar se estudiará el caso v = 0, w = 0, dada su mayor simplicidad. Por simplicidad
también se supondrá que la concentración total es xm + xk = N = 1. En este caso, los factores de
amplificación de las especies mutante y maestra vienen determinados por:
Am = cBm + (1− c)
[
(Bm −Bk)
(
1
n
+
(n− 1)
n
xm
)
+Bk
]
Ak = cBk + (1− c)
[
(Bm −Bk)(n− 1)
n
xm +Bk
] (7.1)
En la caja 1 se muestra el desarrollo detallado de cómo se han obtenido estos valores.
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Caja 1. Obtención de las eficacias biológicas medias experimentadas por el fenotipo mutante y
maestro cuando interaccionan en tamaños de grupo fijo n
Puesto que los individuos no comparten una parte de su eficacia biológica, cBi, la interacción en grupo
sólo afectará a la parte compartida (1 − c)B¯. Siguiendo a Hauert et al. (2006b), es posible obtener
las expresiones que van a determinar el promedio de la eficacia biológica que un individuo mutante
y un individuo maestro experimentarán en todos los grupos de tamaño n de diferente composición
en los que pueden encontrarse. De esta forma se obtiene que el valor de eficacia biológica media que
experimentan los individuos del fenotipo maestro es:
(1− c)B¯master = (1− c)
n−1∑
k=0
(
n
k
)
xkm(1− xm)n−1−k[
Bm(k + 1) +Bk(n− k + 1)
n
]
Donde k es el número de individuos del fenotipo maestro en un grupo de tamaño n y xm es la
frecuencia de estos individuos en la población (puesto que xm + xk = 1. Por otro lado, el valor de
eficacia biológica media que experimentan los individuos del fenotipo mutante es:
(1− c)B¯mut = (1− c)
n−1∑
k=0
(
n− 1
k
)
xkm(1− xm)n−1−k[
Bmk +Bk(n− k)
n
]
Operando con la primera expresión y teniendo en cuenta que
n−1∑
k=0
(
n− 1
k
)
xkm(1− xm)n−1−kk = (n− 1)xm
es el primer momento de la distribución binomial y que
N−1∑
k=0
(
N − 1
k
)
xkm(1− xm)N−1−k = 1
se obtiene que la eficacia biológica media que experimenta el fenotipo maestro viene determinada
por:
(1− c)B¯master = (1− c)
[
(Bm −Bk)
(
1
n
+
(n− 1)
n
xm
)
+Bk
]
Operando de manera análoga sobre la expresión de la eficacia biológica media que experimenta el
fenotipo mutante resulta:
(1− c)B¯mut = (1− c)
[
(Bm −Bk)(n− 1)
n
xm +Bk
]
En el límite n→∞ se recupera el modelo original puesto que se cumple que:
(1− c)B¯master(n→∞) = (1− c)B¯mut(n→∞) = (1− c) [(Bm −Bk)xm +Bk]
= (1− c) [Bmxm +Bkxk] = (1− c)B¯
(7.2)
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Y, por tanto:
Am = cBm + (1− c)B¯
Ak = cBk + (1− c)B¯
(7.3)
Por otro lado, para n = 1 se obtiene, obviamente, el modelo original de cuasiespecies sin interac-
ciones en trans:
(1− c)B¯master = (1− c) [(Bm −Bk) +Bk] = (1− c)Bm
(1− c)B¯mut = (1− c)Bk
(7.4)
El sistema de ecuaciones diferenciales que se obtiene al tener en cuenta la interacción en grupos
de tamaño n viene definido por:
dxm
dt
=
[
cBm + (1− c)
[
(Bm −Bk)
(
1
n
+
(n− 1)
n
xm
)
+Bk
]]
Qmxm
−Dmxm − φ0xm
dxk
dt
=
[
cBm + (1− c)
[
(Bm −Bk)
(
1
n
+
(n− 1)
n
xm
)
+Bk
]]
(1−Qm)xm
+
[
cBk + (1− c)
[
(Bm −Bk)(n− 1)
n
xm +Bk
]]
xk −Dkxk − φ0xk
(7.5)
Donde
φ0 = (Bm −Bk)xm +Bk −D (7.6)
Los resultados obtenidos al hallar los estados estacionarios para este sistema de EDO 7.5 se
presentan en la tabla 7.1.
A partir de las concentraciones en el estado estacionario de coexistencia, es posible hallar el valor
de los factores de amplificación Am y Ak de ambos fenotipos en el estado estacionario I y obtener el
valor del coeficiente de selección cuando el tamaño de grupo es n:
s =
Ak
AmQm
− 1 = Bk ((1− n+ c (n− 1))Qm + n)
BmQmn
− (1− c+ nc)
n
(7.7)
A partir de esta expresión se obtiene que(
ds
dn
)
=
(1− c) (Bm −Bk)
Bmn2
> 0 (7.8)
Puesto que antes del umbral de error, el coeficiente de selección es negativo, el aumento del
coeficiente de selección con el tamaño de grupo indica que cuanto mayor es n menos negativo es
el coeficiente de selección y, por tanto, menor es la intensidad de la selección natural. Es decir, el
aumento del tamaño de los grupos en los que se producen las interacciones disminuye la eficacia
biológica relativa del fenotipo maestro respecto al fenotipo mutante. Esto implica que la proporción
de fenotipo mutante a cualquier tasa de mutación aumenta, lo que se reflejará en un aumento del lastre
mutacional con el tamaño de grupo n. Por supuesto, un aumento de la eficacia replicativa del fenotipo
mutante se va a traducir en un aumento del umbral de error, ya que el fenotipo mutante será capaz de
desplazar al fenotipo maestro a menores tasas de mutación, tal y como se vio en el capítulo 3.
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
Bm(Qm −Qmc+ nQmc)
(Bm −Bk)(n+Qm (1− c− n+ nc)
−Bk(n+Qm − nQm −Qmc+ nQmc)
(Bm −Bk)(n+Qm (1− c− n+ nc)
xk = 1− xm
Estabilidad BmQmc+
Qm(Bm −Bk)(1− c)
n
> Bk(1−Qm +Qmc)
Lastre
mutacional
LA =
n(1−Qm)
n− (n− 1)Qm(1− c)
Estado estacionario II.
(“Catástrofe de error”)
Población
xm = 0
xk = 1
Estabilidad BmQmc+
Qm(Bm −Bk)(1− c)
n
< Bk(1−Qm +Qmc)
Lastre
mutacional
LA = 1− Bk
Bm
Tabla 7.1: Resumen de los resultados del modelo de cuasiespecies que interaccionan en trans, cuando
la interacción tiene lugar en grupos de tamaño n, en presencia de mutación, si el fenotipo no tiene una
ventaja o desventaja selectiva, v = 0. Los valores se han obtenido hallando la solución de estado estacio-
nario del sistema 7.5. La fila llamada “Estabilidad” muestra las condiciones necesarias para que dicho estado
estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores del estado
estacionario en el Jacobiano que se obtiene a partir del sistema 7.5
En el estado estacionario de coexistencia, el lastre mutacional viene determinado por
LA =
n(1−Qm)
n− (n− 1)Qm(1− c) (7.9)
De donde se obtiene que la variación del lastre mutacional respecto del tamaño de grupo n viene
determinada por: (
dLA
dn
)
=
Qm(1− c)(1−Qm)
(Qm + n−Qmc−Qmn+Qmcn)2
> 0 (7.10)
es decir, tal y como era de esperar a partir del resultado obtenido para la variación del coeficiente
de selección con n, el lastre mutacional aumenta al aumentar el tamaño de grupo en el que se pro-
ducen las interacciones. Por supuesto, las interacciones en grupos de tamaño finito no afectan a las
dependencias ya estudiadas del lastre mutacional, que sigue disminuyendo al aumentar el factor de
calidad por copia o al aumentar el factor de interacción en cis.
Al igual que en el capítulo 6, a partir de la condición de estabilidad del estado estacionario I puede
obtenerse un valor del umbral de error que depende de n:
Qc =
Bk
Bmc+ (1− c)
(
Bm−Bk
n +Bk
) (7.11)
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La derivada del umbral de error con respecto a n es:
dQc
dn
=
Bk(Bm −Bk)(1− c)
n2(Bmc+ (1− c)(Bk + Bm−Bkn ))
2 > 0 (7.12)
es decir, el umbral de error aumenta con el tamaño de grupo n. Esto implica que cuanto mayor
sea el tamaño de grupo, los mutantes se impondrán a menores tasas de mutación, lo que confirma lo
esperado al obtener que el coeficiente de selección se haga menos negativo al aumentar el tamaño de
grupo n. Obviamente, cuando n→∞ tanto el umbral de error como el lastre mutacioanl tienden a la
expresión que se obtiene cuando no se considera interacción en grupos.
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Q
m
, factor de calidad por secuencia
L A
,
 
la
str
e 
m
ut
ac
io
na
l
 
 
n = 2
n = 5
n = ∞
Figura 7.1: Lastre mutacional y umbral de error en función del tamaño de grupo, n.Cuanto mayor es el
tamaño de grupo de interacción, menor es el coeficiente de selección del fenotipo maestro sobre el mutante y,
por tanto, mayor es el lastre mutacional. Bm = 10;Bk = 2;D = 1; c = 0.25
7.2. El fenotipo mutante tiene una ventaja o desventaja selectiva, v 6= 0,
en ausencia de mutación, Qm = 1.
En esta sección se estudiará qué ocurre cuando el fenotipo mutante presenta una ventaja o una
desventaja selectiva de tipo multiplicativo, v, respecto al fenotipo maestro. En primer lugar, se tendrá
en cuenta el caso sin mutación, dada su mayor simplicidad.
El sistema de ecuaciones diferenciales en ausencia de mutación viene determinado por:
dxm
dt
=
[
cBm + (1− c)
[
(Bm −Bk)
(
1
n
+
(n− 1)
n
xm
)
+Bk
]]
xm −Dmxm − φ0xm
dxk
dt
=
[
cBk + (1− c)
[
(Bm −Bk)(n− 1)
n
xm +Bk
]]
xk −Dkxk − φ0xk
(7.13)
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Que también puede expresarse de la siguiente manera
dxm
dt
=
[
cBm + (1− c)
[
Bmxm +
(
Bk +
(Bm −Bk)
n
)
xk
]]
xm −Dmxm − φ0xm
dxk
dt
=
[
cBk + (1− c)
[(
Bm − (Bm −Bk)
n
)
xm +Bkxk
]]
(1 + v)xk −Dkxk − φ0xk
(7.14)
Donde
φ0 =
[
cBm + (1− c)
[
Bmxm +
(
Bk +
(Bm −Bk)
n
)
xk
]]
xm
+
[
cBk + (1− c)
[(
Bm − (Bm −Bk)
n
)
xm +Bkxk
]]
(1 + v)xk −D
(7.15)
La tabla 7.2 presenta un resumen de los resultados obtenidos al resolver los estados estacionarios
del sistema 7.14.
El sistema presenta tres posibles estados estacionarios. En el estado estacionario I el único fe-
notipo presente es el fenotipo maestro. El estado estacionario II está formado exclusivamente por el
fenotipo “mutante”, mientras que en el estado estacionario III ambos fenotipos coexisten. El análisis
de estabilidad del sistema determina las condiciones en las que cada uno de los estados estacionarios
es estable1. Estas condiciones pueden particularizarse para los diferentes parámetros, n, c y v. Por
ejemplo, para el tamaño de grupo n, el estado estacionario I es estable cuando el tamaño de grupo es
pequeño,
0 < n < 1 +
Bm −Bk(1 + v)
Bmv + c(Bk(1 + v)−Bm(1 + v)) (7.16)
Mientras que el estado estacionario II es estable para tamaños de grupo superiores a un determi-
nado valor umbral:
n >
(Bm −Bk)(1− c)
Bk(c+ v)−Bmc (7.17)
Por último, la coexistencia es estable para tamaños de grupo intermedios, cuando se cumple:
1 +
Bm −Bk(1 + v)
Bmv + c(Bk(1 + v)−Bm(1 + v)) < n <
(Bm −Bk)(1− c)
Bk(c+ v)−Bmc (7.18)
En la tabla 7.3 se muestran bajo qué condiciones de los parámetros c y v son estables los diferentes
estados estacionarios. De forma similar a lo obtenido para el tamaño de grupo, n, el fenotipo maestro
se impone para valores altos de c o pequeños de v. El fenotipo mutante, por el contrario, se impone
cuando abundan las interacciones en trans o su ventaja selectiva, v, es alta. Para valores intermedios
de c o v el estado estacionario es la coexistencia de ambos fenotipos. A partir de la condición de
estabilidad del estado estacionario II, se observa que, lógicamente, este estado estacionario no puede
ser estable si Bk = 0, ya que el fenotipo mutante no podría reproducirse por sí mismo.
1Aplicando la transformación afín vista en el apéndice B sobre el sistema de ecuaciones 7.13. se obtiene la siguiente
matriz de pagos:
 Bm cBm + (1− c)(Bk + (Bm−Bk)n )[
cBk + (1− c)
(
Bm − (Bm−Bk)n
)]
(1 + v) Bk (1 + v)

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Estado Estacionario Propiedades
Estado estacionario I.
Sólo fenotipo maestro
Población
xm = 1
xk = 0
Estabilidad
[
cBk + (1− c)
(
Bm − (Bm−Bk)n
)]
(1 + v) < Bm
Lastre
Interferente
LA = 1−Qm
Estado estacionario II.
Sólo fenotipo “mutante”
Población
xm = 0
xk = 1
Estabilidad Bmc+
(Bm −Bk)(1− c)
n
< Bk(c− v)
Lastre
Interferente
LA = 1− Bk(1+v)Bm
Estado estacionario III.
Coexistencia
Población
xm =
Bm(1− c+ nc)−Bk(1− c+ nc+ nv)
(1− c)(Bm −Bk)v(n− 1)
xk = 1− xm
Estabilidad
[
cBk + (1− c)
(
Bm − (Bm−Bk)n
)]
(1 + v) > Bm
Bmc+
(Bm −Bk)(1− c)
n
> Bk(c− v)
Lastre
Interferente
LA = 1− (1− c+ cn)(Bm −Bk)(1 + v)
Bmnv
Tabla 7.2: Resumen de resultados para el modelo de cuasiespecies que interaccionan en trans, cuando los
individuos interaccionan en grupos de tamaño n, en ausencia de mutación. El fenotipo mutante tiene una
ventaja o desventaja selectiva de tipo multiplicativo, v Los valores se han obtenido hallando la solución de
estado estacionario del sistema 7.14. La fila llamada “Estabilidad” muestra las condiciones necesarias para que
dicho estado estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores
del estado estacionario en el Jacobiano que se obtiene a partir del sistema 7.14 En esta tabla se utiliza el lastre
interferente o defectivo en vez del lastre mutacional. El lastre interferente es un tipo de lastre genético que
ocurre cuando sólo se tienen en cuenta relaciones tipo defector-cooperador en ausencia de mutación.
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Estado estacionario Es estable si
Estado estacionario I.
Sólo fenotipo maestro
c >
Bk(1 + v)−Bm(1 + v − nv)
(Bm −Bk)(n− 1)(1 + v)
v <
Bmn
Bk(1− c+ nc)−Bm(1− c− n+ nc) − 1
Estado estacionario II.
Sólo fenotipo mutante
c <
Bm −Bk(1 + nv)
Bm(n− 1)−Bk(n− 1)
v >
Bmc−Bkc+ (Bm−Bk)(1−c)n
Bk
Estado estacionario III.
Coexistencia
Bm−Bk(1+nv)
Bm(n−1)−Bk(n−1) < c <
Bk(1+v)−Bm(1+v−nv)
(Bm−Bk)(n−1)(1+v)
Bmn
Bk(1−c+nc)−Bm(1−c−n+nc) − 1 < v <
Bmc−Bkc+ (Bm−Bk)(1−c)n
Bk
Tabla 7.3: Estabilidad de los estados estacionarios en función de c y v..
7.3. El fenotipo mutante tiene una ventaja o desventaja selectiva de tipo
multiplicativo, v 6= 0, en presencia de mutación, Qm < 1.
El caso Qm < 1 es más complicado de tratar, siendo difícil obtener analíticamente los estados
estacionarios. Sin embargo es posible obtener algunos resultados particulares. La condición de esta-
bilidad del estado estacionario II, compuesto exclusivamente por el fenotipo mutante es:
BmQmc+ (1− c)Qm
(
Bk +
Bm −Bk
n
)
< Bk(1 + v) (7.19)
De donde puede obtenerse el umbral de error
Qm,c =
Bk(1 + v)
Bmc+ (1− c)
(
Bm−Bk
n +Bk
) (7.20)
cuya única diferencia respecto al valor obtenido para v = 0 es la introducción del factor de ventaja
selectiva (1+v) en el numerador, por lo que, al igual que en ese caso, el umbral de error aumenta con
el tamaño de grupo n. La figura 7.2 muestra el efecto de la ventaja selectiva, v, en el lastre mutacional
y en el umbral de error para diferentes valores de n. Tal y como se observa en la figura, el lastre
mutacional aumenta al aumentar el valor de v, al igual que el umbral de error. Si se comparan las
figuras 7.2a y 7.2b se observa que, como es esperable, el efecto de v, al igual que el propio lastre
mutacional, es mayor cuanto mayor sea el tamaño de grupo, n.
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(b) n = 10
Figura 7.2: Variación del lastre mutacional y el umbral de error con el factor de calidad pro secuencia,
Qm, para diferentes valores de v. El efecto de la ventaja selectiva en cis, v, sobre el lastre mutacional es
tremendamente dependientes del tamaño del grupo de interacción, n. Bm = 10;Bk = 2;D = 1; c = 0.25.
7.4. Aplicación del modelo al fago φ6: obtención de parámetros a partir
de experimentos
Uno de las posibles aplicaciones de los modelos mínimos es la obtención de parámetros a partir
de resultados experimentales. Los modelos desarrollados en este trabajo podrian ser utilizados para
obtener valores aproximados de los parámetros considerados en los mismos: la relación entre las
eficacias biológicas que actúan en cis-trans, σB =
Bm
Bk
, la que sólo actúa en cis, v o el factor de
interacción en cis, c. Como ejemplo de esta posibilidad se utilizarán los resultados experimentales
obtenidos por Turner y Chao (1999, 2003) para el fago φ62.
El caso del fago φ6
El fago φ6 ha sido estudiado en detalle experimentalmente desde la perspectiva de la teoría de
juegos, por Turner y Chao (1999, 2003). En estos trabajos se llegaron a obtener las matrices de pagos
para dos poblaciones distintas que habían evolucionado a alta y baja MOI a partir de una población
ancestral que sirve como población de referencia para las medidas de eficacia biológica relativa. A
continuación se describen brevemente los resultados obtenidos en dichos trabajos.
En primer lugar, Turner y Chao hicieron evolucionar una población a alta MOI (MOI = 5) y
baja MOI (MOI = 0.002) durante unas 250 generaciones (Turner y Chao, 1998) observando que
la población evolucionada a alta MOI aumentaba su eficacia biológica gracias a una estrategia tipo
defectora al competir con la población ancestral. Para comprobarlo, midieron la dependencia de la
eficacia biológica del virus evolucionado a alta MOI respecto a su progenitor respecto a la frecuencia
de ambos (Turner y Chao, 1999) obteniendo la siguiente matriz de pagos asociada a su interacción:
[
1 0.65
1.99 0.83
]
(7.21)
que equivale a un dilema del prisionero, lo que explica porque el virus defector fue capaz de im-
ponerse frente a la variante ancestral. Posteriormente (Turner y Chao, 2003), realizaron los mismos
2Jaime Iranzo fue quien me comentó que era posible aplicar este modelo a los experimentos de Chao y Turner con el
fago φ6 para obtener los parámetros del mismo, por lo que le estoy muy agradecido.
87
Extinción y mutación 7. Interacciones en grupos de tamaño fijo n
experimentos pero comparando el virus evolucionado a alta MOI (el defector) con el virus evolucio-
nado a baja MOI, que presumiblemente habría evolucionado hacia una estrategia de tipo cooperador.
En ese caso, la matriz de pagos obtenida fue:
[
1 0.56
1.55 0.37
]
(7.22)
Equivalente a un juego de tipo snowdrift, lo que predecía que de competir ambas variantes, llega-
rían a una situación de coexistencia (siendo ambos incapaces de desplazar al otro), hasta que nuevas
mutaciones cambiasen la matriz de pagos.
Aplicación del modelo de cuasiespecies que interaccionan en trans
En la sección anterior se estudió el modelo de cuasiespecies que interaccionan en trans en con-
diciones de población constante cuando los individuos interaccionan en grupos de tamaño n y el
fenotipo mutante presenta una ventaja selectiva en cis, v, de tipo multiplicativo en ausencia de muta-
ción. Tal y como se vio en el apéndice B, el sistema de EDO 7.14 planteado en dicha sección podría
reducirse a una matriz de pagos de la siguiente forma:
 Bm cBm + (1− c)(Bk + (Bm−Bk)n )[
cBk + (1− c)
(
Bm − (Bm−Bk)n
)]
(1 + v) Bk (1 + v)
 (7.23)
Esta matriz de pagos puede aplicarse a los resultados obtenidos por Turner y Chao para el fago
φ6, resumidos en las matrices 7.21 y 7.22. Para ello, hay que considerar en primer lugar que los
mismos autores obtuvieron un límite máximo para el tamaño de coinfección de entre dos y tres virus
por célula (Turner et al., 1999), que posteriormente fue fijado en 2.3 (Dennehy y Turner, 2004). Con
este valor de n es posible utilizar la matriz 7.23 para obtener los valores de los parámetros Bm, Bk, v
y c asociados a las matrices 7.21 y 7.22.
Para el caso de la matriz de pagos 7.21 que refleja la competición entre el virus evolucionado a
alta MOI con su ancestro, se obtiene el siguiente sistema de ecuaciones:
Bm = 1
cBm + (1− c)
(
Bk +
(Bm −Bk)
n
)
= 0.65[
cBk + (1− c)
(
Bm − (Bm −Bk)
n
)]
(1 + v) = 1.99
Bk (1 + v) = 0.83
(7.24)
Y, a partir de él, los siguientes valores:
σB =
Bm
Bk
= 3.99
c = 0.174
v = 2.31
(7.25)
Mientras que para el caso de la matriz de pagos 7.22, que refleja el resultado de competir el virus
evolucionado a alta MOI con el virus evolucionado a baja MOI se obtiene el siguiente sistema de
ecuaciones:
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Bm = 1
cBm + (1− c)
(
Bk +
(Bm −Bk)
n
)
= 0.56[
cBk + (1− c)
(
Bm − (Bm −Bk)
n
)]
(1 + v) = 1.55
Bk (1 + v) = 0.37
(7.26)
Y los siguientes valores:
σB =
Bm
Bk
= 7.24
c = 0.096
v = 1.681
(7.27)
Antes de comentar los valores obtenidos es interesante destacar que todos los valores excepto c
son robustos frente al cambio de valores de n. Así utilizando n = 3, se obtiene:
σB =
Bm
Bk
= 3.99
c = 0.299
v = 2.31
(7.28)
y
σB =
Bm
Bk
= 7.24
c = 0.234
v = 1.681
(7.29)
respectivamente, en los que, como puede apreciarse, solo se observa cambio en los valores de c.
De hecho, aplicando el sistema que no considera confinamiento (equivalente a n = ∞) el resultado
es c = 0.53 y c = 0.489 para las matrices 7.21 y 7.22 respectivamente.
Una vez remarcada la dependencia de c respecto de n, se puede discutir los valores obtenidos
para v y σB . Al comparar el virus defector surgido durante la evolución a alta MOI con su ancestro
se observa que el virus defector ha disminuido el valor de la componente de eficacia biológica que
puede actuar en trans que es 4 veces mayor en su progenitor. Por el contrario, la ventaja selectiva en
cis, v, ha aumentado considerablemente alcanzado un valor de v = 2.31.
Cuando se compara el virus defector con el virus obtenido tras la evolución a baja MOI se
observa que la relación entre las componentes de la eficacia biológica que puede compartirse en trans
es de 7.24, es decir, es 1.81 veces mayor que la que tenía el ancestro sobre el defector. Por otro lado,
el valor de v obtenido es v = 1.681, que es 1.37 veces menor que el obtenido al comparar el defector
con su ancestro. Conjuntamente, estos datos querrían decir que el virus evolucionado a baja MOI ha
aumentado su eficacia biológica respecto a su virus progenitor aumentando tanto la componente de
la eficacia biológica que sólo actúa en cis, representada en v, como la componente que se comparte
parcialmente en trans, representada en Bi. De hecho, a partir de estos valores es posible obtener que
el virus evolucionado a baja MOI tiene un σB = BmBk = 1.81 y un v = 0.23 sobre el virus progenitor.
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En cuanto al valor de c, independientemente de su valor concreto, la interacción en trans es
mayor cuando se compara el defector con su ancestro que cuando se compara el defector con el virus
evolucionado a baja MOI .
7.5. Conclusión
Los resultados obtenidos en este capítulo muestran que el efecto interferente de los mutantes
defectores aumenta al aumentar el tamaño de los grupos en los que tiene lugar la interacción. Sin
embargo, los resultados obtenidos en este capítulo en lo referente a las relaciones genético-evolutivas
entre fenotipo mutante y maestro no se pueden extrapolar con facilidad al caso de población variable.
En este caso, un mayor efecto interferente disminuiría la capacidad replicativa media de la población
y, con ella, el tamaño de la misma, lo que llevaría a una disminución del tamaño de grupo promedio.
Más adelante, en los capítulos 10, 11 y 12 se estudiará, desde diferentes perspectivas, el efecto de la
densidad sobre las interacciones entre fenotipos en condiciones de población variable y cómo afecta
aquella al proceso de extinción por defección letal. Antes, en los capítulos 8 y 9 se estudiará el proceso
de extinción cuando se considera que todos los individuos interaccionan entre sí, sin tener en cuenta
el efecto de la densidad sobre sus interacciones.
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Capítulo 8
Dinámica evolutiva del modelo de
cuasiespecies y juegos de bienes públicos
en condiciones de población variable
El estudio del modelo en condiciones de población constante ha permitido estudiar la dinámica
evolutiva del sistema en presencia y ausencia de mutación. Sin embargo para estudiar la extinción
de una población es necesario tener en cuenta la dinámica demográfica de la población y, por tanto,
considerar un escenario de población variable. Como se muestra en el apéndice A, considerar ex-
plícitamente la necesidad de un monómero µ para que las especies puedan replicarse, junto con la
condición de que la suma de las concentraciones de dicho monómero y de las especies autorreplican-
tes es constante, mu + xm + xk = N , es equivalente a considerar una restricción de tipo logístico.
De esta forma, los sistemas generales 5.8 y 5.9 quedarían de la siguiente forma
dxi
dt
=
(
N −
∑
i
xi
)∑
j 6=i
αj
[
cBj + (1− c)B¯
]
Qijxj −Dixi (8.1)
dxi
dt
=
(
N −
∑
i
xi
)∑
j 6=i
[
cBj + (1− c)B¯ + βj
]
Qijxj −Dixi (8.2)
Al considerar población variable, los sistema 8.1 y 8.2 ya no es equivalente a un hiperciclo o un
modelo de TJE con población variable. El motivo es que el término que representa la interacción en
trans, el recurso compartido por la población, (1− c)Bmxm +Bkxk
xm + xk
xi, está normalizado por la con-
centración total de especie autorreplicativa xm + xk, pudiendo variar entre (1− c)Bm y (1− c)Bk
cuando xk = 0 y xm = 0, respectivamente. De esta forma ambos términos son de tipo autorreplicati-
vo y la población crece según una dinámica autorreplicativa tipo cuasiespecie y no autocatalítica tipo
hiperciclo. Aun así, el factor de amplificación de los individuos de la población sigue dependiendo
de la frecuencia del resto de individuos en la población y esa dependencia es mayor o menor según el
factor de interacciones en cis, c. La ventaja de este modelo es que al seguir teniendo un sistema con
cinética autorreplicativa y no autocatalítica, el tratamiento matemático es ligeramente más sencillo.
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8.1. El fenotipo mutante no tiene una ventaja o desventaja selectiva,
v = 0, w = 0
En primer lugar se estudiará el comportamiento demográfico del sistema cuando se considera que
el fenotipo mutante no presenta una ventaja o desventaja selectiva en cis frente al fenotipo maestro.
En este caso, una vez considerado el paisaje de eficacia biológica Single-Peak, se obtiene el siguiente
sistema de ecuaciones diferenciales ordinarias:
dxm
dt
= (N − xm − xk)Qm[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm −Dxm
dxk
dt
= (N − xm − xk)([cBk + (1− c)Bmxm +Bkxk
xm + xk
]xk
+ (1−Qm)[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm)−Dxk
(8.3)
Los resultados obtenidos de resolver este sistema se presentan resumidos en la Tabla 8.1-
Como se observa en la tabla 8.1, se obtienen tres estados estacionarios: la cuasiespecie, o equi-
librio selección-mutación, el compuesto exclusivamente por el fenotipo maestro, denominado catás-
trofe de error, y la extinción. Puesto que en este sistema se considera población variable y, con ella,
la posibilidad de que las poblaciones se extingan, la estabilidad de los estados estacionarios I y II
depende de una condición de estabilidad demográfica y de una condición de estabilidad genética.
Esta segunda condición es la misma que la obtenida en el caso en el que se aplicaba la restricción de
población constante, lo que muestra que, en este caso, es posible “desacoplar” la dinámica selectiva
de la dinámica demográfica. A partir de esta condición pueden obtenerse los valores críticos para el
factor de calidad y el grado de interacciones cis, que son iguales a los estudiados en el capítulo 6 (ecu.
6.11 y 6.12)
La condición de estabilidad demográfica del estado estacionario I viene definida por:
NBmQmc
1−Qm +Qmc > D (8.4)
de donde es posible obtener un umbral de extinción para la tasa de mutación despejando Qm,
obteniendo:
Qex =
D
D(1− c) +NBmc (8.5)
El umbral de extinción también puede expresarse en función de la eficacia biológica absoluta el
fenotipo maestro Rm =
Bm
D
:
Qex =
1
(1− c) +NRmc (8.6)
Igualmente, puede obtenerse un valor mínimo del factor de interacción en cis, c necesario para
que el sistema sea estable demográficamente:
cex =
D(1−Qm)
Qm(BmN −D) =
(1−Qm)
Qm(RmN − 1) (8.7)
Centrándonos en el umbral de extinción del sistema, se obtiene que, puesto que:
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(Bk−BkQm+BkQmc−BmQmc)(DQm−D−DQmc+BmNQmc)
(BmQmc(1−Qm+Qmc)(Bk−Bm)
xk =
(DQm−D−DQmc+BmNQmc)(1−Qm)
(Qmc(1−Qm+Qmc)(Bm−Bk)
Estabilidad
NBmQmc
1−Qm +Qmc > D
BmQmc
1−Qm +Qmc > Bk
Productividad
media
E¯ =
BmQmc
1−Qm(1− c)N −D
Lastre
mutacional
L =
1−Qm
1−Qm +Qmc
Estado estacionario II.
“Catástrofe de error”
Población xm = 0 xk = N − D
Bk
Estabilidad BkN > D
BmQmc
1−Qm +Qmc > Bk
Productividad
media
E¯ = BkN −D
Lastre
mutacional
LA = 1− BkBm
Estado estacionario III.
Extinción.
Población xm = 0 xk = 0
Estabilidad D > BkN D >
NBmQmc
1−Qm +Qmc
Productividad
media
E¯ = 0
Lastre
mutacional
L = 1
Tabla 8.1: Resumen de los resultados para el modelo de cuasiespecies que interaccionan en trans en con-
diciones de población variable, cuando el fenotipo mutante no tiene una ventaja o desventaja selectiva en
cis, v = 0 Los valores se han obtenido hallando la solución de estado estacionario del sistema 8.3. La fila lla-
mada “Estabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente
estable. Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se
obtiene a partir del sistema 8.3
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(
dQex
dc
)
= − (RmN − 1)
(1− c+RmNc)2
< 0 (8.8)
el umbral de extinción aumenta cuando disminuye c, es decir, un aumento de las interacciones
en trans disminuye la tasa de mutación a la cual la población se extingue. En la figura 8.1 puede
observarse claramente esta dependencia.
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Figura 8.1: Variación de la población total con el factor de calidad por secuencia para diferentes valores
de c. Cuanto mayor es el factor de interacción en cis, y por tanto, menores son las interacciones en trans, menor
es el umbral de extinción. Bm = 10;Bk = 2;D = 3; c = 0.25;N = 1
Por otro lado, puesto que
(
dQex
dRm
)
=
−Nc
(1− c+RmNc)2
< 0 (8.9)
y
(
dQex
dN
)
=
−Rmc
(1− c+RmNc)2
< 0 (8.10)
el umbral de extinción disminuye al aumentar la eficacia biológica absoluta del fenotipo maestro,
Rm, es decir, cuando disminuye el factor de degradación, D, o aumenta la contribución del fenoti-
po maestro, Bm. El umbral de extinción también disminuye al aumentar la concentración total de
moléculas en el reactor de flujo, N .
Por otro lado, la condición de estabilidad demográfica del estado estacionario II viene determinada
por:
BkN > D (8.11)
que es equivalente a
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RkN > 1 (8.12)
y que no depende ni deQm ni de c. Al igual que en el caso en el que no se consideran interacciones
en trans, más allá del umbral de error el sistema es insensible a la tasa de mutación y, por tanto,
no puede extinguirse por aumentos en la misma. Por supuesto, para ser asintóticamente estable, el
estado estacionario III, la extinción, necesita que se cumplan ambas condiciones a la vez, es decir, es
necesario que ni la cuasiespecie ni el fenotipo mutante sean estables demográficamente.
Es interesante detenerse en el caso particular en el que el fenotipo mutante no contribuye al bien
público, es decir cuando Bk = 0. En este caso, la dinámica del sistema es más simple, lo que se
refleja en la existencia de sólo dos estados estacionarios: la cuasiespecie y la extinción. El fenotipo
mutante no puede replicarse por sí mismo y, por tanto, ni hay umbral de error, ni tampoco un estado
estacionario en el que el fenotipo mutante este presente por sí sólo. Puesto que en el paisaje de
eficacias biológicas tipo Single-Peak, al menos cuando v = 0, la eficacia biológica promedio no
depende de la contribución del fenotipo mutante, el umbral de extinción es el mismo que en el caso
Bk 6= 0.
Mutación, extinción y catástrofe de error en cuasiespecies que interaccionan en trans
En el apéndice A se muestra que, en el paisaje de eficacia biológica tipo Single-Peak, el compor-
tamiento al aumentar la tasa de mutación depende esencialmente de la relación entre el umbral de
error y el umbral de extinción. Si el umbral de error es mayor que el umbral de extinción, el fenotipo
mutante se impone en la población y, por tanto, la población no puede extinguirse, dado que más allá
del umbral de error ésta no es sensible a la tasa de mutación. Por el contrario, si el umbral de extin-
ción es mayor que el umbral de extinción, el sistema se extingue antes de que el fenotipo mutante se
imponga en la población. El que ocurra una cosa o la otra depende de la estabilidad demográfica del
fenotipo mutante. Si el fenotipo mutante es estable demográficamente el umbral de error es mayor
que el umbral de extinción y, por tanto, el fenotipo mutante se impone antes de que la población se
extinga. Por el contrario, si el fenotipo mutante no es demográficamente estable, el umbral de ex-
tinción es superior al umbral de error, por lo que la población se extingue antes de que el fenotipo
mutante se imponga. Este comportamiento se observaba también en presencia de letalidad (capítulo
4), de donde se podía derivar el concepto de letalidad critica. Pues bien, a partir de las expresiones del
umbral de error y el umbral de extinción obtenidas en presencia de interacciones en trans es posible
comprobar que la presencia de éstas no cambia este comportamiento del paisaje de eficacia biológica
tipo Single-Peak. Teniendo en cuenta que Qex =
1
(1− c) +NRmc y que Qc =
Bk
Bk(1− c) +Bmc
Es posible demostrar que, en este paisaje, para que se cumpla que Qex > Qc y el sistema pueda
extinguirse cuando se aumenta la tasa de mutación, es necesario que BkN < D.
8.2. El fenotipo mutante tiene una ventaja o desventaja selectiva, w.
Modelo aditivo
El modelo logístico con población variable puede estudiarse en el caso en el que se supone una
ventaja o desventaja de tipo aditivo, w, para el fenotipo mutante. En este caso, el sistema de ecuacio-
nes diferenciales viene definido por:
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dxm
dt
= (N − xm − xk)Qm[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm −Dxm
dxk
dt
= (N − xm − xk)([cBk + (1− c)Bmxm +Bkxk
xm + xk
+ w]xk
+ (1−Qm)[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm)−Dxk
(8.13)
La tabla 8.2 muestra los resultados obtenidos al hallar los estados estacionarios del sistema de
EDO.
A partir de la productividad media en el estado estacionario I es posible obtener el umbral de
extinción en dicho estado estacionario, que es valor es aquel valor de Qm para el cual, suponiendo
N = 1, se cumple que A¯−D < 1. De esta forma se obtiene:
Qex =
D (Bm −Bk − w)
Bm ((Bm −Bk) c− w) +D (Bm (1− c)−Bk (1− c)) (8.14)
A partir de este expresión se puede estudiar su variación respecto a los parámetros del modelo.
En primer lugar, como en el caso en ausencia de ventaja del fenotipo mutante, el umbral de error
disminuye cuando aumenta c, es decir, cuanto mayores son las interacciones en trans menor es la tasa
de mutación necesaria para extinguir la población.
(
dQex
dc
)
= − D (Bm −Bk − w) (Bm −D) (Bm −Bk)
(Bmw −B2mc+BkD −BmD +BkBmc−BkDc+BmDc)2
< 0 (8.15)
Así mismo, el umbral de extinción aumenta al aumentar la ventaja del fenotipo mutante, w:
(
dQex
dw
)
=
D (1− c) (Bm −D) (Bm −Bk)
(Bmw −B2mc+BkD −BmD +BkBmc−BkDc+BmDc)2
> 0 (8.16)
tal y como se observa en la figura 8.2
Finalmente, el umbral de extinción aumenta o disminuye al aumentar contribución del fenotipo
mutante, Bk dependiendo del valor de w, tal y como muestra la ecuación 8.17:
(
dQex
dBk
)
=
Dv (1− c) (Bm −D)
(Bmw −B2mc+BkD −BmD +BkBmc−BkDc+BmDc)2
(8.17)
Tal y como se observa en la figura 8.3, en el caso w < 0 esa variación es muy pequeña y puede,
simplemente, despreciarse. En el caso w > 0, la variación es mayor, pero tampoco es excesivamente
marcada. Por supuesto, este resultado es la consecuencia, en condiciones de población variable, del
efecto que se vio en la sección 6.3.2. en la que la dependencia del lastre mutacional con la superiori-
dad, dependía de si w era una ventaja o una desventaja selectiva.
8.3. El fenotipo mutante tiene una ventaja selectiva, v. Modelo multi-
plicativo en presencia de mutación, Qm < 1
Cuando se considera que el fenotipo mutante tiene una ventaja selectiva de tipo multiplicativo, v,
los factores de amplificación toman la siguiente forma:
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(
N − D ((Bm −Bk) (1−Qm +Qmc)− w)
BmQm ((Bm −Bk) c− w)
)
(
(BmQmc−Bk (1−Qm +Qmc) + w)
Bm −Bk (1−Qm +Qmc)− w
)
xk =
(
N − D ((Bm −Bk) (1−Qm +Qmc)− w)
BmQm ((Bm −Bk) c− w)
)
(
Bm (1−Qm)
(Bm −Bk) (1−Qm +Qmc)− w
)
Estabilidad
N
BmQm ((Bm −Bk) c− w)
((Bm −Bk) (1−Qm +Qmc)− w) > D
BmQmc
1−Qm +Qmc > Bk + w
Productividad
media
E¯ =
BmQm ((Bm −Bk) c− w)
(Bm −Bk) (1−Qm +Qmc)− w −D
Lastre
mutacional
L =
(1−Qm) (Bm −Bk − w)
(Bm −Bk) (1−Qm +Qmc)− w
Estado estacionario II.
“Catástrofe de error”
Población xm = 0 xk = N − D
Bk + w
Estabilidad (Bk + w)N > D
BmQmc
1−Qm +Qmc > Bk + w
Productividad
media
E¯ = (Bk + w)N −D
Lastre
mutacional
LA = 1− Bk+wBm
Estado estacionario III.
Extinción.
Población xm = 0 xk = 0
Estabilidad D > (Bk + w)N D > N (BmQmc+BkQm (1− c))
Productividad
media
E¯ = 0
Lastre
mutacional
L = 1
Tabla 8.2: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans en condiciones
de población variable, cuando el fenotipo mutante tiene una ventaja o desventaja selectiva, w, aditiva
Los valores se han obtenido hallando la solución de estado estacionario del sistema 8.13. La fila llamada “Es-
tabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente estable.
Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se obtiene
a partir del sistema 8.13
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Figura 8.2: Variación de la población total con el factor de calidad por dígito para diferentes valores de
w. Cuanto mayor es el valor del ventaja selectiva en cis, w, mayor es el umbral de extinción. Bm = 10;Bk =
2;D = 5; c = 0.5;N = 1.
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Figura 8.3: Variación del umbral de extinción con la contribución del fenotipo mutante, Bk, para dife-
rentes valores de w. La variación del umbral de extinción con la contribución del fenotipo mutante al bien
público, Bk, depende de si w es una ventaja o una desventaja selectiva. Bm = 10;D = 5; c = 0.75;N = 1.
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Am(xm, xk) = cBm + (1− c)B¯ = cBm + (1− c)Bmxm +Bkxk
xm + xk
Ak(xm, xk) = cBk + (1− c)B¯(1 + v) = cBk + (1 + v)(1− c)Bmxm +Bkxk
xm + xk
(8.18)
En presencia de mutación, el sistema de EDO viene definido por:
dxm
dt
= (N − xm − xk)Qm[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm −Dxm
dxk
dt
= (N − xm − xk)([(1 + v)(cBk + (1− c)Bmxm +Bkxk
xm + xk
)]xk
+ (1−Qm)[cBm + (1− c)Bmxm +Bkxk
xm + xk
]xm)−Dxk
(8.19)
Al igual que en el caso en el que se consideraba población constante, la introducción del factor
1 + v hace que las expresiones explícitas de los estados estacionarios en presencia de mutación sean
bastante complicadas y difíciles de interpretar. Por este motivo, en esta sección se utilizará una apro-
ximación fundamentalmente numérica para el estudio del umbral de extinción y de sus dependencias.
El sistema presenta tres estados estacionarios: un estado estacionario I en el que la distribución de
población adopta una distribución tipo cuasiespecie, un estado estacionario II en el que la población
está compuesta exclusivamente por el fenotipo mutante y, por último, un estado estacionario III que se
corresponde con la extinción de la población. Las condiciones que determinan la estabilidad genética
del estado estacionario II son idénticas a las descritas en la sección 6.4., obteniéndose un valor umbral
para la tasas de mutación, Qm, la ventaja selectiva del mutante, v, y el factor de interacción en cis, c.
En cuanto al estado estacionario de extinción, es estable cuando BkN(1 + v) < D y (Bk(1 − c) +
Bmc)QmN < D.
En primer lugar se estudiará cómo afecta la ventaja o desventaja selectiva del fenotipo mutante
al umbral de extinción. La expresión del umbral de extinción en este caso es muy complicada y
aporta poca información. Sin embargo si se tiene en cuenta que el umbral de extinción se deriva de
la expresión A¯N −D = 0, es posible estudiar el comportamiento del factor de amplificación medio
en determinados casos extremos. Por ejemplo, en primer lugar se puede estudiar el caso v = −1.
Estos mutantes son incapaces de replicarse ya que Ak = 0 (son, por tanto, mutantes letales) pero sí
que contribuyen al recurso común de la población. Cuando v = −1, en el estado de coexistencia se
cumple que
ym = Qm
yk = 1−Qm
(8.20)
Lo que implica, lógicamente, que el fenotipo mutante está representados en la medida en que se
produce por mutación a partir del fenotipo viable. Sustituyendo en la expresión del factor de amplifi-
cación medio, se obtiene que:
A¯(v = −1) = Bm(Qmc+Q2m −Q2mc) +Bk(Qm −Qmc−Q2m +Q2mc) (8.21)
De forma que puede demostrarse que, para cualquier tasa de mutación :
A¯(v = −1) > A¯(v = 0) (8.22)
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y, por tanto, que
Qex (v = −1) < Qex (v = 0) (8.23)
Numéricamente se comprueba que esta predicción es válida para valores de v intermedios entre 0
y -1, y también para valores de v mayores que 0. Es decir,
Qex (v = −1) < Qex (v = 0) < Qex (v > 0) (8.24)
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Figura 8.4: Umbral de extinción en función de la ventaja o desventaja selectiva del fenotipo mutante en
cis, v, para varios grados de interacción en cis, c. La variación del umbral de extinción con v depende del
factor de interacción en cis, pero salvo para c = 1, siempre aumenta al aumentar v. Bm = 10;Bk = 2;D =
5;N = 1.
En la figura 8.4 puede observarse este aumento de Qm con v siempre que c < 1. Este resultado
no es excesivamente sorprendente: al aumentar el factor v, el fenotipo mutante aumenta su eficacia
biológica relativa y, por tanto, aumenta el lastre mutacional. La figura muestra claramente no sólo
como el umbral de extinción disminuye al disminuir v, es decir, cuando el fenotipo mutante pierde
capacidad replicativa respecto al fenotipo mutante, sino que el propio efecto de v sobre el umbral de
extinción es mayor cuanto mayor es la interacción en trans. Lógicamente, el valor máximo del umbral
de extinción se encuentra cuando c = 0. En este caso, el umbral de extinción sólo existe para v < 0,
ya que cuando v ≥ 0 el fenotipo mutante se impone al fenotipo maestro, para cualquier valor de Qm.
Cuando no hay interacción en trans, c = 1, el umbral de extinción viene determinado por Qex =
D
Bm
y, por tanto, no depende de v. Este valor del umbral de extinción es, además, el valor mínimo
que puede alcanzar, ya que la extinción se ve favorecida al aumentar las interacciones en trans, esto
es, al disminuir c.
La figura 8.5 muestra la variación de la población total (el fenotipo mutante más el fenotipo
maestro) respecto al factor de calidad por secuencia, Qm, para tres valores de v y dos valores de c.
En ella se observa cómo disminuye el tamaño poblacional al disminuir el factor de calidad, y cómo
esa disminución es menor, cuanto mayor sea v. Al igual que en la figura 8.4, se observa que el umbral
de extinción, Qex, es mayor cuanto mayor es v, siendo este efecto de la ventaja selectiva, sobre el
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umbral de extinción y el tamaño poblacional mayor cuanto mayor sean las interacciones en trans en
la población.
Cuando no se considera una ventaja o desventaja selectiva del fenotipo mutante se vio que el
umbral de extinción no dependía de la contribución del fenotipo mutante a la eficacia replicativa
poblacional, Bk. Al considerar una ventaja de tipo aditivo, w el umbral de extinción sí que depende
de Bk, pero aquel aumenta o disminuye con Bk dependiendo de si w es mayor o menor que cero.
Al considerar una ventaja o desventaja selectiva del fenotipo mutante respecto al fenotipo maestro,
v, de tipo multiplicativo, el umbral de extinción también depende deBk y lo hace de la misma manera
que en el modelo aditivo. La figura 8.6 muestra que la dependencia es positiva o negativa dependiendo
de si v representa una ventaja (v > 0) o una desventaja selectiva (v < 0). Cuando v representa una
ventaja selectiva (v > 0), el umbral de extinción aumenta al aumentar Bk, es decir, cuanto mayor
sea la contribución del fenotipo mutante a la eficacia replicativa de la población, menor es la tasa
de mutación a la que se extingue la población. Por el contrario, cuando v representa una desventaja
selectiva (v < 0), el aumento de Bk provoca una disminución del umbral de extinción. Al igual que
en el caso en el que se consideraba una ventaja selectiva de tipo aditivo, este resultado se la expresión
en condiciones de población variable de que el efecto de la superioridad sobre el lastre mutacional
dependa del signo de v.
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Figura 8.5: Variación de la población total respecto al factor de calidad por secuencia para varios valores
de v para dos valores de c.. El umbral de extinción aumenta al aumentar v, pero la significatividad de dicho
aumento depende del grado de interacción en cis. Bm = 10;Bk = 2;D = 5;N = 1.
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Figura 8.6: Variación del umbral de extinción respecto a Bk para dos valores diferentes de v La variación
del umbral de extinción con la contribución del fenotipo mutante al bien público Bk depende de si v es una
ventaja (v > 0) o una desventaja (v < 0) replicativa. Las dos curvas no llegan hasta el mismo valor de Bk,
porque diferentes v implican que el umbral de error se produce a diferentes valores de Bk. Bm = 10;D =
5; c = 0.5;N = 1.
102
Capítulo 9
Modelo de cuasiespecies y juegos de
bienes públicos en presencia de letalidad
En el capítulo 4 se estudió el efecto de la letalidad en el modelo de cuasiespecies clásico, vién-
dose que el aumento de la letalidad disminuía el umbral de error y que, cuando se consideraban l
“posiciones letales” en la secuencia, aumentaba el umbral de extinción más allá del umbral de error.
Sin embargo, el umbral de extinción de la población más allá de un determinado valor de letalidad a
partir del cual la población se extinguía antes de entrar en catástrofe de error, valor que se denominó
letalidad crítica, no dependia del valor de la letalidad.
En este capítulo se estudiará el efecto de la letalidad sobre una cuasiespecie con interacciones en
trans. Para ello se considerarán tres fenotipos, al igual que en el capítulo 4: el fenotipo maestro, m, el
fenotipo mutante, k, y un tercer fenotipo denominado letal, l. El esquema de letalidad utilizado será
el mismo que el utilizado en la sección 4.3 que supone que, en una secuencia de tamaño ν, existen l
posiciones cuya mutación da lugar a un mutante letal, esto es, incapaz de replicarse. En este caso, se
considera que el fenotipo denominado letal es incapaz de ser replicado o de contribuir al bien público,
es decir: Bl = 0. Puesto que la consideración de un tercer fenotipo complica el análisis del sistema
de ecuaciones diferenciales, en este capítulo sólo se estudiará el caso en el que el fenotipo mutante
carece de una ventaja o desventaja selectiva en cis sobre el fenotipo maestro (v = 0, w = 0). Los
valores de las tasas de mutación entre fenotipos son los mismos que se usaron en el capítulo 4 (ecu.
4.12). Teniendo esto en cuenta, el sistema de EDO que determina el comportamiento del sistema,
suponiendo una restricción al crecimiento de tipo logístico, viene definido por:
dxm
dt
= (1− xm − xk − xl)
[
cBm + (1− c) Bmxm +Bkxk
xm + xk
]
qνxm −Dxm
dxk
dt
= (1− xm − xk − xl)
([
cBm + (1− c) Bmxm +Bkxk
xm + xk
]
ql(1− qν−l)xm
)
+ (1− xm − xk − xl)
([
cBk + (1− c) Bmxm +Bkxk
xm + xk
]
qlxk
)
−Dxk
dxl
dt
= (1− xm − xk − xl)
([
cBm + (1− c) Bmxm +Bkxk
xm + xk
]
(1− ql)xm
)
+ (1− xm − xk − xl)
([
cBm + (1− c) Bmxm +Bkxk
xm + xk
]
(1− ql)xk
)
−Dxl
(9.1)
La tabla 9.1 muestra los resultados obtenidos al hallar los estados estacionarios del sistema 9.1.
Es posible hallar el umbral de error del sistema a partir de las condiciones de estabilidad del
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(
1− D(q
l−qν(1−c))
Bmqlqνc
)(
[Bmqνc−Bk(ql−qν(1−c))]ql
(Bm−Bk)(ql−qν(1−c))
)
xk =
(
1− D(q
l−qν(1−c))
Bmqlqνc
)(
Bmql(ql−qν)
(Bm−Bk)(ql−qν+qνc)
)
xl =
(
1− D(q
l−qν(1−c))
Bmqlqνc
)(
1− ql)
Estabilidad Bmqνc > Bk
(
ql − qν + qνc
) Bmqlqν
(ql − qν (1− c)) > D
Productividad
media
E¯ =
Bmq
lqν
(ql − qν (1− c)) −D
Lastre
mutacional
LA = 1− q
lqνc
(ql − qν (1− c))
Estado estacionario II.
“Catástrofe de error”
Población xm = 0
xk =
(
1− D
Bkql
)
ql xl =
(
1− D
Bkql
)(
1− ql
)
Estabilidad Bmqνc < Bk
(
ql − qν + qνc) Bkql > D
Productividad
media
E¯ = Bkq
l −D
Lastre
mutacional
LA = 1− Bkq
l
Bm
Estado estacionario III.
Extinción.
Población xm = 0 xk = 0 xl = 0
Estabilidad qν
(
(Bm −Bk) c+ ql
)
< D Bkq
l < D
Productividad
media
E¯ = 0
Lastre
mutacional
LA = 1
Tabla 9.1: Resumen de resultados del modelo de cuasiespecies que interaccionan en trans en condiciones
de población variable, en presencia de letalidad Los valores se han obtenido hallando la solución de estado
estacionario del sistema 9.1. La fila llamada “Estabilidad” muestra las condiciones necesarias para que dicho
estado estacionario sea asintóticamente estable. Las condiciones se han hallado sustituyendo los valores del
estado estacionario en el Jacobiano que se obtiene a partir del sistema 9.1
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estado estacionario II. El resultado es:
qc =
ν−l
√
Bk
(Bm −Bk)c+Bk (9.2)
esta expresión del umbral de error es equivalente a la obtenida en ausencia de letalidad (ecu.
6.11), sólo que a la hora de obtener el factor de calidad crítico por dígito sólo se tienen en cuenta
las posiciones no letales, tal y como ocurría en ausencia de interacciones en trans (ecu. 4.14). Puede
comprobarse que, para c = 1, la expresión se reduce a la ecuación 4.14.
Al igual que en el capítulo 4, los estados estacionario I y II definen, cada uno, un umbral de
extinción diferente. El umbral de extinción del estado estacionario II viene definido por
qex,II =
l
√
D
Bk
(9.3)
Que no depende de c, puesto que los mutantes letales ni aportan recursos al bien público, ni
tampoco pueden replicarse aprovechándose de ellos. Por ese motivo, la única contribución a la eficacia
replicativa procede del fenotipo mutante, que es el fenotipo que se aprovecha de ello. El fenotipo letal
se comporta como una “especie inerte”.
En el estado estacionario I, la productividad media viene definida por
E¯ =
Bmq
lqν
(ql − qν (1− c)) −D (9.4)
De manera que la población se extinguirá cuando:
Bm
D
(
qlqν
(ql − qν (1− c))
)
< 1 (9.5)
Sin embargo, a partir de esta condición no es posible hallar explícitamente una expresión para el
valor del umbral de extinción. Aun así, sí se puede hallar indirectamente la dependencia del mismo
respecto al número de posiciones letales. Teniendo en cuenta que el factor de amplificación medio
viene definido según:
A¯ =
Bmq
lqν
(ql − qν (1− c)) (9.6)
es posible hallar su derivada respecto al número de posiciones letales en la secuencia, l, obtenién-
dose:
(
dA¯
dl
)
=
Bmcq
(2L+l) log(q) (c− 1)
(ql − qν(1− c))2
> 0 (9.7)
Es decir, la productividad media en el estado estacionario I aumenta al aumentar el número de
posiciones letales en la secuencia, por lo que el umbral de extinción disminuirá. Esto implica que
al aumentar el número de posiciones letales en la secuencia, la población se extingue a tasas de
mutación mayores. Este efecto, claramente contraintuitivo, se debe a la existencia de interacciones en
trans, ya que sólo se produce cuando c < 1. En la sección 8.3 se observaba un efecto similar cuando
se consideraba v = −1, en cuyo caso el fenotipo se consideraba letal, en el sentido de que no podía
replicarse, aun cuando sí que pudiese aportar al bien público.
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La figura 9.1 muestra este fenómeno, al aumentar l, la población se extingue a menores factores
de calidad, es decir, a mayores tasas de mutación. En este caso, puesto que Bk < D, la población no
puede entrar en catástrofe de error antes de extinguirse.
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Figura 9.1: Variación de la población total en función del factor de calidad por secuencia para diferentes
valores de l, el número de posiciones letales en la secuencia El umbral de extinción disminuye al aumentar
la letalidad, tal y como se desprende de la ecu. 9.7. Bm = 10;Bk = 2;D = 3; c = 0.25;N = 1.
Letalidad crítica
En las secciones 4.2 y 4.3 se introdujo el concepto de letalidad crítica, definido como aquel valor
de letalidad más allá del cual desaparece el umbral de error. En este caso, es posible hallar dicho
valor igualando los valores del umbral de error y el umbral de extinción del estado estacionario II. El
resultado que se obtiene, expresado como la fracción de posiciones letales en la secuencia, es:
l
ν
>
log
(
Bk
D
)
log
(
(Bm−Bk)c+Bk
D
) (9.8)
La figura 9.2 muestra dos ejemplos de diagramas de fase en los que se observa el comportamiento
del sistema en función del número de posiciones letales en la secuencia y del factor de calidad por
secuencia,Qm = qν . Puesto que no es posible obtener una expresión explícita, el umbral de extinción
del estado estacionario I ha sido hallado resolviendo numéricamente la expresión 9.5.
En ambos diagramas se observa claramente que, más allá de la letalidad crítica, el umbral de
extinción disminuye al aumentar la letalidad. Como se ha comentado anteriormente, este resultado,
aparentemente contraintuitivo, es explicable en el contexto de la defección letal. Al considerar una
única secuencia maestra, el aumento del número de posiciones letales en la secuencia afecta a la
eficacia biológica efectiva del fenotipo maestro, disminuyendo su capacidad interferente y, por tanto,
disminuyendo el umbral de extinción hasta su límite inferior, cuando l = ν, que coincide con el valor
del umbral de extinción en ausencia de interacciones en trans:
106
9. Cuasiespecies y juegos de bienes públicos. Letalidad Extinción y mutación
0 5 10 15 200.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Q m
,
 
fa
ct
or
 d
e 
ca
lid
ad
 p
or
 se
cu
en
ci
a
l, número de posiciones letales
Catástrofe
de error
Extinción
Cuasiespecie
(a) c = 0.25
0 5 10 15 200.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Q m
,
 
fa
ct
or
 d
e 
ca
lid
ad
 p
or
 se
cu
en
ci
a
l, número de posiciones letales
Cuasiespecie
Extinción
Catástrofe
de error
(b) c = 0.5
Figura 9.2: Diagramas de fase para diferentes paisajes tipo Single-peak en función del número de posi-
ciones letales l, y el factor de calidad por secuencia, Qm. La longitud de secuencia es ν = 20. Tal y como
puede verse en la figura, en todos los casos aparecen tres regímenes diferentes: la cuasiespecie, el umbral de
error y la extinción (ver texto para una discusión detallada)
qex(l = ν) = qex(c = 1) =
ν
√
D
Bm
(9.9)
El sistema 9.1 puede analizarse de forma numérica cuando se considera que el fenotipo mutante
tiene una ventaja selectiva en cis de tipo multiplicativo, 1 + v. El resultado es similar a los observado
en los capítulos 6 y 8. Si el fenotipo mutante presenta una ventaja selectiva v > 0, tanto el umbral
de extinción como el umbral de error aumentan, es decir, tienen lugar a menores tasas de mutación.
Por el contrario, si el fenotipo mutante presenta una desventaja selectiva en cis (v < 0), el umbral
de extinción y el umbral de error disminuyen, de forma que tanto la extinción como la entrada en
catástrofe de error tienen lugar a tasas de mutación mayores (datos no mostrados).
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Capítulo 10
Factor de interacción en cis dependiente
de densidad
Como se ha visto en el apartado 1.4.4 de la introducción, la densidad es un factor muy importante
a tener en cuenta en todo modelo de defección letal, ya que, en principio, si la densidad poblacional
disminuye también lo harán las interacciones entre los individuos de la población y, por tanto, la
defección letal podría, en teoría, verse afectada de una u otra forma, tal y como han señalado algunos
autores (Steinmeyer y Wilke, 2009).
Para poder considerar la dependencia de las interacciones con la densidad poblacional lógica-
mente no se puede aplicar la restricción de población constante, puesto que si no varía la población,
tampoco lo hace la densidad. Por este motivo, se considerará que la población es variable, utilizando
una restricción al crecimiento logística, tal y como se ha hecho en apartados anteriores.
Como primera aproximación al estudio del efecto de la densidad en el modelo de cuasiespecies
que interaccionan en trans, se supondrá que el factor de interacción en cis, c, depende de la densidad
poblacional. Cuanto mayor sea la densidad poblacional, mayores serán las interacciones con otros in-
dividuos. Por el contrario, cuanto menor sea la densidad poblacional, menores serán las interacciones
con el resto de la población. La forma más sencilla de introducir esta dependencia con la densidad
es considerando que el factor de interacción en cis, c, disminuye linealmente al aumentar el tamaño
poblacional.
c = N −
∑
i
xi (10.1)
De esta forma, cuando la población crece y
∑
i
xi → N las interacciones entre individuos de la
población aumentan y el factor de interacción en cis tiende a cero, c→ 0, mientras que si la población
decrece,
∑
i
xi → 0, las interacciones entre los individuos que conforman la población decrecen de
forma que c→ 1, indicando que el individuo sólo interacciona consigo mismo. Teniendo todo esto en
cuenta, los factores de amplificación de las especies maestra y mutante, Am y Ak, vienen definidos,
para el caso particualr N = 1, por:
Am(xm, xk) = c(xi)Bm + (1− c(xi))B¯ = Bm − (Bm −Bk)xk (10.2)
Ak(xm, xk) = (c(xi)Bk + (1− c(xi))B¯)(1 + v) = (Bk + (Bm −Bk)xm)(1 + v) (10.3)
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En los que se ha considerado que el fenotipo mutante puede tener una ventaja o desventaja se-
lectiva de tipo multiplicativo, v, que, por simplicidad, será el único caso estudiado en este capítulo.
Como se ha venido haciendo a lo largo de este trabajo, en primer lugar se estudiará el caso en el que
se considera que v = 0, y posteriormente el caso en el que existe una ventaja o desventaja selectiva
del fenotipo mutante tanto en ausencia como en presencia de mutación.
10.1. El fenotipo mutante no tiene una ventaja o desventaja selectiva,
v = 0
Por simplicidad y sin pérdida de generalidad, se estudiará el caso particular N = 1, de forma que
c = 1 − xm − xk. Suponiendo que el fenotipo mutante no tiene una ventaja o desventaja selectiva,
v = 0, el comportamiento del sistema viene determinado por el siguiente sistema de ecuaciones
diferenciales:
dxm
dt
= (1− xm − xk) (Bm − (Bm −Bk)xk)Qmxm −Dxm
dxk
dt
= (1− xm − xk) ((Bk + (Bm −Bk)xm))xk
+ (1− xm − xk) (Bm − (Bm −Bk)xk) (1−Qm)xm −Dxk
(10.4)
de donde pueden obtenerse tres estados estacionarios. La tabla 10.1 resume los resultados obteni-
dos.
El principal objetivo de este capítulo es estudiar el efecto de las interacciones dependientes de
densidad sobre el lastre mutacional y el umbral de extinción. Teniendo en cuenta que el factor de
amplificación medio en el estado estacionario I es
A¯ =
√
D2Q2m − 4BmDQ2m + 4BmDQm −DQm
2(1−Qm) (10.5)
Es posible obtener el umbral de extinción, despejando el valor de Qm que hace que se cumpla la
condición de extinción A¯−D = 0. En este caso, el valor del umbral de extinción que se obtiene es:
Qm,ex =
D
Bm
(10.6)
que coincide con el valor del umbral de extinción en ausencia de interacciones en trans (es decir,
cuando c = 1, ver apéndice A). De esta manera, al considerar el efecto de la densidad sobre las
interacciones intrapoblacionales, el umbral de extinción no se ve afectado por las interacciones en
trans.
La figura 10.1 muestra este fenómeno: cuando las interacciones dependen de la densidad, c =
1 − xm − xk, el umbral de extinción coincide con el umbral de extinción cuando c = 1, a pesar
de que la población total es siempre menor. Es decir, el umbral de extinción se comporta como si no
hubiese interacción en trans. Sin embargo, la población total en el caso en el que las interacciones son
dependientes de densidad es siempre mayor que en el caso en que se considera un c constante bajo,
como por ejemplo para el caso c = 0.25. Para valores de c constante más altos, como por ejemplo
c = 0.75, la población total cuando las interacciones dependen de la densidad es mayor o menor
dependiendo del valor de Qm.
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
2D(BmQm+Bk(1−Qm)
(Bm−Bk)(
√
DQm(4Bm(1−Qm)+DQm)−DQm)
− Bk(1−Qm)+D(Bm−Bk)(1−Qm)
xk =
Qm(2Bm(1−Qm)+D)+
√
D2Q2m−4BmDQ2m+4BmDQm
2(Bm−Bk)Qm(1−Qm)
Estabilidad BmQmD > BkQmD +B2k (1−Qm)
Productividad
media
E¯ =
√
D2Q2m − 4BmDQ2m + 4BmDQm −DQm
2(1−Qm) −D
Lastre
mutacional
LA = 1−
√
D2Q2m − 4BmDQ2m + 4BmDQm −DQm
2(1−Qm)Bm
Estado estacionario II.
“Catástrofe de error”
Población xm = 0 xk =
Bk −D
Bk
Estabilidad Bk > D BmQmD < B2k (1−Qm) +BkQmD
Productividad
media
E¯ = Bk −D
Lastre
mutacional
LA = 1− Bk
Bm
Estado estacionario III.
Extinción.
Población xm = 0 xk = 0
Estabilidad D > Bk BmQm < D
Productividad
media
E¯ = 0
Lastre
mutacional
LA = 1
Tabla 10.1: Resumen de los resultados obtenidos del análisis de estados estacionarios para las cuasies-
pecies que interaccionan en trans, cuando c depende linealmente del tamaño poblacional, para el caso
v = 0. Los valores se han obtenido hallando la solución de estado estacionario del sistema 10.4. La fila lla-
mada “Estabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente
estable. Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se
obtiene a partir del sistema 10.4
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Figura 10.1: Variación de la población total con el factor de calidad por secuencia, Qm para diferentes
valores de c. La figura muestra que el valor del umbral de extinción, Qex, cuando el factor de interacción en
cis depende del tamaño poblacional es el mismo que cuando c = 1 y, por tanto, menor que en presencia de
interacciones en trans. Bm = 10;Bk = 2;D = 3;
La figura 10.2 muestra como varía el lastre mutacional con el factor de calidad cuando las inter-
acciones dependen de la densidad y para diferentes valores constantes del factor de interacción en
cis. Cuando c es dependiente de la densidad, el lastre mutacional crece respecto al caso en el que no
existe interacción en trans (c = 1), pero ambos se igualan para Qm = 0.5, que, en este ejemplo, es el
umbral de extinción del sistema. Por otro lado, para determinados valores deQm, también es superior
a valores de c como 0.75. Sin embargo, el lastre mutacional es siempre inferior a la que se obtiene
para valores más bajos de c, como 0.25.
A partir de las condiciones de estabilidad del estado estacionario II se puede obtener el umbral de
error del sistema:
Qc =
B2k
B2k + (Bm −Bk)D
(10.7)
Si se toma, como en capítulos anteriores, la superioridad como σB =
Bm
Bk
obtenemos:
Qc =
Bm
Bm −D
(
σB − σ2B
) = Rm
Rm + σ2B − σB
(10.8)
Donde Rm =
Bm
D
es la eficacia biológica del fenotipo maestro.
Es interesante comparar este valor del umbral de error con el obtenido en condiciones de ausencia
de interacciones dependientes de densidad (ecu. 6.11). Cuando se expresa en función de Rm y σB , se
obtiene:
Qc =
1
1− c+ cσB (10.9)
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Figura 10.2: Lastre mutacional en función del factor de calidad por secuencia, para diferentes valores
del factor de interacción en cis, c. Bm = 10;Bk = 3;D = 5;
que no depende de la eficacia biológica absoluta de la población, Rm. Sin embargo, cuando las
interacciones dependen de la densidad, el umbral de error, ecu. 10.8, sí que depende de la eficacia
absoluta del fenotipo maestro. Más aún, puesto que:
dQc
dRm
=
σB (σB − 1)(
σ2B − σB +Rm
)2 > 0 (10.10)
si se mantienen la superioridad σB constante, el umbral de error aumenta al aumentar la eficacia
absoluta del fenotipo maestro, es decir, la población entra en catástrofe de error a menores tasas de
mutación. Una vez más, desde la perspectiva de la interpretación clásica de la entrada en catástrofe
de error como un fenómeno que supone la desaparición de la cuasiespecie, la aparición de una “crisis
de información”, etc., este resultado es completamente contraituitivo. No lo es, sin embargo, si se
considera que la aparición de un umbral de error es consecuencia de la acción de la selección natural.
Puesto que las eficacias biológicas dependen de las interacciones en trans y, en este caso, estas depen-
den de la densidad poblacional, una mayor eficacia biológica absoluta del fenotipo maestro supone
una mayor densidad poblacional, lo que a su vez implica mayores interacciones en trans y, por lo
tanto, una menor eficacia biológica relativa del fenotipo maestro sobre el mutante, ya que éste tiene
una mayor eficacia biológica cuanto mayores sean las interacciones en trans, tal y como se ha visto a
lo largo de este trabajo.
De hecho, al igual que a lo largo de la Tesis, es posible obtener un valor del coeficiente de selec-
ción para este caso según:
s =
Ak(x
SS−III
m )
Am(x
SS−III
k )Qm
− 1 (10.11)
Introduciendo las concentraciones de los fenotipos maestro y mutante se obtiene como coeficiente
de selección:
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s =
(1−Qm)
√
2Bk −DQm(4Bm(1−Qm) +DQm)− 2BkQm +DQm
Qm
√
2Bm −DQm(4Bm(1−Qm) +DQm)− 2BmQm +DQm
(10.12)
Que se hace cero cuando Qm = Qc , lo que, como se ha visto, implica que el umbral de error
es el valor de la tasa de mutación a partir de la cual el fenotipo mutante y no el fenotipo maestro se
ve favorecido por la selección natural, tal y como se estudió en la sección 3.1 de este trabajo. Nu-
méricamente, se obtiene que cuanto mayor es Rm, mayor -es decir, menos negativo- es el coeficiente
de selección, lo que indica que la presión de selección se hace menor cuanto mayor es la eficacia
biológica absoluta del fenotipo maestro.
10.2. El fenotipo mutante tiene una ventaja o desventaja selectiva en
cis, v 6= 0, en presencia de mutación Qm < 1
Cuando el fenotipo mutante presenta una ventaja o desventaja selectiva en cis de tipo multiplicati-
vo, los factores de amplificación vienen definidos por las ecuaciones 10.2 y 10.3. En este caso, aunque
cualitativamente el sistema no cambia demasiado, se hace mucho más difícil de tratar analíticamente.
Por este motivo para estudiar el sistema en presencia de mutación se recurrirá fundamentalmente a
métodos numéricos. En este caso, el sistema de ecuaciones diferenciales resultante es:
dxm
dt
= (Bm − (Bm −Bk)xk)Qmxm (N − xm − xk)−Dxm
dxk
dt
= (N − xm − xk) ((Bk + (Bm −Bk)xm)(1 + v))xk
+ (N − xm − xk) (Bm − (Bm −Bk)xk) (1−Qm)xm −Dxk
(10.13)
El sistema de EDO 10.13 presenta tres estados estacionarios. En el primero, ambas especies co-
existen en un equilibrio de selección-mutación que adopta la forma de una cuasiespecie. En el segundo
estado estacionario, la “catástrofe de error”, sólo está presente el fenotipo mutante. El tercer estado
estacionario es la extinción. Las expresiones de los estados estacionarios que se obtienen a partir de
este sistema de ecuaciones diferenciales son o bien bastante complejas y poco informativas, en el caso
del estado estacionario I, o bien triviales, en el caso de los estados estacionario I y II, por lo que no se
incluirán aquí. Tal y como se ha venido realizando a lo largo de este trabajo, a partir de las condición
de estabilidad genética del estado estacionario II, es posible obtener el valor del umbral de error del
sistema, así como la ventaja selectiva máxima a partir de la cual se impone el fenotipo mutante:
Qc =
B2k(1 + v)
2
B2k(1 + v) + (Bm −Bk)D
(10.14)
Que, considerando que Rm =
Bm
D
y que σB =
Bm
Bk
, también puede expresarse como:
Qc =
Rm(1 + v)
2(
σ2B − σB +Rm (1 + v)
) (10.15)
El resultado obtenido para el umbral de error es formalmente equivalente al obtenido en el caso
v = 0, sección 9.1. Al igual que ocurre en el caso v = 0, el umbral de error aumenta al aumentar la
eficacia biológica absoluta del fenotipo maestro, Rm.
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Debido a la complejidad de las expresiones analíticas de xm y xk en el estado estacionario I de
coexistencia, el estudio del efecto de la ventaja selectiva, v, sobre el umbral de extinción y el tamaño
poblacional se llevará a cabo exclusivamente por métodos numéricos.
La figura 9.4a muestra que el valor de v apenas altera la variación de la población total al aumentar
la tasas de mutación. Más aún, el valor del umbral de extinción es independiente de v y vuelve a
coincidir con Qex =
D
Bm
. Sin embargo, la composición de la población sí que depende del valor de
v, siendo mayor la fracción de fenotipo mutante cuanto mayor es v, tal y como se observa en la figura
10.3b .
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(b) Fracción de fenotipo mutante
Figura 10.3: Efecto de la ventaja o desventaja selectiva en cis, v sobre el tamaño (a) y la composición (b)
poblacional El umbral de extinción no depende de la ventaja o desventaja selectiva en cis, v. La fracción de
fenotipo mutante en la población es mayor cuanto mayor es su ventaja selectiva en cis, v. Bm = 10;Bk =
3;D = 5.
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Capítulo 11
Interacción en grupos de tamaño variable
En el capítulo 10 se estudió la influencia que tienen los cambios en la densidad poblacional en
la defección letal considerando que las interacciones en trans dependían del tamaño poblacional.
El principal resultado obtenido fue que, cuando se considera explícitamente el efecto de la densidad
sobre el grado de interacción intrapoblacional, la presencia de mutantes defectivos no afecta al umbral
de extinción de la cuasiespecie, aun cuando pueda afectar a la distribución y tamaño poblacional de
la misma antes de dicho umbral.
En este capítulo se estudiará el mismo problema desde una perspectiva diferente, considerando
que los diferentes individuos interaccionan en grupos cuyo tamaño varía dependiendo del tamaño de
la población. Algo parecido es lo que ocurre en las infecciones por virus RNA. La multiplicidad de
infección promedio, es decir, el número de virus por célula, disminuye al disminuir el tamaño de po-
blación viral, haciendo las coinfecciones cada vez menos frecuentes. Esto implica, por supuesto, que
durante el proceso de extinción de un virus, las coinfecciones disminuyen, algo que ha sido utilizado
como argumento contra la posibilidad de que la defección letal sea un mecanismo determinante en
la extinción de los virus RNA por mutagénesis letal (Steinmeyer y Wilke, 2009). Pues bien, en este
capítulo se estudiará hasta qué punto afecta la disminución de coinfección a la extinción de un virus
por defección letal.
Para estudiar este fenómeno, se han tomado como referencia los llamados juegos de bienes públi-
cos ecológicos (EPGG, por sus siglas en inglés Ecological Public Goods Games). Los EPGG, desa-
rrollados por Hauert en colaboración con otros autores (Hauert et al., 2006a, 2008; Wakano et al.,
2009; Wakano y Hauert, 2011), son una extensión de los juegos de bienes públicos en la que se tiene
en cuenta el efecto que los cambios demográficos producidos por las interacciones entre coopera-
dores y defectores tienen sobre dichas interacciones, que es un ejemplo de lo que algunos autores
denominan feedback eco-evolutivo.
En esta sección se ha desarrollado un modelo que combina la dinámica demográfica de los EPGG
con el modelo de cuasiespecies que interaccionan en trans desarrollado previamente para esta Tesis.
En este modelo, las interacciones en trans entre los individuos de la cuasiespecie tienen lugar en
grupos cuyo tamaño depende del tamaño poblacional, por lo que, al igual que en los EPGG, los
cambios en el tamaño poblacional que produce la extinción por defección letal van a modificar al
propio mecanismo de defección letal.
11.1. Descripción del modelo
Para tener en cuenta el cambio en el tamaño de grupo al disminuir el tamaño poblacional, lo que
se hace es formar grupos compuestos de individuos de ambos fenotipos y de “espacios vacíos”, z,
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considerando que xm + xk + z = 1. Se considera que para que los individuos se repliquen dentro
de un grupo, tiene que existir al menos un espacio vacío en el grupo. De esta forma, lo que se está
haciendo es considerar una restricción de tipo logístico al crecimiento poblacional al igual que se
hacía en los capítulos anteriores. El punto destacado de este modelo es que al considerar los grupos de
tamaño variable, se introduce una dependencia con la densidad, puesto que al disminuir la población,
disminuye el número de especies autorreplicativas en cada grupo y aumenta el número de espacios
libres, por lo que las interacciones entre individuos son menores.
El modelo viene determinado por el siguiente sistema de ecuaciones diferenciales:
dxm
dt
= zfmQmxm −Dxm
dxk
dt
= zfm(1−Qm)xm + zfkxk −Dxk
dz
dt
= D(xm + xk)− z [fmxm + fkxk]
(11.1)
donde las fi son los factores de amplificación de los fenotipos maestro, m, y mutante, k. En
ellos se promedia el factor de amplificación que tiene cada individuo en cada uno de los grupos que
puede formarse con un tamaño y composición determinada normalizados por la probabilidad de que
se forme dicho grupo. D es el factor de degradación de los dos fenotipos y Qm es el factor de calidad
por secuencia del fenotipo maestro. En los EPGG, los factores f reciben el nombre de “average
payoff” o “pago promedio”, que deriva de la llamada matriz de pagos de la teoría de juegos (ver
apéndice B).
Siguiendo a (Hauert et al., 2006a), se define un límite de coinfección, nmax. A diferencia de los
EPGG, en este caso no se considera que el tamaño mínimo de grupo sea 2, sino que se tendrá en
cuenta que pueden existir grupos formados por un único individuo, ya que en las infecciones virales
una única partícula viral puede dar lugar a una infección productiva.
La contribución de cada grupo en el que interacciona un individuo del fenotipo i a su factor
de amplificación promedio, fi, depende de tres factores. En primer lugar, de la probabilidad de que
un individuo se encuentre en un grupo de tamaño K, interaccionando, por tanto, con otros K − 1
individuos. Esta probabilidad viene definida por
P (K) =
(
n− 1
K − 1
)
(1− z)K−1zn−K (11.2)
donde z es la concentración de huecos libres y, por tanto, 1 − z es la población total en un
momento dado. En segundo lugar, hay que tener en cuenta la probabilidad de que, en un grupo con
K individuos, el individuo i interaccione con m individuos del fenotipo maestro y K − 1 −m del
fenotipo mutante. Esta probabilidad viene determinada por
P (m,K − 1−m) =
(
K − 1
m
)(
xm
1− z
)m( xk
1− z
)K−1−m
(11.3)
Por último, ambas probabilidades se multiplican por el factor de amplificación del individuo i en
dicho grupo.
Ai(m,K − 1−m) =
[
cBi + (1− c)Bmm+Bi +Bk(K − 1−m)
K + 1
]
(1 + vi) (11.4)
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Resultando en
fi(K,m,K − 1−m) ∝ P (K)P (m,K − 1−m)Ai(m,K − 1−m) (11.5)
Donde fi(m,K − 1 − m) es el factor de amplificación del individuo i en un grupo de tamaño
K donde interacciona con m individuos del fenotipo maestro y K − 1 −m individuos del fenotipo
mutante. Se puede definir el factor de amplificación promedio para todas las posibles distribuciones
de individuos con las que puede interaccionar el individuo i cuando está en un grupo de tamaño K.
Este fi(K) viene definido por:
fi(K) =
K−1∑
m=0
(
K − 1
m
)(
xm
1− z
)m( xk
1− z
)K−1−m
Ai(m,K − 1−m) (11.6)
El factor fi total de cada fenotipo es la suma de los factores de amplificación del individuo i en
cada una de las distribuciones de individuos que se puede encontrar, en cada uno de los tamaños de
grupo, obviamente multiplicados por su probabilidad:
fi =
n∑
K=1
P (K)fi(K) =
n∑
K=1
(
n− 1
K − 1
)
(1− z)K−1zn−Kfi(K) (11.7)
Puesto que la parte de recurso no compartida cBi, la parte que no interacciona en trans, no depen-
de del tamaño de grupo, es posible dividir el factor de amplificación promedio en dos contribuciones:
fi =
[
cBi + (1− c)B¯i
]
(1 + vi) (11.8)
Donde ahora el valor del recurso medio B¯ que experimenta un individuo es:
B¯i = (1− c)
n∑
K=1
[
P (K)
K−1∑
m=0
(
P (m,K − 1−m)Bmm+Bi +Bk(K − 1−m)
K + 1
)]
(11.9)
Teniendo esto en cuenta, y puesto que z = 1 − xm − xk, el sistema de ecuaciones diferenciales
ordinarias que determina este modelo es:
dxm
dt
= (1− xm − xk)
(
cBm + (1− c)B¯m
)
Qmxm −Dxm
dxk
dt
= (1− xm − xk)
[(
cBm + (1− c)B¯m
)
(1−Qm)xm +
(
cBk + (1− c)B¯k
)
xk
]
−Dxk
(11.10)
donde B¯m y B¯k vienen determinados por:
B¯m = (1− c)
n∑
K=1
[
P (K)
K−1∑
m=0
(
P (m,K − 1−m)Bm (m+ 1) +Bk(K − 1−m)
K
)]
B¯k = (1− c)
n∑
K=1
[
P (K)
K−1∑
m=0
(
P (m,K − 1−m)Bmm+Bk(K −m)
K
)] (11.11)
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El sistema de ecuaciones diferenciales 11.10 es demasiado complicado para analizarlo analítica-
mente, por lo que se ha recurrido a su estudio mediante integración numérica utilizando una rutina
Runge-Kutta proporcionada por la plataforma de software matemático MATLAB R©.
11.2. Dependencia de la extinción con las interacciones en trans y del
límite de coinfección, nmax
En primer lugar este modelo se utilizará para estudiar la extinción debida a defección letal. Para
ello se estudiará cómo afectan el factor de interacción en cis, c, y el límite de coinfección, nmax,
al umbral de extinción y a la variación del tamaño poblacional en función de la tasa de mutación. El
resultado es que, en este modelo, el umbral de extinción no depende ni del factor de interacción en cis,
c, ni del límite de coinfección nmax. A pesar de que el tamaño poblacional a cada tasa de mutación sí
depende de ambos factores, el umbral de extinción viene determinado exclusivamente por la eficacia
biológica absoluta del fenotipo maestro, Rm, tomando dicho umbral el valor:
Qex =
D
AmN
=
1
RmN
(11.12)
tal y como se puede observar en la figura 11.1 .
La contribución del fenotipo mutante al bien público, Bk o el que presente una ventaja o una
desventaja selectiva, v, tampoco influyen en el umbral de extinción de la cuasiespecie. La figura 11.2
muestra que una ventaja selectiva del fenotipo mutante (v > 0) disminuye ligeramente el tamaño
poblacional, pero que esta disminución se anula al disminuir la población, ya que cuando el tamaño
de población es pequeño, el comportamiento de la población depende solamente del fenotipo maestro.
11.3. Equilibrio selección-mutación y umbral de error
En el apartado anterior se ha visto que, si bien el tamaño poblacional depende ligeramente del
factor de interacción en cis, c, el umbral de extinción es independiente tanto de c como de nmax. En
este apartado se estudiará como varía el lastre mutacional con el factor de interacción en cis y del
límite de coinfección, nmax.
La figura 11.3 muestra el efecto que tiene sobre el lastre mutacional la disminución del factor de
interacción en cis para diferentes valores de nmax. En ella se observa que, antes de que el fenotipo
mutante se imponga sobre el maestro, el lastre mutacional es mayor cuanto menor es el factor de
interacción en cis, tal y como se ha descrito a lo largo de todo este trabajo. Este incremento del lastre
mutacional es mayor cuanto mayor sea el máximo límite de coinfección permitido, nmax, (fig.11.4).
Tal y como se describió en el capítulo 7, en el que se consideraba un tamaño de grupo constante,
cuanto mayor es el tamaño de grupo, menor es la eficacia biológica relativa del fenotipo maestro
sobre el mutante y, por tanto, mayor es el lastre mutacional. Por supuesto, la disminución de dicha
eficacia biológica relativa se traduce en un aumento del umbral de error (el umbral de error es el valor
de Qm para el cual el lastre mutacional empieza a ser constante).
Por supuesto, tal y como se ha visto a lo largo de este trabajo, una ventaja o desventaja selectiva,
v, del fenotipo mutante aumenta o disminuye, respectivamente, el lastre mutacional y el umbral de
error (datos no mostrados).
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Figura 11.1: Variación del tamaño poblacional en función del factor de calidad Qm para diferentes
valores de c. En la figura se observa que ni el factor de interacción en cis, c, ni límite de coinfección, nmax
alteran el umbral de extinción, Qex = 0.5. Sin embargo, la población total antes del mismo sí que depende
de c, pero solo cuando el límite de coinfección es suficientemente grande. Igualmente, para un mismo valor de
c menor que 1, cuanto mayor sea nmax menor será la población en el estado estacionario. Bm = 10;Bk =
2;D = 5; v = 0.
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Figura 11.2: Variación del tamaño poblacional con el factor de calidad para diferentes valores de v.
Cuando el tamaño del grupo de interacción depende del tamaño poblacional, el umbral de extinción no depende
de la ventaja o desventaja selectiva en cis, v. nmax = 5; c = 0.25;Bm = 10;Bk = 3;D = 5.
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Figura 11.3: Variación del laste mutacional con el factor de calidad por secuencia Qm para diferentes
valores de nmax y c El lastre mutacional para c = 1, no depende del límite de coinfección, nmax, sin embargo,
en presencia de interacción en trans (c < 1), el lastre mutacional y el umbral de error son mayores cuanto
mayor es nmax. Bm = 10;Bk = 5;D = 1; v = 0.
11.4. Tamaño de grupo promedio y lastre mutacional
El tamaño de grupo promedio en el estado estacionario depende, obviamente, del tamaño pobla-
cional y, éste a su vez, de la productividad media de la cuasiespecie en el estado estacionario. En este
modelo, la productividad media depende exclusivamente de la eficacia absoluta del fenotipo maestro,
Rm, por lo que, en última instancia, el tamaño promedio de grupo en el estado estacionario tiende
asintóticamente hacia el límite de coinfección al aumentar Rm, tal y como se observa en la figura
11.5. De hecho, en el estado estacionario, la productividad media puede aproximarse utilizando la
expresión obtenida en el capítulo 7 para un tamaño de grupo constante, n:
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Figura 11.4: Variación del lastre mutacional con el factor de calidad por secuencia para diferentes valores
de nmax cuando c = 0.25. El lastre mutacional y el umbral de error son mayores cuanto mayor es nmax.
c = 0.25;Bm = 10;Bk = 5;D = 1; v = 0
A¯ =
BmQm(1− c+ cn)
n(1−Qm +Qmc) +Qm(1− c) (11.13)
introduciendo en lugar del tamaño de grupo constante n, el tamaño de grupo promedio obtenido
en la simulación.
Ahora bien, puesto que la diferencia de eficacias biológicas entre el fenotipo maestro y el mutante
disminuye al aumentar el tamaño de grupo, y éste depende, en última instancia, de la contribución
del fenotipo maestro, el lastre mutacional -y el umbral de error- debe depender también de esta con-
tribución. Efectivamente, es posible comprobar que, aun manteniendo constante la relación entre Bm
y Bk, el lastre mutacional aumenta al aumentar Rm =
Bm
D
tal y como muestra la figura 11.6. Esto
implica que, cuando se tiene en cuenta el efecto de la densidad, el lastre mutacional no sólo depende
de la relación entre las eficacias biológicas de los fenotipos, sino también de su valor absoluto, de
forma que el lastre mutacional es mayor cuanto mayor es la eficacia biológica absoluta promedio de
la cuasiespecie. El motivo es, por supuesto, que la eficacia biológica relativa del fenotipo mutante
depende del tamaño de grupo de las interacciones, de forma que al aumentar la eficacia biológica ab-
soluta y, por tanto, el tamaño poblacional, aumentamos su eficacia biológica relativa. Este fenómeno
también había sido observado en el capítulo 10, en el que se estudiaba el caso en el que el factor de
interacción c dependía del tamaño de población. Al igual que en dicho capítulo, puesto que el umbral
de error también depende de la relación entre las eficacias biológicas efectivas del fenotipo mutante
y el fenotipo maestro, su valor también aumenta al aumentar la eficacia biológica absoluta, aun cuan-
do la superioridad, σB =
Bm
Bk
, se mantenga constante, tal y como se observa en la figura 11.6. Por
supuesto, ambos fenómenos dependen de la existencia de interacciones en trans y, de hecho, cuando
c = 1, ni el lastre mutacional ni el umbral de error dependen de la eficacia biológica absoluta del
fenotipo maestro, Rm.
Sin embargo, no se puede descartar que este último resultado se deba, en parte, al paisaje de
eficacias biológicas utilizado, tipo Single-Peak, ya que parece, hasta cierto punto, dependiente de que
la productividad media dependa exclusivamente del fenotipo maestro.
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Figura 11.5: Variación del tamaño promedio de grupo con Bm. Cuanto mayor es la eficacia biológica Rm,
mayor es el tamaño de grupo promedio. nmax = 5;Bk = 0; c = 0.25; v = 0;Qm = 1
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Figura 11.6: . Variación del lastre mutacional con el factor de calidad en función de la eficacia biolóig-
ca absoluta, Rm Cuanto mayor es el la eficacia biológica absoluta Rm, manteniendo constante la eficacia
biológica relativa σB =
Rm
Rk
=
Bm
Bk
= 2, mayor es el valor del umbral de error. D = 1; c = 0.25;nmax = 5
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Capítulo 12
Modelo anidado
En el capítulo anterior se estudió un modelo en el que las cuasiespecies interaccionaban en trans
en grupos cuyo tamaño dependía del tamaño poblacional. El resultado más importante de dicho capí-
tulo es la independencia del umbral de extinción respecto al factor de interacción en cis y al tamaño
máximo de grupo nmax, un resultado equivalente al obtenido en el capítulo 10, en el que se considera-
ba que el factor de interacción en cis, c, de la cuasiespecie era dependiente de la densidad poblacional.
Ambos resultados sugerirían que la contribución de la defección letal a la extinción de una cuasiespe-
cie por mutagénesis letal sería bastante limitada debido al feedback eco-evolutivo, es decir, al efecto
atenuante que tendrían los cambios demográficos en la acción interferente de los individuos defec-
tores, tal y como había sido sugerido previamente (Steinmeyer y Wilke, 2009). Sin embargo, ambos
modelos sólo ofrecen una perspectiva parcial del mecanismo que da lugar a la defección letal.
En la defección letal se pueden distinguir claramente dos contribuciones. Por un lado, la coinfec-
ción de una célula por virus defectores y virus viables, que resulta en la interferencia de estos últimos.
Esta contribución necesita de multiplicidades de infección relativamente elevadas para que la coin-
fección pueda tener lugar. Puesto que al disminuir el tamaño poblacional disminuye la multiplicidad
de infección, esta contribución se auto-atenúa al avanzar el proceso de extinción. Sin embargo, la
defección letal tiene otra contribución que depende de la generación de virus mutantes defectores
por los virus RNA que infectan la célula, y que pueden interferir en el desarrollo de la infección en
dicha célula. Esta autodefección no se ve atenuada en ningún caso por la disminución del tamaño
poblacional puesto que no depende de la multiplicidad de infección.
Los modelos presentados en los capítulos 10 y 11 sólo tienen en cuenta la primera contribución a
la defección letal: la interacción inicial entre individuos defectores y viables, que depende del tamaño
poblacional. Sin embargo, ninguno de ellos tiene en cuenta el hecho de que durante la replicación
intracelular de un virus RNA, la progenie mutante que produce dicho virus durante dicha replicación
puede interferir con la reproducción viral. Es decir, los modelos anteriores no tenían en cuenta la
producción intracelular de novo de mutantes defectivos y el efecto que ello tiene en la interferencia
y la defección letal. En este capítulo se estudiará un modelo que pretende tener en cuenta las dos
contribuciones a la defección letal: la interacción entre especies autorreplicativas defectoras y viables
en grupos cuyo tamaño depende de la densidad de población, pero también la autodefección en el
seno de dichos grupos.
12.1. Descripción del Modelo
En el modelo presentado en este capítulo se supone que se forman grupos de tamaño variable
dentro de los cuales se produce una dinámica de cuasiespecies que interaccionan en trans. Es decir, los
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individuos que forman el grupo se consideran la población inicial de una dinámica de cuasiespecies
que se desarrolla hasta cumplir una condición final definida previamente (por ejemplo, un tiempo de
infección, una cantidad total de virus o una combinación de ambas).
De esta forma se tiene en cuenta tanto la dinámica de formación de grupos, que depende de las
condiciones demográficas y de la composición genética de la población, como el desarrollo de los
procesos genético-evolutivos dentro de los grupos. Ambas dinámicas, dentro y fuera de los grupos,
se condicionan mutuamente. Se supone que los grupos tratan de representar, en una primera apro-
ximación, las células, por lo que este modelo tendría en cuenta tanto la dinámica extracelular, de
coinfección a diferentes multiplicidades de infección, como la dinámica intracelular, que en este caso
se reduce a la acción de la selección y la mutación en presencia de interacciones en trans. Por tanto,
se podía considerar que este modelo es un modelo de los considerados nested o anidados (Sasaki y
Iwasa, 1991; Gilchrist y Sasaki, 2002; Krakauer y Komarova, 2003; Coombs et al., 2007).
12.1.1. Dinámica fuera de los grupos
La dinámica fuera de los grupos se basa en las mismas consideraciones que el modelo del capítulo
anterior. Es decir, los grupos se forman con individuos de ambos fenotipos y con “huecos libres” z
hasta completar su tamaño máximo, suponiendo que xm + xk + z = 1. Para que los individuos se
repliquen dentro de un grupo, tiene que haber “huecos libres” dentro del mismo. Al igual que en
el capítulo anterior, la disminución de la población disminuirá el tamaño promedio de los grupos,
haciendo que las interacciones entre individuos sean menores. Teniendo esto en cuenta, el modelo
está representado por el siguiente sistema de ecuaciones diferenciales:
dxm
dt
= zfmmxm + zfmkxk − dxm
dxk
dt
= zfkmxm + zfkkxk − dxk
dz
dt
= d(xm + xk)− z [(fmm + fkm)xm + (fmk + fkk)xk]
(12.1)
Que puede reducirse a un sistema de ecuaciones diferenciales de tipo logístico, puesto que z =
1− xm− xk.
dxm
dt
= (1− xm − xk) (fmmxm + fmkxk)− dxm
dxk
dt
= (1− xm − xk) (fkmxm + fkkxk)− dxk
(12.2)
Donde d es la tasa de degradación de los fenotipos maestro y mutante fuera de los grupos, mientras
que los fij son las tasas de producción de ambos fenotipos. Por un lado, los fii son las tasas de
producción del fenotipo i en grupos donde hay individuos de ambos fenotipos, lo que incluye tanto la
replicación del fenotipo i como la mutación desde el fenotipo j. Por otro lado, los fij son las tasas de
producción de los fenotipos i donde sólo hay individuos del fenotipo j. Es decir, fmm y fkk son las
tasas de producción de los fenotipos maestro y mutante en todos aquellos grupos que están formados
por individuos de ambos fenotipos. Sin embargo, fmk es la tasa de producción de individuos del
fenotipo maestro en aquellos grupos formados exclusivamente por individuos del fenotipo mutante.
Puesto que en el paisaje de eficacia biológica Single-Peak que se utiliza en este modelo se considera,
como es habitual, que no hay back-mutation desde el fenotipo mutante al fenotipo maestro, fmk = 0.
Igualmente, fkm es la tasa de producción de individuos del fenotipo mutante en aquellos grupos
exclusivamente formados por individuos del fenotipo maestro. Para cualquier factor de calidadQm <
1, este valor es diferente de cero. Si, por el contrario, si se considera que no hay mutación, entonces
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fkm(Qm = 1) = 0. De esta forma, el sistema de ecuaciones diferenciales definitivo para el paisaje
Single-Peak es:
dxm
dt
= (1− xm − xk) fmmxm − dxm
dxk
dt
= (1− xm − xk) (fkmxm + fkkxk)− dxk
(12.3)
Al igual que en el capítulo anterior, se asumirá un límite de coinfección, o tamaño máximo de
grupo inicial, igual a nmax, y un tamaño mínimo de grupo igual a uno. Los valores de los fij de-
penden, por tanto, de la probabilidad de que se formen grupos de tamaño K, P (K) (ecu. 11.2), y la
probabilidad de que dichos grupos estén formados por m individuos del fenotipo maestro y K −m
individuos del fenotipo mutante P (m,K−1−m) (ecu. 11.3), multiplicadas por la tasa de producción
de unos y otros individuos en dichos grupos, es decir:
fmm =
n∑
K=1
[
P (K)
K−1∑
m=0
(P (m,K − 1−m)Rm(K,m))
]
(12.4)
fkk =
n∑
K=1
[
P (K)
K−1∑
m=0
(P (m,K − 1−m)Rk(K,m))
]
(12.5)
fkm =
n∑
K=1
[
P (K)
(
xm
xm + xk
)K
Rk(K,m = K)
]
(12.6)
Donde Ri(K,m) es la tasa de producción de individuos del fenotipo i en un grupo de tamaño K
con m individuos del fenotipo maestro y K − m del fenotipo mutante. En la ecuación 12.6 puede
comprobarse que el valor de fkm sólo tiene en cuenta los grupos formados exclusivamente por K
individuos del fenotipo maestro.
12.1.2. Dinámica dentro de los grupos
La dinámica dentro de los grupos tiene como objetivo determinar el valor de las tasas de produc-
ción Ri(K,m). Como se ha comentado anteriormente, se utilizará la distribución de individuos que
forman un grupo como condición inicial de una integración numérica del modelo de cuasiespecies
que interaccionan en trans visto en el capítulo 8, (ecu. 8.19). Esta integración numérica se lleva a ca-
bo hasta una condición final prefijada. Los resultados obtenidos al integrar numéricamente el modelo
hasta la condición final es lo que se utiliza para obtener los Ri(K,m).
Cuando se considera la formación de grupos de tamañoK formados porm individuos del fenotipo
maestro y K − m del fenotipo mutante, se están considerando individuos discretos. Sin embargo,
el modelo de cuasiespecies que interaccionan en trans es un sistema determinista que trabaja con
concentraciones. El primer paso, por tanto, es convertir los individuos discretos que forman los grupos
en concentraciones iniciales para el modelo de cuasiespecies. Para ello lo que se hace es fijar un valor
c0, que es la concentración equivalente de un único individuo en un grupo. Es decir, si un grupo está
formado por K individuos, m de los cuales pertenecen al fenotipo maestro, las condiciones iniciales
del modelo de cuasiespecies son:
xm (t = 0) = mc0
xk (t = 0) = (K −m)c0
(12.7)
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Cumpliéndose, por tanto, que xm (t = 0) + xk (t = 0) = Kc0
Esto implica que aquellos grupos formados por mayor número de individuos tienen una concen-
tración inicial más alta, de forma que, a igual distribución poblacional, alcanzarán antes la condición
final.
La condición final determina cuándo acaba la integración numérica del modelo de cuasiespe-
cies que interaccionan en trans. Existen diferentes posibilidades: fijar un tiempo máximo, un tamaño
máximo de población intracelular, una combinación de ambas, etc. Sin embargo, por simplicidad
se utilizará la condición más sencilla: suponer que la integración numérica ha alcanzado el estado
estacionario del sistema. Por supuesto, esta condición no tiene, en principio, relación alguna con la
realidad, sin embargo, a efectos de lo que se quiere estudiar en este capítulo, es decir, la dependencia
del umbral de extinción y el tamaño poblacional con las interacciones en trans, puede considerarse
una buena primera aproximación. Además, cómo se comentará al final de este capítulo, el estudio de
otras condiciones finales no altera los resultados esenciales.
Las tasas de producción Ri(K,m) van a depender de dos factores.
1. La constante cinética de producción de individuos de un grupo, k(K,m), que se considera
inversamente relacionada con el al tiempo que tarda en alcanzarse la condición final.
2. La proporción de individuos de uno u otro fenotipo que produce dicho grupo, que es igual a las
concentración, xi, de ambos fenotipos cuando se alcanza la condición final.
Teniendo esto en cuenta se considerará que:
Rm(K,m) = b0k(K,m)xm(K,m)
Rk(K,m) = b0k(K,m)xk(K,m)
(12.8)
donde b0 es una constante que determina la producción máxima teórica de individuos que podría
darse en el grupo. En realidad está producción máxima nunca se alcanza ya que, en el estado estacio-
nario la concentración total de especies autorreplicantes siempre es menor que la concentración total,
es decir xm+xk < N . De hecho, la concentración total de especies autorreplicativas rm = xm+xk,
puede ser tomado como una medida de la capacidad de una determinada distribución de individuos
de aprovechar los recursos de la célula. De esta manera, las tasas de producción resultarían:
Rm(K,m) = b0k(K,m)rm(K,m)ym(K,m)
Rk(K,m) = b0k(K,m)rm(K,m)yk(K,m)
(12.9)
Donde las yi representan las fracciones molares de los diferentes fenotipos. Puesto que la condi-
ción final elegida es la llegada al estado estacionario, todos los grupos tienen el mismo rm(K,m) y el
mismo yi(K,m). Esto se debe a que el estado estacionario del modelo de cuasiespecies que interac-
cionan en trans no depende de las condiciones iniciales. Sin embargo, el tiempo de llegada al estado
estacionario sí que es dependiente, en general, de las condiciones iniciales, de forma que las diferen-
cias en los R(K,m) vendrían determinadas por las diferencias en k(K,m). Determinar el tiempo de
llegada al estado estacionario no es un problema trivial ya que, en teoría, éste sólo se alcanza a tiempo
infinito. Afortunadamente, es posible obtener un tiempo promedio de llegada al estado estacionario,
el llamado tiempo característico, Tc (Llorens et al., 1999). La expresión para calcular analíticamente
el tiempo característico de la transición de una determinada variable viene definida por:
Tc =
∞∫
0
t |y˙1| dt
∞∫
0
|y˙1|dt
(12.10)
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Sin embargo, cuando se carece de la expresión explícita de y(t), como ocurre en este caso, es
posible calcular el tiempo característico de una transición hallando el área por encima de la trayectoria
de y(t), obtenida por integración numérica, y por debajo de la asíntota que corresponde al estado
estacionario, y dividiéndola por la altura de dicha asíntota, tal y como se describió en (Llorens et al.,
1999). En este caso se ha calculado el tiempo característico de llegada al estado estacionario de la
población total, xT = xm + xk. Una vez hallado este tiempo característico de llegada al estado
estacionario, Tc, es posible considerar que la constante cinética de producción de individuos por un
grupo es inversamente proporcional a su valor:
k (K,m) =
1
Tc(K,m)
(12.11)
Esta constante presenta las características de una constante cinética de primer orden y, en princi-
pio, tiene el sentido de una “media ponderada” de todas las constantes cinéticas que intervienen en la
dinámica intracelular.
12.2. Resultados
El estado estacionario del modelo de cuasiespecies que interaccionan en trans no depende de
las condiciones iniciales. Por tanto, todos los grupos que tengan al menos un individuo del fenotipo
maestro, puesto que no hay back-mutation, alcanzarán el mismo estado estacionario. Por otra parte,
todos los grupos que no contengan ningún individuo del fenotipo maestro también alcanzarán el
mismo estado estacionario diferente, obviamente, del anterior. La única diferencia está en el tiempo
que tardan en alcanzar dicho estado estacionario, que es menor cuanto mayor sea la condición inicial,
es decir, el tamaño de grupo, y también es menor cuanto mayor sea el número de fenotipos viables en
la población inicial.
Umbral de extinción e interacciones en trans
En los modelos anteriores en los que se había considerado el efecto de la densidad (capítulos 10
y 11) se vio que el factor de interacción en cis no tenía ningún efecto sobre el umbral de extinción.
Sin embargo, al considerar que existe una dinámica de defección en el seno de los grupos vuelve a
aparecer una gran dependencia del umbral de extinción respecto del factor de interacción en cis, c.
En la figura 12.1 se muestra como varía la población total con el factor de calidad Qm para diferentes
valores de c, observándose claramente que cuanto menor es c mayor es el umbral de extinción, es
decir, son necesarias menores tasas de mutación para extinguir la cuasiespecie. De hecho, incluso
considerando que la tasa de interacción en cis depende inversamente de la densidad de población
según una función lineal de la forma, c = 1− xm − xk, tal y como se consideró en el capítulo 10, la
población se extingue a menores tasas de mutación que si se considera que no existen interacciones
en trans.
La figura 12.2 muestra la variación del umbral de extinción, Qex, en función del factor de inter-
acción en cis, c, observándose de nuevo que aquel aumenta cuanto mayores son las interacciones en
trans en el seno de la cuasiespecie.
Influencia de los parámetros “extracelulares” (b0, d, nmax)
En el modelo hay tres parámetros que se podrían considerar extracelulares: la productividad máxi-
ma por grupo b0, el factor de degradación de los individuos fuera del grupo d, y el tamaño de máximo
de grupo o límite coinfección, nmax. Estrictamente, este último parámetro sí afecta a la dinámica
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Figura 12.1: Población total en función del factor de calidad Qm para diferentes valores de c. El umbral
de extinción es mayor cuanto mayores son las interacciones en trans. Incluso en presencia de interacciones
en trans dependientes de densidad, línea morada, el umbral de extinción es mayor que para el caso c = 1.
Bm = 10;Bk = 2;D = 3; v = 0; b0 = 10; d = 1.5;nmax = 2; c0 = 0.01
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Figura 12.2: Variación del umbral de extinción, Qex en función del factor de interacción en cis, c. Bm =
10;Bk = 2;D = 3; v = 0; b0 = 10; d = 1.5;nmax = 5; c0 = 0.01
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intracelular, ya que determina las condiciones iniciales, sin embargo, como no es un parámetro que
se considere en la simulación intracelular se tratara, por simplicidad, en este grupo.
En la figura 12.2, se observa el efecto de nmax sobre la población total, para diferentes valores
de c. Se observa que un mayor nmax aumenta la población total a todos los valores de Qm, pero no
afecta al umbral de extinción de la cuasiespecie. Por un lado, es lógico que el tamaño nmax no altere
el umbral de extinción ya que, en última instancia, éste va a depender de aquellos grupos formados por
un único individuo, cuya productividad es la misma para diferentes valores de nmax. Por otro lado,
cuanto mayor sea nmax, mayores podrán ser los tamaños iniciales de los grupos y, por tanto, mayor
será la productividad ya que el tiempo característico de llegada al estado estacionario disminuye y
eso aumenta la constante cinética de producción k.
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Figura 12.3: Variación de la población total en función del factor de calidad para diferentes valores de c y
nmax. El umbral de extinción, Qex, no depende del límite de coinfección, nmax, sino del factor de interacción
en cis, c. Bm = 10;Bk = 2;D = 3; v = 0; b0 = 10; d = 1.5; c0 = 0.01
Los parámetros b0 y d determinan en gran medida el comportamiento demográfico del sistema.
Al igual que en el caso de los modelos anteriores, lo realmente importante es la relación entre ambos,
que es una especie de eficacia biológica absoluta “extracelular” y que, por analogía con los modelos
anteriores, se denominará R =
b0
d
. En la figura 12.4 se observa que al aumentar R, el umbral de
extinción disminuye, tanto para c = 1 y c = 0.25, como para el caso en el que el las interacciones
en trans dependen del tamaño poblacional, c = 1 − xm − xk, de forma que son necesarias tasas de
mutación más altas para que la población se extinga.
Influencia de los parámetros “intracelulares” (Bm, Bk, v, D)
En este modelo, los resultados obtenidos muestran que cuanto mayor es la eficacia biológica
absoluta “intracelular” (Rm =
Bm
D
) menor es el umbral de extinción (datos no mostrados). Sin
embargo, se ha observado que cuanto mayor es la contribución de Bm, incluso manteniendo las
relaciones entre Bm, Bk y D constantes, menor es el umbral de extinción. El motivo es que cuanto
menor es Bm, Bk y D, mayor es el tiempo característico de llegada al estado estacionario (datos no
mostrados) y, por tanto, menor es la constante cinética de producción de individuos por los grupos, k,
a pesar de que tanto la concentración total de especie autorreplicante dentro del grupo (que depende
131
Extinción y mutación 12. Modelo anidado
2 3 4 5 6 7 8 9 10
0.4
0.5
0.6
0.7
0.8
0.9
1
R 
Q e
x
,
 
u
m
br
al
 d
e 
ex
tin
ci
ón
 
 
c = 1
c = 0.25
c = 1 − x
m
 − xk
Figura 12.4: Umbral de extinción en función de R =
b0
d
Cuanto mayor es la eficacia biológica absoluta
fuera de los grupos, R, menor es el umbral de extinción del sistema. Bm = 10;Bk = 2;D = 3; v = 0; c0 =
0.01;nmax = 5
de la relación Rm =
Bm
D
) y la fracción poblacional de cada fenotipo (que depende de c y de la
superioridad σB =
Bm
Bk
) no varían. La figura 12.5 muestra este fenómeno tanto para c = 1 (12.5a)
como para c = 0.25 (12.5b).
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Figura 12.5: Variación de la población total con el factor de calidad por secuencia para diferentes valores
de Bm, Bk y D. Cuanto mayor es el valor de Bm menor es el umbral de extinción. b0 = 10; d = 1.5; c0 =
0.01;nmax = 5;σB =
Bm
Bk
= 5;Rm =
Rm
D
= 2.
En cuanto al efecto de la superioridad (σB =
Bm
Bk
), en capítulos anteriores se ha visto que si v =
0, la productividad media de la población no depende de Bk y, por tanto, tampoco dependía el umbral
de extinción. Sin embargo, al tener en cuenta tanto la dinámica intracelular como la extracelular el
resultado es diferente.
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La figura 12.6 muestra que, en el modelo anidado, una menor superioridad se traduce en un
aumento en el umbral de extinción. Es decir, manteniendo Bm constante, cuanto mayor es la contri-
bución del fenotipo mutante, Bk, menores son las tasas de mutación necesarias para la extinción. El
motivo es que si bien los aumentos de Bk no varían la productividad media de la población dentro
de los grupos, sí que alteran el equilibrio mutación-selección, de forma que los grupos producen una
mayor proporción de fenotipo mutante. Puesto que el fenotipo mutante no es demográficamente es-
table, un aumento en la proporción de dicho fenotipo se traduce en un mayor umbral de extinción.
Tal y como muestra la figura 12.6, el fenómeno también se produce en ausencia de interacciones en
trans (fig. 12.6a), pero es mayor cuanto menor es c, ya que las interacciones en trans aumentan la
proporción de fenotipo mutante en la población.
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Figura 12.6: Variación de la población total con el factor de calidad por secuencia para diferentes valores
de Bk y de c. Cuanto mayor es el valor de Bk, mayor es el valor del umbral de extinción, independientemente
del valor del factor de interacción en cis, c. Bm = 10, D = 3; v = 0; b0 = 10, d = 1; c0 = 0.01;nmax = 2;
La figura 12.7 muestra el efecto de v sobre el tamaño poblacional y el umbral de extinción cuando
Bk = 0. Cuanto mayor es la ventaja v del fenotipo mutante sobre el fenotipo maestro mayor es el
umbral de extinción, por lo que la población se extingue a menores tasas de mutación. En el caso
particular Bk = 0, cuando c = 1, v no tiene ningún efecto sobre la dinámica poblacional (datos no
mostrados). Sin embargo, si Bk > 0, aún en el caso c = 1, los aumentos de v suponen disminuciones
del umbral de extinción, tal y como muestra la figura 12.8 , aunque el efecto es claramente menor que
en presencia de interacciones en trans.
El aumento de la tasa de degradación dentro de los grupos, D, también aumenta el umbral de
extinción (datos no mostrados).
Otras condiciones finales
Se han llevado a cabo simulaciones considerando otras condiciones finales para la integración nu-
mérica que representa la dinámica intragrupo. Estas condiciones finales han sido: alcanzar un tamaño
máximo de grupo, fijar un tiempo máximo de simulación y una combinación de las dos anteriores (o
bien alcanzar un tamaño máximo o, en caso de no hacerlo, alcanzar un tiempo máximo). En todos
los casos, los resultados fundamentales son parecidos a los obtenidos considerando como condición
final la llegada al estado estacionario, aunque la dinámica global para cada una de las condiciones
presente una serie de particularidades. Sin embargo, puesto que el objetivo de este capítulo era, fun-
damentalmente, mostrar el efecto que tiene sobre el umbral de extinción el considerar la producción
de mutantes defectivos de novo dentro de los grupos, se ha preferido presentar el resultado de la
condición más simple posible. En este sentido hay que señalar dos cosas. A priori esta condición pa-
rece ser, sin duda, la “menos realista”, pero es que este modelo no pretende reflejar de forma realista
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Figura 12.7: Variación de la población total con el factor de calidad por secuencia para diferentes valores
de v cuando Bk = 0. Cuanto mayor es la ventaja selectiva en cis, v, mayor es el umbral de extinción. Bm =
10;Bk = 0;D = 3; b0 = 10, d = 1.5; c0 = 0.01;nmax = 2; c = 0.25.
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Figura 12.8: Variación de la población total con el factor de calidad por secuencia para diferentes valores
de v cuando Bk > 0 La ventaja o desventaja en cis v afecta al umbral de extinción para ambos valores de c,
pero el efecto es considerablemente mayor cuanto menor es c. Bm = 10, D = 3; v = 0; b0 = 10, d = 1; c0 =
0.01;nmax = 2;
la dinámica de infección intracelular de un virus RNA, sino simplemente estudiar un aspecto muy
concreto que a veces se obvia cuando se consideran las interacciones en grupos. En segundo lugar,
puesto que el estado estacionario del sistema de ecuaciones diferenciales utilizado para representar
la dinámica intragrupo no depende de las condiciones iniciales, el modelo desprecia gran parte de la
dinámica de coinfección por especies de los fenotipos mutante-defector y maestro. Es decir, considera
la situación menos favorable para la defección letal. Sin duda, esto no afecta al umbral de extinción
que, como se ha considerado anteriormente, al final sólo depende de los grupos iniciados por un único
individuo, pero sí que minimiza el efecto de la defección letal sobre el tamaño poblacional a tasas de
mutación más bajas, en las que la densidad poblacional aún es suficientemente alta como para que la
coinfección por especies del fenotipo mutante tenga importancia.
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Capítulo 13
Discusión
A lo largo de esta Tesis se han ido obteniendo una serie de resultados que, en la mayoría de
los casos, se han ido interpretando conforme eran presentados. Por este motivo, el objetivo de esta
discusión no será tanto volver a interpretar los resultados presentados como tratar de ponerlos en
contexto unos con otros, así como con los trabajos de otros autores. En este sentido, en esta discusión
tampoco se plantea hacer una revisión minuciosa de todos y cada uno de los resultados, sino sólo
de aquellos aspectos que sean más relevantes para ofrecer una visión de conjunto de este trabajo. En
las primeras cuatro secciones se discutirán los resultados obtenidos a partir de los modelos teóricos
utilizados a lo largo de la Tesis. La sección quinta pretende ser un repaso crítico de los modelos
utilizados a lo largo de la misma, para mostrar sus debilidades y fortalezas. En la sección sexta se ha
tratado de extrapolar y contextualizar los resultados obtenidos utilizando dichos modelos, al campo de
los virus RNA, especialmente en lo que respecta a la posibilidad de su extinción por acumulación de
mutaciones. Finalmente, la séptima y última sección de la discusión engloba una serie de reflexiones
sobre los posibles problemas que pueden afectar a la idea de mutagénesis letal como terapia antiviral
así como algunas posibles soluciones, con vistas, sobre todo, a continuar este trabajo posteriormente.
13.1. Selección natural, supervivencia del más robusto y umbral de
error
La idea de extinguir a los virus RNA aumentando su tasa de mutación tuvo como inspiración y
como primera explicación los conceptos de umbral de error y de entrada en catástrofe de error. Tal
y como se vio en la introdicción, desde entonces se han planteado muchas dudas sobre la capacidad
de ambos conceptos para explicar la mutagénesis letal. La primera parte de este trabajo se centró en
tratar de comprender cuál es la esencia de dichos fenómenos, desde un punto de vista teórico, con el
objetivo de tratar de contribuir a aclarar dicha problemática. En esta sección se discutirán algunas de
las cuestiones más interesantes que surgen a la vista de los resultados.
¿Puede la selección natural explicar la aparición de un umbral de error?
Desde su primera formulación en 1971, la existencia de un umbral de error más allá del cual una
cuasiespecie entra en catástrofe de error se ha asociado con la desaparición del contenido informativo
de la misma o la imposición de la mutación sobre la selección (ver la sección 1.1.4 de la introducción
para una visión más detallada). Sin embargo, en el capítulo 3 de esta Tesis, se demostró que la apari-
ción de un umbral de error, tal y como se presenta en el paisaje Single-Peak, es, en realidad, un caso
específico de supervivencia del más robusto y, por tanto, de selección natural. Es decir, la existencia
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de un umbral de error definido en paisajes tipo Single-Peak es el resultado de la acción de la selección
natural sobre el trade-off entre la capacidad replicativa y la robustez mutacional.
Para demostrarlo, en la sección 3.1 se reformuló el modelo de cuasiespecies más sencillo que
presenta un umbral de error en términos de eficacias biológicas efectivas relativas y un coeficiente de
selección que adopta la forma:
s(Qm) =
Ak
AmQm
− 1 (13.1)
La ecuación 13.1 muestra que el coeficiente de selección no es más que el cociente entre la
eficacia biológica efectiva de los fenotipos mutante y maestro, menos uno, entendiendo por eficacia
biológica efectiva el producto del factor de amplificación por el factor de calidad fenotípico. Puesto
que en este modelo no se considera la posibilidad de back-mutation desde el fenotipo mutante al
fenotipo maestro, el factor de calidad fenotípico del fenotipo mutante (la probabilidad de obtener una
secuencia perteneciente al fenotipo mutante por mutación de otra secuencia de dicho fenotipo) es
igual a uno, de modo que no aparece en el numerador.
Gracias a esta reformulación es posible mostrar fácilmente que el umbral de error es el valor del
factor de calidad, Qm, para el que el coeficiente de selección, s se hace cero (fig.3.1). Es decir, el
coeficiente de selección es positivo más allá del umbral de error, lo que significa que a partir de dicho
umbral del factor de calidad, el fenotipo mutante presenta una ventaja selectiva sobre el fenotipo
maestro. Esto implica que antes del umbral de error, Qm > Qc, la selección natural favorece al
fenotipo maestro, pero cuando Qm < Qc, la selección natural favorece al fenotipo mutante.
En último término, la aparición de un umbral de error se debe a que, cuando Qm = Qc, se
produce una bifurcación transcrítica que se caracteriza porque la diferencia de los dos principales
autovalores del sistema linealizado se hace mínima en el umbral de error (Nowak y Schuster, 1989;
Schuster y Stadler, 2008). Esto hace, entre otras cosas, que el tiempo para fijar una secuencia objetivo
aumente (Stich et al., 2007), o que el tiempo característico de transición al estado estacionario tienda
a infinito en el umbral de error, en ausencia de back-mutation, o que alcance un valor máximo en
presencia de la misma (Marín et al., 2012). Ambos resultados refuerzan la idea de que el umbral de
error marca a favor de qué fenotipo está actuando la selección natural, ya que en este mismo trabajo
(Marín et al., 2012) puede verse que, si sólo se considera la selección natural entre dos fenotipos,
esto es, en ausencia de mutación, el tiempo característico de llegada al estado estacionario también
diverge a infinito cuando la eficacia biológica de ambos fenotipos es la misma.
La sección 3.2 muestra que, al utilizar el modelo clásico extendido en el que las secuencias se
agrupan en clases de Hamming (Swetina y Schuster, 1982), las transiciones características de un
umbral de error se observan cuando el coeficiente de selección obtenido en la sección 3.1 es aproxi-
madamente igual a cero (fig. 3.2). Esto implica que, incluso en presencia de back-mutation, es posible
utilizar el valor del coeficiente de selección obtenido en el modelo mínimo de la sección 3.1.
El hecho de considerar que la aparición de un umbral de error se debe a un fenómeno de su-
pervivencia del más robusto puede explicar diferentes fenómenos. Entre ellos, por qué una mayor
neutralidad del fenotipo maestro disminuye el umbral de error, por qué en determinados paisajes de
eficacia biológica pueden existir múltiples umbrales de error, por qué la letalidad, de forma comple-
tamente contraituitiva, disminuye el umbral de error o por qué la defección lo aumenta. Todos estos
fenómenos se discuten a continuación.
¿Por qué afecta la neutralidad al umbral de error?
Puesto que el umbral de error determina una transición selectiva a fenotipos más robustos cuando
se aumenta la tasa de mutación, el umbral de error va a verse afectado cuando se considera que los
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diferentes fenotipos, especialmente el fenotipo maestro, presentan neutralidad y/o canalización. Por
claridad, se denominará canalización a la existencia de diferentes genotipos que producen el mismo
fenotipo (Waddington, 1942), mientras que se reservará el término neutralidad para el hecho de que
diferentes fenotipos tengan la misma eficacia biológica (Krakauer y Plotkin, 2005).
Hasta donde sabemos, la primera vez que se tuvo en cuenta la neutralidad en la teoría de cuasies-
pecies fue en un trabajo de Eigen et al. (1988), que introdujeron un segmento génico que no tenía
influencia en la capacidad replicativa de la especie autorreplicante. Puesto que las mutaciones en este
segmento no afectaban a la eficacia biológica, éste podía variar libremente y, por tanto, no era tenido
en cuenta en la máxima longitud permitida por el umbral de error. En cierta manera, este resultado ya
apunta a la relación entre selección natural y umbral de error.
La introducción de canalización en el fenotipo maestro mediante la consideración de redes neutra-
les llevó a la distinción entre umbral de error fenotípico y genotípico (Huynen et al., 1996). Cuando el
fenotipo maestro está compuesto por más de una secuencia, la información genética de dicho fenotipo
se pierde para cualquier valor de la tasa de mutación diferente de cero, ya que más allá de este valor,
la población de deslocaliza por la red neutral del fenotipo maestro (Huynen et al., 1996; Schuster y
Fontana, 1999). Por este motivo, es necesario definir un umbral de error fenotípico más allá del cual se
pierde el fenotipo maestro y la población comienza una deriva aleatoria por el espacio de fenotipos.
Sin embargo, esta definición más estricta no cambia en absoluto las consideraciones hechas en las
secciones previas. La catástrofe de error fenotípica no tiene mayor importancia a un nivel selectivo-
evolutivo superior, ya que todos estos fenotipos tienen la misma o casi la misma eficacia biológica y,
por ejemplo, podrían ser agrupados en un nuevo superfenotipo definido por dicha eficacia biológica.
De hecho, la misma idea de una catástrofe de error genotípica refuerza esta conclusión, ya que la
pérdida de la información genética del fenotipo maestro no tiene ninguna consecuencia crítica para
su existencia o sus capacidades evolutivas, en tanto en cuanto se mantenga el fenotipo maestro. Más
aún, la deslocalización que tiene lugar por la red neutral del fenotipo maestro más allá del umbral de
error genotípico es un fenómeno completamente análogo a la deslocalización que tiene lugar por la
red neutral del fenotipo mutante más allá del umbral de error clásico en paisajes de tipo Single-Peak.
Finalmente, es posible definir un coeficiente de selección análogo al considerado en la sección
3.1 cuando se introduce neutralidad en el fenotipo maestro:
s =
AkQ˜k
AmQ˜m
− 1 (13.2)
Si, siguiendo a Takeuchi et al. (Takeuchi et al., 2005) la neutralidad se introduce considerando
que una fracción, α, de todas las posibles mutaciones sencillas son neutrales, se obtiene que Q˜m =
[q + (1− q)α]ν , donde ν es la longitud de secuencia y q el factor de calidad por dígito. Si, además,
se desestima la back-mutation del fenotipo mutante al fenotipo maestro, lo que implica que Q˜k = 1,
el coeficiente de selección que se obtiene es:
s(q, α, ν) =
Ak
Am[q + (1− q)α]ν − 1 (13.3)
Que se iguala a cero en el umbral de error definido por Takeuchi et al. (Takeuchi et al., 2005)):
qc =
[(
Ak
Am
) 1
ν
− α
]
1
1− α (13.4)
La ecuación 13.3 muestra que al incrementar la red neutral del fenotipo maestro se aumenta su
robustez mutacional y, por tanto, su eficacia biológica efectiva a altas tasas de mutación. La conse-
cuencia es que el fenotipo mutante desplaza al fenotipo maestro a tasas de mutación mayores que en
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el caso sin neutralidad por lo que el umbral de error disminuye (Schuster y Fontana, 1999; Reidys
et al., 2001; Takeuchi et al., 2005).
¿Qué significa la existencia de múltiples umbrales de error?
Diferentes trabajos han descrito la existencia de múltiples umbrales de error en paisajes de eficacia
biológica complejos, fenómeno que también ha sido denominado cascada de errores (Tannenbaum y
Shakhnovich, 2004; Bull et al., 2005). De hecho, este fenómeno probablemente había sido observado
previamente, aunque sin ser identificado como tal, relacionándolo bien como un régimen intermedio
entre los regímenes con baja tasa de mutación y la catástrofe de error (Bonhoeffer y Stadler, 1993) o
como “transiciones de deslocalización” parciales a regiones más robustas del espacio de secuencias
(Campos et al., 2002).
Desde el punto de vista de la selección natural y la supervivencia del más robusto, la aparición
de múltiples umbrales de error es simplemente una consecuencia de la existencia de varias regio-
nes del espacio de secuencias que pueden ser consideradas como fenotipos diferentes, con diferentes
trade-offs entre la capacidad replicativa y la robustez mutacional (Bull et al., 2005). Puesto que la
eficacia biológica de estos diferentes fenotipos puede cambiar de forma diferente con la tasa de mu-
tación, la selección natural puede inducir varias transiciones entre ellos de forma consecutiva. En este
sentido, hay que destacar que las cascadas de error ya habían sido relacionadas anteriormente con la
supervivencia del más robusto (Tannenbaum y Shakhnovich, 2004; Wilke, 2005).
Finalmente, la existencia de múltiples umbrales de error en un mismo paisaje de eficacia biológica
muestra que la deslocalización sobre una determinada región del espacio de secuencias depende,
esencialmente, del grado de degeneración de cada fenotipo. De esta forma, la deslocalización puede
tener lugar bien sobre todo el espacio de secuencias o, por el contrario, estar limitada a ciertas regiones
correspondientes a la red neutral de un fenotipo determinado, tal y como ocurre en el caso de la
catástrofe de error genotípica comentada anteriormente, en la que la deslocalización sólo tiene lugar
en la red neutral asociada al fenotipo maestro.
¿Por qué la letalidad disminuye el umbral de error?
Como se vio en la introducción, diferentes autores habían sugerido que en presencia de mutacio-
nes letales no podía aparecer un umbral de error (Wagner y Krall, 1993; Summers y Litwin, 2006).
Por el contrario, otros autores habían demostrado que, si la letalidad se distribuía uniformemente por
el espacio de secuencias, no sólo aparecía un umbral de error, sino que éste era menor que el umbral
de error obtenido en presencia de letalidad (Bonnaz y Koch, 1998; Takeuchi y Hogeweg, 2007).
En el capítulo 4 se estudió el efecto de la letalidad sobre el umbral de error en paisajes de tipo
Single-Peak. Para ello se utilizaron dos esquemas o paisajes de letalidad diferentes. En el primero
de ellos se consideraba una letalidad uniformemente distribuida por el espacio de secuencias. En el
segundo esquema se suponía la existencia de l posiciones en la secuencia cuya mutación daba lugar
a un mutante letal, por lo que recibían el nombre de posiciones letales. En ambos casos el umbral de
error disminuye al aumentar la letalidad, es decir, en presencia de letalidad es necesaria una mayor
tasa de mutación para entrar en catástrofe de error, tal y como había sido descrito previamente.
Por supuesto, desde la perspectiva de que el umbral de error impone un límite a la tasa de mutación
que puede tolerar una cuasiespecie antes de perder su información, o incluso antes de la extinción, este
resultado es, como mínimo, contraintuitivo. Sin embargo, si este resultado se interpreta considerando
que la aparición de un umbral de error se debe a la acción de la selección natural, tiene mucho más
sentido. La introducción de letalidad de acuerdo a los esquemas considerados en las secciones 4.2 y
4.3 afecta exclusivamente al fenotipo mutante, es decir, disminuye su eficacia biológica efectiva, ya
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que disminuye el número de secuencias que lo componen (las secuencias letales forman ahora parte
del fenotipo denominado letal) y, por tanto, la robustez mutacional de dicho fenotipo. De esta forma,
el fenotipo mutante se vuelve menos competitivo, lo que hace que el umbral de error disminuya, es
decir, tenga lugar a tasas de mutación mayores. Este efecto se refleja en los coeficientes de selección
que se obtienen en ambos esquemas. Cuando se considera letalidad uniformemente distribuida el
coeficiente de selección que se obtiene es:
s(q, n) =
Akp
AmQm
− 1 (13.5)
Mientras que cuando se consideran l posiciones letales en la secuencia, el coeficiente de selección
es:
s(q, n) =
Akq
l
Amqν
− 1 (13.6)
A diferencia del caso en el que no se considera letalidad, ecu. 13.1, ahora en el numerador apa-
rece un término que da cuenta de la robustez mutacional del fenotipo mutante. Este término es p, la
fracción de secuencias no letales, en el caso de la letalidad uniformemente distribuida, ecu. 13.5 y ql,
la probabilidad de copiar correctamente todas las posiciones letales, en el otro esquema de letalidad,
ecu. 13.6.
¿Por qué la defección aumenta el umbral de error?
En los capítulos 6 y 7 de esta Tesis se mostró que la defección disminuye la eficacia biológica re-
lativa del fenotipo maestro al fenotipo mutante. De esta forma, la tasa de mutación a la cual la robustez
mutacional del fenotipo mutante compensa dicha diferencia de capacidades replicativas también es
menor y, por tanto, cuanto mayor sea el efecto de la defección, mayor es el umbral de error, es decir,
el fenotipo mutante se impone al fenotipo maestro a menores tasas de mutación. Esto implica que
el umbral de error aumenta cuando disminuye el factor de interacción en cis (ecu. 6.15, fig. 6.1), la
diferencia entre las contribuciones de ambos fenotiposBm−Bk, (fig. 6.1), cuando aumenta la ventaja
selectiva en cis del fenotipo mutante, tanto si ésta actúa de forma aditiva (ecu. 6.28) o multiplicativa
(ecu. 6.50) o cuanto mayor es el tamaño de grupo de interacción n (ecu. 7.12).
En el caso particular en que se considera que no existen interacciones en cis, c = 0, y el fenotipo
mutante no presente una mayor o menor capacidad replicativa en cis, v = 0, w = 0, ambos fenotipos
tienen la misma eficacia biológica por lo que el umbral de error es Qc = 1, es decir, el fenotipo
mutante desplaza al fenotipo maestro a cualquier tasa de mutación.
La introducción de nuevos rasgos como las interacciones en trans o la ventaja selectiva en cis,
v o w, parecen confirmar la idea de que la existencia de un umbral de error se debe a la acción de
la selección natural, ya que, junto con el umbral de error, pueden definirse umbrales equivalentes
para los parámetros, c y v o w. De hecho, como se vio para el caso en el que la ventaja selectiva es
de tipo multiplicativo, si c < 1 y v > 0, aparece un umbral del mismo tipo aun cuando la tasa de
mutación sea igual a cero (Qm = 1), lo que indica que es la misma transición selectiva, en la que la
mayor eficacia biológica del fenotipo mutante sobre el fenotipo maestro puede alcanzarse gracias a
una mayor robustez mutacional (ecu. 6.50), a una mayor ventaja selectiva en cis (ecu. 6.52) o a un
mayor grado de interacciones en trans (ecu. 6.51).
El estudio del umbral de error en presencia de complementación fue llevado a cabo previamente
utilizando un modelo de un hiperciclo con replicación mediada por replicasa (Sardanyés y Elena,
2010). En dicho trabajo también se obtuvo que el umbral de error aumenta al tener en cuenta la com-
plementación. Bajo condiciones de población constante ese modelo puede considerarse equivalente al
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presentado en este trabajo cuando c = 0, es decir cuando no se considera ningún tipo de interacción
preferencial en cis. De hecho, la expresión que se obtiene en (Sardanyés y Elena, 2010) para el umbral
de error es equivalente a la ecu. 6.50 cuando c = 0 y v < 0. Tanto en dicho trabajo como en éste,
en dichas condiciones el umbral de error sólo depende del valor de la desventaja selectiva en cis del
fenotipo mutante. Por supuesto, esto se debe a que cuando c = 0, ambos fenotipos reciben la misma
contribución del bien público o, en su caso, tienen la misma probabilidad de interaccionar con una
u otra enzima replicasa y, por lo tanto, sólo se diferencian en cómo “aprovechan” dichos recursos.
Igualmente, cuando el fenotipo mutante no presenta una ventaja selectiva en cis sobre el fenotipo
maestro (c = 0 y v = 0, en este trabajo, γ = .5 en el suyo), se obtiene igualmente que Qc = 1.
¿“Supervivencia del más apto” vs. “supervivencia del más robusto”?
A nivel metafórico, a menudo se usan los términos supervivencia del más apto y supervivencia
del más robusto como si se refiriesen a dos conceptos completamente diferentes (Wilke, 2001; Wilke
et al., 2001; Codoñer et al., 2006; Sardanyés et al., 2008). En nuestra opinión, esto es confuso y puede
dar lugar a equivocaciones importantes. No creemos que el término supervivencia del más robusto
deba descartarse, pero tampoco debería utilizarse como algo contrario u opuesto a la supervivencia del
más apto. Creemos que, en todo caso, seria más adecuado diferenciar entre selección por velocidad
replicativa y selección por robustez mutacional (Wilke, 2001) cuando se comparan ambos procesos.
Esta diferenciación acentúa que la selección natural siempre implica la selección del más apto, lo
que ocurre es que cuando la tasa de mutación es pequeña, la entidad más apta es aquella con mayor
capacidad replicativa, mientras que cuando la mutación es suficientemente alta, la entidad más apta
puede ser aquella con mayor robustez mutacional. En este último caso, el más apto lo es por ser el más
robusto. Lo más importante es tener en cuenta que la robustez mutacional debe ser considerada como
otra componente de la eficacia biológica, al mismo nivel que la fecundidad (capacidad replicativa,
expresada en Ai) o la supervivencia (resistencia a la degradación, expresada en este modelo como
1
Di
). De acuerdo con esto, la robustez mutacional puede jugar un papel crucial en la determinación
del efecto de la selección natural a altas tasas de mutación (Wilke et al., 2001). Este punto puede
observarse con mayor claridad en la sección 3.1, en la que, si en vez de comparar simplemente las
capacidades replicativas intrínsecas, Ai, se comparan las eficacias biológicas efectivas, es decir, el
producto de la robustez mutacional y la capacidad replicativa, el umbral de error surge de forma
natural como el resultado de la selección natural actuando sobre las diferencias de eficacia biológica
efectiva de los fenotipos.
Puesto que la aparición de un umbral de error es una forma específica de supervivencia del más
robusto, es decir: es la consecuencia de la selección natural actuando en sistemas de especies autorre-
plicativas a altas tasas de mutación, nuestra propuesta es distinguir ambos fenómenos considerando
que cada uno se refiere a los dos posibles niveles de selección que aparecen en los modelos de cua-
siespecies. El primer nivel de selección es el de las especies autorreplicativas individuales, agrupadas
en fenotipos, que, por mutación y selección, determina la distribución poblacional de la cuasiespecie.
El segundo es un nivel superior en el que unas cuasiespecies pueden competir con otras, a través de
su eficacia biológica emergente que depende de la interacción entre sus componentes (Biebricher y
Eigen, 2006).
Por tanto, proponemos utilizar el término supervivencia del más robusto para referirnos a situa-
ciones en las que dos cuasiespecies compiten sin que exista un acoplamiento mutacional entre ellas,
bien sea porque el número de mutaciones entre ambas implica que la posibilidad de obtener una a par-
tir de la otra en un tiempo razonable es despreciable (Schuster y Swetina, 1988; Wolff y Krug, 2009),
o bien por suposiciones estructurales o funcionales que se traducen en un aislamiento reproductivo en
el modelo (Wilke, 2001; Wilke et al., 2001; Wilke y Adami, 2003; Sardanyés et al., 2008). Por otro
lado, cruzar el umbral de error podría ser considerado como una transición selectiva resultante de la
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competición entre dos o más fenotipos acoplados mutacionalmente dentro de una misma cuasiespe-
cie, cada uno de ellos con una capacidad replicativa y una robustez mutacional. En dicha transición
un fenotipo más robusto desplaza parcial o totalmente a otro fenotipo con mayor capacidad replica-
tiva pero menor robustez mutacional. Desde luego, cabe preguntarse si tiene sentido seguir llamado
“entrada en catástrofe de error” a una transición selectiva, ya que, desde esta interpretación, es una
denominación tremendamente inadecuada.
Los resultados obtenidos en la sección 3.3 muestran que los cambios producidos por la selección
natural en el estructura poblacional de una cuasiespecie, esto es: la entrada en catástrofe de error,
pueden modificar el resultado de la acción de la selección natural en el nivel de selección inmediata-
mente superior, es decir, al nivel de competición entre cuasiespecies. De hecho, en el caso estudiado
en dicha sección podría decirse que cruzar el umbral de error induce un fenómeno de supervivencia
del más robusto.
Crisis de información ¿Qué crisis de información?
Tal y como se comentó en la introducción, la catástrofe de error se ha relacionado bien con
una “crisis de información” (Eigen, 1971; Eigen y Schuster, 1979; Eigen, 2002; Biebricher y Eigen,
2005, 2006), bien con una “ruptura de la adaptación evolutiva” (Huynen et al., 1996; Takeuchi y
Hogeweg, 2007; Schuster y Stadler, 2008). A la luz de los resultados obtenidos en este trabajo y de la
reinterpretación que se deriva de ellos, parece claro que es erróneo hablar de cualquier tipo de crisis
más allá del umbral de error en el paisaje de eficacias biológicas tipo Single-Peak.
La así llamada “crisis de información” más allá del umbral del error se ha asociado a veces
con la pérdida de la secuencia maestra (Eigen, 1971; Eigen y Schuster, 1979; Biebricher y Eigen,
2006), mientas que en otros casos se ha asociado con la deslocalización de la población por todo el
espacio de secuencias (Schuster y Stadler, 2008). Sin embargo, es posible argumentar que en el paisaje
Single-Peak ni la deslocalización más allá del umbral de error ni la desaparición de la secuencia
maestra pueden asociarse con una pérdida crítica de la información ni, en general, con un fenómeno
catastrófico de cualquier tipo.
Generalmente, la entrada en catástrofe de error se asocia con una crisis de información, puesto
que, más allá del umbral de error, la cuasiespecie se deslocaliza por todo el espacio de secuencias dan-
do lugar a una distribución de población uniforme. Puesto que esto es materialmente imposible, dado
que el espacio de secuencias suele ser astronómicamente alto y, por tanto, no es posible que exista una
concentración no nula de todas las copias posibles de dicho espacio, este resultado habitualmente se
interpreta en el sentido de que la población inicia una deriva neutra por todo el espacio de secuencias,
de tal manera que la probabilidad de encontrar a la población en una determinada región del espacio
de secuencias es la misma. Esto hace que no exista una secuencia consenso estacionaria o que, dicho
de otro modo, más allá del umbral de error, la información se “funda”, sufriendo una transición de
fase (Eigen, 2000, 2002; Biebricher y Eigen, 2005, 2006).
Sin embargo, como se ha comentado al discutir cómo afecta la neutralidad al umbral de error,
la deslocalización, por sí misma, no tiene por qué ser un fenómeno ni mucho menos catastrófico.
Puede ser, por ejemplo, el resultado de que un mismo fenotipo sea producido por todo un conjunto
de genotipos que constituyan una red neutral (Huynen et al., 1996). En este caso, la deslocalización
no tiene ningún efecto sobre la eficacia biológica del fenotipo asociado a dicha red neutral. Puesto
que en el modelo clásico el fenotipo mutante abarca todo el espacio de secuencias menos una, la
secuencia maestra, la imposición de dicho fenotipo implica la consiguiente deslocalización de la
población por su red neutral y, por tanto, necesariamente la deslocalización de la población por todo
el espacio de secuencias. El que la deslocalización ocurra como una “transición de fase” no tiene
mayor importancia, puesto que, como el propio Eigen y otros autores han mostrado, la selección
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natural implica desplazamientos en el “espacio de información” que pueden adoptar la forma de una
transición de fase (Eigen, 2000; Wolff y Krug, 2009). En este sentido es necesario recordar que una
transición de fase es un fenómeno crítico, pero su criticalidad se debe a determinadas características
físico-matemáticas de la transición y no a los efectos que produce. Además, más allá del umbral de
error se produce una transición de fase para los parámetros de orden colectivo como la secuencia
consenso (Bonhoeffer y Stadler, 1993; Eigen, 2002), pero no, por ejemplo, para la eficacia biológica
media de la población, cuyo valor no varía mucho en el umbral de error, aunque su dependencia con
la mutación sí que lo haga (Hermisson et al., 2002).
Para comprobar que, en el paisaje Single-Peak, la deslocalización de la población más allá del
umbral de error se debía a la completa neutralidad asociada al fenotipo mutante, en la sección 3.2 se
alteró la distribución de robustez mutacional de dicho fenotipo considerando que el factor de calidad
depende de la distancia de Hamming, es decir, que algunas secuencias tienen un factor de calidad
mayor que otras. En este caso, más allá del umbral de error ya no se obtiene una distribución uniforme,
sino que la población evoluciona de tal manera que las regiones con mayor factor de calidad, es decir,
con mayor robustez mutacional, son las más pobladas, tal y como se había mostrado anteriormente
en otros trabajos (van Nimwegen et al., 1999; Forster et al., 2006).
Además, tal y como era de esperar en el caso en el que la deslocalización se debe a la existencia
de una red neutral, el valor del umbral de error es relativamente independiente de la deslocalización
de la población. La modificación de la robustez mutacional de determinadas regiones del espacio de
secuencias cambia la distribución de población más allá del umbral de error, pero el umbral de error
no se ve alterado (fig. 3.4). Por supuesto, esto se debe a que los cambios en la distribución de robustez
mutacional de las clases de Hamming no cambian la eficacia biológica efectiva del fenotipo mutante
como un todo. Dicho de otra manera, en el paisaje Single-Peak lo que ocurre más allá del umbral de
error depende esencialmente de las relaciones entre genotipos dentro del fenotipo mutante, es decir,
de la estructura y características de la red neutral del fenotipo mutante. Por el contrario, la existencia
y el valor concreto del umbral de error parecen depender de las propiedades “globales” de dicho
fenotipo sin que, al menos en este caso, se vea alterado por la estructura particular de la red neutral
subyacente.
Este efecto también se observa al estudiar el efecto de la letalidad no en el umbral de error sino en
la distribución de población más allá del mismo. Para ello, en la sección 3.4 se utilizó el modelo clá-
sico extendido considerando que las secuencias se agrupan en clases de Hamming. La introducción,
como en la sección 3.3, de l “posiciones letales” en la secuencia, disminuye la distancia de Hamming
promedio que se obtiene en el umbral de error, aumentando progresivamente al aumentar la tasa de
mutación, de forma que la deslocalización de la población y, por tanto, la distribución de población
uniforme (que implica que la distancia media de Hamming es
ν
2
) sólo se obtienen para q = 0.5. Este
resultado es análogo al obtenido en la sección 2.2 al variar el factor de calidad de las secuencias en
función de su distancia de Hamming. Al considerar l posiciones letales en la secuencia, las clases de
Hamming más alejadas de la secuencia maestra tienen una mayor fracción de secuencias letales, es
decir, son zonas menos robustas del espacio de secuencias, por lo que más allá del umbral de error la
población se deslocaliza preferentemente por aquellas regiones del espacio de secuencias cuya clase
de Hamming es más cercana a la maestra. Sin embargo, a diferencia del caso en el que se varía el fac-
tor de calidad, la introducción de letalidad sí afecta al umbral de error, puesto que la robustez global
del fenotipo mutante como un todo se ve afectada y, por tanto, también su eficacia biológica efectiva.
¿Cómo se traduce la deslocalización más allá del umbral de error en términos de información?
En primer lugar, es necesario señalar que aunque, sin duda, la aplicación del concepto de información
a la biología pueda ser muy útil, es evidente que también tiene sus limitaciones. La deslocalización
por el fenotipo mutante más allá del umbral de error, o en cualquier red neutral, causa una “fusión
de la información”, pero sólo a un nivel simbólico (el del genotipo), aquel al que puede aplicarse
la teoría matemática de la comunicación (Shannon y Weaver, 1949). Sin embargo, puesto que todas
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las secuencias mutantes pueden agruparse en un mismo fenotipo con la misma eficacia biológica, la
deslocalización a nivel simbólico carece de ninguna consecuencia crítica a nivel evolutivo, es decir:
biológico. De hecho, llevando más allá la metáfora de información, podría decirse que una “fusión”
a nivel simbólico no tiene consecuencias en los niveles de información superiores: ni en el semántico
(que implica los significados, es decir, los fenotipos) ni en el sintáctico (el de las relaciones entre los
significados, en este caso entre los fenotipos).
Por otro lado, tampoco la pérdida de la especie maestra más allá del umbral de error puede consi-
derarse una “crisis de información”. La desaparición de la secuencia maestra implica, obviamente, la
pérdida de la información que contiene a todos los niveles. Sin embargo, cualquier proceso de selec-
ción natural implica cambios en las características “informativas” de la población. Obviamente, si el
resultado de la selección natural es la desaparición de un determinado genotipo de la población, eso
implica una pérdida de información, pero al mismo tiempo, implica un aumento de eficacia biológica.
De nuevo, no es esperable ninguna consecuencia crítica.
Es posible aplicar un razonamiento similar a la idea de una “ruptura de la adaptación evolutiva”
(Huynen et al., 1996; Takeuchi et al., 2005). En tanto que es el resultado de la acción de la selec-
ción natural, la entrada en catástrofe de error en el paisaje Single-Peak no implica la “ruptura de la
adaptación evolutiva” sino, al contrario, la adaptación a altas tasas de mutación por un aumento de
la robustez mutacional de la población. Si no hay adaptación más allá de dicho punto es porque la
población ha alcanzado el estado de mayor adaptación que permite el modelo a esa tasa de mutación.
En el caso específico del paisaje de eficacias tipo Single-Peak, la entrada en catástrofe de error
sería el caso más extremo de selección por robustez mutacional dentro de una cuasiespecie. Por un
lado, existe un fenotipo maestro que, al estar compuesto de un único genotipo -la secuencia maestra-
tiene una robustez mutacional nula. Por otro lado, un fenotipo mutante que, al estar compuesto por el
resto de las 2ν − 1 secuencias posibles, tiene una robustez mutacional prácticamente infinita (y por
tanto un aiK = 0 en la sección 3.3). Enfrentado a una alta tasa de mutación, una robustez mutacional
infinita es, probablemente, uno de las mejores adaptaciones que pueda alcanzar una población. De
hecho, si la eficacia biológica media es insensible a aumentos en la tasa de mutación más allá del
umbral de error, lo que Hermisson et al. (Hermisson et al., 2002) han denominado un “umbral de
degradación”, esto se debe a que la población ha alcanzado un fenotipo infinitamente robusto, es
decir: el fenotipo más apto. Esto que implica que llamar a este fenómeno una “degradación mutacional
completa” puede resultar, como mínimo, engañoso.
¿Y qué ocurre en otros paisajes de eficacia biológica? ¿Existe una relación general entre
umbral de error y catástrofe de error?
En la introducción se vio que, clásicamente, la entrada en catástrofe de error ha sido asociada
a diferentes fenómenos: pérdida de la secuencia maestra, cambio abrupto en la secuencia consenso,
deslocalización por el espacio de secuencias, etc. En el paisaje de eficacia biológica Single-Peak, to-
dos estos fenómenos tienen lugar a partir de un determinado valor del factor de calidad, el umbral
de error, pero, en otros paisajes de eficacia biológica más complejos no tienen por qué ocurrir a un
mismo valor del factor de calidad (Hermisson et al., 2002). De hecho, si bien en otros paisajes de efi-
cacia biológica como los de tipo multiplicativo (Woodcock y Higgs, 1996), aditivo o lineal (Schuster,
2010), los paisajes tipo NK (Kauffman, 1993; Campos et al., 2002) o algunos incluso más complejos
(Bonhoeffer y Stadler, 1993; Ochoa, 2006) también se observa una progresiva deslocalización de la
población por el espacio de secuencias, cambios de la secuencia consenso, y una pérdida de eficacia
biológica media, la mayoría de estos paisajes no presentan un umbral de error claro y definido. Estos
casos indican que, efectivamente, el aumento continuo de la tasa de mutación lleva a situaciones como
las que se han descrito para la catástrofe de error, a saber, que la mutación se impone a la selección,
que no hay adaptación posible o que no existe la herencia genética. Sin embargo, en ninguno de estos
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casos se observa una transición abrupta tipo transición de fase, sino una aproximación más o menos
progresiva a dichas situaciones según se aumenta la tasa de mutación. Por ejemplo, en paisajes de tipo
multiplicativo1 no se observa un máximo en el tiempo característico de llegada al estado estacionario,
que es un indicativo de la existencia de un umbral de error (Marín et al., 2012), a ningún valor de
Qm excepto cuando, al aumentar el coste de cada mutación, el paisaje tipo multiplicativo tiende a
parecerse lo suficiente a un paisaje tipo Single-peak (Marín et al., 2012).
Todo esto implica que, en la gran mayoría de paisajes de eficacia biológica, el aumento de la tasa
de mutación lleva en último término a una situación que sí tendría sentido denominar catástrofe de
error. Ahora bien, en muchos de estos casos, por no decir en la mayoría, no puede definirse un umbral
de error claro y definido como el que aparece en el paisaje tipo Single-Peak. Es decir, la entrada en
catástrofe de error no se produce de una forma brusca con características de transición de fase, sino
que se produce de una forma progresiva, siendo la tasa de aproximación a dicha catástrofe de error
diferente en cada uno de dichos paisajes.
Por último, en la gran mayoría de los casos, la entrada en catástrofe de error en estos sistemas se
estudia bajo condiciones de población constante que, por definición, no permiten la extinción. Esto
implica que, en caso de considerar población variable y el efecto que tienen las mutaciones sobre la
eficacia biológica absoluta media, R¯, la población seguramente se extinguiría mucho antes de adoptar
las características de una catástrofe de error. Este punto es crucial, puesto que, al considerar pobla-
ción constante, es posible observar dichos fenómenos a tasas de mutación en las que, de considerar
población variable, casi con toda seguridad la población se habría extinguido. Inevitablemente, esta
situación hace que la entrada en catástrofe de error en ausencia de un umbral de error definido tenga
un carácter tremendamente artificial y, hasta cierto punto, seguramente sea irrelevante en condiciones
ya no biológicas, sino simplemente ligeramente más realistas.
Resumiendo, en esta Tesis se ha tratado de dilucidar en primer lugar qué es realmente el umbral
de error y cómo debe ser interpretado. La conclusión es que la aparición de un umbral de error en
el paisaje Single-Peak a un factor de calidad por dígito menor que q = 0.5 es consecuencia de la
acción de la selección natural, bajo la forma de un fenómeno de supervivencia del más robusto, por
contraintuitivo que esto pueda parecer a primera vista. La deslocalización que se produce más allá de
dicho umbral de error no es, por tanto, un fenómeno catastrófico asociado a una crisis de información
sino la consecuencia de la extrema neutralidad del fenotipo mutante. En paisajes más complejos,
aunque el aumento de la tasa de mutación lleve a situaciones que se podrían asociar a las ideas de
catástrofe de error y crisis de información, no existe ninguna evidencia de que el umbral de error sea
un fenómeno general (más bien al contrario).
13.2. Letalidad, umbral de error y extinción en el modelo de cuasiespe-
cies
¿Cuál es la relación entre el umbral de error y el umbral de extinción en presencia de
letalidad?
En el apéndice A se expuso que, cuando se considera un modelo de cuasiespecies en un paisaje
de eficacias tipo Single-Peak, la extinción y la entrada en catástrofe de error son sucesos mutuamente
excluyentes. Al aumentar la tasa de mutación, la población o bien se extingue o bien entra en ca-
tástrofe de error. El que ocurra una u otra cosa depende de si el fenotipo mutante es o no estable
demográficamente, es decir, de si es capaz de mantenerse en el tiempo. Dicha condición surge cuando
se igualan el umbral de error y el umbral de extinción. La importancia de este resultado radica en que,
1Un paisaje de tipo multiplicativo es aquel en el que la eficacia biológica de un individuo wi depende del número de
mutaciones i según, wi = w0(1− si, donde s es el coste en eficacia biológica de cada mutación.
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en este paisaje de eficacias biológicas que, sin duda, es el más utilizado en los modelos teóricos de
cuasiespecie, la entrada en catástrofe de error no sólo no puede explicar la extinción de la población
por acumulación de mutaciones, sino que, de hecho, implica exactamente lo contrario, la entrada en
catástrofe de error es precisamente lo único que puede evitar la extinción de la población, como fue
señalado anteriormente (Bull et al., 2007).
La introducción de una fracción de letales 1 − p uniformemente distribuida en el espacio de
secuencias no cambia esta situación (sección 4.2). La población o bien se extingue o bien entra en
catástrofe de error. Al igual que en el caso anterior, el que ocurra una u otra cosa depende de la
estabilidad demográfica del fenotipo mutante, sólo que ahora, puesto que ésta depende de la fracción
de mutantes letales, la condición de estabilidad demográfica define un valor de 1−p más allá del cual
el fenotipo mutante no podrá desplazar al fenotipo maestro antes de que este se extinga. Dicho de otra
forma, a partir de este valor de letalidad el umbral de error desaparece. A este valor de 1− p se le ha
denominado letalidad crítica.
La consideración de un esquema de letalidad en el que la especie autorreplicante tiene l posiciones
letales en su secuencia sí que cambia esta relación. Al igual que en el caso anterior aparece una
letalidad crítica, que ahora se expresa como un límite máximo para el número de posiciones letales
en la secuencia, más allá del cual la población no puede entrar en catástrofe de error, puesto que
el umbral de error se hace inferior al umbral de extinción definido por el estado estacionario que
caracteriza al equilibrio selección-mutación.
Sin embargo, puesto que en este caso la letalidad no se distribuye uniformemente, la entrada en
catástrofe de error y la extinción dejan de ser mutuamente excluyentes. Si el número de posiciones
letales en la secuencia es inferior a la letalidad crítica, el fenotipo mutante puede imponerse al fe-
notipo maestro cuando la tasa de mutación supera el umbral de error. Si la tasa de mutación sigue
aumentando, la población -que se encontraría en “catástrofe de error”- acumulará mutantes letales
hasta que su productividad media se hace menor que cero y se extingue. Es decir, en este esquema
de letalidad, extinción y entrada en catástrofe de error no son mutuamente excluyentes, la población
puede extinguirse estando en “catástrofe de error”. Ahora bien, el umbral de extinción definido para
la llamada catástrofe de error es siempre inferior al umbral de extinción definido para el equilibrio
selección-mutación antes del umbral de error. Esto implica que la extinción de la población se produ-
ce a mayores tasas de mutación o, dicho de otra forma, la imposición del fenotipo mutante sobre el
fenotipo maestro, la entrada en “catástrofe de error”, dificulta la extinción de la población por mutagé-
nesis letal, tal y como se había señalado anteriormente (Bull et al., 2007). Por supuesto, este resultado
es, simplemente, una consecuencia lógica que se deriva del hecho de que la imposición del fenotipo
mutante sobre el maestro se debe a su mayor robustez mutacional, es decir, a que las mutaciones
tienen un menor efecto sobre su eficacia biológica.
Los diferentes efectos que tienen estos dos esquemas de letalidad sobre la relación entre umbral
de error y umbral de extinción indican que esta relación es tremendamente dependiente de la forma
del paisaje de eficacia biológicas. En este sentido, sería necesario estudiar dicha relación en paisajes
más complejos aunque, como se discutió anteriormente, muchos de ellos no presentan un umbral de
error claro y definido.
Por último, es necesario destacar que el umbral de extinción definido antes de que la población
cruce el umbral de error no cambia en ninguno de los tres casos considerados (ausencia de letalidad,
letalidad uniforme y l posiciones letales). Este resultado es un artefacto que surge del hecho de no
considerar back-mutation, lo que, hay que recordarlo, es posible debido a las características del pai-
saje Single-Peak. Cuando no se considera back-mutation, la productividad media antes del umbral de
error sólo depende de la tasa de mutación y de la eficacia biológica de la especie maestra, es decir,
no depende del efecto de las mutaciones. Esto también se observa en un paisaje tipo multiplicativo en
ausencia de back-mutation (Kimura y Maruyama, 1966). Por este motivo hay que ser extremadamente
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cuidadoso a la hora de extrapolar este resultado a paisajes más complejos en los que no puede des-
estimarse la back-mutation2. De hecho, el umbral de extinción obtenido por Martin y Gandon (2010)
utilizando un paisaje de eficacias biológicas más complejo, depende críticamente de la fracción de
mutaciones letales considerada, de manera que la población se extingue a menores tasas de mutación
cuanto mayor sea la fracción de mutaciones letales.
¿Puede el umbral de error explicar la mutagénesis letal en virus RNA?
A lo largo de la introducción se revisaron las diferentes dudas que se habían planteado a la ex-
plicación de la mutagénesis letal por la existencia del umbral de error. Los resultados obtenidos en
esta Tesis apuntan en esta misma dirección. La aparición de un umbral de error es consecuencia de la
acción de la selección natural sobre las diferencias en capacidad replicativa y robustez mutacional y,
por tanto, dicho fenómeno ni es la causa ni puede explicar la extinción de una población de especies
autorreplicantes por acumulación de mutaciones.
Recientemente, Schuster (2011) ha considerado, basándose en uno de los artículos publicados
como consecuencia del trabajo presentado en esta Tesis (Tejero et al., 2010), que al aumentar la tasa
de mutación la población puede extinguirse bien por acumulación de mutantes no viables, o bien
por acumulación de errores sin límites, esto es, por la entrada en catástrofe de error. Sin embargo,
es importante remarcar que, tanto antes como después de cruzar el umbral de error, la extinción se
debe al mismo motivo. Antes del umbral de error la población se extingue si la producción neta
de individuos del fenotipo maestro cae por debajo de 1. Después del umbral de error, la población se
extingue si la producción neta de individuos del fenotipo mutante cae por debajo de 1. En este sentido,
no hay ninguna diferencia entre ambos fenómenos: no existe una extinción asociada a la entrada en
catástrofe de error y otra extinción independiente de ella, sino que la extinción puede producirse (o
no) tanto antes como después del umbral de error. De hecho, como bien muestran los diagramas de
fase 4.3, existe una amplia región de parámetros en la cual la población se encuentra en una situación
de catástrofe de error sin extinguirse.
A pesar de esto, el umbral de error podría mantenerse en la literatura de virus RNA como sinó-
nimo de una tasa de mutación máxima más allá de la cual un virus RNA se extingue, pero, en este
caso, habría que ser extremadamente cuidadoso en desligarlo del concepto de umbral de error como
transición de fase y “crisis de información” que surge en los paisajes de eficacia biológica tipo Single-
Peak. Desde este punto de vista, aunque la extinción de virus RNA por mutagénesis letal es un hecho
probado y con claras aplicaciones terapéuticas, no existe evidencia concluyente alguna de que dicho
fenómeno esté relacionado con el umbral de error o con la entrada de una cuasiespecie en catástrofe
de error, tal y como aparecen estos fenómenos en el paisaje Single-Peak.
¿Puede la letalidad resolver la paradoja de Eigen?
Si se define un factor de calidad por dígito o posición promedio, el umbral de error puede ex-
presarse como la longitud de secuencia máxima que puede mantenerse a dicho factor de calidad sin
perder la “información” de la misma. Como se comentó en la introducción, esta idea llevó a que se
postulase la llamada paradoja de Eigen: las altas tasas de mutación prebióticas no permiten alcanzar
los tamaños de secuencia necesarios para codificar las funciones enzimáticas3 necesarias para dis-
minuir dichas tasas de mutación. Sin embargo, si se considera que lo que se ha llamado “entrada en
catástrofe de error” no supone ningún tipo de “crisis de información”, “imposición de la mutación
2Resultados preliminares con paisajes de eficacia biológica tipo NK confirman que, efectivamente, el umbral de extin-
ción para el equilibrio de selección-mutación antes de la entrada en catástrofe de error sí depende del paisaje de eficacia
biológica y del efecto de las mutaciones.
3Da igual que sean enzimas peptidicas o ribozimas.
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sobre la selección” o “ruptura de la adaptación evolutiva”, ¿cómo afecta esto a la paradoja de Eigen?
En última instancia, la paradoja de Eigen se mantiene tal y como está formulada, pero su causa no
sería la existencia de un umbral de error y la entrada en catástrofe de error, sino la existencia de
un umbral de extinción, una tasa de mutación máxima más allá del cual las poblaciones de especies
autorreplicativas no pueden mantenerse en el tiempo. Al igual que el umbral de error, el umbral de
extinción puede expresarse como una longitud máxima que puede alcanzar una secuencia dadas una
tasa de mutación y una eficacia biológica absoluta. Teniendo esto en cuenta, sería posible definir un
nuevo valor para la longitud máxima de una especie autorreplicante a una tasa de mutación dada:
νma´x =
1
log (q)
log
(
1
Rm
)
=
log (Rm)
log
(
1
q
) (13.7)
Aplicando la aproximación qν ≈ e−(1−q)ν (Eigen, 2000; Biebricher y Eigen, 2005), la longitud
máxima 13.7 también puede expresarse de forma aproximada como:
νma´x ≈ log (Rm)
(1− q) (13.8)
Que establecería un límite máximo a la longitud que puede alcanzar el genoma de una especie
autorreplicante a una determinada tasa de mutación para un determinado valor de eficacia biológica
absoluta.
Esto no significa que el umbral de error no haya tenido importancia en condiciones prebióticas,
es más, dadas las supuestas altas tasas de mutación que se darían en el mundo RNA, la presión hacia
estructuras y secuencias con alta robustez mutacional sería considerable. Sin embargo, como se ha
tratado de mostrar a lo largo de este trabajo, el umbral de error no puede considerarse un fenómeno
crítico que impida la acción de la selección natural o la adaptación, sino que, al contrario, en realidad
es una consecuencia de éstas en unas condiciones concretas.
Recientemente, Saakian et al. (2011) han propuesto que la consideración de mutaciones letales y
de un paisaje Single-Peak truncado4 pueden resolver la paradoja de Eigen, ya que la consideración de
ambos disminuye el umbral de error y, por tanto, permite que a una tasa de mutación dada sean viables
longitudes mayores. Así, por ejemplo, considerar que el 80 % de las posiciones son letales implica
aumentar el tamaño máximo permitido (para σ = e y q = 0.999) de 1000 a 5000. Sin embargo, al
obtener estos resultados, los autores no consideran la degradación de las especies autorreplicantes y,
con ello, el umbral de extinción de la población. Si se tiene en cuenta el umbral de extinción, los
resultados son muy diferentes. Con esa longitud y esa tasa de mutación, la cuasiespecie se extinguiría
siempre que su Rm =
Am
D
fuese menor de aproximadamente 150, es decir, la cuasiespecie tendría
que replicarse 150 veces más rápido de lo que se degrada. No es fácil encontrar datos sobre los
posibles valores que podrían adquirir A y D para un RNA en condiciones prebióticas pero el valor
necesario parece ser suficientemente elevado como para poner en duda que la letalidad pueda resolver
la paradoja de Eigen.
4Un paisaje Single-Peak truncado es aquel para el cual a partir de un determinado número de mutaciones, todas las
secuencias son letales.
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13.3. Cuasiespecies y defección letal
¿Qué es la defección letal?
Como se vio en la introducción, en un sentido general, o incluso fenomenológico, la defección
letal se podria definir como la extinción de una población debido a un aumento de la proporción
de defectores en la misma. De forma más específica, este término se ha utilizado, en el contexto del
modelo Iranzo-Manrubia, para referirse a un mecanismo concreto de extinción estocástica o extinción
inducida por ruido, debida a individuos defectivos, que puede tener lugar en poblaciones finitas de
pequeño tamaño (Iranzo y Manrubia, 2009).
A lo largo de este trabajo se ha presentado otro mecanismo que puede explicar el papel de los
individuos defectivos y defectores en la extinción por mutagénesis letal. Este mecanismo se basa en
el efecto que tiene la defección sobre el equilibrio selección-mutación.
Por sí misma, la defección genera un dilema social, lo que disminuye la eficacia biológica de la
población. En ausencia de mutación, dependiendo de los parámetros del sistema (especialmente del
factor de interacción en cis y del tipo y valor de la ventaja selectiva en cis), la defección puede dar
lugar a una situación de coexistencia entre el fenotipo defector y el fenotipo no defector, o incluso
provocar la imposición del fenotipo defector en la población. En ambos casos, la defección disminuye
la eficacia biológica respecto a la situación en la que sólo está presente el fenotipo no defector, que
es el que se impondría en ausencia de interacciones en trans. Es decir, en estos casos puede hallarse
un lastre interferente en el estado estacionario causado por la presencia de defectores en la población.
Incluso en los casos en los que es el fenotipo no defector el que acaba por imponerse, la presencia de
un fenotipo defector ralentiza la llegada de aquel al estado estacionario.
¿Qué ocurre en presencia de mutación? Cuando se tienen en cuenta las interacciones en trans
que pueden tener lugar entre los fenotipos que componen una cuasiespecie, las eficacias biológicas
de estos fenotipos se vuelven dependientes de frecuencia, es decir, dependen de la composición de la
población. En presencia de interacciones en trans, y de variaciones en las contribuciones a la eficacia
biológica, el fenotipo mutante se aprovecha de parte de los recursos de mejor calidad aportados por
el fenotipo maestro, aumentando su capacidad replicativa. Igualmente, el fenotipo maestro utiliza, en
parte, los recursos de peor calidad que aporta el fenotipo mutante, de forma que ve disminuir su efi-
cacia biológica. Puesto que un fenotipo aumenta su eficacia biológica mientras que el otro disminuye
la suya, el resultado es una interacción antagonista intraespecífica: la defección. El resultado de la
defección es que la diferencia de eficacia biológica de ambos fenotipos se reduce, es decir, disminuye
la presión de selección y, por tanto, el equilibrio de selección-mutación se desplaza hacia un mayor
efecto de la mutación, lo que va a aumentar tanto el lastre mutacional como la fracción de mutantes
de la población.
El lastre mutacional es una medida de cuánto afecta la tasa de mutación a la eficacia biológica
media de una población. Cuando la eficacia biológica es independiente de la densidad, que es la
condición que se ha estudiado en los capítulos 8 y 9, la eficacia biológica absoluta media, es decir, su
capacidad reproductiva neta, puede expresarse en función del lastre mutacional, LA, según:
R¯ = Rm (1− LA) (13.9)
por otro lado, la extinción de una población se produce cuando se cumple que su eficacia bioló-
gica absoluta media es menor que uno, R¯ < 1 (Bull et al., 2007). Al aumentar el lastre mutacional
respecto a la situación en la que los individuos no interaccionan, la defección hace que la eficacia
biológica absoluta de una población y, por tanto, su tamaño poblacional, sea menor para toda tasa
de mutación, lo que hace que la extinción se produzca a menores tasas de mutación. Esto confirma
una las suposiciones fundamentales de la hipótesis de defección letal: la presencia de mutantes de-
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fectores y defectivos que interaccionan en trans con los individuos viables de la población favorece
la extinción por mutagénesis letal.
Considerando la defección letal como, en general, la extinción por mutagénesis letal debido a un
aumento de individuos defectores en la población, habría que distinguir dos mecanismos diferentes
pero complementarios. Por un lado, la defección letal inducida por ruido o extinción estocástica
debida a mutantes defectivos (Iranzo y Manrubia, 2009). Por otro lado, a falta de un nombre mejor,
la defección letal por alteración del equilibrio selección-mutación, presentada en esta Tesis. Este
último mecanismo está en la línea de los presentados en los trabajos revisados en la sección 1.1.6
de la introducción (Bull et al., 2007; Zeldovich et al., 2007; Chen y Shakhnovich, 2009; Martin
y Gandon, 2010). En todos ellos, se estudiaba el efecto que producía, para diferentes paisajes de
eficacia biológica, la acción conjunta de la selección y la mutación, y adicionalmente también la
deriva (Keller et al., 2012), sobre el lastre mutacional y, por tanto, sobre la capacidad reproductiva de
la población. En el modelo presentado en esta Tesis, al considerar las interacciones en trans dentro
de la población, hay que tener en cuenta también la defección, que aumenta el lastre mutacional, o
mutacional-interferente si se quiere, de la población. En última instancia, la defección letal sería una
extensión de la mutagénesis letal a la situación en la que existen interacciones en trans en presencia de
diferencias de eficacia biológica y, por tanto, fenómenos de defección y complementación. O, dicho
de otro modo, los modelos de mutagénesis letal considerados hasta ahora, serían casos particulares
en los que no se consideran las interacciones en trans.
Es destacable que, al igual que ocurría en el modelo de cuasiespecies en ausencia de interacciones
en trans, para que pueda producirse la extinción en el paisaje tipo Single-Peak, es necesario que el fe-
notipo mutante no sea estable demográficamente (Rk < 1), ya que, de lo contrario, la población entra
en catástrofe de error en vez de extinguirse. Esto implica que, al menos en ausencia de mutaciones
letales, en el paisaje Single-Peak aun en presencia de defección, la entrada en catástrofe de error y
la extinción siguen siendo mutuamente excluyentes. También implica que, en el paisaje de eficacias
biológicas Single-Peak sin letalidad, para que pueda producirse la extinción, el fenotipo defector debe
ser también defectivo, es decir, incapaz de replicarse por sí mismo. Sin embargo, visto lo visto en
este trabajo, no se debería extrapolar a la ligera este resultado a paisajes de eficacia biológica más
complejos
La fuerza con la que va a actuar la defección en una población va a depender de diferentes factores.
A lo largo de esta Tesis se han considerado cuatro: el grado de interacción en cis, c, la diferencia entre
las contribuciones de los fenotipos,Bi, la ventaja o desventaja selectiva en cis, v ow, y, en condiciones
de población constante, el tamaño del grupo de interacción, n.
El aumento de las interacciones en trans, un menor c, aumenta el lastre mutacional (ecu. 6.18), la
fracción poblacional del fenotipo mutante en el estado estacionario (tabla 6.2) y, en última instancia, el
umbral de extinción (ecu. 8.8). El aumento de la fracción de mutantes en la población es un resultado
general de todos los trabajos que estudian el efecto de la complementación en los equilibrios de
selección-mutación (Wilke y Adami, 2003; Froissart et al., 2004; Gao y Feldman, 2009). Sin embargo,
esta dependencia del lastre mutacional con la defección contrasta con el resultado obtenido por Gao
y Feldman (2009), que obtuvieron que la eficacia biológica media de la población, y por tanto el
lastre mutacional, no se veía afectada por la complementación (que ellos cuantifican a través de un
determinado grado de coinfección). El efecto de c se debe a que éste determina hasta que punto la
defección afecta a la presión de selección, ya que determina qué “proporción” de la eficacia biológica
de un individuo es dependiente de frecuencia y, por tanto, está sujeta a defección y complementación.
En esta misma línea hay que situar el efecto del tamaño del grupo de interacción, n, en condiciones
de población constante. Si 1 − c determina el grado de interacción en trans, podria decirse que el
tamaño de grupo actúa sobre este valor para dar lugar a unas interacciones en trans efectivas. Esto se
ve claramente cuando se considera que en el límite n = 1, no hay interacciones en trans y se recupera
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el modelo clásico de cuasiespecies, que es el mismo modelo que se recupera para c = 1. De esta
forma, cuanto mayor es n, mayor son las interacciones en trans efectivas y, por tanto, en el límite
n → ∞, considerando que todos los individuos interaccionan con todos, la defección se maximiza.
El aumento de la ventaja relativa de los individuos defectores al aumentar el tamaño de grupo de
la interacción es un resultado clásico de los juegos de bienes públicos (Olson, 1965; Hauert et al.,
2006a).
La presencia de una ventaja selectiva en cis del fenotipo mutante sobre el fenotipo maestro, sea
ésta aditiva (w > 0) o multiplicativa (v > 0), aumenta tanto el lastre mutacional como la fracción
de fenotipo mutante en la población. Por el contrario, si el fenotipo mutante presenta una desventaja
en cis (w < 0 o v < 0), el lastre mutacional disminuye respecto a la situación en que v = 0 y
w = 0. La causa es que cuanto mayor sea la ventaja en cis, mayor es la capacidad replicativa del fe-
notipo mutante, y menor, por tanto, la diferencia de eficacias biológicas entre ambos fenotipos, lo que
disminuye el efecto de la selección natural en el equilibrio selección-mutación, desplazándolo hacia
mayores efectos de la mutación. Dicho de otro modo, cuanto mejor se replica el fenotipo defector,
mayor efecto tiene la defección letal. El ejemplo extremo de este fenómeno se da cuando el fenotipo
mutante es incapaz de replicarse. Esto puede ocurrir cuando la ventaja multiplicativa, v, es igual a
−1. En este caso, la especie mutante, aunque contribuye al bien público, no puede replicarse y, por
tanto, el umbral de extinción es el menor posible para el valor de c que se esté considerando (fig. 8.4).
El mismo fenómeno, pero aún más marcado, se observa cuando se considera el efecto de l posiciones
letales en la secuencia. Mientras que en ausencia de interacciones en trans, la letalidad no altera el
umbral de extinción más allá de la letalidad crítica (es decir, el umbral de extinción asociado al estado
estacionario que define la cuasiespecie), en presencia de estas interacciones, el umbral de extinción
disminuye al aumentar el número de posiciones letales en la secuencia, es decir, hace necesarias tasas
de mutación más altas para que la población se extinga. El motivo es que los mutantes letales no
actúan como defectores y, por tanto, no ejercen un efecto interferente sobre la población, de manera
que, globalmente, el efecto de la tasa de mutación sobre el lastre mutacional es menor y, por tanto, el
umbral de extinción se reduce. En otras palabras, en este modelo a mayor letalidad menor defección
y, por tanto, menor efecto deletéreo de las mutaciones en la población.
En principio, cuanto mayor sea la diferencia entre las contribuciones, (Bm −Bk), mayor debería
ser el efecto de la defección puesto que más eficacia biológica gana el fenotipo mutante al aprove-
charse de los recursos del maestro y, viceversa, más eficacia biológica pierde el fenotipo maestro al
utilizar parte de los recursos del fenotipo mutante. Sin embargo, cuanto mayor sea esa diferencia,
también será mayor la diferencia de eficacias biológicas, ya que una parte de la contribución Bi actúa
en cis, aumentando la eficacia biológica de dicho individuo. Curiosamente, mientras que la fracción
poblacional del fenotipo mutante siempre depende de dicha contribución (Tablas 6.1 y 6.4), inde-
pendientemente del valor de v o w, cuando no existe una ventaja o desventaja selectiva en cis del
fenotipo mutante, el lastre mutacional y el umbral de extinción no dependen de la diferencia en las
contribuciones de ambos fenotipo al bien público, (Bm − Bk), sino sólo del grado de interacción en
cis (ecu. 6.17).Gao y Feldman (2009) obtuvieron un resultado equivalente: la fracción de mutantes
deletéreos depende del efecto de las mutaciones pero la eficacia biológica media de la población no5.
A diferencia de este caso, en presencia de una ventaja o desventaja selectiva en cis, sea esta de tipo
aditivo o multiplicativo, tanto el lastre mutacional como el umbral de extinción sí que dependen de
la diferencia de contribuciones Bm − Bk. El carácter de esta dependencia depende de si el fenotipo
mutante tiene una ventaja o una desventaja en cis. Cuando el fenotipo mutante presenta una ventaja
en cis (v > 0 o w > 0 ), una menor diferencia se traduce en un mayor lastre mutacional, mientras
5Es bastante probable que el que el lastre mutacional no dependa de las contribuciones al bien público cuando v = 0
y w = 0, sea un resultado equivalente al que se obtiene en el modelo de cuasiespecies cuando se considera el paisaje de
eficacias biológicas tipo Single-Peak o el multiplicativo en ausencia de back-mutation, en el que la productividad media
sólo depende del factor de amplificación del fenotipo maestro. Por tanto, hay que tener cuidado de extrapolar este resultado
a otros paisajes de eficacia biológica más complejos o al caso en el que la back-mutation no sea desestimable.
150
13. Discusión Extinción y mutación
que si dicho fenotipo presenta una desventaja (v < 0 o w < 0), el lastre mutacional disminuye al
disminuir la diferencia entre ambas contribuciones.
13.4. Defección letal y feedback eco-evolutivo: componentes de la de-
fección letal
¿Puede la disminución de la densidad poblacional evitar la extinción por defección le-
tal?
La defección, al depender de que se establezcan interacciones en trans entre los diferentes feno-
tipos de una cuasiespecie, depende de la densidad poblacional. Puesto que durante la mutagénesis
letal el tamaño poblacional disminuye, las interacciones tenderán a hacerse menores lo que, en teo-
ría, disminuiría el efecto de la defección letal (Steinmeyer y Wilke, 2009). De ser así, la defección
letal podría contribuir a la disminución del titulo viral cuando el tamaño poblacional es alto, pero en
último término no alteraría el comportamiento de la población cuando ésta se encontrase cerca de
extinguirse.
En los capítulos 8 y 9 de esta Tesis no se tuvo en cuenta este ejemplo de feedback eco-evolutivo.
Sin embargo, en los capítulos 10 y 11 el efecto de la densidad sobre las interacciones en trans se
introdujo de dos maneras distintas. En el capítulo 10 se consideró que el factor de interacción en cis
dependía del tamaño poblacional, siendo más cercano a 1 cuanto menor fuese el tamaño poblacional
(c→ 1 cuando∑
i
xi → 0). En el capítulo 11 se consideró que la población interaccionaba en grupos
cuyo tamaño dependía de la densidad poblacional (a diferencia del capítulo 7 en el que se consideraba
que tanto la población como el tamaño de grupo n eran constantes). En ambos casos la introducción
de una dependencia con la densidad hace que el umbral de extinción sea igual al caso en el que no
hay interacciones en trans (c = 1). El motivo es que, en ambos modelos, al disminuir el tamaño
poblacional las interacciones en trans disminuyen. En el capítulo 10, según se va extinguiendo la
población, el factor de interacción en cis de los individuos que quedan se va acercando a uno y, por
tanto, en última instancia el umbral de extinción viene definido por este caso, c = 1, en el que no
hay interacciones. En el capítulo 11, cuando la población se acerca a la extinción, la mayoría de los
grupos están formados por un único individuo, que, por tanto, no interacciona con otros fenotipos,
obteniéndose el mismo resultado.
Aun así, el efecto de la defección es notable puesto que, aunque el umbral de extinción sea el
mismo que en ausencia de interacciones en trans, el tamaño poblacional siempre es menor cuando
se considera el efecto de la defección sobre el equilibrio de selección-mutación (en el capítulo 11,
siempre que el límite de coinfección, nmax, sea suficientemente alto). Más adelante, se considera la
importancia de este fenómeno en el caso concreto de los virus RNA.
Sin embargo, estas aproximaciones sólo consideran el efecto de una interacción puntual entre los
diferentes individuos cuando se forman los grupos. Es decir, los individuos se replican una sola vez
en función del resto de individuos con los que interaccionan en el grupo. En realidad, cuando un
virus infecta una célula tienen lugar una serie de rondas de replicación en las que pueden producirse
mutantes que se comporten como defectores frente a otros virus progenie o incluso frente a los virus
que infectaron inicialmente la célula. Para tener en cuenta el efecto de los defectores generados de
novo durante la infección, en el capítulo 12 se estudió un modelo anidado en el que una dinámica
de formación de grupos con tamaño variable en función del tamaño poblacional (como análogo de
la dinámica extracelular en una infección lítica) se acopla con una dinámica de cuasiespecies que
interaccionan en trans, que se considera como una aproximación a la reproducción intracelular del
virus. En este caso, se comprueba que, aun teniendo en cuenta el efecto de la densidad, la disminución
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del factor de interacción en cis aumenta el umbral de extinción y disminuye el tamaño poblacional
para cualquier valor de la tasa de mutación. Este efecto, que se podría denominar autodefección hace
que cuanto mayores sean las interacciones en trans, menor sea la producción total de individuos por
un grupo y, también, mayor sea la proporción de fenotipo defector en dicha producción. Al considerar
un modelo anidado, no es necesario que la población se extinga en los grupos individuales, sino que
basta con que la producción neta disminuya por debajo de un valor umbral que viene determinado,
entre otros parámetros, por la producción máxima del grupo, b0, y la tasa de degradación de los
individuos fuera de los grupos, d.
Por simplicidad, en el capítulo 12 se ha mostrado este efecto utilizando como condición final de
la dinámica intracelular el alcanzar el estado estacionario. Sin embargo, aunque no se muestre en
este trabajo, este resultado también se ha obtenido para diferentes condiciones finales que tratan de
reproducir, de una manera u otra, la condición de lisis en una infección real.
Estos resultados muestran que es posible distinguir dos componentes en la defección letal. Una
que depende de la formación de grupos por individuos defectores y no defectores (que en virus equi-
valdría a la coinfección) y que se produce a tamaños poblacionales altos (a altas MOI) y otra relacio-
nada con el efecto interferente de la fracción defectora de la progenie sobre el resto de dicha progenie
cuando se considera más de una ronda de replicación. Esta “autodefección” no es dependiente de
densidad y, por tanto, aumenta el efecto de la tasa de mutación siempre que existan interacciones en
trans. Ahora bien, puesto que esta componente depende del número de rondas de replicación de un
individuo dentro de un grupo, sí que puede verse afectada por el llamado modo de replicación del
virus (Sardanyés et al., 2009). Esta posibilidad se considerará más adelante en el caso particular de
los virus RNA.
13.5. Dificultades de la teoría
En ciencia, el crítico más despiadado del trabajo de un científico debería ser su propio autor
aunque, dada la cercanía del trabajo, esta tarea no siempre es fácil. Revisar con escepticismo y espíritu
crítico el trabajo propio debería ocupar un lugar principal en la biología evolutiva, aunque sólo sea
por razones históricas. En el que, sin duda, puede considerarse documento fundador de la biología
evolutiva moderna, el Origen de las especies, Charles Darwin dedicó el capítulo VI, y siguientes, a
analizar las “dificultades” de la teoría presentada en dicho libro y, en ediciones posteriores, también
incluyó, y rebatió, gran parte de las objeciones realizadas por otros científicos. En esta misma línea,
esta sección de la discusión repasa críticamente las principales limitaciones del trabajo realizado en
esta Tesis, esperando que eso ayude a resaltar sus logros y, sobre todo, a desarrollarlo en un futuro
cercano.
Estudio de estados estacionarios y sistemas deterministas
A lo largo de esta Tesis, los modelos planteados se han estudiado desde una perspectiva determi-
nista que se ha limitado al estudio de los estados estacionarios de los sistemas de EDO planteados.
Las limitaciones de esta aproximación, que debe ser considerada siempre como una primera aproxi-
mación, son de sobra conocidas. El estudio determinista de los sistemas dinámicos considera implíci-
tamente que los tamaños poblacionales son extremadamente grandes y, en último término, infinitos.
De esta forma se desestiman todos los fenómenos de tipo estocástico que se producen cuando se con-
sideran poblaciones finitas y, especialmente, poblaciones cuyo tamaño no es demasiado grande. Si
bien esta limitación es remarcable en cualquier condición, puede ser especialmente problemática en
el estudio de fenómenos como la extinción que, por definición, suponen una disminución progresiva
del tamaño poblacional. Es decir, a lo largo del proceso, los fenómenos estocásticos van cobrando
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cada vez más importancia. Esta consideración no invalida la aproximación y los resultados de esta
Tesis, pero sí los contextualiza. Es muy probable que, debido a la no consideración de los fenóme-
nos estocásticos, el umbral de extinción este sobreestimado en todos los casos, ya que, al considerar
población finita, el efecto de las fluctuaciones puede hacer que la extinción se produzca a tasas de
mutación menores. Esto equivale a decir que, tal y como muestra el modelo Iranzo-Manrubia (Iranzo
y Manrubia, 2009), cuando el tamaño poblacional se hace lo suficientemente pequeño es necesario
considerar, entre otros, fenómenos de tipo deriva génica que pueden afectar considerablemente al
equilibrio de selección-mutación, pudiendo llegar a cambiar parcialmente los resultados obtenidos
bajo una perspectiva determinista.
En segundo lugar, la aplicación de una aproximación determinista se ha limitado al estudio de
los estados estacionarios del sistema. Por supuesto, es muy difícil, por no decir imposible, que un
sistema biológico cualquiera alcance una situación de estado estacionario. Mucho más aún cuando el
sistema en cuestión está sometido a evolución biológica y, por tanto, a posibles cambios estructurales
del propio sistema . No hay que olvidar que cuando se plantean este tipo de modelos mínimos, de
alguna forma se están prefijando unos límites a la evolución de nuevas formas, agentes, etc. dentro
del sistema, que es, precisamente, lo que permite estudiarlos. Plantear estos modelos obliga a cerrar
o limitar el espacio de lo posible, mientras que, por su propia naturaleza, la evolución biológica
es capaz de aumentar progresiva pero indefinidamente su grado de complejidad, característica que
algunos autores han denominado open-ended (Ruiz-Mirazo et al., 2008). Lo más probable, por tanto,
es que los sistemas biológicos se encuentren permanentemente en una situación transitoria, alejados
del estado estacionario. El estudio de los estados estacionarios de un sistema biológico debe tomarse
no tanto como una aproximación a lo que está ocurriendo sino a las tendencias del sistema, hacia
donde se dirige, por decirlo de algún modo.
Paisajes de Eficacia biológica
A día de hoy, el desconocimiento de la estructura de los paisajes de eficacia biológica en virus
reales es todavía considerable, aunque existen esfuerzos en este sentido, tanto en relacionar secuencias
con eficacias biológicas (Lorenzo-Redondo, 2011) como en cuantificar el efecto de las mutaciones en
diferentes especies virales (Sanjuán, 2010). Debido a este desconocimiento, el “problema” de los pai-
sajes de eficacia biológica es quizá uno de los mayores retos a los que se enfrenta la biología evolutiva
teórica. Entrecomillamos la palabra “problema” porque buena parte de estos problemas son creados
por los propios científicos cuando hacemos un uso inadecuado de los modelos teóricos y sus resulta-
dos. Dado el desconocimiento de la estructura de los paisajes de eficacia reales, cualquier ejemplo de
paisaje que se utilice queda en el terreno de la hipótesis y de la particularidad y, por tanto, los resulta-
dos que se derivan de ellos deben ser manejados con precaución. Se utilicen paisajes extremadamente
simplistas como el Single-Peak o los de tipo multiplicativo, o ligeramente más complejos como los
paisajes NK, hay que tener siempre en mente que, trabajando con casos particulares, es muy proba-
ble obtener resultados particulares, que no tienen por qué ser fácilmente generalizables. Es un error
tentador en biología teórica tratar de generalizar resultados particulares sin un estudio exhaustivo de
la legitimidad de dicha generalización, y es un error que se ha tratado de no cometer en este trabajo.
Esto no significa que las conclusiones obtenidas a partir de un modelo simple no sean extrapolables
o generalizables, sino que su extrapolación debe realizarse con precaución y, además, siendo tremen-
damente cuidadosos de no desligar las conclusiones del modelo de las suposiciones y condiciones del
mismo, lo que suele ocurrir con relativa frecuencia. En este sentido, nunca se debe dejar de subrayar
que los modelos son prisioneros de sus suposiciones iniciales, especialmente cuando dichos modelos
pueden ser posteriormente utilizados por científicos no habituados al desarrollo y estudio de modelos
teóricos.
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La elección de paisajes de eficacia biológica simples suele deberse a la posibilidad de aplicar
determinadas técnicas matemáticas que es imposible aplicar en casos más complejos y que permiten
obtener un conocimiento muy completo de los mismos6. Su elección es, por tanto, perfectamente
legítima en ciencia. Es más, el desarrollo de modelos básicos y sencillos no sólo es científicamente
legítimo sino incluso esencial, en tanto que son una herramienta fundamental para la comprensión
básica de los fenómenos biológicos. El problema surge cuando se pretende ampliar el rango de validez
y aplicabilidad de dichos modelos más allá de lo que dicho modelo permite. Cuando esto ocurre, es
cuando los modelos dan “problemas” de verdad.
Dicho esto, el paisaje de eficacias biológicas tipo Single-Peak en ausencia de back-mutation (el
paisaje estándar, por así decirlo, en teoría de cuasiespecies) presenta ciertas particularidades que no se
han dejado de señalar a lo largo del trabajo. Quizás la más importante es la aparición de un umbral de
error más allá del cual la población es insensible al efecto de las mutaciones, al estar exclusivamente
compuesta por un fenotipo infinitamente robusto. La principal consecuencia de este fenómeno es que,
en todos los casos analizados excepto en uno, se ha obtenido que la entrada en catástrofe de error
impide que la población se extinga por acumulación de mutaciones.
Ahora bien, el paisaje de eficacias biológicas tipo Single-Peak tiene una serie de características
que lo hacen especialmente interesante en el estudio de las cuasiespecies en general y, en concreto,
las de los virus RNA. En primer lugar, su gran simplicidad, que permite estudiarlo analíticamente. En
segundo lugar, como se ha mencionado anteriormente en la discusión, en ausencia de back-mutation
los resultados obtenidos antes del umbral de error son idénticos a los obtenidos en otros paisajes de
eficacia biológica como el multiplicativo en ausencia de back-mutation (Bull et al., 2007). De hecho,
para longitudes de secuencia grandes y coeficientes de selección por mutación, s, no muy pequeños,
el equilibrio de mutación obtenido en paisajes de eficacia multiplicativos en puede aproximarse a un
Single-peak, incluso aunque la back-mutation no se desestime.
Por último, los virus RNA presentan epistasis antagonista (Holmes, 2009), debido seguramente a
que, por el carácter multifuncional de sus proteínas y por la importancia de las estructuras secundarias
del RNA, las mutaciones puntuales tienen grandes efectos. De hecho, los virus RNA presentan un
alto porcentaje de mutaciones letales (Sanjuán, 2010). El paisaje Single-peak es un ejemplo extremo
de epistasis antagonista puesto que mutaciones posteriores a la primera no tienen efecto sobre la
eficacia biológica (Bull et al., 2007), por lo que, en tanto que toy model, quizás represente mejor el
comportamiento de los virus RNA que un paisaje de tipo multiplicativo o aditivo. A pesar de esto, sin
duda una de las grandes limitaciones de este trabajo es no haber considerado otros tipos de epistasis
(sinérgica o ausencia de epistasis) o bien haber considerado diferentes grados de epistasis antagonista.
Modelos multiloci vs. interacciones pleiotrópicas
En este trabajo se han considerado especies autorreplicantes con un único locus, que podría ex-
presarse en dos rasgos diferentes: la capacidad replicativa en cis (expresada en parte a través de una
ventaja selectiva en cis) y la contribución al bien público (Bi). De esta manera el tratamiento del
modelo se simplificaba considerablemente. Aun así, la posible extensión de este modelo a situaciones
multiloci no presentaría mayor problema. La consideración de un único locus que afecta a varios ras-
gos que determinan la eficacia biológica se fundamenta en el hecho de que la mayoría de mutaciones
que sufre un virus RNA tienen un carácter pleiotrópico, es decir, afectan simultáneamente a diferen-
tes rasgos. Aunque la pleiotropía es ubicua en los seres vivos, debería ser especialmente importante
en virus RNA debido al pequeño tamaño de sus genomas y al carácter multifuncional de la mayoría
6No deja de ser paradójico que las herramientas matemáticas que permiten obtener resultados más generales (las técnicas
analíticas) sólo puedan aplicarse a modelos sencillos de difícil generalización, mientras que en los modelos más complejos
y generales la mayoría de las veces sólo se puedan aplicar técnicas (de simulación o resolución numérica) que sólo aportan
resultados particulares.
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de sus proteínas. Por este motivo, se ha considerado un único locus cuya mutación afecta tanto a
funciones que pueden actuar en trans, como a funciones que sólo actúan en cis. En un virus RNA
la situación será mucho más compleja y es de esperar que los valores equivalentes a c, v y Bi sean
específicos de cada mutación.
La relación o, quizás más correctamente, la correlación entre ambos efectos es un punto impor-
tante que parece interesante destacar: en el modelo Iranzo-Manrubia (Iranzo y Manrubia, 2009) se
asumía que las mutaciones que afectan a la infectividad llevaban consigo un coste en la capacidad
replicativa del individuo. En el contexto del modelo presentado en este trabajo esto es equivalente a
asumir que v < 0. Sin embargo, esto no tiene por qué ser siempre así. Pueden existir mutaciones que
provocando pérdidas totales o parciales de infectividad supongan un aumento de la capacidad repli-
cativa del virus. Las deleciones implicadas en la formación de las DIP serían el ejemplo más clásico,
pero también se conocen mutaciones puntuales capaces de tener este doble efecto (Meyer y Southern,
1997), en este último caso, la defectividad se produce por mutaciones en regiones implicadas en el
reconocimiento por el ribosoma, de manera que el virus no puede ser traducido, de manera que es
defectivo. Sin embargo, el no poder unirse a ribosomas le confiere una ventaja replicativa ya que, en
teoría, aumenta su concentración efectiva para unirse a las replicasas virales.
Esta correlación entre el efecto de las mutaciones sobre la contribución al bien público y la capa-
cidad replicativa en cis puede tener importancia puesto que, como se ha visto a lo largo de este trabajo,
si una mutación deletérea en la contribución al bien publico está asociada a una ventaja selectiva en
cis la defección letal se ve favorecida, mientras que si, por el contrario, dicha mutación implica una
pérdida adicional de capacidad replicativa, la defección letal se ve perjudicada. Este efecto puede ser
relevante si en determinados virus RNA existe alguna correlación global entre las mutaciones dele-
téreas en factores que interaccionan en trans y su efecto sobre la capacidad replicativa en cis. Si esta
correlación es negativa, por ejemplo, es probable que la defección letal se vea favorecida en dichos
virus.
Limitaciones de considerar un juego de bienes públicos
A lo largo de este trabajo se han considerado las interacciones en trans como el grado en que
depende la eficacia biológica de un individuo de la interacción en un juego de bienes públicos. De
esta forma se definió un factor de interacción en cis, c, que varía entre 0 y 1 dependiendo de si todas
las interacciones son en trans o en cis, respectivamente.
En primer lugar, se podría cuestionar hasta que punto una infección viral puede plantearse como
un juego de bienes públicos. Como se vio en la introducción, para que un bien producido colecti-
vamente sea considerado un bien público debe carecer de rivalidad, es decir, su uso por parte de un
individuo no debe disminuir el uso por parte de otros individuos, y de exclusividad: todos los indi-
viduos tienen que tener el mismo acceso al bien público. Como se mostró en el capítulo 5, la idea
de considerar las interacciones en trans entre virus RNA desde la perspectiva de los juegos de bienes
públicos tiene como fundamento molecular el hecho de que los genomas virales codifican proteínas
que pueden compartirse en trans. Estas proteínas puede considerarse, por tanto, un bien producido
colectivamente por los diferentes virus que están infectando la célula. Ahora bien, a nivel molecular,
la interacción entre genomas y proteínas tiene más de bien común que de bien público, puesto que
mientras un genoma está siendo replicado por una enzima, ésta no puede unirse a otro genoma. Aun
así, al haber considerado en este trabajo la replicación como si fuese una reacción bimolecular, la
interacción genoma-proteína puede considerarse desde la perspectiva de un juego de bienes públicos.
En condiciones de población constante, al considerar la existencia de un juego de bienes públicos
en presencia de dos únicos fenotipos, éste se convertía en un juego tipo 2x2. Por supuesto, el estudio
de este modelo también puede llevarse a cabo considerando múltiples fenotipos con diferentes contri-
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buciones diferentes al bien público, en los que la contribución de cada fenotipo vendría determinada
por el equivalente a un paisaje de eficacias biológicas, en este caso de contribuciones.
En condiciones de población variable, considerar un juego de bienes públicos implica suponer
que la cantidad total de dicho bien permanece constante o que tiene una escala temporal diferente de
la producción y degradación de los genomas (ecu. 5.14). Precisamente es el caso contrario a suponer
que el recurso puede considerarse en estado cuasiestacionario, lo que da lugar a un sistema tipo hiper-
ciclo (ecu. 5.12). Ambas suposiciones son claramente poco realistas. Sin embargo, la consideración
del juego de bienes públicos permite resolver analíticamente los casos más sencillos de dicho modelo.
Es interesante estudiar la relación entre el modelo tipo hiperciclo, ecu. 5.12, y el modelo que consi-
dera enzima constante, ecu. 5.14, en lo que al proceso de extinción se refiere. En el primero, puesto
que se supone que la escala de producción de enzima replicasa es mucho más rápida que la de la
replicación, los cambios en la población de genomas se transmiten rápidamente a la concentración de
enzimas y, por tanto, la disminución en el número de genomas se retroalimenta con la disminución en
la concentración total de enzima. En el modelo que considera una concentración de enzima constante,
o una cinética de producción y eliminación de enzima replicasa mucho más lenta que la replicación
y degradación de los genomas, la disminución del número de genomas no se transmite, o lo hace
muy lentamente, a la concentración total de enzimas, por lo que el proceso no se retroalimenta. La
consecuencia es que al disminuir la eficacia biológica de los genomas, la extinción va a ocurrir antes
y de forma más brusca en el modelo tipo hiperciclo que en el modelo que considera la concentra-
ción de enzima constante. Es decir, el modelo estudiado en esta Tesis subestima sistemáticamente el
umbral de extinción. Si se supusiese una relación más compleja entre la cantidad de genomas y la
cantidad de recurso, el umbral de extinción sería mayor, tendría lugar a menores tasas de mutación.
Los hiperciclos, puesto que la concentración de recurso o proteína disminuye instantáneamente al
disminuir el genoma, no sólo se extinguen a menores tasas de mutación sino que la hacen de forma
brusca, características de sistemas que tienen efectos tipo Allee. Todo esto hace necesario señalar
otra suposición del modelo que es, como mínimo, complicada de justificar a un nivel molecular. Por
un lado, el modelo supone que la cantidad de bien público es constante, es decir, no depende de la
concentración total de especies autorreplicantes. Por otro lado, la composición de dicho bien público
sí cambia con las fracciones poblacionales respectivas de dicha especie autorreplicante, lo que, al me-
nos aparentemente, parece contradictorio con la primera suposición. Sin embargo, desde un punto de
vista operativo, esta suposición es muy útil para simplificar el tratamiento analítico de los modelos,
lo que, por si mismo, es suficiente justificación para su uso.
Por último, a lo largo de este trabajo se ha considerado que el juego de bienes públicos seguía
una estructura de pagos lineal, puesto que la cantidad de recurso que experimenta un individuo es
el promedio de las contribuciones de los diferentes fenotipos. Como se vio en la introducción, los
juegos de bienes públicos no se limitan al estudio del caso lineal sino que pueden considerarse otro
tipo de estructuras de pagos no lineales: tipo umbral, sigmoideas, etc. En el contexto del modelo
presentado en este trabajo, este tipo de estructuras no lineales sería equivalente a considerar algún
tipo de dominancia genética en la interacción entre los diferentes recursos. Así, por ejemplo, si para
una misma proporción de fenotipo mutante, el efecto sobre la eficacia biológica fuese menor que
en el caso lineal se estaría ante un caso de dominancia del fenotipo maestro, mientras que si en ese
caso el efecto fuese mayor que en el caso lineal, sería un caso de dominancia del fenotipo mutante.
Aunque finalmente no se ha tenido en cuenta en este trabajo, estudios preliminares con el modelo de
cuasiespecies que interaccionan en trans muestran que aumentar la dominancia del fenotipo maestro
disminuye el lastre mutacional, mientras que aumentar la dominancia del fenotipo mutante aumenta
dicho lastre. Un estudio más detallado del efecto de la dominancia en el modelo de las cuasiespecies
que interaccionan en trans es una de las tareas que podrían derivarse de este trabajo.
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Objetivo y utilidad de los modelos mínimos
Uno de los objetivos de esta Tesis ha sido el desarrollo de una serie de modelos mínimos para el
estudio de la defección letal. En tanto que modelos mínimos son tremendamente simples en relación
a los virus RNA. Sin embargo, El objetivo de los modelos mínimos no es reflejar detalladamente el
sistema experimental que modelizan, sino tratar de localizar y comprender los aspectos más esencia-
les del mismo. De esta manera, intentan construir una base o un marco conceptual sólido sobre el
que poder desarrollar modelos teóricos y computacionales más complejos, así como poder abordar
más eficazmente el estudio experimental de las situaciones que se han tratado de modelizar. Se podría
llegar a decir que el desarrollo de modelos mínimos es, por tanto, casi más una forma de hacer “cien-
cia básica” que una aproximación computacional o matemática a un problema. Por eso, aunque los
modelos mínimos pueden ser utilizados en ocasiones para la obtención de parámetros experimentales
(como se ha mostrado en la sección 7.5) o incluso para hacer predicciones experimentales concretas,
ese no es, desde nuestro punto de vista, su objetivo fundamental. Siguiendo con la idea de que el
principal objetivo de los modelos mínimos es permitir una mejor comprensión de las características
esenciales de los fenómenos estudiados, en la siguiente sección se tratará de relacionar los resultados
obtenidos a través de dichos modelos mínimos con los virus RNA y la posibilidad de extinguirlos
mediante mutagénesis letal.
13.6. Modelos mínimos de defección letal y virus RNA
Mutagénesis letal e interacciones en trans en virus RNA
Uno de los principales resultados de esta Tesis es el desarrollo de un modelo básico que explica
y confirma el núcleo principal sobre el que se asienta la hipótesis de defección letal: que cuanto
mayores sean las interacciones en trans en un virus RNA, más susceptible será a la mutagénesis
letal. Su principal novedad radica en explicar este hecho debido a la acción de la defección sobre el
equilibrio selección-mutación. Este resultado implica que aquellas familias o especies virales que, por
sus características biológicas o por su historia evolutiva, tengan una mayor tendencia a interaccionar
en trans serán más susceptibles a la acción antiviral de un fármaco mutágeno. En la introducción se
comentó que diferentes familias virales tienen diferente tendencia a interaccionar en trans. Sobre esta
base es posible, en principio, intuir que aquellas familias con mayor tendencia a interaccionar en trans,
por ejemplo las familias de virus RNA de cadena negativa, serían más susceptibles a mutagénesis letal
que, por ejemplo, los virus RNA de cadena positiva. Aunque, a día de hoy, parece que existen ciertos
indicios que demuestran este comportamiento (Moreno et al., 2012), desgraciadamente, esta hipótesis
no es fácil de comprobar rigurosamente, puesto que no es fácil comparar la acción mutagénica sobre
dos especies virales diferentes.
En primer lugar, actualmente no existe ningún medio para estudiar cuantitativamente el grado de
interacción en trans en una especie viral. En este sentido, los resultados presentados en la sección 7.5,
para el fago φ6, pueden ser una manera de intentar obtener un primer resultado cuantitativo aproxima-
do para el valor de c, a partir de un modelo muy sencillo. En segundo lugar, el carácter mutagénico de
un fármaco depende de cada especie viral o incluso de la concentración de dicho fármaco. Véase, por
ejemplo, lo que ocurre con la ribavirina, que ha sido descrita como mutagénica para ciertas especies
virales, pero no para otras (Graci y Cameron, 2006; Parker, 2005) y, que también puede comportarse
como mutágeno o inhibidor para una misma especie dependiendo de su concentración (Moreno et al.,
2011). Esto implica que, para comparar el efecto mutagénico de dos fármacos hay que comparar el
efecto del fármaco en base a las frecuencias de mutaciones que dichos fármacos producen en cada
uno de los virus RNA, tal y como hacen, por ejemplo, Graci et al. (2012).
Finalmente, habría que descartar que un efecto diferente del mutágeno se debiese a otros fenó-
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menos como la robustez mutacional (Graci et al., 2012) u otras características del virus que pueden
condicionar el efecto de la mutagénesis letal, algunas de las cuales se considerarán a continuación.
Efecto pleiotrópico de las mutaciones
En esta Tesis se ha estudiado un modelo que considera un único locus que presenta efectos tanto en
la cantidad de recurso que el individuo aportaba al bien público, Bi, como en la capacidad replicativa
en cis, v o w. Por supuesto, en un virus RNA la situación es mucho más compleja. Como se vio en
la introducción, dentro de una misma especie viral no sólo existen loci complementables en trans y
loci que no lo son, sino que incluso dentro de un mismo loci existen mutaciones complementables y
mutaciones no complementables, presumiblemente debido al carácter multifuncional de las proteínas
virales. Esto implica que lo que se tendría en realidad en un virus RNA, desde la perspectiva de un
juego de bienes públicos, es que cada mutación tendría asociada un determinado valor de c, y unos
determinados cambios en Bi y en vi. Por supuesto, al hablar de “cada mutación”, habría que tener en
cuenta los efectos epistáticos de interacción entre diferentes mutaciones o, como a veces se denomina
en los modelos de cuasiespecies, la dependencia de su efecto respecto al contexto de secuencia. Es
decir, existirá un conjunto de mutaciones deletéreas no complementables (c = 1) además de toda
una serie de mutaciones que presentarían grados variables de complementación (c < 1). Cuando
en el apartado anterior se consideraba que diferentes especies virales presentan diferentes grados de
interacción en trans, en realidad se estaba considerando tanto la proporción de mutaciones cuyo efecto
ocurre tanto en cis como en trans, como el grado de interacción promedio de las mismas.
Al considerar dos posibles fenotipos, maestro y mutante, se ha considerado que el paso de uno a
otro fenotipo implicaba cambios en uno o en los dos rasgos. El caso más simple, v = 0, implica que
ambos rasgos son independientes. La mutación disminuye la aportación al bien público, pero no afecta
a la capacidad replicativa en cis del mutante. También se ha considerado el caso en que la mutación
afecta a ambos rasgos y, a la vez que disminuye el recurso aportado al bien público, disminuye (v < 0)
o aumenta (v > 0) la capacidad replicativa en cis del mutante respecto al fenotipo maestro. Es decir,
fundamentalmente se está considerando que las mutaciones pueden tener un efecto pleiótrópico sobre
varios rasgos que condicionan la eficacia biológica. En este caso, puesto que uno de los rasgos actúa
exclusivamente en cis y el otro puede hacerlo tanto en cis como en trans, la relación entre los efectos
en ambos rasgos tiene gran importancia para determinar el resultado del dilema social, o incluso si éste
existe, en presencia o ausencia de mutaciones. En los capítulos 6, 7 y 8 se ha observado que cuando la
disminución deBi está asociada a una mayor ventaja selectiva en cis, v > 0, la existencia de un dilema
social aumenta el lastre mutacional y, en condiciones de población variable, favorece la extinción. Sin
embargo, si un menorBi se asocia a una menor capacidad replicativa, v < 0, entonces el efecto de las
interacciones en trans es menor, lo que dificulta la defección letal. En un virus RNA cada mutación
tendrá un efecto determinado sobre la aportación en trans y sobre la capacidad replicativa en cis y lo
más probable es que, globalmente, no exista una correlación clara entre ambos efectos (es decir, que
las mutaciones que disminuyan Bi aumenten vi o viceversa). Ahora bien, si en un virus RNA existen
regiones importantes del genoma en la que sí exista una correlación, esto puede favorecer o dificultar
la acción de la defección letal. Anteriormente se comentó el ejemplo de de los mutantes defectivos
interferentes de LCMV causados por pequeñas deleciones que alteran la región de reconocimiento
del ribosoma, de manera que no se traducen (motivo por el que son defectivos) y además tienen una
ventaja replicativa, puesto que tienen más probabilidad de unirse a la polimerasa viral, al no tener que
competir el genoma con los ribosomas (Meyer y Southern, 1997). Este caso particular puede darnos
una idea del tipo de mutaciones que se están considerando. Por poner el ejemplo contrario, se cree
que en Picornavirus, existen funciones asociadas a la replicación estrictamente necesarias en cis, de
forma que un genoma incapaz de traducirse no puede replicarse (Ehrenfeld et al., 2010).
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Letalidad, defección y mutagénesis
En el capítulo 8 se estudió el efecto de la letalidad sobre la defección letal. En dicho capítulo
se demostró que, más allá de la llamada letalidad crítica, la presencia de posiciones letales en la
secuencia disminuía el umbral de extinción. Es decir, en presencia de letalidad, la tasa de mutación
necesaria para extinguir a una población es mayor. Este efecto a priori contraintuitivo se debe, como
se ha comentado anteriormente, a que la letalidad disminuye el efecto de la defección, al disminuir la
cantidad de fenotipo mutante-defector en la población, sin aumentar el efecto deletéreo de la tasa de
mutación, puesto que éste, en ausencia de back-mutation, éste sólo depende de la tasa de mutación y
no del coste de eficacia biológica de las mutaciones. En un virus RNA es esperable que este último
efecto no ocurra y que una mayor proporción de posiciones letales en la secuencia se traduzca en un
mayor lastre mutacional7.
Por tanto, en un virus RNA una mayor fracción de mutaciones letales tendrá dos efectos opuestos.
Por un lado, aumentará el lastre mutacional debido al mayor efecto deletéreo de estas mutaciones. Por
otro lado, disminuirá el efecto de la defección letal y, por tanto, el lastre mutacional. El balance entre
ambos fenómenos dependerá, sobre todo, del grado de interacción en trans en el virus.
El que la defección letal se ve perjudicada por mutaciones letales es un hecho que ha sido compro-
bado experimentalmente en el estudio de la interferencia ejercida por mutantes puntuales de FMDV
(Perales et al., 2007). En dicho estudio se comprobó que la coinfección con mutantes de la polimera-
sa incapaces de replicarse no ejercía ningún efecto interferente. A partir de este estudio se consideró
necesario que los defectores pudieran ser capaces de replicarse por sí mismos (o al menos de ser
replicados en presencia de otros virus).
Los estudios más recientes de la fracción de mutaciones letales en virus RNA muestran que para
VSV y el TEV (Tobbaco Etch virus) dicha fracción ronda el 40 %, mientras que en los fagos Qβ,
ΦX174 y F1 se sitúa en torno del 20 % (Sanjuán, 2010). Sin embargo, estos estudios se llevan a cabo
en condiciones en las que no es posible la complementación y, por tanto, bajo la denominación de
mutaciones letales incluyen tanto mutaciones letales como mutaciones “defectivas”, en el sentido de
que podrían ser complementadas en presencia de un virus helper.
Suponiendo que no exista una correlación entre el efecto deletéreo de una mutación y la comple-
mentabilidad de la misma, es evidente que un mutágeno debería tratar de optimizar el efecto deletéreo
de las mutaciones en un virus determinado. De existir dicha correlación, es decir, que las mutaciones
que tienen un mayor efecto sobre la eficacia biológica tienen una menor tendencia a ser complemen-
tadas en trans, este resultado aparentemente obvio podría ser cuestionable, ya que podría depender
del grado de interacción en trans global o promedio del virus.
Defección letal y MOI: Componentes de la defección letal
En esta Tesis se ha demostrado que en la defección letal pueden distinguirse dos componentes:
por un lado, las dinámicas de coinfección entre virus viables y virus defectores, que tienen lugar
exclusivamente a altas multiplicidades de infección. Por otro lado, la acción interferente que los de-
fectores producidos durante el proceso de replicación intracelular del virus pueden ejercer sobre ese
mismo proceso de replicación. Este último mecanismo, que probablemente sea el mecanismo clave
de la defección letal, es independiente de la multiplicidad de infección y, por tanto, en principio,
actuaría bajo cualquier condición. Este resultado demuestra que aunque la defección letal se ve afec-
tada por los cambios de tamaño poblacional que ella misma induce, su efecto puede continuar siendo
relevante incluso a bajas multiplicidades de infección. Aun así, teniendo en cuenta estas dos compo-
7Estudios preliminares en paisajes NK en ausencia de interacciones en trans llevados a cabo por el autor apuntan en esta
dirección.
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nentes, podría pensarse que aquellas infecciones que tengan lugar en condiciones que permitan una
mayor multiplicidad de infección local serán más susceptibles a la mutagénesis. Así, por ejemplo, la
mutagénesis letal sería en principio más eficaz en aquellas infecciones que se desarrollen en tejidos
frente a las que tengan lugar en el torrente sanguíneo, y presumiblemente también será más eficaz en
órganos y tejidos poco irrigados que en aquellos con gran irrigación sanguínea, ya que en esos casos
la multiplicidad de infección local sería, presumiblemente, más alta.
Por otro lado, es posible que en cada virus RNA, debido a sus características biológicas parti-
culares, pueda tener un mayor peso una u otra de las componentes de la defección letal. Aún en el
caso de que la autodefección sea la componente de menor peso, el efecto de la defección letal no
puede ser simplemente descartado. Aunque cuando no se considera esta componente, el umbral de
extinción no depende del grado de interacción en trans, el tamaño poblacional a tasas de mutación
bajas o intermedias sí que lo hace, por lo que cuanto mayores sean las interacciones en trans, menor
sería la carga viral del virus RNA. Al hacer modelos teóricos de mutagénesis letal se ha tendido a
pensar en la eficacia de una terapia en términos de su umbral de extinción, sin embargo, una bajada
significativa de la carga viral, aun sin conseguir la extinción de la población, puede ser un avance
clínico muy importante, debido a la mejora y alargamiento de la vida de los pacientes. En realidad,
esto es precisamente lo que ha conseguido la terapia HAART en los pacientes infectados con HIV-1.
Es decir, aún en el caso en que no fuese posible extinguir un virus RNA utilizando simplemente un
mutágeno, los fármacos mutágenos podrían ser usados como fármacos adyuvantes en combinación
con otros fármacos (aunque hay que considerar los límites de las terapias de combinación que impli-
can mutágenos, (Iranzo et al., 2011)) o incluso con inmunoterapia (Domingo et al., 2012). En estas
condiciones, cuanto mayor fuese la componente de defección letal en un virus RNA, mayor sería el
efecto de la mutagénesis sobre el mismo, incluso aunque el efecto atenuante de la densidad sobre la
defección letal fuese significativo .
Infecciones persistentes y líticas. Modos de replicación
Algunos autores han criticado la posibilidad de defección letal afirmando que sólo podría te-
ner lugar en infecciones persistentes, pero no en infecciones líticas (Steinmeyer y Wilke, 2009). Por
otra parte, la defección letal debida a extinción estocástica o inducida por ruido (Iranzo y Manrubia,
2009) no puede explicar la extinción de la población cuando se producen cuellos de botella de for-
ma continuada (Manrubia et al., 2010). Sin embargo, como se comentó en la introducción, existen
evidencias experimentales que indican que la defección letal puede actuar también en infecciones lí-
ticas. El modelo presentado en el capítulo 12, en el que se considera que la población interacciona en
grupos de tamaño variable, podría representar un ejemplo de infecciones líticas, comprobándose que
la defección puede favorecer la extinción por la alteración del equilibrio de selección/mutación aun
en infecciones líticas, algo que no había sido mostrado hasta ahora. En este sentido sería interesante
desarrollar modelos más avanzados que tuviesen en cuenta de forma explícita la dinámica celular para
poder comparar si la defección letal es más eficaz en infecciones líticas o en infecciones persistentes.
Recientemente, diferentes trabajos han estudiado la importancia del modo de replicación de los
virus RNA en la acumulación de mutaciones en su genoma, el umbral de error, etc. (Sardanyés et al.,
2009; Sardanyés y Elena, 2011; Sardanyés et al., 2012). Básicamente, existen dos posibles modos
extremos de replicación: el llamado stamp-machine (SMR) en el que todos los genomas proceden
de un único genoma original que es replicado en serie, y el modo geométrico (GR) en el que cada
genoma da lugar a una copia de sí mismo, esa copia a otra y así sucesivamente. Para una misma tasa
de mutación por nucleótido, en el SMR las mutaciones se acumulan en los genomas replicados según
una distribución de Poisson, mientras que en el GR lo hacen según una distribución Luria-Delbrück
(Sardanyés et al., 2009), siendo la frecuencia de mutación media por genoma mucho mayor en este
segundo caso. En general, los virus tienen modos de replicación “intermedios”, en parte SMR y en
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parte GR, pero la contribución de cada modo depende del virus en cuestión (Sanjuán et al., 2010)
y, en teoría, dichas contribuciones pueden estimarse a partir de la distribución de mutaciones que da
lugar el virus.
Aunque en este trabajo no se hayan tenido en cuenta los posibles modos de replicación, eviden-
temente pueden ser un factor importante en la extinción de los virus por mutagénesis letal. En primer
lugar, suponiendo una tasa de mutación por nucleótido similar, cuanto más componente GR tenga
el modo de replicación de un virus, más mutaciones acumulará en la población (Sardanyés et al.,
2009) y, por tanto, más susceptible será a un aumento en la tasa de mutación. Es decir, aquellos virus
con mayor componente GR serían un target más prometedor para terapias de mutagénesis letal. Sin
embargo, la comparación entre ambos sistemas en ausencia de mutaciones (Sardanyés et al., 2012)
ha mostrado que el modo de replicación SMR es más sensible a cambios en la eficacia biológica, de
manera que el sistema se extingue antes cuanto mayor sea su componente SMR.
Por otro lado, el modo de replicación puede afectar también a la defección letal en dos sentidos. En
primer lugar, en principio parece que los modos de replicación tipo SMR tienen más probabilidad de
presentar un menor grado de interacción en trans que los modos de replicación tipo GR. En segundo
lugar, también parece probable que cuanto mayor sea la componente SMR del modo de replicación,
menor será el efecto de la autodefección, la defección causada por mutantes que interfieren en el
propio proceso de replicación. Es decir, el modo de replicación puede ser una de las condiciones
que hagan que en un virus RNA tenga mayor o menor importancia cada una de las componentes
de la defección letal. Sin embargo, hasta donde sabemos, la relación entre modo de replicación e
interacciones en trans no se ha estudiado. La inclusión del efecto del modelo de replicación en los
modelos de cuasiespecies que interaccionan en trans, así como el estudio de sus consecuencias para
la extinción, es una de las perspectivas para ampliar este trabajo en un futuro.
13.7. Algunas reflexiones sobre la mutagénesis letal
Si en la sección 5 de esta discusión se repasaron críticamente los modelos y suposiciones utili-
zadas a lo largo de esta Tesis y en la sección 6 se ha tratado de extrapolar los resultados obtenidos
con dichos modelos a los virus RNA, el objetivo de esta última sección es considerar algunas de
las posibles limitaciones y dificultades que puede plantear el propio concepto de mutagénesis letal,
los posibles mecanismos contrarrestantes a estas dificultades y, finalmente, algunas soluciones que
pueden intuirse a la luz de éste y otros trabajos. La mayor parte de lo presentado en esta sección no
se deriva directamente de los resultados presentados en esta Tesis, sino que surge de una forma más
tangencial, a partir de la contextualización de los mismos y, en general, del contacto del autor con
el campo más amplio que supone el estudio de la mutagénesis letal. Por este motivo, se ha decidido
presentarlas al final del trabajo, como una serie de reflexiones sobre la temática general del mismo.
Posibles problemas de la mutagénesis letal
La extinción de los virus RNA mediante la acumulación de mutaciones se presenta como una
prometedora terapia antiviral, principalmente porque su aproximación es completamente diferente y,
por tanto, también complementaria a las terapias clásicas basadas en inhibidores de la replicación o
de otros procesos virales. Sin embargo, como cualquier otra posible terapia antiviral, no está exenta
de problemas, algunos de los cuales deben ser planteados y tenidos en cuenta a la hora de buscar
implementaciones clínicas que sean más eficaces y seguras.
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Resistencias
Al igual que cualquier otra terapia antiviral conocida hasta ahora, la mutagénesis letal no está
exenta del riesgo de aparición de mutantes resistentes. Básicamente, se podrían definir dos posi-
bles tipos generales de resistencia a mutágeno: las resistencias fármaco-específicas y las resistencias
fármaco-inespecíficas. Entre las primeras estarían los mutantes clásicos de resistencia a fármaco, en
este caso, un mutágeno, en los que la polimerasa viral es capaz de reconocer y discriminar el fár-
maco en cuestión, evitando su incorporación (Sierra et al., 2007). Existe además otro mecanismo de
resistencia fármaco-específico que se basa en la modulación del tipo de transición inducida por un
mutágeno, aunque hasta la fecha sólo ha sido descrito una vez (Agudo et al., 2010). Entre los posibles
mecanismos de resistencia fármaco-inespecíficos estarían los llamados “mutantes de fidelidad” que
son virus cuya RNA polimerasa es capaz de introducir un menor número de mutaciones en el geno-
ma tanto en presencia como en ausencia de fármaco mutágeno (Pfeiffer y Kirkegaard, 2003, 2005;
Vignuzzi et al., 2006; Coffey et al., 2011),y la llamada supervivencia del más robusto, que implica
la evolución del virus hacia regiones más robustas mutacionalmente del espacio de secuencias. Sin
embargo, aunque este último fenómeno como tal sí ha sido observado experimentalmente (Codoñer
et al., 2006; Sanjuán et al., 2007; Graci et al., 2012), no se ha comprobado que el tratamiento con
mutágenos aumente la robustez mutacional de LCMV (Martín et al., 2008), ni tampoco que un vi-
rus haya escapado a tratamientos mutagénicos aumentando su robustez. Por otro lado, un reciente
modelo teórico considera difícil que pueda tener importancia frente a la mutagénesis letal, debido,
fundamentalmente, a la diferencia en las escalas de tiempo de ambos fenómenos (O’Dea et al., 2010).
Merece la pena destacar que si bien todos los tipos de resistente deben presentar una mayor
eficacia biológica que el genoma wild-type en presencia de mutágeno, entre ellos pueden presentar
diferencias en la acumulación de mutaciones en el virus, debido a sus diferentes mecanismos. Un
resistente “clásico” que evita la incorporación de mutágenos hace que la tasa de mutación del virus no
varíe y, por tanto, que no existan diferencias entre la frecuencia de mutaciones respecto a la situación
en la que no hay mutágeno8. Los resistentes basados en modulación del tipo de mutaciones presentan
una tasa de mutación aumentada pero, además, un cambio claro en el tipo de mutaciones inducidas
por el mutágeno en cuestión (Agudo et al., 2010). Un mutante de fidelidad presentará una menor
frecuencia de mutaciones que el wild-type tanto en presencia como en ausencia del fármaco mutágeno.
Por último, los mutantes de mayor robustez deberían presentar frecuencias de mutación comparables
al wild-type en presencia y ausencia de mutágeno, pero dichas frecuencias deberían tener efectos
completamente distintos sobre la eficacia biológica del mismo (Graci et al., 2012).
Existe además una diferencia crucial entre los dos mecanismos de resistencia. La resistencia es-
pecífica a fármacos puede, en principio, combatirse utilizando combinaciones de mutágenos, tal y
como se ha hecho exitosamente para los inhibidores de la replicación y la proteasa en el caso del
HIV (la llamada HAART, Highly Active Anti-Retroviral Therapy). Sin embargo, debido a su carácter
teóricamente inespecífico, los mutantes de fidelidad podrían ser inmunes a los efectos de la terapia de
combinación de mutágenos, ya que un aumento inespecífico de la fidelidad podría afectar de forma
similar a los diferentes mutágenos. La base de la terapia de combinación es que es altamente impro-
bable que se encuentren en la población o que aparezcan dobles o triples mutantes resistentes a dos
o tres fármacos. Sin embargo, si la mutación de fidelidad es suficientemente inespecífica (ya que, al
menos sobre el papel, es posible pensar que los incrementos de fidelidad podrían ser parciales, por
ejemplo frente a transiciones, transversiones o cambios específicos de nucleótidos) no sería necesario
un doble mutante. Por otro lado, si se tiene en cuenta el fenómeno de la memoria de cuasiespecies
(Ruiz-Jarabo et al., 2000; Domingo et al., 2001b), la aparición de mutantes de fidelidad no podría
ser combatida retirando el fármaco mutágeno, ya que esto podría dar lugar a que la población fuese
8Por simplificar se supone que el efecto de la resistencia es total. Por supuesto, podría ser parcial y, por tanto, disminuir
el efecto del mutágeno presentando una tasa de mutación mayor que en ausencia del mismo
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rápidamente dominada por una variante de alta tasa de mutación y, viceversa, al aplicar de nuevo cual-
quier otro mutágeno tendría el riesgo de que la variante de mayor fidelidad volviese a ser mayoritaria
en la población.
Debido a su altísima variabilidad genética, sus altos tamaños poblacionales y su relativa simplici-
dad genética, la aparición de resistencias a fármacos en virus RNA debería ser asumido, a día de hoy,
como un proceso prácticamente inevitable. Los problemas planteados por la aparición de resistencias
no presentan, por tanto, ninguna diferencia con respecto al resto de terapias antivirales. Sin embargo,
la cuestión se complica cuando se considera el fenómeno que se ha denominado mutagénesis subletal.
Mutagénesis subletal
El segundo gran problema que presentan las terapias basadas en mutágenos es la llamada “mu-
tagénesis subletal”, es decir, un aumento de la tasa de mutación pero sólo hasta niveles inferiores
a los necesarios para extinguir al virus. Teniendo en cuenta el papel de las mutaciones en la evolu-
ción, algunos autores han planteado que dosis subletales de un fármaco mutágeno pueden aumentar
la adaptabilidad del virus, lo que puede ser clínicamente contraproducente (Pillai et al., 2008). Esto
puede ser especialmente importante en el caso de tratamientos prolongados en pacientes crónicos, en
los que aumenta la probabilidad de que se produzcan saltos en las tomas de fármacos o interrupcio-
nes puntuales del tratamiento. Debido al carácter esencialmente básico del trabajo presentado en esta
Tesis, la mutagénesis subletal no se ha considerado explícitamente en el desarrollo de los modelos,
pero es un fenómeno que se ha tenido en mente durante gran parte del trabajo.
La mutagénesis subletal tiene una relación muy estrecha con el primero de los problemas señala-
dos, la mayor probabilidad de aparición de fenotipos resistentes. En primer lugar, dosis subletales de
mutágeno podrían aumentar la probabilidad de que aparezcan variantes resistentes a mutágenos, tal y
como ocurre para otros fármacos (Iranzo et al., 2011; Perales et al., 2011a) y como ha sido demos-
trado experimentalmente en el caso de las mutaciones que insensibilizan a ribavirina en el virus de
la fiebre aftosa. Así, mientras que es posible obtener un mutante resistente a ribavirina (denominado
M296I, por la mutación que confiere tal resistencia) cuando se le somete a pases seriados en presencia
de concentraciones crecientes de ribavirina (Sierra et al., 2007), cuando el virus se enfrenta a altas
concentraciones de ribavirina desde un inicio, dicho virus no se impone y la población se extingue
(Perales et al., 2009), a pesar de que dicha mutación puede encontrarse en bajas proporciones en
poblaciones que no han sido tratadas en presencia de ribavirina (Perales et al., 2011b).
Adicionalmente, la relación entre resistencia y mutagénesis subletal también funciona en la otra
dirección, ya que una de las posibles consecuencias de los mutantes resistentes (bien los de fideli-
dad o bien los farmacoespecíficos) sería hacer que dosis letales de mutágeno se conviertan en dosis
subletales, con los riesgos mencionados previamente. Las resistencias a fármacos no son absolutas,
sino, como buen ejemplo de la acción de la selección natural, son resistencias parciales que suelen
ir ganando eficacia biológica gracias a mutaciones compensatorias. La consecuencia de un mutante
de resistencia o de fidelidad es que incorporaría menos mutaciones por genoma, lo que desplazaría
a la cuasiespecie a una región de mutagénesis subletal, con el problema adicional, al menos sobre el
papel, de que en dicha región el aumento de la adaptabilidad haría más probable la adquisición de
mutaciones compensatorias.
Uno de los puntos clave de la teoría de cuasiespecies es que, debido a la enorme variabilidad
genética de los virus RNA, los fenotipos resistentes pueden estar presentes en la población antes de
que ésta entre en contacto con el fármaco (Najera et al., 1995; Domingo et al., 2006). La expansión
del espectro de mutantes que implicaría una situación de mutagénesis subletal podría acentuar este
proceso, con sus indeseables consecuencias a nivel clínico. El problema se agrava porque la relación
entre mutaciones deletéreas y beneficiosas en una cuasiespecie depende del grado de adaptación de
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una cuasiespecie a su entorno (Stich et al., 2010; Lalic et al., 2011), de forma que la proporción de
mutaciones beneficiosas potenciales aumentará al ir acumulando la cuasiespecie mutaciones deleté-
reas. De esta forma, cuanto más mutaciones deletéreas acumule un individuo, más probable es que
aparezca una mutación beneficiosa, claro que, como se verá, más adelante, el efecto diamante en la
basura, predice que menos probable será que dicha mutación se imponga. Teniendo esto en cuenta,
existe un problema adicional en el caso de la mutagénesis subletal, y es que el riesgo de la apari-
ción de resistencia se extiende a otros fármacos además del mutágeno al que se está enfrentando el
virus RNA lo que, como se verá a continuación, puede dar lugar a interacciones antagonistas entre
fármacos.
Interacciones antagonistas entre fármacos
Otro ejemplo reciente de las consecuencias que pueden tener las dosis subletales de mutágenos es
cambiar el resultado de la interacción con otros fármacos, por ejemplo, los inhibidores de la replica-
ción (Iranzo et al., 2011). En este caso, para determinadas dosis de mutágeno e inhibidor se observa
que su acción combinada es antagónica -el mutágeno disminuye el efecto del inhibidor-, en vez de
sinérgica, debido, fundamentalmente, a la mayor probabilidad de aparición de mutantes resistentes al
inhibidor a tasas de mutación subletales. Este fenómeno es uno de los primeros ejemplos que consi-
dera que una interacción entre fármacos puede estar mediada no por interacciones entre ambos a nivel
químico o bioquímico, sino a un nivel evolutivo (Iranzo, Comunicación Personal). En principio, este
mecanismo de interferencia entre mutágenos y otros fármacos debido a un incremento en la probabi-
lidad de que surjan mutaciones de resistencia debería ser universal, aunque, por supuesto, el rango de
parámetros en el que se manifestaría sería diferente en cada caso (Iranzo et al., 2011).
También existen indicios de que pueden existir mecanismos adicionales de interferencia entre
fármacos. Por ejemplo, el tratamiento con un inhibidor como el cloruro de Guanidinio disminuye
el efecto interferente de mutantes puntuales defectores cuando estos se transfectan junto a mutantes
viables (Perales et al., 2009), aunque se desconocen las causas y mecanismos implicados en este
fenómeno.
Fenómenos que contrarrestan los problemas de la mutagénesis letal. Limitaciones a la
adaptabilidad
Los problemas planteados hasta ahora consideraban el efecto que la evolución puede tener a la
hora de dificultar la acción de los fármacos mutágenos y, como tales, deberían ser tenidos en cuenta
a la hora de investigar tanto los fármacos como las terapias antivirales basadas en la mutagénesis
letal. Sin embargo, también existen mecanismos a través de los cuales la evolución puede contra-
rrestar, aunque sea parcialmente, los problemas planteados anteriormente. Dichos problemas surgían,
esencialmente, del teórico aumento de adaptabilidad que podría causar el aumento (subletal o no) de
la tasa de mutación. La adaptación es el resultado de la aparición e imposición en la población de
mutaciones beneficiosas, es decir, que aumenten la eficacia biológica. Sin embargo, es posible con-
siderar diferentes mecanismos por los que la adaptación puede verse dificultada en condiciones de
mutagénesis letal.
Constricciones evolutivas
Por alta que sea la capacidad adaptativa de los virus RNA, en todos los virus existen constriccio-
nes evolutivas que pueden hacerles incapaces de desarrollar resistencias a un fármaco u otra terapia
concreta. El caso de la vacuna contra la poliomielitis es paradigmático en este sentido, pero, des-
graciadamente, casi sesenta años después de su desarrollo parece ser más la excepción que la regla.
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Igualmente, por ejemplo, ocurre con los mutantes de fidelidad: mientras que en poliovirus surgen
gracias a una única mutación en la polimerasa (por lo que aparecen con relativa facilidad), no se
ha conseguido obtener mutantes de fidelidad en el virus de la fiebre aftosa, a pesar de que ambos
virus pertenecen a la familia Picornaviridae. De hecho, el que dos grupos obtuviesen de forma in-
dependiente el mismo mutante de fidelidad de poliovirus (el mutante con la substitución G64S en la
polimerasa) ha sido tomado como ejemplo de que las opciones para escapar a los fármacos mutágenos
aumentando la fidelidad de la polimerasa pueden ser limitadas (Vignuzzi y Andino, 2010).
Tamaño poblacional
Al aumentar la tasa de mutación de un virus RNA, la población de dicho virus disminuye, debido
al aumento del lastre mutacional. Por supuesto, la disminución de la población será mayor o menor
dependiendo de cuánto aumente la tasa de mutación. La disminución de la población necesariamente
va a disminuir la capacidad adaptativa de la población, puesto que disminuye la ocupación del espacio
de secuencias. Además, un menor tamaño poblacional va a dificultar la imposición de las mutaciones
beneficiosas que surjan y puede aumentar la fijación de mutaciones deletéreas por efectos de tamaño
finito tipo trinquete de Müller (Cuevas et al., 2009).
Efecto Diamante en la basura
El efecto diamante en la basura (del inglés, Ruby in the Rubbish) (Peck, 1994) considera que
la probabilidad de que una mutación beneficiosa de pequeño efecto se imponga en una población
depende del contexto de mutaciones en la que surja. Así, por ejemplo, si una mutación beneficiosa
surge en un individuo con varias mutaciones deletéreas la probabilidad de que dicha mutación se fije
es menor. Precisamente esto es lo que se esperaría encontrar en un caso de mutagénesis subletal en
el que la mayoría de las mutaciones beneficiosas surgirían en el contexto de genomas con una o más
mutaciones deletéreas, impidiendo que se imponga en la población. Es decir, el efecto diamante en
la basura puede disminuir considerablemente la adaptabilidad causada por la mutagénesis subletal,
sea ésta causada por concentraciones subóptimas de fármaco o por la aparición de mutantes resisten-
tes. De hecho, recientemente se ha observado que una historia de mutagénesis previa con ribavirina
dificulta que se impongan los resistentes a cloruro de Guanidinio en el virus FMDV (Perales et al.,
2011a) , lo que podría suponer un ejemplo de este efecto.
Sin embargo, esta hipótesis no tiene en cuenta que, como se comentó anteriormente, la relación
entre mutaciones deletéreas y beneficiosas depende crucialmente del grado de adaptación del indivi-
duo en dicho momento, es decir, de su posición relativa en el paisaje de eficacia biológica (Stich et al.,
2010; Lalic et al., 2011), lo que podría alterar las conclusiones de la misma.
Interferencia clonal
La interferencia clonal es un fenómeno por el cual, en ausencia de recombinación o mecanismos
sexuales, la competición entre dos o más mutaciones beneficiosas puede llevar a la pérdida de una por
imposición de la otra, así como a que la mutación que finalmente se impone tarde más en hacerlo. En
aquellos virus RNA que no presenten una gran tendencia a la recombinación, este fenómeno puede
ser importante a la hora de minimizar el efecto de la mutagénesis subletal.
Mutagénesis subletal y defección
El rango de tasas de mutación en el que el virus se encuentra en una situación de mutagénesis
subletal estará situado, aproximadamente, entre el umbral de extinción y la tasa de mutación basal de
dicho virus. Puesto que la defección letal hace que el virus se extinga a menores tasas de mutación,
en teoría debería reducir el rango de mutagénesis subletal. Es decir, si las tasas de mutación y el
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efecto de las mutaciones son comparables, el riesgo de mutagénesis subletal será menor en los virus
con mayor grado de interacción en trans. Hasta la fecha no se han obtenido diferencias significativas
en la tasa de mutación, o en el efecto promedio de las mutaciones en la eficacia biológica, entre los
virus ssRNA(+) y los virus ssRNA(-) (Holmes, 2009; Sanjuán et al., 2010). Sin embargo, sí parece
claro que estos últimos virus tienen más tendencia a producir partículas defectivas interferentes, de
donde es posible inferir que durante un proceso de mutagénesis la componente de defección letal será
mayor, lo que, al menos en teoría, podria disminuir el riesgo asociado a la mutagénesis subletal.
Posibles soluciones para maximizar el efecto de la mutagénesis letal
En la sección 13.2.1 de la discusión se han visto los tres principales problemas que se le plantean
a la mutagénesis letal: la posible aparición de resistencias, la mutagénesis subletal y la interacción
antagonista entre fármacos que, como se vio, no son ni mucho menos fenómenos independientes.
Además de los fenómenos evolutivos que pueden contrarrestar, al menos en teoría, estos problemas,
es posible proponer algunas posibles soluciones para que las terapias antivirales basadas en mutágenos
traten de minimizarlos.
A la vista de los resultados de esta Tesis, estas soluciones podrían implementarse según dos po-
sibles líneas. Por un lado, maximizar el efecto de la defección, ya que ésta favorece la extinción por
mutagénesis. Por otro lado, tratar de maximizar el efecto deletéreo de las mutaciones así como tratar
de maximizar la proporción de mutaciones deletéreas que puede inducir el fármaco, ya que esto mi-
nimiza la posibilidad de que aparezcan y se impongan mutantes resistentes. A la luz de lo visto en los
capítulos 8 y 9 de esta Tesis, ambas líneas podrían actuar de forma antagónica, puesto que un mayor
efecto deletéreo de las mutaciones no complementables (o una mayor fracción de mutaciones letales)
disminuye el efecto de la defección. Debido a esto, cuál de las dos líneas debería tener más peso de-
bería ser función de lo propenso que sea el virus a la defección letal, lo que se discutió anteriormente
en esta discusión.
Interacciones sinérgicas con fármacos mutágenos
Anteriormente se ha visto que Iranzo et al. (2011) presentaron un ejemplo de interacción antago-
nista entre fármacos debido a interacciones de tipo evolutivo. Esta idea permite plantear si es posible
que ocurra lo contrario, es decir, si existen fármacos capaces de actuar sinérgicamente al combinarse
con fármacos mutágenos debido a interacciones de tipo evolutivo. Por supuesto, esta pregunta puede
extenderse a otras combinaciones de fármacos no mutagénicos, pero dada la temática de esta Tesis
esta sección se limitará en el primer caso.
Teniendo en cuenta lo visto a lo largo de esta Tesis, un fármaco que aumentase el efecto de la
defección actuaría de forma sinérgica con un fármaco mutágeno. El efecto de la defección depende
de varios factores, siendo mayor cuanto:
más interaccionan en trans los virus dentro de la célula,
mayor es la ventaja selectiva en cis de los mutantes defectores respecto a los mutantes viables
mayor sea el número de virus que interaccionan por célula,
mayor sea el efecto deletéreo de las mutaciones complementables, y menor el efecto de las
mutaciones no complementables.
Desde mediados de los años 70 se sabe que existen diferentes tratamientos que aumentan la pro-
porción de DIP (defective interfering particles, partículas defectivas interferentes) que se producen
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en poliovirus: las diminuciones de temperatura 150 minutos después de la infección (pero no la repli-
cación a baja temperatura desde un principio, que disminuye la proporción de DIP), o el tratamiento
con cicloheximida, un potente inhibidor de la síntesis de proteínas (Cole y Baltimore, 1973). Es de-
cir, existen condiciones y tratamientos que aumentan la producción de DIP cuando coinfectan con su
virus helper. Por supuesto, está por ver si esto es verdad para todo tipo de defector o sólo para las
DIP, ya que las DIP suelen ser genomas con grandes deleciones, mientras que lo lógico es que la
mayor parte de los defectores producidos durante la mutagénesis letal se deban a mutaciones puntua-
les. Sin embargo, dicho resultado al menos señala que quizás sea posible actuar farmacológicamente
para aumentar la producción de defectivos, aunque, en realidad, a día de hoy parezca difícil imaginar
cómo.
Anteriormente se ha comentado que el tratamiento con cloruro de Guanidinio reduce la interfe-
rencia ejercida por mutantes defectores puntuales (Perales et al., 2009). Esto sugiere que, en presencia
de mutantes defectores, inhibir la replicación del RNA viral puede tener efectos contradictorios. Por
supuesto, reducirá la carga viral, pero al inhibir la replicación de los defectores reduce su acción in-
terferente y, por tanto, puede disminuir la acción de la defección letal. Aunque este fenómeno no ha
sido estudiado con más detalle, teóricamente, si un inhibidor de la replicación fuese capaz de inhibir
preferentemente las funciones que pueden actuar en trans de la replicación frente a las funciones de
la replicación que actúan exclusivamente en cis estaría dificultando la acción de aquellos defectores
que necesiten replicarse en trans. Y viceversa, si un inhibidor de la replicación fuese capaz de inhibir
preferentemente las funciones en cis frente a las funciones en trans, estaría favoreciendo la acción de
la defección letal.
En LCMV, se ha descrito una clase de partículas defectoras interferentes producidas por pequeñas
deleciones que impiden su traducción, de forma que podrían adquirir una ventaja selectiva frente
a los genomas que deben traducirse (Meyer y Southern, 1997). Por otro lado, anteriormente se ha
señalado que en poliovirus, la inhibición tardía de la traducción celular favorece la producción de
DIP (Cole y Baltimore, 1973), a pesar de que en picornavirus la replicación parece ser dependiente de
funciones que actúan exclusivamente en cis. Estos resultados apuntan a qué, especialmente en virus de
cadena negativa, los inhibidores de la traducción viral podrían actuar sinérgicamente con mutágenos
aumentando la eficacia de la defección letal. En este sentido es necesario remarcar que los virus
presentan muchas veces, aunque no siempre, mecanismos alternativos de iniciación de la traducción
(como los IRES), mecanismos para evitar la traducción de mRNAs celulares (el denominado shut-off ),
o mecanismos para “secuestrar” (hijacking) la traducción celular.
Todas estas posibilidades indican que quizás sea necesario intentar abordar el diseño de las te-
rapias antivirales desde una perspectiva racional, buscando combinaciones de fármacos que tengan
mayor probabilidad de actuar sinérgicamente. Sin embargo, a día de hoy las posibilidades de llevar a
cabo este tipo de abordaje parecen, por el momento, seriamente limitadas.
Mutágenos óptimos
Otra posibilidad para aumentar la eficacia de la mutagénesis letal es tratando de aumentar el
daño causado por los fármacos mutágenos. Esto implica tratar de aumentar la fracción de mutaciones
deletéreas así como el coste medio de eficacia biológica de dichas mutaciones. Esta posibilidad tiene
dos objetivos: minimizar el riesgo de la mutagénesis subletal y, a la vez, minimizar la posibilidad de
que aparezca resistencias al mutágeno u a otros fármacos. Es en este sentido en el que se plantea la
posibilidad de buscar mutágenos “óptimos” para cada virus, entendiendo por mutágeno óptimo aquel
que maximiza el daño sobre el virus.
Existen diferentes características virales que pueden ser consideradas a la hora de maximizar el
daño que un mutágeno causa en un virus RNA. Una primera opción sería aquel que maximizase
la probabilidad de que aparezcan codones STOP, que darían lugar a mutantes seriamente dañados:
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letales o defectivos. Una segunda opción sería maximizar el daño producido por el cambio de codones,
es decir, intentar maximizar el número de mutaciones no sinónimas y que además produzcan grandes
cambios en el tamaño y características químicas de los aminoácidos codificados.
Ahora bien, en principio podría dudase de si este tipo de efectos serían lo suficientemente signi-
ficativos como para que deban considerarse a la hora de seleccionar o diseñar un mutágeno. Existen
algunos indicios de que el tipo de mutaciones que genere un mutágeno puede ser importante. En pri-
mer lugar, se sabe que la frecuencia de nucleótidos y dinucleotidos de un virus RNA está sujeta a
evolución (Greenbaum et al., 2008), al igual que la distribución de codones (Pintó et al., 2007), lo
que indica que modificar ambas características pueden tener consecuencias para la eficacia biológica
del virus. Mucho más importante, se sabe que el tipo de transiciones que causa un mutágeno puede
ser crucial a la hora de inducir la extinción o no del virus. Uno de los mecanismos de resistencia a
mutágenos comentados anteriormente, la modulación del tipo de transiciones (Agudo et al., 2010),
se basa precisamente en esto. En el trabajo que describe este fenómeno es posible observar que para
una frecuencia de mutaciones similar, el tipo de transiciones inducidas por el mutágeno es lo que
determina si el virus se extingue o no.
Por último, el carácter óptimo de un mutágeno podría destacarse delimitando el rango de actua-
ción en el que se quiere que actúe de forma óptima. Por ejemplo, podrían buscarse mutágenos cuyo
efecto sea especialmente deletéreo (proporcionalmente) a bajas tasas de mutación, con el objetivo de
minimizar el riesgo de la mutagénesis subletal. O también podrían buscarse fármacos mutágenos que
actuasen de forma óptima en regiones concretas del virus, por ejemplo en la polimerasa viral para mi-
nimizar el surgimiento de resistencias a inhibidores, o en regiones con alta tendencia a interaccionar
en trans, para maximizar la defección.
También se puede intentar optimizar no ya la acción de un mutágeno concreto, sino de com-
binaciones de mutágenos. En vista de la posibilidad de que dos fármacos interaccionen de forma
antagónica o sinérgica debido a causas evolutivas, a la hora de diseñar posibles combinaciones habría
que tener en cuenta, además de, obviamente, las posibles interacciones de tipo químico o farmaco-
lógico, las posibles interacciones genéticas y evolutivas. Es posible identificar al menos dos posibles
interacciones de este tipo. En primer lugar, sería interesante estudiar in silico qué combinaciones de
mutágenos podrían actuar de manera sinérgica o antagónica a nivel de cambios en el genoma. En
segundo lugar, habría que intentar minimizar las resistencias cruzadas entre ellos. Es decir, tratar de
evitar que una variante resistente a un primer mutágeno sea resistente a otro mutágeno, por ejemplo,
utilizando mutágenos con estructuras químicas lo más diferentes posibles.
Incluso, en un futuro, si se llegasen a conocer con mayor precisión las bases moleculares que
determinan la fidelidad de las RNA polimerasas virales, se podría llegar a intentar diseñar mutáge-
nos estructuralmente antagónicos, de manera que la resistencia específica a uno de ellos aumentase la
acción mutagénica del otro. Sin embargo, dado el conocimiento actual de dichos mecanismos molecu-
lares y teniendo en cuenta que los determinantes de fidelidad no tienen por qué estar en las cercanías
del centro activo, seguramente esta posibilidad sea bastante remota.
Mutágenos que desplazan el marco de lectura
Otra estrategia que puede utilizarse para maximizar la eficacia de la mutagénesis letal es el desa-
rrollo de fármacos mutágenos que desplazan el marco de lectura (MDML, en inglés frameshift mu-
tagens) específicos para dsRNA. Los MDML son mutágenos que introducen pequeñas deleciones o
inserciones en el genoma desplazando el marco de lectura abierta (open reading frame) del RNA, de
forma que las proteínas que se expresan son completamente aberrantes (Roth, 1974). Las mutaciones
inducidas por los MDML dan lugar, por lo tanto, o bien a mutantes letales o bien a mutantes defec-
tivos, dependiendo de si la lesión producida es complementable en trans o no. Es decir, los MDML
son un tipo de mutágenos que producen, simultáneamente, genomas defectivos que favorecen la com-
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ponente de defección letal de la mutagénesis letal y genomas con mutaciones letales que, en teoría,
disminuyen la acción de la misma.
Sin embargo, como se comentó anteriormente, es bastante probable que el hecho de que la leta-
lidad disminuya la acción de la defección letal se compense, en parte, con el efecto que tendría una
mayor producción de mutantes letales frente a la producción de mutantes deletéreos que conserven
su capacidad replicativa9. Sin embargo, los MDML presentan a priori otra serie de propiedades que
pueden hacerles muy interesantes para el desarrollo de terapias antivirales basadas en mutagénesis
letal.
Por supuesto, lo más probable es que la acción de este tipo de mutágenos no escape a la posible
evolución de resistencias. Sin embargo, puesto que las mutaciones que desplazan el marco de lectura
dan lugar mayoritariamente a mutantes letales o defectivos, es difícil que la adición de este tipo
de mutágenos aumente la capacidad de generar resistencias. Es decir, la aparición de resistencias
dependería exclusivamente de la tasa de mutación basal del virus RNA . De esta forma se minimiza, al
menos en teoría, el problema que supone la posible interacción antagónica entre fármacos inhibidores
y mutágenos debido a la sobreproducción de resistencias descrita por Iranzo et al. (Iranzo et al., 2011).
Por otro lado, debido a la propia naturaleza de las mutaciones que producirían este tipo de fármacos,
es muy probable que el riesgo de mutagénesis subletal se minimizase. En última instancia, ésta se basa
en que concentraciones bajas de fármaco mutágeno, al aumentar sólo ligeramente la tasa de mutación
del virus, podrían aumentar su adaptabilidad sin llegar a extinguirlo. Sin embargo, aunque una menor
tasa de mutaciones letales o defectivas debido a concentraciones subóptimas de mutágenos podría no
llegar a extinguir el virus, no parece probable que aumentase la adaptabilidad del mismo. Si se tienen
en cuenta estos dos aspectos conjuntamente, se observa además que los mutágenos MDML podrían
eliminar la retroalimentación que se establece entre mutagénesis subletal y aparición de resistencias
a mutágenos.
Sin embargo, ni la adaptabilidad ni la aparición de resistencias pueden ser completamente descar-
tadas ya que si las deleciones o inserciones ocurren sin alterar el marco de lectura (es decir, si, por
azar, son múltiplos de tres nucleótidos) pueden contribuir a ambos fenómenos. De hecho, se conocen
mutaciones de resistencia a fármacos mediadas por la deleción o inserción de uno o dos aminoácidos
en la enzima RT de HIV (Menendez-Arias et al., 2006).
En general, muchos MDML son agentes intercalantes (Hoffmann y Fuchs, 1997). Los agentes
intercalantes son compuestos químicos que se insertan entre los pares de bases de la doble hélice bien
de DNA o de RNA. Ejemplos de agentes intercalantes son el bromuro de etidio, la acridina y sus
derivados, etc. Debido a su acción intercalante en el DNA muchos de estos compuestos son extrema-
damente tóxicos o cancerígenos (Roth, 1974). Sin embargo, puesto que la doble hélice del dsRNA
se encuentra en conformación A mientras que la doble hélice del dsDNA se presenta mayoritaria-
mente en las células en forma B, quizás sea posible diseñar fármacos intercalantes que maximicen su
afinidad por el dsRNA, característico de la infección viral.
Sin embargo, también existen otros MDML que no son agentes intercalantes, como por ejemplo la
2-hidroxiadenina, o isoguanina, que puede actuar sobre el DNA bien como un mutágeno tradicional,
fundamentalmente dando lugar a transicionesA→ G, o bien produciendo una deleción ∆−1 gracias
a un mecanismo tipo loop-out (Kamiya y Kasai, 1997) dependiendo del contexto de secuencia en el
que se inserte.
Teniendo todo esto en cuenta, la investigación en MDML específicos para RNA puede ser una
nueva vía interesante para desarrollar fármacos mutágenos antivirales.
9Actualmente el estudio de este efecto está siendo llevado a cabo por nuestro grupo.
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En efecto, la cosa no se reduce a su fin, sino que se halla en su desarrollo,
ni el resultado es el todo real, sino que lo es en unión con su devenir

Capítulo 14
Conclusiones
A continuación se presentan las principales conclusiones del estudio realizado a lo largo de esta
Tesis:
1. En el paisaje de eficacia biológica tipo Single-Peak, y similares, el umbral de error surge a
consecuencia de la acción de la selección natural sobre las diferencias de robustez mutacional
y capacidad replicativa de los fenotipos maestro y mutante. Por tanto, en este paisaje de efi-
cacia biológica, la llamada entrada en catástrofe de errror es equivalente a un fenómeno de
supervivencia del más robusto en el seno de la cuasiespecie. En los modelos más simples de
cuasiespecies, dicho fenómeno de supervivencia del más robusto más allá del umbral de error
impide que la población se extinga por acumulación de mutaciones, contrariamente a la idea
tradicional y generalizada, tal y como se expresa en virología. Aunque la existencia de una tasa
de mutación máxima más allá de la cual un virus RNA se extingue sea un hecho comprobado
y fuera de toda discusión, debería ser desligado de los fenómenos conocidos como “umbral de
error” y “catástrofe de error”, independientemente del uso que quiera darse a dicha nomencla-
tura. Igualmente, es necesario reconsiderar si la idea de una “paradoja de Eigen” en el origen
de los sistemas prebióticos puede basarse en el dichos conceptos.
2. La consideración de l “posiciones letales” en la secuencia disminuye el umbral de error en un
paisaje Single-Peak, al disminuir la robustez mutacional del fenotipo mutante, e introduce la
posibilidad de que la población se extinga más allá del umbral de error. La introducción de
mutaciones letales en los modelos de cuasiespecies hace que aparezca lo que se ha denominado
letalidad crítica, es decir, un valor máximo de letalidad más allá del cual desaparece el umbral
de error. En ausencia de interacciones en trans, no se ha observado que la letalidad afecte al
umbral de extinción más allá de la letalidad crítica. Sin embargo, investigaciones en curso del
autor indican que esto se debe a la simplicidad de los modelos utilizados (posiblemente, a
suponer la ausencia de back-mutation) y que, en modelos más complejos, la consideración de
letalidad hace que la población se extinga a menores tasas de mutación.
3. Aplicando conceptos derivados de la teoría de juegos evolutiva se ha observado que la consi-
deración de interacciones en trans en el seno de la cuasiespecie hace que aparezcan fenómenos
de complementación y defección que alteran la interacción entre selección y mutación que da
lugar a la cuasiespecie. La defección disminuye las diferencias de eficacias biológicas entre los
fenotipos que componen la cuasiespecie, disminuyendo la presión de selección, lo que aumenta
el efecto deletéreo de las mutaciones. Esto implica que la defección aumenta la ya de por sí alta
diversidad genética de las cuasiespecies y que disminuye la eficacia biológica absoluta de la
población, es decir, aumenta su llamado lastre mutacional. Si se considera que las interaccio-
nes en el seno de la cuasiespecie no dependen de la densidad poblacional, estos efectos de la
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defección aumentan el umbral de extinción, disminuyendo la tasa de mutación necesaria para
que la población se extinga. Para este mecanismo de extinción se propone el término defección
letal por alteración del equilibro selección-mutación, para distinguirlo de otros mecanismos de
extinción por acción de defectores como la extinción estocástica o inducida por ruido (Iranzo
y Manrubia, 2009). En presencia de interacciones en trans, la consideración de mutaciones le-
tales en el fenotipo mutante-defector aumenta la tasa de mutación necesaria para extinguir a la
población, al disminuir la capacidad interferente de dicho fenotipo.
4. Una descripción completa de la defección letal por alteración del equilibrio selección-mutación
tiene que tener en cuenta dos componentes fundamentales:
Por un lado, las interacciones en trans entre fenotipos defectores y viables cuando ambos
forman un nuevo grupo de interacción (o, en el caso de los virus RNA, infectan un nueva
célula). Esta componente es claramente dependiente de densidad poblacional, de manera
que al disminuir el tamaño de la misma se atenúa su contribución a la extinción. En
último término, de sólo actuar esta componente, el umbral de extinción no dependería de
la presencia de interacciones en trans.
Por otro lado, existe una segunda componente de la defección letal que depende del efecto
interferente que ejercen los mutantes defectores producidos durante el proceso de replica-
ción dentro del grupo sobre los individuos viables producidos en ese mismo proceso. Esta
componente no se ve atenuada al disminuir el tamaño poblacional por lo que, cuando se
tiene en consideración, se observa que la defección aumenta el umbral de extinción. Es
decir, las interacciones en trans y la defección favorecen la extinción de las cuasiespecies
por mutagénesis letal.
5. Los resultados obtenidos y las conclusiones a las que han llevado, deben permitir una mejor
comprensión de la mutagénesis letal en virus RNA. Ello dependerá de que, en el futuro, puedan
plantearse experimentos que confirmen y validen la extrapolación de los modelos mínimos
a los virus RNA presentada en la discusión. De ser así, los resultados de esta Tesis podrían
contribuir a caracterizar qué virus o familias de virus RNA podrían ser más susceptibles, a
priori, a tratamientos basados en fármacos mutágenos.
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Apéndice A
El modelo de cuasiespecies
Como se ha comentado en la sección 1.1.3. de la introducción, el modelo de cuasiespecies fue
desarrollado por Eigen (1971) para estudiar el origen de la información genética en poblaciones de
especies prebióticas con capacidad autorreplicativa. El modelo de cuasiespecies trata de representar
la evolución de este tipo de especies suponiendo que se están replicando en un reactor de flujo como
el que muestra la figura A.1. Para ello tiene en cuenta una serie de reacciones químicas fundamentales
que se detallan a continuación.
Figura A.1: Representación gráfica del modelo clásico de cuasiespecies en un reactor de flujo. Las mo-
léculas Ii son representadas por polímeros de diversa longitud y composición. Existe un flujo de entrada de
monómeros activadas µ∗, un flujo de salida de monómeros desactivados µ, y un flujo de salida de especies au-
torreplicantes, que se ajusta en función de la restricción aplicada al crecimiento. (Tomada de (Küppers, 1983))
En primer lugar las especies poliméricas pueden replicarse mediante un mecanismo template. Este
proceso, en realidad mucho más complejo, puede representarse de una manera simplificada mediante
la reacción bimolecular:
µa + Ii
AiQji−→ Ii + Ij (A.1)
Donde µa representa los monómero energéticamente activados necesarios para la formación de
la nueva especie autorreplicativa, Ii es la especie que actúa como molde para la replicación e Ij la
especie producida por replicación, errónea o no, de Ii. La constante Ai es el llamado factor de ampli-
ficación de la copia i, y es la constante cinética del proceso de replicación. Por supuesto, el proceso
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de replicación no tiene por qué ocurrir de forma exacta, pudiéndose producir mutaciones durante el
proceso. Esta posibilidad viene determinada por el factor Qji, que determina la probabilidad de obte-
ner la especie j a partir de la especie i. Si no se produce ninguna mutación, la especie j es la misma
que la especie i y la reacción puede expresarse de la siguiente forma:
µa + Ii
AiQii−→ 2Ii (A.2)
La tercera reacción es la degradación de la especie autorreplicante Ii, que viene determinada por
el factor de degradación Di:
Ii
Di−→ µd (A.3)
Donde µd son los monómeros energéticamente desactivados. Además de estas reacciones, existe
un flujo de salida de moléculas Ik del reactor, φ0 , a través de la válvula 3, y un flujo de entrada de
monómeros activados en el reactor a través de la válvula 1, a partir de los cuales uno puede controlar
las condiciones del reactor. Sin embargo, las tres reacciones de replicación con y sin mutación, y de-
gradación pueden considerarse las fundamentales del modelo de cuasiespecies que, por tanto, pueden
expresarse en el siguiente sistema general de ecuaciones diferenciales ordinarias:
dxi
dt
= µa
∑
j
AjQijxj −Dixi (A.4)
que habitualmente también se expresa de esta otra forma, sustituyendo el término Qii por Qi, que
se denomina factor de calidad por secuencia:
dxi
dt
= (µaAiQi −Di)xi + µa
∑
j 6=i
AjQijxj (A.5)
recibiendo el primer factor del lado derecho de la ecuación diferencial el término de valor selec-
tivo de la copia en cuestión, al que se le representa por la letra Wi:
Wi = AiQi −Di (A.6)
En general, suponiendo que los factores de amplificación son mayores que los factores de de-
gradación, y siempre que se le suministre monómero activado, este sistema crece indefinidamente
hasta el infinito con una cinética exponencial o malthusiana. Para reproducir el comportamiento de
un sistema real es necesario establecer algún tipo de restricción al crecimiento de la población. Las
tres restricciones más utilizadas son, a) suponer que la concentración de las especies autorreplicativas
dentro del reactor es constante, b) suponer la entrada de un flujo constante de monómero activado
en el reactor de flujo y c) suponer que la suma de las concentraciones de las especies autorreplicati-
vas más las concentraciones de monómero activado y desactivado es constante y, además, que existe
una fuente de energía externa que convierte el monómero inactivo en monómero energéticamente
activado. Sin duda, la más común de todas ellas es la primera, llamada de población u organización
constante ya que matemáticamente es más fácil de analizar. A continuación se presentará el modelo
de cuasiespecies suponiendo la restricción de población constante.
176
A. El modelo de cuasiespecies Extinción y mutación
A.1. Modelo de cuasiespecies con población constante
Al aplicar esta restricción, se está suponiendo que la suma de las concentraciones de todas las
especies autorreplicativas es igual a N :
∑
i
xi = N (A.7)
Para que la suma de las concentraciones de todas las especies en el reactor sea constante, el flujo
de salida debe encargarse de eliminar todas las especies que se produzcan en exceso. Este flujo de
salida, que puede expresarse en forma de reacción química de la forma:
Ii
φ0−→ ∅ (A.8)
se introduce en el sistema de EDO A.5 obteniéndose:
dxi
dt
= (µaAiQi −Di)xi + µa
∑
j 6=i
AjQijxj − φ0xi (A.9)
Al aplicar la condición de restricción constante es común suponer que la concentración de mo-
nómero activado dentro del reactor es bastante superior a la de las concentraciones de especies au-
torreplicantes y que, además, puede mantenerse tamponada mediante los flujos de entrada y salida.
De esta forma puede considerarse aproximadamente constante e introducirse dentro de los factores
de amplificación como si estos fueses constantes de una reacción química de pseudo-primer orden.
Teniendo esto en cuenta, el sistema de EDO A.9 se reduce a:
dxi
dt
= (AiQi −Di)xi +
∑
j 6=i
AjQijxj − φ0xi (A.10)
La condición de población constante
∑
i
xi = N implica que
d
∑
i
xi
dt =
∑
i
dxi
dt = 0. Operando
sobre el sistema de EDO A.9 es sencillo obtener el valor que tiene que adoptar el flujo de salida del
reactor
φ0 =
∑
i
(Ai −Di)xi∑
i
xi
Que se corresponde con la llamada productividad media del sistema, E¯ , de forma que el sistema
de EDO resultante sería, introduciendo el término del valor selectivo, A.6:
dxi
dt
= (Wi − E¯)xi +
∑
j 6=i
AjQijxj (A.11)
El sistema de ecuaciones diferenciales A.11 puede ser linealizado según se muestra en (Schuster
y Stadler, 2008) y posteriormente transformado en un problema de autovalores y autovectores de la
forma:
Wλ = λv (A.12)
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La matriz W viene definida por W = QA − D , donde las matrices A y D son matrices dia-
gonales cuyos elementos son los factores de amplificación, Ai, y degradación, Di, de las diferentes
especies Ii. Por su parte, la matriz Q es la matriz de probabilidades de mutación, cuyos elementos
determinan la probabilidad de obtener a la especie i a partir de la especie j. El autovalor principal del
sistema, λ , es la eficacia biológica promedio de la población en el estado estacionario, y su autovec-
tor derecho asociado ν es la distribución de población en dicho estado estacionario. Es precisamente
esta distribución de poblaciones en el estado estacionario lo que recibe el nombre de cuasiespecies.
Como se ha mostrado recientemente (Wilke, 2005), la cuasiespecie no es más que lo que en genéti-
ca de poblaciones se denomina equilibrio de selección-mutación (ver 1.1.3 para una discusión más
detallada).
A.1.1. Clasificación según distancias de Hamming
En general, los modelos de cuasiespecies suelen considerar como especies autorreplicativas ca-
denas binarias, es decir, secuencias de unos y ceros. Si se considera que todas las posiciones de la
secuencia tienen la misma tasa de mutación, lo que es una simplificación de lo que ocurre en realidad
puesto que la tasa de mutación puede estar influida por el contexto de secuencia, es posible definir
un factor de calidad por dígito promedio, q, de forma que la probabilidad de que una secuencia i se
forme por mutación a partir de una secuencia j viene determinada por:
Qij = q
ν−H(i,j)(1− q)H(i,j) (A.13)
Donde H(i, j) es la distancia de Hamming entre las secuencias i y j, es decir el número de
posiciones distintas de ambas secuencias. Al tener un alfabeto compuesto por dos únicos dígitos,
0 y 1, el número de secuencias posibles de longitud ν es 2ν , que se hace inmanejable incluso para
longitudes de secuencia relativamente pequeñas. Una de las soluciones más habituales es clasificar las
secuencias en función de su distancia de Hamming H(i, j) respecto a la secuencia con mayor factor
de amplificación, la secuencia maestra, en las llamadas clases de Hamming o clases de error. Así, las
2ν posibles secuencias binarias de longitud ν pueden clasificarse en ν + 1 clases de Hamming, Hi.
De esta forma y siguiendo a Nowak y Schuster (1989) la probabilidad de producir una secuencia de la
clase de Hamming Hk a partir de una secuencia de la clase de Hamming Hl viene determinada por:
Qkl =
mı´n(k,l)∑
i=l−ν+k
(
k
i
)(
ν − k
l − i
)
qν
(
1− q
q
)k+l−2i
(A.14)
La clasificación según clases de Hamming no es homogénea sino que el número de secuencias
por clase de Hamming viene definido por el número combinatorio:
nseq (Hi) =
(
ν
i
)
(A.15)
La distribución de individuos por clases de Hamming se observa en la figura A.2, donde se aprecia
que ésta alcanza un máximo para i =
ν
2
.
A.1.2. Modelo simplificado en el paisaje tipo Single-Peak
Un paisaje de eficacia biológica especialmente sencillo y habitualmente estudiado en la literatura
de cuasiespecies es el llamado Single-Peak, o paisaje de un único pico. Este paisaje está formado úni-
camente por dos fenotipos: el maestro (m) y el mutante (k), con diferentes factores de amplificación
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Figura A.2: Distribución del número de secuencias en función de la clase de Hamming para ν = 20. En la
figura se observa que el máximo número de secuencias se alcanza a Hi =
ν
2
= 10 . Cuando la población entra
en catástrofe de error, la distribución uniforme de secuencias, al ser expresada en clases de Hamming adopta
esta forma.
Am y Ak, respectivamente. El fenotipo maestro está formado exclusivamente por aquella secuencia
que tiene mayor eficacia biológica. El fenotipo mutante está formado por el resto de secuencias que
conforman el espacio de secuencias. Por esto motivo, la probabilidad de que se produzca la secuencia
maestra por mutación a partir de una secuencia cualquiera del fenotipo mutante es muy baja, siendo
posible desestimarla, es decir se considera que no hay back-mutation del fenotipo mutante al fenotipo
maestro. Esto quiere decir que el fenotipo maestro tiene un factor de calidad Qm mientras que el
fenotipo mutante tiene un factor de calidad Qk = 1. También es bastante habitual y útil considerar
que el factor de degradación de ambos fenotipos es el mismo Dm = Dk = D, ya que en este caso,
las diferencias reproductivas sólo dependen de la diferencia entre los factores de amplificación, Ai.
El sistema general de EDO que define el modelo de cuasiespecies para el paisaje de eficacia
biológica Single-Peak viene definido por:
dxm
dt
= AmQmxm −Dxm − φ0xm
dxk
dt
= Am(1−Qm)xm +Akxk −Dxk − φ0xk
(A.16)
Particularizando para el caso concreto en el que la concentración de especies autorreplicantes es
constante, el flujo de salida del reactor (φ0), igual a la productividad media del sistema, E, viene
definido por:
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φ0 = E¯ =
(Am −D)xm + (Ak −D)xk
xm + xk
= A¯−D (A.17)
Este sistema de ecuaciones presenta dos estados estacionarios. En el primero están presentes am-
bos fenotipos y es la distribución de población que se denomina cuasiespecie. Este estado estacionario
viene definido por:
xm = N
AmQm
Am −Ak
xk = N
Am(1−Qm)
Am −Ak
(A.18)
El otro estado estacionario viene definido por:
xm = 0
xk = N
(A.19)
Es decir, sólo está presente el fenotipo mutante, o cola de error, de la cuasiespecie. A partir de un
análisis de estabilidad de los estados estacionarios puede mostrarse que el primer estado estacionario
es asintóticamente estable cuando Qm >
Ak
Am
mientras que el segundo estado estacionario sólo es
asintóticamente estable cuando Qm <
Ak
Am
. De esta forma puede establecerse un valor umbral para
el factor de calidad que determina si la población presenta una u otra distribución. Este valor recibe
el nombre de umbral de error de la población:
Qc =
Ak
Am
=
1
σ
(A.20)
donde σ =
Am
Ak
recibe el nombre de superioridad del fenotipo maestro sobre el mutante Puesto
que el segundo estado estacionario sólo es estable a altas tasas de mutación e implica la desaparición
del fenotipo maestro y la presencia exclusiva de la llamada cola de error, suele recibir el nombre de
catástrofe de error (ver sección 1.1.4 de la Introducción).
Una manera muy habitual de medir el efecto de las mutaciones sobre una población es a través del
lastre mutacional. Los llamados lastres genéticos representan la diferencia normalizada entre una la
eficacia biológica promedio de una población, y dicha propiedad en una situación idealizada en la que
uno o más mecanismos genéticos están ausentes. El lastre mutacional es el lastre genético cuando el
mecanismo genético considerado es la mutación. Es decir, es la diferencia entre la eficacia biológica
media que tendría una población si la mutación no actuase, es decir, la eficacia biológica del mejor
fenotipo presente en dicha población W0, y la que presenta población en presencia de mutación, W¯ .
L =
W0 − W¯
W0
(A.21)
Como se está considerando que la tasa de degradación D es la misma para los dos fenotipos, en
el modelo de cuasiespecies clásico con paisaje Single-peak es más util definir el lastre mutacional
respecto al factor de amplificación segun:
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LA =
A0 − A¯
A0
(A.22)
Antes del umbral de error (Qm > Qc), el valor del lastre mutacional es:
LA = 1−Qm (A.23)
Pero más allá del umbral de error es:
LA = 1− Ak
Am
= 1− 1
σ
(A.24)
A.2. Modelo de cuasiespecies con población variable
Como se ha comentado en la introducción, el modelo de cuasiespecies se ha estudiado principal-
mente considerando la restricción de población constante. Es obvio que en este contexto la extinción,
es decir, la desaparición de la población, no está permitida por definición. El estudio de la extinción
de una cuasiespecie necesita, por tanto, que se consideren otro tipo de restricciones, en particular
aquellas que permitan variaciones en la población de especies autorreplicativas. Como se comentó
anteriormente, dos son las restricciones más utilizadas en este sentido: a) considerar que la población
se replica en un reactor de flujo en el cual hay un flujo de entrada constante de monómeros energéti-
camente activados, y b) considerar que la suma de las concentraciones de los monómeros activados,
desactivados y las especies autorreplicativas es constante, existiendo además un proceso de activación
de los monómeros independiente de la replicación. A lo largo de esta Tesis se ha optado por utilizar
esta última restricción para el estudio del modelo de cuasiespecies en condiciones que permitan la ex-
tinción. El modelo considera las siguientes reacciones. En primer lugar las reacciones de replicación
sin y con mutación:
µa + Ii
AiQii−−−→ 2Ii
µa + Ii
AiQji−−−−→ Ii + Ij
(A.25)
La degradación de las especies Ii, da como resultado la producción de monómeros energética-
mente desactivados, con una tasas de degradación Di
Ii
Di−→ µd (A.26)
Donde µd representa el estado energéticamente inactivo del monómero µ. Los monómeros inacti-
vos dan lugar a monómeros activados gracias a una aportación constante de energía externa, con una
tasa kact.
µd
kact−−→ µa (A.27)
Finalmente, los monómeros activados pueden desactivarse espontáneamente, según una constante
kdes para dar lugar a los monómeros inactivos.
µa
kdes−−→ µd (A.28)
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Para simplificar el sistema es posible considerar que la activación del monómero es mucho más
rápida que su desactivación espontánea, es decir que kact >> kdes, en cuyo caso, asumiendo una
hipótesis de estado cuasiestacionario, es posible reducir el sistema a las siguientes reacciones:
µ+ Ii
AiQii−−−→ 2Ii
µ+ Ii
AiQji−−−−→ Ii + Ij
Ii
Di−→ µ
(A.29)
El sistema de ecuaciones diferenciales general resultante es:
dxi
dt
= µ
∑
j
AjQijxj −Dixi
dµ
dt
=
∑
i
Dixi − µ
∑
i
Aixi
(A.30)
Donde µ es la concentración de monómero activado y xi la concentración de las diferentes espe-
cies autorreplicantes. En este caso, se impone la restricción µ +
∑
i
xi = N , es decir, que la concen-
tración de moléculas autorreplicativas más la concentración de monómero es constante. Utilizando
esta restricción es posible reducir la dimensión del sistema ya que, en todo momento, µ = N −∑
i
xi.
De esta forma el sistema de ecuaciones diferenciales resultante queda:
dxi
dt
= (N −
∑
i
xi)
∑
j
AjQijxj −Dixi (A.31)
Que tiene la forma de una ecuación de tipo logístico.
A lo largo de esta sección, se utilizará, al igual que en la sección anterior, como paisaje de eficacia
biológica el denominado paisaje Single-Peak. Aplicando este paisaje y suponiendo que el factor de
degradación, D, es el mismo para ambos fenotipos, el sistema general de ecuaciones diferenciales
ordinarias viene definido por:
dxm
dt
= (N − xm − xk)AmQmxm −Dxm
dxk
dt
= (N − xm − xk) [Am(1−Qm)xm +Akxk]−Dxk
(A.32)
Los resultados obtenidos al hallar los estados estacionarios del sistema de ecuaciones diferenciales
A.32 vienen resumidos en la tabla A.1.
El modelo presenta tres estados estacionarios. El primero es el equilibrio de selección-mutación
o cuasiespecie en el que están presentes ambos fenotipos. En segundo lugar, la llamada catástrofe
de error, en la que sólo está presente el fenotipo mutante y, por último, la extinción de la población,
en la que, obviamente, no existe ninguna especie con capacidad autorreplicativa. Comparando los
resultados con los obtenidos en el modelo de cuasiespecies bajo condiciones de población constante se
observa que, exceptuando lógicamente el estado estacionario de extinción, los estados estacionarios de
cuasiespecie y catástrofe de error son equivalentes en ambos casos. De hecho, las fracciones molares
son las mismas. Esto es una prueba de que, tal y como han señalado otros autores anteriormente (Bull
et al., 2007), es posible hasta cierto punto desacoplar la dinámica genético-evolutiva, que depende de
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Estado Estacionario Propiedades
Estado estacionario I.
Coexistencia. Equilibrio
selección-mutación
(Cuasiespecies)
Población
xm =
(AmQm −Ak) (AmQmN −D)
AmQm(Am −Ak)
xk =
(1−Qm) (AmQmN −D)
Qm(Am −Ak)
Fracción
poblacional
ym = 0
yk = 1
Estabilidad AmQmN > D
AmQm > Ak
Lastre mutacional L = 1−Qm
Estado estacionario II.
Sólo fenotipo mutante
(Catástrofe de error)
Población
xm = 0
xk = N
Fracción
poblacional
ym =
(AmQm −Ak)
(Am −Ak)
yk =
Am (1−Qm)
(Am −Ak)
Estabilidad AkN > D
AmQm < Ak
Lastre mutacional LA = 1− AkAm
Estado estacionario III.
Extinción
Población
xm = 0
xk = 0
Estabilidad AkN < D
AmQmN < D
Lastre mutacional LA = 1
Tabla A.1: Resumen de los resultados para el modelo de cuasiespecies en condiciones de población varia-
ble Los valores se han obtenido hallando la solución de estado estacionario del sistema A.32. La fila llamada
“Estabilidad” muestra las condiciones necesarias para que dicho estado estacionario sea asintóticamente es-
table. Las condiciones se han hallado sustituyendo los valores del estado estacionario en el Jacobiano que se
obtiene a partir del sistema A.32
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las eficacias biológicas relativas, de la dinámica demográfica, que depende de los eficacias biológicas
absolutas1. En este caso, la dinámica genética determinada por la acción simultánea de la selección
y la mutación es exactamente la misma que en el caso en el que se considera población constante.
Ahora bien, al haber considerado la restricción de tipo logístico, a esa dinámica genética se suma una
dinámica demográfica de la población. Esta dinámica demográfica, que depende obviamente de la
composición genética de la población, es la que determina el tamaño poblacional y, eventualmente, si
la población se extingue.
De hecho, valor de las concentraciones de ambos fenotipos puede descomponerse de la siguiente
forma:
xm =
(AmQm −Ak) (AmQmN −D)
AmQm(Am −Ak) = ym
(
N − D
AmQm
)
= ym
(
N − µSS)
xk =
(1−Qm) (AmQmN −D)
Qm(Am −Ak) = yk
(
N − D
AmQm
)
= yk
(
N − µSS) (A.33)
A.2.1. Estabilidad genética y estabilidad demográfica
La distinción entre dinámica evolutiva y dinámica demográfica puede trasladarse a las condicio-
nes que se derivan del análisis de estabilidad de los estados estacionarios. En el caso en el que la
población se considera constante, la estabilidad de los estados estacionarios I y II depende de una
única condición, que es la que determina el umbral de error de la población. Por el contrario, en este
caso, junto a dicha condición, aparece una nueva condición adicional para cada estado estacionario.
Esta condición adicional surge de la consideración de la dinámica demográfica de la población y
simplemente expresa si dicha la población es viable2 cuando tiene esa composición genética.
Teniendo esto en cuenta es posible considerar dos tipos de condiciones de estabilidad. Por un lado,
una estabilidad genética, que determina en qué condiciones se va a encontrar una u otra distribución
poblacional. En este caso, al igual que en el caso en el que se consideraba población constante, la
estabilidad de una u otra composición genética depende si el factor de calidad por secuencia Qm es
mayor o menor que el umbral de error, Qc, que a su vez depende de la relación entre las eficacias
biológicas efectivas de los fenotipos maestro y mutante:
Qc =
Ak
Am
=
1
σ
(A.34)
donde σ =
Am
Ak
es la llamada superioridad del fenotipo maestro sobre el fenotipo mutante.
Por otro lado, existe una estabilidad demográfica que da cuenta de la viabilidad demográfica
de una determinada distribución poblacional. En el caso del estado estacionario I esa condición es
AmQmN > D y en el caso del estado estacionario II, la condición es AkN > D . En este punto es
interesante considerar la eficacia biológica absoluta del fenotipo i:
Ri =
Ai
Di
(A.35)
1Esto es interesante ya que, en determinadas ocasiones, se pueden derivar resultados al ámbito demográfico, como el
umbral de extinción, simplemente estudiando la dinámica genético-evolutiva y extrapolando. Por supuesto, esto es posible
siempre y cuando las eficacias biológicas no dependan de condiciones demográficas como la densidad de población.
2Es decir, si es capaz de mantenerse en el tiempo reproduciéndose por sí misma.
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que es equivalente al producto de la fecundidad (proporcional a Ai) y la supervivencia (propor-
cional a
1
Di
). En este modelo, la eficacia biológica absoluta es equivalente a la relación básica repro-
ductiva de otros modelos (Bull et al., 2007). Teniendo esto en cuenta las condiciones de estabilidad
demográfica de los estados estacionarios I y II pueden expresarse como RmQmN > 1 y RkN > 1,
respectivamente.
A partir de estas condiciones de estabilidad demográfica es posible obtener un umbral de extinción
para la tasa de mutación en el estado estacionario I, pero no para el estado estacionario II, cuya
productividad media no depende la tasa de mutación. Este umbral de extinción viene definido por:
Qex =
D
AmN
=
1
RmN
(A.36)
y es totalmente equivalente al obtenido por Bull et al. (2007), puesto que, en ausencia de back-
mutation, antes del umbral de error el lastre mutacional sólo depende de la tasa de mutación y no del
coste de las mutaciones (Kimura y Maruyama, 1966). El umbral de extincion A.36 puede expresarse
también como un lastre mutacional máximo Lex que puede tolerar una población, más allá del cual
la población se extingue. Este lastre mutacional vendría definido por:
Lex = 1− 1
RmN
(A.37)
Es fácil ver que, en ambos estados estacionarios, la estabilidad demográfica depende de la efica-
cia biológica absoluta promedio de la población, y más concretamente de la relación entre el factor
de amplificación medio de la población en el estado estacionario, A, la concentración total de molé-
culas en el reactor, N , y el factor de degradación D. De hecho, ambas condiciones son expresiones
particulares de la condición general de estabilidad demográfica que sería:
A¯N > D (A.38)
Al igual que en los casos particulares de los estados estacionarios I y II, la condición de extinción
A.38 puede expresarse en función de la eficacia biológica absoluta:
R¯N < 1 (A.39)
donde R¯ =
A¯
D
A.2.2. Umbral de extinción y umbral de error en el paisaje Single-peak
¿Qué es lo que ocurre, por tanto, cuando se aumenta la tasa de error en el modelo de cuasiespecies
en un paisaje tipo Single-Peak cuando la población de especies autorreplicativas no es constante? La
respuesta depende de la relación entre el umbral de error, ecu. A.34, y el umbral de extinción definido
por el estado estacionario I, ecu. A.36. Si el umbral de extinción es mayor que el umbral de error, la
cuasiespecie se extinguirá antes de que el fenotipo mutante se imponga al fenotipo maestro. Si, por
el contrario, el umbral de error es mayor que el umbral de extinción, el fenotipo mutante desplazará
al fenotipo maestro antes de que la cuasiespecie se extinga. Esta condición crítica puede expresarse
como:
Qex = Qc (A.40)
185
Extinción y mutación A. El modelo de cuasiespecies
Que sustituyendo por las expresiones A.34 y A.36 puede expresarse como:
RmN = σ (A.41)
Teniendo en cuenta que σ =
Am
Ak
=
Rm
Rk
, la expresión A.41 se transforma en:
RkN = 1 (A.42)
Que es precisamente la condición de estabilidad demográfica del fenotipo mutante. Es decir, si el
fenotipo mutante es demográficamente estable, el umbral de error será mayor que el umbral de extin-
ción y, por tanto, el fenotipo mutante podrá imponerse al fenotipo maestro antes de que la población
se extinga. Puesto que en el paisaje Single-Peak, la eficacia biológica promedio más allá del umbral
de error no depende de la tasa de mutación, esto implica que la población no puede extinguirse por
mucho que se siga aumentando la tasa de mutación. Sin embargo, si el fenotipo mutante no es de-
mográficamente estable, el umbral de extinción será superior que el umbral de error, y la población
se extinguirá antes de que el fenotipo maestro sea desplazado por el fenotipo mutante. Es posible
demostrar que esta dependencia con la viabilidad del fenotipo mutante también se produce cuando
ambos fenotipos tienen factores de degradación diferentes.
Esto muestra es que, en un paisaje Single-Peak “puro”, extinción y catástrofe de error son mutua-
mente excluyentes, tal y como habían sugerido Bull et al. (2005, 2007).
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Apéndice B
Teoría de juegos evolutiva y definición de
defectores
En este apéndice se presentarán algunas de las ideas más importantes de la Teoría de Juegos
Evolutiva (TJE) en relación con lo estudiado a lo largo de esta Tesis. No pretende ser, por tanto,
una presentación exhaustiva de las aplicaciones de la teoría de juegos al estudio de la evolución
biológica. En la primera sección se presentará la ecuación central de la rama de la TJE que estudia
la dinámica de las poblaciones biológicas: la llamada ecuación del replicador, así como los posibles
juegos concretos que pueden definirse para el caso particular de juegos con dos jugadores y dos
estrategias (juegos 2x2). En la segunda sección se ha tratado de obtener una definición de lo que
se entiende por defección en función de los valores que adoptan los pagos del sistema, tanto en
juegos 2x2 como en juegos de n jugadores. Finalmente, en la tercera sección se muestra que es
posible obtener una ecuación del replicador homogénea cuyos estados estacionarios son iguales, en
condiciones de población constante, a los estados estacionarios de una ecuación diferencial de tipo
replicador inhomogéneo, como las utilizadas a lo largo de esta Tesis.
B.1. Teoría de juegos evolutiva. La ecuación del replicador
La teoría de juegos surgió a mediados de los años 40 como un formalismo matemático para el
estudio de la toma de decisiones por individuos racionales que interaccionan entre sí. Un juego se
define por los pagos que recibe cada jugador en función de la estrategia que elijan tanto él como
el resto de jugadores. Puesto que el objetivo de cada jugador es maximizar el pago que recibe, la
decisión “optima” de cada individuo va a depender de las decisiones que tomen o puedan tomar los
demás.
Aplicada originalmente al campo de la economía y los estudios sociales, y aunque otros autores
habían sugerido antes la aplicación de la teoría de juegos a la biología evolutiva (Lewontin, 1961),
John Maynard Smith y George Price fueron los primeros en trasladar los conceptos de la teoría de
juegos para explicar la evolución del comportamiento animal (Smith y Price, 1973). La aplicación a la
biología cambia por completo las premisas sobre las que se fundamenta la teoría de juegos, aunque no
su formalismo. En el estudio de las interacciones sociales, los jugadores deben elegir racionalmente
entre un determinado conjunto de estrategias, teniendo en cuenta que el otro jugador también puede
elegir entre un determinado conjunto de estrategias y que el pago que recibe cada jugador depende
de las estrategias que haya elegido cada uno. En el contexto de la evolución biológica, los jugadores
son los diferentes individuos de una población, las estrategias son fenotipos o rasgos heredables, y el
pago es una determinada cantidad de eficacia biológica. Teniendo esto en cuenta, la Teoría de Juegos
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Evolutiva (TJE) estudia la evolución de poblaciones en las que la eficacia biológica de los individuos
depende de su interacción con otros individuos de la población. Estudia, por tanto, situaciones de
selección dependiente de frecuencia (Nowak, 2006b). Aunque existen variantes de la TJE que estudian
los problemas desde una perspectiva estática, bien con interacciones repetidas o sin ellas, en este
apéndice se presentará exclusivamente la rama de la TJE que estudia la dinámica poblacional. Esta
rama de la TJE tiene como piedra angular la llamada ecuación del replicador. En su forma general,
la ecuación del replicador viene definida por:
dxi
dt
=
∑
j
aijxj
xi − a¯xi (B.1)
Donde a¯ es la productividad media del sistema1, necesaria para que la población total permanezca
constante, cuya expresión viene definida por:
a¯ =
∑
i
(∑
j
aijxj
)
xi∑
i
xi
(B.2)
En este apéndice sólo se estudiarán los juegos más sencillos, y más habituales, en los que inter-
accionan dos tipos de individuos, I1 e I2, cada uno con dos posibles estrategias, los llamados juegos
2x2. En este caso, la ecuación B.1 se reduce a:
dx1
dt
= (a11x1 + a12x2)x1 − a¯x1
dx2
dt
= (a21x1 + a22x2)x2 − a¯x2
(B.3)
que, generalmente se expresa de la siguiente forma:
dx1
dt
= (ax1 + bx2)x1 − a¯x1
dx2
dt
= (cx1 + dx2)x2 − a¯x2
(B.4)
donde, en este caso, la productividad media a¯ viene definida por:
a¯ =
(ax1 + bx2)x1 + (cx1 + dx2)x2
x1 + x2
(B.5)
En estas ecuaciones, x1 y x2 son las concentraciones de los individuos de tipo 1 y 2 en la pobla-
ción. Los parámetros a, b, c y d son los pagos, y representan la eficacia biológica que “recibe” cada
jugador cuando interacciona con otro de los posibles jugadores. Así, cuando un individuo I1 interac-
ciona con otro individuo I1, ambos reciben como pago a unidades de eficacia biológica. Cuando un
individuo I1 interacciona con un individuo I2, I1 recibe b y I2 recibe c unidades de eficacia biológica,
etc. De esta manera, cada juego viene definido por estos parámetros que se recogen en la denominada
matriz de pagos, de la forma:
1Esta productividad es completamente equivalente a la E¯ de los modelos de cuasiespecies (ecu. X)
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I1 I2
I1 a b
I2 c d
(B.6)
Al considerar la población constante, es posible suponer, sin pérdida de generalidad, que x1 +
x2 = 1 de forma que el sistema de EDO B.4 puede reducirse a una única ecuación diferencial de la
forma:
x1 = x1 (1− x1) ((a− b− c+ d)x+ b− d) (B.7)
La ecuación del replicador puede considerarse una ecuación evolutiva bastante general. Tanto el
modelo de cuasiespecies (explicado en detalle en el apéndice A) como la ecuación de Price (Price,
1970) pueden considerarse casos particulares de la misma (Page y Nowak, 2002) y, además, es for-
malmente equivalente tanto a los modelos Lotka-Volterra de ecología, como al modelo de hiperciclos
(Hofbauer y Sigmund, 1988).
El comportamiento del sistema definido por la ecuación B.7 depende de los valores que adopten
los parámetros a, b, c y d. A partir de la ecuación B.7 se obtienen tres posibles estados estacionarios.
La estabilidad de cada uno de ellos va a depender de los valores que adopte el jacobiano de B.7 en el
estado estacionario que, a su vez, va a depender de los valores que adopten los parámetros a, b, c, y
d. Al derivar la expresión B.7 con respecto a x, se obtiene el correspondiente jacobiano:
J = 3 (b− a+ c− d)x2 + 2 (a− 2b− c+ 2d)x+ b− d (B.8)
En la tabla B.1 se muestran los resultados obtenidos al hallar los estados estacionarios así como
la dependencia de su estabilidad respecto de los valores de la matriz de pagos.
Estado Estacionario Propiedades
I.
Población x1 = 0
Estabilidad d > b
II.
Población x1 = 1
Estabilidad a > c
III.
Población x1 =
d− b
(a− b− c+ d)
Estabilidad c > a
b > d
Tabla B.1: Resumen de resultados obtenidos al hallar los estados estacionarios de la ecuación del repli-
cador B.7. La fila “Estabilidad” muestra la condición para que dicho estado estacionario sea asintóticamente
estable, obtenida como aquella condición que hace que el valor del jacobiano B.8 en dicho estado estacionario
sea menor que cero.
A los estados estacionarios asintóticamente estables presentados en la tabla B.1 se les denomina
estados evolutivamente estables, que no deben confundirse con las llamadas estrategias evolutiva-
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mente estables (Smith y Price, 1973), o ESS por sus siglas en inglés, equivalentes a los equilibrios de
Nash de la teoría de juegos clásica. A pesar de que todas las ESS deben ser estados evolutivamente
estables, no todos los estados evolutivamente estables tienen por qué ser ESS (para una discusión en
detalle ver Hofbauer and Sigmund (Hofbauer y Sigmund, 1988).
Como se vio en la sección 1.4 de la introducción, la TJE ha sido extensamente aplicada al estudio
del origen de la cooperación. En este caso, los individuos de tipo 1 se consideran cooperadores y los
individuos de tipo 2 se consideran defectores, según la definición planteada en dicha sección.
Como se dijo anteriormente, cada juego viene definido por una determinada matriz de pagos, es
decir, por un determinado valor de los parámetros a, b, c y d. En la tabla B.2 se presentan los cuatros
juegos 2x2 más comunes.
Nombre del juego Matriz de Pagos Resultado evolutivo
Dilema del Prisionero
c > a Sólo es estable el estado estacionario I.
b > d Se impone la defección
Armonía
a > c Sólo es estable el estado estacionario II.
b > d Se impone la cooperación
Snowdrift o Halcones y
Palomas
c > a Sólo es estable el estado estacionario III.
b < d Cooperadores y defectores coexisten.
Stag-Hunt
a > c Son estables los estados estacionario I
y II. El estado estacionario III es
inestable y actúa como separatriz
d > b Se imponen los cooperadores o los
defectores dependiendo de las
condiciones iniciales
Tabla B.2: Juegos 2x2 más característicos. La tabla recoge el nombre, las condiciones que debe cumplir la
matriz de pagos 2x2 de tipo B.6 y el resultado evolutivo de los juegos más 2x2 más característicos.
El primer juego, el conocido dilema del prisionero, implica que el estado evolutivamente estable es
el estado estacionario I, formado exclusivamente por individuos defectores. El dilema del prisionero
es el caso más conocido de dilema social, puesto que la población tendría mayor eficacia biológica
media si estuviese formada por individuos cooperadores, pero la acción de la selección natural a
nivel individual hace que se impongan los individuos defectores, generando una población con menor
eficacia biológica media.
También pueden existir situaciones en las que no se plantee un dilema social en absoluto: cuan-
do la ventaja de la cooperación es suficientemente alta para compensar la ventaja de la defección.
Esta situación, que algunos han denominado armonía, se produce cuando sólo es estable el estado
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estacionario II, formado exclusivamente por los individuos cooperadores.
El juego del snowdrift es un juego de“anti-coordinación”, es decir, la eficacia biológica de un
individuo es mayor cuanto mayor sea la fracción de individuos con la estrategia contraria. Esto im-
plica que la selección natural actúa en favor de los defectores o los cooperadores en función de la
fracción poblacional de cada uno de ellos. El resultado, por tanto, es que la selección natural estabi-
liza la coexistencia entre cooperadores y defectores. El juego del snowdrift representa correctamente
aquellos casos en los que se produce selección dependiente de frecuencia negativa o diversificante.
En este caso, sigue existiendo un dilema social en el sentido de que la eficacia biológica media de
la población final es subóptima respecto a la población exclusivamente compuesta por cooperadores,
pero el resultado final ya no es la imposición de la defección.
El juego del stag-hunt, por el contrario, es un juego de coordinación, la eficacia biológica de un
individuo aumenta cuanto mayor sea el número de individuos que utiliza su misma estrategia. En este
caso, la selección natural también favorece a cooperación o defección dependiendo de la composi-
ción poblacional, pero el resultado es una situación de biestabilidad: dependiendo de las condiciones
iniciales, la población final estará compuesta exclusivamente por defectores o por cooperadores. El
juego del stag-hunt representa una situación de selección dependiente de frecuencia positiva o puri-
ficadora, que tiende a disminuir la variabilidad en las poblaciones. En este juego, por ejemplo, sólo
en caso de que la población esté compuesta exclusivamente por defectores el resultado es un dilema
social.
B.2. Hacia una definición de defector en juegos de 2 y n participantes
Como se vio en la sección 1.4 de la introducción, los defectores suelen ser definidos como aquellos
individuos que no producen un beneficio asociado a la cooperación, ni pagan el coste asociado a la
producción de dicho beneficio, pero sí que pueden aprovecharse del mismo. En nuestra opinión, esta
definición es demasiado descriptiva y, por eso, en esta sección se ha intentado encontrar una definición
más estricta de defector en juegos de 2 y n participantes que, biológicamente, represente la situación
de interacción antagonista intraespecífica que, en la introducción, se ha asociado a la idea de defección
(ver sección 1.5 de la introducción).
Juegos de 2 participantes
En primer lugar se considerarán los juegos de 2 participantes, que, tal y como se vio en la sección
anterior, vienen definidos por una matriz de pagos de tipo:
(
a b
c d
)
(B.9)
Donde, como antes, a es el pago que recibe un individuo I1 cuando interacciona con otro individuo
de tipo I1, b es el pago que recibe un individuo I1 cuando interacciona con un individuo de tipo I2,
y c y d son los pagos que recibe un individuo I2 cuando interacciona con individuos de tipo I1 o I2
respectivamente. Es decir, las eficacias biológicas de los individuos I1 e I2 vienen definidas por:
f1 = ax1 + bx2
f2 = cx1 + dx2
(B.10)
Donde, segun B.4, x1 y x2 son las fracciones poblacionales de los individuos de tipo I1 e I2,
respectivamente. Teniendo en cuenta lo expresado en la sección 1.5. de la Introducción, dado este
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Orden Consecuencia Evolutiva Nombre del Juego
a > b > c > d Se impone el no defector Armonía
a > c > d > b El resultado depende de las con-
diciones iniciales
Stag-Hunt
a > c > b > d Se impone el no defector Armonía
c > a > b > d Coexistencia Snowdrift
c > a > d > b Se impone la defección Dilema del prisionero
Tabla B.3: Posibles “juegos” 2x2 en los que la especie I2 se comporta como un defector.
La tabla muestra los cinco ordenamientos posibles, el nombre que suele recibir dicho juego y el
resultado evolutivo del mismo.
formalismo, las condiciones que hacen que el individuo I2 sea un defector cuando interacciona con
I1 son las que se describen a continuación.
En primer lugar, es necesario que a > d, lo que implica que el individuo no defector tiene una
mayor eficacia biológica que el individuo defector cuando interaccionan con individuos de su mis-
mo tipo. En términos generales esto puede interpretarse como que los individuos defectores tienen
menor eficacia biológica que los individuos no defectores cuando se reproducen por separado, sin
interaccionar. Esta condición puede expresarse también como:(
df1
dx1
)
>
(
df2
dx2
)
(B.11)
En segundo lugar, el defector se aprovecha de su interacción con el individuo no defector, lo que
implica que c > d. Es decir, el individuo defector tiene mayor eficacia biológica cuando interaccio-
na con el individuo no defector que cuando interacciona consigo mismo (o no interacciona). Esta
condición puede expresarse también como:(
df2
dx1
)
>
(
df2
dx2
)
(B.12)
Por último, la replicación del defector perjudica al individuo no defector, lo que se expresa como
b < a, lo que implica que el individuo no defector se replica peor en presencia del defector que en su
ausencia, es decir: (
df1
dx1
)
>
(
df1
dx2
)
(B.13)
Desde esta perspectiva, un virus defectivo sería un caso particular de virus defector en el que
además d = 0.
Estas tres condiciones (a > d; c > d y a > b ) son las que, de acuerdo con nuestra definición,
harían que un individuo fuese defector.
Merece la pena destacar que, tal y como se desprende de la tabla B.1, por sí sola ninguna de
estas condiciones determina cuál es el estado evolutivamente estable del sistema. Esto implica que es
posible encontrar individuos defectores que no serán evolutivamente estables y serán desplazados por
el individuo “altruista”, o bien individuos defectores que desplazarán o coexistirán con el individuo
no defector, dando lugar a situaciones en las que se produce un dilema social. La tabla B.3 recoge los
diferentes ordenamientos posibles de los valores de la matriz de pagos que cumplen las condiciones
presentadas de defección y su resultado evolutivo (así como el nombre del juego asociado).
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Juegos de n participantes
Los juegos de 2 participantes pueden considerarse, en el fondo, como un caso particular de los
juegos de n participantes cuando n = 2. Por tanto, las condiciones que se han obtenido para el caso de
2 participantes pueden extenderse al caso de n participantes. Denominando k al número de individuos
defectores, I2, e I1 a los individuos cooperadores en un grupo de tamaño n se obtiene que la primera
condición es:
f1(k = 0) > f2(k = n) (B.14)
Es decir, un cooperador en un grupo de cooperadores tiene más eficacia biológica que un defector
en un grupo formado exclusivamente por defectores.
La condición de que un defector se aprovecha de los cooperadores para ganar eficacia biológica
puede expresarse así:
(
df2
dk
)
< 0 (B.15)
Lo que indica que la eficacia biológica del defector es mayor cuanto mayor sea el número de
cooperadores que le rodea. Por último, el que los cooperadores pierdan eficacia biológica en presencia
de los defectores implica que:
(
df1
dk
)
< 0 (B.16)
De forma que cuanto mayor es el número de defectores en un grupo, menor es la eficacia biológica
de los cooperadores en dicho grupo.
Al igual que en el caso anterior, estas tres condiciones por sí mismas no determinan si la defección
o la cooperación es evolutivamente estable.
B.3. Replicadores inhomogéneos y matriz de pagos
En condiciones de población constante y ausencia de mutación, el modelo de cuasiespecies que
interaccionan en trans presentado en el capítulo 5 de esta Tesis se transforma en una inhomogeneous
replicator equation (Andrade et al., 1991; Stadler, 1991; Gerstung et al., 2011). Los sistemas de
replicadores inhomogéneos reciben dicho nombre porque están formados por especies que tienen
simultáneamente capacidad autocatalítica y autorreplicativa, por lo que tienen la forma general:
dxi
dt
= fi(x)xi − f¯xi (B.17)
donde
fi(x)
es una función que determina la eficacia biológica según
fi(x) =
nind∑
j=1
mijxj + ri (B.18)
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en la que ri es la capacidad autorreplicativa del individuo i y
nind∑
j=1
mijxj es la suma de las cons-
tantes catalíticas multiplicadas por las concentraciones de los nind tipos de especies de la población,
incluido él mismo, que pueden actuar como catalizadores. Esta función puede expresarse de forma
general como:
f(x) = Mx+ r (B.19)
donde M es la matriz de interacciones, equivalente a la matriz de pagos de la TJE, y r es el
vector de constantes de autoreplicación. Lo interesante de los replicadores inhomogéneos es que
puede demostrarse (Gerstung et al., 2011) que, en condiciones de población constante, los estados
estacionarios de un sistema de replicadores inhomogéneos de la forma B.19 son equivalentes a los de
un sistema de replicadores homogéneos de la forma
f ′(x) = M′x (B.20)
Donde los elementos de la matriz M′ vienen determinados por
m′ij = mij + ri (B.21)
De esta forma, siempre va a ser posible obtener una matriz de pagos M que defina una ecuación
del replicador homogénea cuyos estados evolutivamente estables son equivalentes a los del sistema de
replicadores homogéneos inicial. Esto va a permitir estudiar el comportamiento de dicho sistema en
el estado estacionario bien como un sistema de ecuaciones diferenciales o bien desde la perspectiva
de la teoría de juegos 2x2.
194
Apéndice C
Variables utilizadas a lo largo de la Tesis
AAm, AAk Factores de amplificación de los fenotipos maestro y mutante,
respectivamente, de la cuasiespecie A
ABm, ABk Factores de amplificación de los fenotipos maestro y mutante,
respectivamente, de la cuasiespecie B
Ak Factor de amplificación del fenotipo mutante en el paisaje Single-Peak
Am Factor de amplificación del fenotipo maestro en el paisaje Single-Peak
Bk Contribución al bien público del fenotipo mutante
Bl Contribución al bien público del fenotipo letal en el paisaje Single-Peak
Bm Contribución al bien público del fenotipo maestro en el paisaje Single-Peak
Di Factor de Degradación del fenotipo i
E¯ Productividad media de la población
Hi Clase de Hamming i respecto a la secuencia de referencia
Ii Especie autorreplicante
Kq Constante de que determina el cambio del factor de calidad qi más allá de kc
LA Lastre mutacional referido al factor de amplificación, Ai
N Concentración total en el reactor de flujo
Qc Umbral de error expresado según el factor de calidad por secuencia del fenotipo
maestro, Qm
Qex Umbral de extinción expresado según el factor de calidad por secuencia del fenotipo
maestro, Qm
Q˜i factor de calidad fenotípico del fenotipo i, Qi = exp(ai∗(1−q))
Qij Probabilidad de obtener una secuencia de la clase de Hamming i a partir de la clase
de Hamming j
Qm Factor de calidad por secuencia del fenotipo maestro en el paisaje Single-Peak
Rk Eficacia biológica absoluta del fenotipo mutante en el paisaje Single-Peak Rk =
Ak
D
Rm Eficacia biológica absoluta del fenotipo maestro en el paisaje Single-PeakRm =
Am
D
R eficacia biológica absoluta “extra-grupo” en el modelo anidado R =
b0
d
Tc Tiempo característico de llegada al estado estacionario dentro de un grupo en el mo-
delo anidado
Wi Valor selectivo de la copia i, Wi = AiQi −D − i
aKi Factor que determina el factor de calidad fenotípico del fenotipo i, Q˜i
b0 Máxima producción teórica de individuos que puede dar un grupo en el modelo anida-
do
c Factor de interacción en cis
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c0 Concentracion equivalente a un único individuo en un grupo en el modelo anidado
d Factor de degradación extracelular a los grupos en el modelo anidado
φ0 Flujo de salida del reactor de flujo
kdes Constante de desactivación espontánea de los monómeros energéticamente activados
i Número de mutaciones respecto a la secuencia de referencia
k Constante cinética de producción de individuos por los grupos (cap. 12)
kc Umbral de distancia de Hamming más allá del cual cambia qi
l Número de posiciones letales en una secuencia
lc Letalidad crítica
µa Monómero energéticamente activado
µd Monómero energéticamente desactivado
µ Monómero energéticamente activado
n Tamaño de grupo cuando las cuasiespecies interaccionan en tamaños de grupo cons-
tante
nseq(Hi) Número de secuencias que componen la clase de Hamming, Hi
nmax Límite de coinfección (tamaño de grupo máximo) cuando las
cuasiespecies interaccionan en grupos de tamaño variable o en el
modelo anidado
ν Longitud de secuencia
νef Longitud de secuencia efectiva
p fracción de mutantes no letales en el esquema de letalidad uniformemente distribuido
q Factor de calidad por dígito
qc Umbral de error expresado según el factor de calidad por dígito, q
qex Umbral de extinción expresado según el factor de calidad por dígito, q
qi Factor de calidad por dígito asociado a la clase de Hamming i
kact Constante de activación de los monómeros energéticamente desactivados
s coeficiente de selección del fenotipo mutante respecto al fenotipo maestro
σ Superioridad (σ =
Am
Ak
)
σB Superioridad en las contribuciones al bien público (σB =
Bm
Bk
)
t tiempo
v Ventaja o desventaja selectiva en cis de tipo multiplicativo
w Ventaja o desventaja selectiva en cis de tipo aditivo
xk Concentración del fenotipo mutante
xl Concentración del fenotipo letal
xm Concentración del fenotipo mutante
yk Fracción poblacional del fenotipo mutante
yl Fracción poblacional del fenotipo letal
ym Fracción poblacional del fenotipo maestro
z Fracción de espacios vacíos
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