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Abstract
In this paper we compare the features of the dynamic stochastic resonance in a double-well potential dynamical system
under Gaussian white and α-stable Le´vy noise. We obtain the optimal tuning relation between the period of the periodic
signal and the noise intensity which maximizes the probability to change the potential well during a short time window
around the half-period. Since the jump diﬀusion has a unique characteristic time scale, the results diﬀer strongly from
the Gaussian stochastic resonance.
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1. Introduction
Stochastic resonance is a phenomenon characteristic for bistable non-linear random systems subject to
small periodic perturbation. Suggested about 35 years ago by C. Nicolis [1] and Benzi et al. [2, 3] as a toy
model for the explanation of the periodic recurrence of Ice Ages, nowadays stochastic resonance became a
well established paradigm of non-linear physics, with numerous applications in biology, chemistry, optics,
and engineering (see extensive reviews by Gammaitoni et al. [4] and Anishchenko et al. [5].
Consider the following SDE with a time-periodic drift driven by an additive Gaussian noise
dXt = −∇U
(
Xt,
t
T
)
dt + ε dWt. (1)
We assume that U(x, t) is a standard quartic potential perturbed by a sinusoidal signal, U(x, t) = x4/4 −
x2/2 + ax cos(2πt). We assume that the amplitude of the periodic signal satisﬁes 0 < a < 2/(3
√
3), so that
for any t ≥ 0, the potential U has two minima located at m±(t) and a local maximum at m0(t).
Let us consider the system (1) in the regime of small noise, ε → 0. In the absence of a periodic signal,
a = 0, the asymptotic behaviour of the diﬀusion in a double-well potential U(x) = x4/4 − x2/2 has been
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Fig. 1. Sample trajectories of solutions of (1) for diﬀerent values of the noise amplitude: ε small (left), ε big (right), ε “optimal”
(middle).
studied extensively, with probabilistic and analytic methods. In particular, the diﬀusion spends most of its
time in small neighbourhoods of the wells’ minima, making random hoppings between the wells. The escape
times from the wells are asymptotically exponentially distributed with mean values being exponentially large
in the small parameter with logarithmic rates determined by the heights of the potential barriers between the
wells (Kramers’ times), namely of the order 2π√|U′′(0)|U′′(±1) e
2(U(0)−U(±1))/ε2 (see [6, 7, 8, 9, 10, 11]).
The periodic signal changes the heights of the potential barriers as well as the Kramers escape rates (the
inverse mean escape times). Let us assume that the signal period T is very large with respect to the other
parameters of the system so that the Gaussian particle has enough time to settle near the time varying stable
attractor m±(t/T ). Then it is intuitively clear that an escape from a potential well occurs more likely during
the time windows where the potential barrier has the lowest height. Consequently, the random diﬀusion
trajectory acquires some of the periodic properties and gets synchronised.
Further, the transition dynamics between the wells depend on the noise amplitude. For very small noise
levels, the transitions between the wells occur rarely and almost independently of the periodic modulation
(see Fig. 1 (left)). For high noise levels, say beyond the Kramers theory, the particle would jump between
the wells randomly and very often (Fig. 1 (right)). However it turns out that for certain values of the signal
period T and the noise amplitude ε, the Gaussian diﬀusion follows the deepest well of the potential and
looks rather periodic (Fig. 1 (middle)). This particular dependence between the signal period and the noise
amplitude is called optimal tuning.
It is clear that the optimal tuning depends on the measure of periodicity of random trajectories. The
central problem of the theory of stochastic resonance consists in the analysis of the optimal tuning relations
for diﬀerent measures of periodicity.
One can introduce a lot of such measures. For example, the spectral power ampliﬁcation coeﬃcient
η(ε, T ) =
∣∣∣∣ ∫ 10 e2πis · EμXT s ds
∣∣∣∣2 represents the total energy carried by the averaged random output at the
signal’s frequency Ω = 2πT . In terms of this measure, the optimal tuning ε = ε(T ) which maximises ε 	→
η(ε, T ) would provide the best ampliﬁcation of the weak (hidden) signal a cos(2πt/T ). Here, the expected
value is calculated with respect to the invariant density μ = με,T (x, t) of the time non-autonomous diﬀusion
which can be studied with the help of the Floquet theory. Another thinkable characterisation of stochastic
resonance is the entropy of the invariant density, namely H(ε, T ) = − ∫ 10
∫
R
μ(x, t) ln μ(x, t) dx dt. In this
case, the optimal tuning ε = ε(T ) which minimises the entropy ε 	→ H(ε, T ) would make the system the
least random. Stochastic resonance leads in this case to the noise induced order.
The measures of periodicity are mathematically rather complex functionals of the law of the diﬀusion X.
Their analysis, especially optimization with respect to parameters is not an easy task. This is the reason why
one looks for simpler systems which pertain the essential features of the diﬀusion and are more tractable
mathematically.
2. Reduction to a Markov chain
Since in the small noise limit ε → 0 the diﬀusion X spends the most of the time in the vicinity of the
potentials’ minima m±(t), it is natural to approximate X by a two-state Markov chain. Such a reduction
was ﬁrstly suggested in [12, 13]. Let Y be a two-state Markov chain with the time-periodic generator
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Gε,T = Gε,T (t). The entries of the generator are the inverse mean life times of the Markov chain in each of
the well, and we choose them according to the adiabatic Kramers approximation as
Gε,T (t) =
(−φ( tT ) φ( tT )
ψ( tT ) −ψ( tT )
)
, φ(t) = g(t) e−
H(t)
ε2 , ψ(t) = φ(t + 1/2),
H(t) = 2 (U(m0(t), t) − U(m−(t), t)) , g(t) =
√
U′′(m−(t), t)|U′′(m0(t), t)|
2π
.
The Markov chain Y demonstrates stochastic resonance with respect to various measures periodicity. Espe-
cially in the case of piece-wise constant signals, a sign(cos(2πt)) one can obtain closed form formulae for
the optimal tuning, see [14, Chapter 3]. However the main question of model reduction has to be answered:
Will the optimal tuning for the Markov chain coincide with the optimal tuning of the diﬀusion? It was
discovered in [15, 14] by Imkeller and Pavlyukevich that the answer is in general negative and not all mea-
sures of goodness are robust subject to the model reduction. In particular, the spectral power ampliﬁcation
coeﬃcient turns out to be non-robust. The reason for this are the small intra-well ﬂuctuations near the wells’
minima which get neglected when passing to the two-state Markov chain.
On the other hand, since stochastic resonance is a inter-well phenomenon, Herrmann and Imkeller sug-
gested in [16, 17] another measure of quality which appears to be robust. As we already mentioned, to escape
from a well, the diﬀusion has to overcome the potential barrier which needs time of the order eConst /ε
2
. Let
us pass to the time scale of the exponential order of magnitude assuming that the period is T = T (ε) = eλ/ε
2
for λ > 0. For diﬀerent values of λ, the diﬀusion on the new time scale, XtT (ε) will demonstrate diﬀerent
(sublimit) behaviours.
The Markov chain Y essentially captures the dynamics of X. Assume that Y0 = −1. If λ is smaller than
mint H(t) and ε → 0 no transition can be registered, see [18] and [14, Section 4.2]. On the other hand,
the relation λ > maxt H(t) implies an immediate transition. Eventually for λ ∈ (mint H(t),maxt H(t)) a
transition occurs near the time point aλ = inf{t > 0: H(t) ≤ λ}.
Let τ be the ﬁrst jump time of YtT (ε), that is τ = inf{t ≥ 0: YtT (ε)  Y0}. Then one can introduce the
following probabilistic measure of stochastic resonance (see [14, Section 4.2.3]):
M(ε, T ) = P(τ ∈ [aλ − δ, aλ + δ]|Y0 = −1), δ > 0,
which should be maximised w.r.t. ε to obtain the strongest ﬁrst peak in the jump time density. The optimal
tuning w.r.t. the measure M appears to be robust and coincides for both the Markov chain Y and the diﬀusion
X, see [14, Section 4.4.2].
3. Stochastic resonance with α-stable Le´vy noise
In the previous sections we gave an overview of stochastic resonance of diﬀusions driven by Gaussian
white noise. As we have seen, the characteristic feature of such systems is exponential time scales given
by the Kramers law. However there are random phenomena which demonstrate metastable behaviour, that
is spontaneous transitions between metastable states, on time scales much shorter than exponential. For
instance, P. Ditlevsen pointed out in [19], that the occurrence of more than twenty Dansgaard–Oeschger
events during the last glacial period with the typical waiting time between 1000 and 2000 years cannot be
eﬀectively modelled within a simple Gaussian noise model.
A natural candidate for the noise which is diﬀerent from the white Gaussian but still having good proper-
ties is an α-stable Le´vy noise. A symmetric α-stable Le´vy process L is a stochastic process with independent
and stationary increments (white noise) whose marginal laws are stable, that is in terms of the characteristic
functions one has
E eikLt = e−tσ|k|
α
, k ∈ R, (2)
for α ∈ (0, 2) and σ > 0. Stable Le´vy processes are self similar, namely for any a > 0, (Lat, t ≥
0) d= (a1/αLt, t ≥ 0). The tails of the probability distribution function of Lt are heavy in comparison
to the exponentially light Gaussian tails. For deﬁniteness, in this paper we choose the scale parameter
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σ = 2α
∫ ∞
0 (1 − cos y)y−1−α dy (see (2)), so that the following asymptotics for the tails of the probability
distribution function holds true:
P(L1 ≥ x) ≈ x−α, as x→ ∞. (3)
The sample paths t 	→ Lt consist of inﬁnitely many jumps. In modelling of extreme events like Dansgaard–
Oeschger events or stock market crashes in ﬁnancial industry, the occurrence of jumps might be advan-
tageous in comparison to continuous perturbation processes. Further properties of sample paths of L are
determined by the value of the stability index α. In particular for α close to 2 the paths look more diﬀusive
due to higher intensity of small jumps and lower rate of bigger jumps. For 0 < α < 1, big jumps predominate
the dynamics.
In [20, 21, 22], metastability of jump diﬀusions driven by α-stable processes in a ﬁxed multi-well poten-
tial landscape was studied by probabilistic tools. Let Z be a jump-diﬀusion in a double-well potential with
minima at m− and m+, and a local maximum at m0, m− < m0 < m+. Then it is known, that the transition time
between the left and the right well has the mean value of the order (m0−m−)
α
εα
, and the normalized exit time
converges to a standard exponential random variable (see [23, 20]). Contrary to the Kramers law, not the
height of the potential barrier but the distance between the stable minimum and and the unstable maximum
is decisive for the asymptotics of the exit times. Thus the jump-diﬀusion Z has two characteristic times,
namely the mean life time in the left well (m0−m−)
α
εα
and the life time in the right well, (m+−m0)
α
εα
. These times
have the same polynomial order and cannot be well separated. This degeneracy of time scales signiﬁcantly
complicates the analysis of stochastic resonance for Le´vy-driven jump diﬀusions.
With a slight abuse of notation, consider now the time non-autonomous jump-diﬀusion
dZt = −∇U
(
Zt,
t
T
)
dt + ε dLt. (4)
where U is a time-periodic double-well potential given in (1), and L is a α-stable Le´vy process deﬁned
in (2), see Fig. 2. Numerical analysis of Le´vy-driven stochastic resonance in the potential landscape U
was performed recently in physical literature, see [24, 25, 26], where the authors used such measures of
stochastic resonance as the spectral power ampliﬁcation, the sound-to-noise ratio and the hysteresis loop
area. Quite diﬀerent models of stochastic resonance with stable Le´vy noise (the so-called threshold stochas-
tic resonance) were studied in [27, 28] and [29] in the context neuron spiking and signal detection. Our goal
is to ﬁnd the optimal tuning ε = ε(T ) at which the process Z looks the most periodic with the help of the
probabilistic measure of periodicity which takes into account the transition times of Z between the wells.
4. Reduction to a Markov chain revisited
As in the limit of small ε, the jump diﬀusion Z spends most of the time near the minima m±(t), it is
natural to perform a model reduction and to study the optimal tuning ε = ε(T ) for the simpliﬁed model. Let
C = (Ct, t ≥ 0) denote a continuous time Markov chain on the state space {−1, 1} with the Q-matrix
Qε,T (t) =
(−p( tT ) p( tT )
q( tT ) −q( tT )
)
, t ≥ 0,
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Fig. 2. Sample trajectories of solutions of (4) for diﬀerent values of the noise amplitude: ε small (left), ε big (right), ε “optimal”
(middle).
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Fig. 3. Left: The density t 	→ f ε,T− (t) of the ﬁrst jump time τ of CtT given C0 = −1 for T (ε) = ε−α. Right: The dependence
T 	→ P−1(τ ∈ [1/2 − δ, 1/2 + δ]). The maximum of the probability to jump to the state 1 is attained at Tδ(ε) ≈ 1800. Parameters:
α = 1.5, δ = 0.05, ε = 0.03.
where p and q in this case are equal to
p(t) =
εα
(m0(t) − m−(t))α , q(t) =
εα
(m+(t) − m0(t))α = p(t + 1/2), t ≥ 0. (5)
The entries p and q are chosen in such a way that the life times of the Markov chain C mimic the life times
of the jump diﬀusion Z in the potential wells. The states {−1, 1} are thus identiﬁed with the left and right
potential wells of U.
Let τ be the life time of CtT in the initial state, that is τ = inf{t ≥ 0: CtT  C0}. A straightforward
calculation yields the following probability density function of τ under the initial condition C0 = −1:
f ε,T− (t) = T p(t) exp
(
−
∫ t
0
T p(r) dr
)
=
Tεα
(m0(t) − m−(t))α exp
(
Tεα
∫ t
0
dr
(m0(r) − m−(r))α
)
, t ≥ 0. (6)
see Fig. 3 (left). The analytical expression (6) for f ε,T− allows to study the transition behaviour of C directly.
We start with the following rough observation. If the period T = T (ε) is chosen in such a way that T (ε)εα →
0 as ε → 0, no jump can be observed. On the other hand, if T (ε)εα → ∞, the Markov chain C would jump
immediately and demonstrate a chaotic behaviour. If T (ε)εα = c for some c ∈ (0,∞), the density f ε,T−
becomes independent of ε.
A suitable probabilistic quality measure of tuning is the probability that CTt makes the ﬁrst jump within
the time window [12 − δ, 12 + δ], see Fig. 3 (right).
Theorem 1. Fix δ ∈ (0, 1/2) and let ε > 0 and T > 0. The function T 	→ P−1(τ ∈ [ 12 − δ, 12 + δ]) attains its
largest value at
Tδ(ε) =
1
εα
∫ 1/2+δ
1/2−δ
(m0(r) − m−(r))−αdr
log
∫ 1/2+δ
0
(m0(r) − m−(r))−αdr
∫ 1/2−δ
0
(m0(r) − m−(r))−αdr
. (7)
As δ tends to zero, the position of the maximum Tδ(ε) converges to
T0(ε) =
(
εα
∫ 1/2
0
(m0(r) − m−(r))−αdr
)−1
.
For small δ and T = T0(ε) we have
P−1
(
τ ∈
[1
2
− δ, 1
2
+ δ
])
= 2δ
(
m0( 12 ) − m−( 12 )
)−α
exp
(
−
∫ 1/2
0
(m0(r) − m−(r))−αdr
)(
1 + O(δ)
)
.
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5. Robustness of the optimal tuning for jump diﬀusions
In this section we address to the transfer of the optimal tuning results obtained for the Markov chain C
to the jump diﬀusion Z given by the equation (4). Namely, we estimate the probability of the ﬁrst transition
of the process (ZtT (ε), t ≥ 0) from one region of attraction to the other one within the small time window
t ∈ [ 12 − δ, 12 + δ] while T (ε) = cε−α, c > 0.
Theorem 2. For c > 0, let T = T (ε) = cε−α. Let Z = (Zt, t ≥ 0) be solution of (4) with the initial point
z < m0(0). Then for any δ ∈ (0, 1/2) and in the limit ε→ 0, the probability of the ﬁrst passage of ZtT (ε) to a
neighbourhood of m+(·) within the time window [ 12 − δ, 12 + δ] is
P
(
τε ∈[ 12 − δ, 12 + δ]
)
≈ exp
(
− c
∫ 1/2−δ
0
dr
(m0(r) − m−(r))α
)
− exp
(
− c
∫ 1/2+δ
0
dr
(m0(r) − m−(r))α
)
.
Corollary 1. In the limit ε → 0, the maximum of the transition probability in the Theorem 2 is attained at
Tδ(ε) given in (7).
Proof of Theorem 2: For the analysis of the jump diﬀusion Z, we use the principle of the one big jump
which often holds for systems driven by heavy tail processes. According to this principle, the ﬁrst exit of Z
from a potential well occurs instantly at a time when the driving process L makes a jump of suﬃciently big
magnitude. Small jumps can be neglected; they can be treated as a small noise perturbation of the underlying
deterministic dynamical system.
For ρ ∈ (0, 1), let us split the Le´vy process L into a sum of two independent stochastic processes, namely
a compound Poisson part ηt =
∑
s≤t ΔLsI(|ΔLs| ≥ ε−ρ), and a martingale ξ = L−ηwhose jumps are bounded,
|Δξt | < ε−ρ.
We denote the jump times and sizes of η by (τk)k≥1 and (Wk)k≥1 and recall that
P(τk − τk−1 > u) = e−βεu, βε = α
∫
|z|≥ε−ρ
dz
|z|1+α = 2ε
αρ and P(Wk ≤ w) = α
βε
∫
{z≤w}∩{|z|≥ε−ρ}
dz
|z|1+α , w ∈ R.
(8)
Let us represent the solution Z of (2) as a jump diﬀusion driven by εξ interlaced with the jumps of η. More
precisely for t ∈ [τk−1, τk), the process Z satisﬁes
Zt = Zτk−1 −
∫ t
τk−1
∇U
(
Zs,
s
T
)
ds + (εξt − ξτk−1 ) and Zτk = Zτk− + εWk.
Furthermore, it is clear that the small jump process Zξ which satisﬁes the SDE
Zξs,t = z −
∫ t
s
∇U
(
Zξs,t,
s + r
T
)
dr + ε(ξt+s − ξs), 0 ≤ s ≤ t,
with very high probability stays close to the deterministic trajectory, zs,t which is a solution to
zs,t = z −
∫ t
s
∇U
(
zs,t,
s + r
T
)
dr, 0 ≤ s ≤ t. (9)
If z < m0(s) and T is big enough, the deterministic trajectory zs,t converges to the stationary periodic solution
of (9) which, in turn, stays very close to the “frozen” local minimum m−(s + t); one can obtain precise
estimates with the help of the Tikhonov theorem, see [30, Chapter 2]. The domains of attraction of the
non-autonomous slow system zs,t are also very close to the domains Ω−(s) and Ω+(s) of the deterministic
system 1T
d
du x(u) = −∇U(x(u), s), u ≥ 0, with the “frozen” potential, namely, Ω−(s) = (−∞,m0(s)) and
Ω+(s) = (m0(s),+∞).
Eventually, we can describe the essential dynamics of Z. After a start in the left well, Z follows the deter-
ministic trajectory and very fast converges to the periodic solution of the time non-autonomous deterministic
system, that is stays close to m−(t/T ). Upon the ﬁrst big jump at time instance τ1, Z leaves the left well if
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Zτ ≈ m−(τ1/T ) + εW1 > m0(τ1/T ). Otherwise it jumps to the position Zτ ≈ m−(τ1/T ) + εW1 < m0(τ1/T ) in
the left well, and the procedure repeats.
Let τε denote the ﬁrst exit time ZtT (ε) from Ω−(·). As suggested above, let us parametrize T = T (ε) =
cε−α for c > 0. Since the exit can occur with high probability only at times τk, we can write
P
(
τε ∈ [ 12 − δ, 12 + δ]
)
≈
∞∑
k=1
P
(
τε = τkT ∈ [ 12 − δ, 12 + δ]
)
.
For each k ≥ 1, is very probable that a big jump at time τ j/T , j = 1, . . . , k is performed from the vicinity of
the minimum position m−(τ j/T ). Thus
P
(
τε ∈ [ 12−δ, 12+δ]
)
≈
∞∑
k=1
P
(
∩k−1j=1
{
εWj < m0(
τ j
T )−m−( τ jT )
}
∩
{
εWk ≥ m0( τkT )−m−( τkT )
}
∩
{
τk
T ∈ [ 12 − δ, 12 + δ]
} )
.
Since all inter-jump times τ j − τ j−1 are iid and exponentially distributed with parameter βε, we obtain
P
(
τε ∈ [ 12 − δ, 12 + δ]
)
≈
∞∑
k=1
∫ ∞
0
. . .
∫ ∞
0
βkε e
−βε∑ki=1 si P
(
εWk ≥ m0
( k∑
i=1
si
T
)
− m−
( k∑
i=1
si
T
))
×
×
k−1∏
j=1
P
(
εWj < m0
( j∑
i=1
si
T
)
− m−
( j∑
i=1
si
T
))
I
( k∑
i=1
si
T
∈ [ 12 − δ, 12 + δ]
)
ds1 . . . dsk.
Performing for each k ≥ 1 the change of variables (t1, t2, . . . , tk) := ( s1T , s1+s2T , . . . , s1+...+skT ) we get
P
(
τε ∈ [ 12 − δ, 12 + δ]
)
=
∞∑
k=1
∫ 1/2+δ
1/2−δ
∫ tk
0
. . .
∫ t2
0
(Tβε)k e−Tβεtk P(εWk ≥ m0(tk) − m−(tk))×
×
k−1∏
j=1
P(εWj < m0(t j) − m−(t j)) dt1 . . . dtk.
We make use of the following well-known relation which holds for any C > 0, k ≥ 2, and any non-negative
continuous function h:
∫ tk
0
∫ tk−1
0
. . .
∫ t2
0
k−1∏
j=1
h(t j) dt1 . . . dtk−1 =
1
k − 1!
( ∫ tk
0
h(s) ds
)k−1
.
Then setting 1 − h(s) := P(εWj < m0(s) − m−(s)) = 1 − P(εWj ≥ m0(s) − m−(s)) yields the approximation
P
(
τε ∈ [ 12 − δ, 12 + δ]
)
≈
∞∑
k=1
1
(k − 1)!
∫ 1/2+δ
1/2−δ
e−Tβεt Tβε h(t)
[
Tβε
∫ t
0
(1 − h(s)) ds
]k−1
dt
=
∫ 1/2+δ
1/2−δ
Tβε h(t) exp
(
− Tβε
∫ t
0
h(s) ds
)
dt.
To ﬁnish the proof we take into account (3) and (8), recall that T (ε) = cε−α and note that for any t ≥ 0,
h(t) = P
(
εWj ≥ m0(s)−m−(s)
)
≈ εα(m0(s)−m−(s))−α, ε→ 0 
6. Conclusion
For jump-diﬀusions driven by α-stable Le´vy processes, there are often no tractable analytical methods.
For instance, the Fokker–Planck equation is in general a non-linear equation with fractional Laplace operator
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which cannot be solved e.g. by means of the expansion into a Fourier series. The explicit form of the
invariant density in known only for a few cases. In the present note we studied the stochastic resonance in
such jump diﬀusions with the help of a probabilistic approach.
The heavy tails of the α-stable Le´vy process determine the unique time scale of the order 1
εα
, ε → 0,
on which the transitions between the wells occur. Thus life times in the potential wells have the same
order of magnitude. In comparison to systems driven by weak Gaussian noise which have many intrinsic
exponentially diﬀerent time scales, the Le´vy system looks very degenerate.
We studied stochastic resonance of both the Le´vy-driven jump-diﬀusion and the reduced two-state
Markov chain. A probabilistic measure of periodicity that maximises the probability of an escape from
a well within a certain short time interval characterises stochastic resonance eﬀectively. In the limit of small
noise intensity, the optimal tuning with respect to this measure coincides for the jump-diﬀusion and the
Markov chain.
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