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GEOMETRY AND RIGIDITY OF MAPPING CLASS GROUPS
JASON BEHRSTOCK, BRUCE KLEINER, YAIR MINSKY, AND LEE MOSHER
Abstract. We study the large scale geometry of mapping class groups
MCG(S), using hyperbolicity properties of curve complexes. We show
that any self quasi-isometry of MCG(S) (outside a few sporadic cases)
is a bounded distance away from a left-multiplication, and as a conse-
quence obtain quasi-isometric rigidity for MCG(S), namely that groups
quasi-isometric to MCG(S) are equivalent to it up to extraction of finite-
index subgroups and quotients with finite kernel. (The latter theorem was
proved by Hamensta¨dt using different methods).
As part of our approach we obtain several other structural results: a
description of the tree-graded structure on the asymptotic cone of MCG(S);
a characterization of the image of the curve complex projections map from
MCG(S) to
∏
Y⊆S
C(Y ); and a construction of Σ-hulls in MCG(S), an
analogue of convex hulls.
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1. Introduction
In this paper we investigate the coarse geometry of the mapping class group
MCG(S) of an oriented finite-type surface S, with our main goal being a proof
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of quasi-isometric rigidity for the group. Along the way we develop a number
of tools which we hope will be of independent interest.
The following classification theorem for quasi-isometries applies for all but
a standard collection of exceptional cases (definitions are in §2, and complete
statements of these theorems handling the exceptions are in §10.)
Theorem 1.1. (Classification of Quasi-Isometries) If S has complexity at least
2 and is not a two-holed torus, quasi-isometries ofMCG(S) are uniformly close
to isometries induced by left-multiplication.
Note that an immediate consequence of this theorem is that, barring a few
exceptional cases, MCG(S) is isomorphic to its own quasi-isometry group, i.e.
the group of quasi isometries modulo those that are finite distance from the
identity (see Corollary 10.1).
Theorem 1.1 also implies the following rigidity property (see Section 10 for
an alternate statement of this result which also covers the complexity 2 cases):
Theorem 1.2. (Quasi-Isometric Rigidity) If S has complexity greater than 2
and Γ is a finitely generated group quasi-isometric to MCG(S) then there is a
homomorphism from Γ to MCG(S), with finite kernel and finite-index image.
Theorem 1.2 was proved by Hamensta¨dt in [26]. The two proofs have a
similar flavor in broad outline, although the underlying machinery supporting
the outline is different. Mosher-Whyte [44] previously established the theorem
for once-punctured surfaces of genus at least 2, using quite different methods.
The study of coarse properties of groups can be said to have started with Mil-
nor and Sˇvarc [42, 41, 54]. This advanced considerably with Stallings’ theorem
on ends of groups [52], the Mostow rigidity theorem [47], and Gromov’s theo-
rem on groups of polynomial growth [22]. Gromov [24] proposed an ambitious
program for the study and classification of groups by their coarse geometric
properties, which continues to guide current research. One branch of this pro-
gram is the classification of groups up to quasi-isometry, i.e. determining up
to isomorphism (or commensurability) the groups in a quasi-isometry class. In
the last twenty years much progress has been made on different cases of this
program:
• Groups quasi-isometric to lattices in semi-simple Lie groups (Gromov,
Sullivan, Tukia, Casson-Jungreis, Gabai, Hinkkanen, Pansu, Cannon-
Cooper, Schwartz, Farb-Schwartz, Kleiner-Leeb, Eskin [9, 10, 14, 20,
21, 23, 24, 25, 29, 35, 48, 51, 53, 55]).
• Groups quasi-isometric to Euclidean buildings (Kleiner-Leeb [35]).
• Groups quasi-isometric to Fuchsian buildings (Bourdon-Pajot, Xie [8,
57]).
• Graphs of n-dimensional Poincare´ duality groups, for some fixed n
(Farb-Mosher, Whyte, Mosher-Sageev-Whyte, Papasoglu [18, 19, 45,
46, 49, 56]).
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• Certain solvable semi-direct products Rk × Rl (Eskin-Fisher-Whyte,
Dymarz, Peng [13, 15, 50]).
Research in mapping class groups has long been motivated by a drive to find
analogies with lattices. The list of such results is intriguing but incomplete: see
for example McCarthy [40] and Ivanov [30] (a Tits-alternative), Ivanov [32] and
Farb-Masur [17] (non-arithmeticity and superrigidity), Harvey [28] (analogy to
Bruhat-Tits buildings), Harer [27] (homology stability), Farb-Lubotzky-Minsky
[16] (rank 1 behavior) and Andersen [1] (failure of property (T)). The expec-
tation has been that quasi-isometric rigidity should hold for these groups, but
the standard tools have not previously found purchase.
Structural results
Our analysis builds on the geometry of curve complexes of surfaces devel-
oped in [38, 39, 2, 7], but introduces a number of new ideas and techniques,
which have some further applications (for example the rapid-decay property for
MCG(S), Behrstock-Minsky [6]). Among these are a theorem characterizing
the curve-complex projection image ofMCG(S); a coarse convex hull construc-
tion inMCG(S); and a theory of “jets,” which analyzes infinitesimal directions
in the asymptotic cone of MCG(S) in order to control separation properties.
We summarize these below (precise statements appear later in the paper):
Consistency Theorem. To the isotopy class of each essential subsurface
W ⊆ S is associated a δ-hyperbolic complex C(W ), its curve complex (or
twist complex if W is an annulus). There is a coarse-Lipschitz projection
πW : MCG(S) → C(W ), and combining these over all W we obtain the curve
complex projections map
Π: MCG(S)→
∏
W
C(W ).
The Quasidistance Formula of [39] (see Theorem 2.8 below) shows that this
map is, in a limited sense, like a quasi-isometric embedding to the ℓ1 metric on
the product.
Behrstock established consistency inequalities (see §4) that are satisfied by
the image of Π, and in this paper we prove that these give a coarse characteri-
zation of the image:
Theorem 4.3 The consistency inequalities give a necessary and sufficient con-
dition for a point in
∏
W C(W ) to be near the image of Π.
This theorem makes it possible to state and analyze many constructions in
MCG(S) simply in terms of what they look like in the projection image, where
the hyperbolicity of the C(W )’s can be exploited.
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Σ-hulls. An important construction that follows from the Consistency The-
orem is a coarse substitute for a convex hull in MCG(S). In a δ-hyperbolic
space, the union of all geodesics joining a set of points is quasi-convex; let us
call this simply the “hull” of the set. For a finite subset A ⊂ MCG(S) (and
suitable ǫ > 0) we describe a set Σǫ(A) ⊂ MCG(S), which is exactly the set
of points that project in each factor of
∏
W C(W ) to within ǫ of the hull of the
image of A. This notion of hull satisfies a number of useful properties.
Proposition 5.2 and Lemma 5.4. Fixing the cardinality of A, Σǫ(A) depends
in a coarse-Lipschitz way on A with respect to the Hausdorff metric. Its di-
ameter is controlled by diam(A), and it admits a coarse retraction MCG(S)→
Σǫ(A), which itself has Lipschitz dependence on A.
These hulls, and their rescaling limits in the asymptotic cone, give us a way
to build and control singular chains in the cone, which we use a la Kleiner-Leeb
[35] to describe top-dimensional flats using local homology arguments.
A different application of Σ-hulls will appear in Behrstock-Minsky [6] where
MCG(S) is shown to have the rapid decay property of Haagerup/Jolissaint.
Jets and separation. In Behrstock-Minsky [7], it was shown that any pair
of distinct points in the asymptotic cone of MCG(S) could be separated by an
ultralimit of subsets associated to mapping class groups of subsurfaces. This
enabled an inductive argument to compute the compact topological dimension
of the cone. Here we refine our understanding of the components of the comple-
ment of such a set, introducing the notion of a jet. A jet is a sequence of geodesic
segments in curve complexes of subsurfaces of S (modulo an ultrafilter), such
that asymptotic behavior of projections to these segments determines the di-
vision of the complement into connected components. In the outline below we
motivate this notion via an analogy to δ-hyperbolic spaces.
As an application of these ideas we also pause in Section 7.4 to give a char-
acterization of the tree-graded structure (a la Drut¸u-Sapir [12]) of the cone of
MCG(S). This characterization has been used in the recent proof that any
finitely generated group with Property (T) has at most finitely many pairwise
non-conjugate homomorphisms into a mapping class group (Behrstock-Drut¸u-
Sapir [5]).
Outline of the proof
In this section we discuss the broad structure of the paper and the proof of
Theorem 1.1 (the proof of Theorem 1.2 from 1.1 is fairly standard and will be
given in Section 10).
Definitions and other preliminaries will be given in Section 2.
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Coarse preservation of Dehn twist flats. In order to control a quasi-
isometry f : G→ G of any group, we wish to identify structures in G which are
robust enough to be preserved by f , and intricate enough that they can only
be preserved in the obvious ways. In the case of MCG(S), these structures are
(maximal) Dehn twist flats, which are cosets of maximal-rank free-abelian sub-
groups generated by Dehn twists. Later we will actually work with equivalent
subsets of the marking complex M(S), which is our geometric model of choice
for MCG(S).
Theorem 10.3 states that a quasi-isometry f : MCG(S)→MCG(S) coarsely
preserves the set of Dehn twist flats. That is, the image of any such flat is within
finite Hausdorff distance of another such flat, with the bound depending only
on the quality of the quasi-isometry.
Once Theorem 10.3 is established, we can apply known results to prove
Theorem 1.1. The coarse permutation of flats induces an automorphism of the
curve complex of S which by a theorem of Ivanov–Korkmaz–Luo [33, 36, 37] is
induced by some mapping class φ ∈ MCG(S) (when S = S1,2 this is not quite
right but we ignore this for now). This gives us the desired element ofMCG(S)
and it is then not hard to show that left-multiplication by φ is uniformly close
to the quasi-isometry f .
Preservation of asymptotic Dehn twist flats. Theorem 10.3 will be proven,
following Kleiner-Leeb [35], by reduction to the asymptotic cone of MCG(S).
The asymptotic cone, which we denote Mω, is a limit obtained by unbounded
rescaling of the word metric on MCG(S). Extracting this limit requires the
choice of an ultrafilter, although our results hold for any choice — see §2.3 for
details.
A quasi-isometry ofMCG(S) converges after rescaling to a bilipschitz home-
omorphism ofMω, and Dehn twist flats limit to bilipschitz-embedded copies of
Euclidean space. Thus our goal in this context is to show that these asymptotic
Dehn twist flats are permuted by the limiting map:
Theorem 10.2. Except when S is a one-holed torus or four-holed sphere,
any homeomorphism f : Mω(S) → Mω(S) permutes the Dehn twist flats in
Mω(S).
The proof of Theorem 10.2 will take up most of the paper.
The reduction of Theorem 10.3 to Theorem 10.2 will be discussed in detail
in Section 10.2. Let us now sketch the proof of Theorem 10.2.
Structure of MCG(S) via hyperbolicity. We begin in Sections 3–5 by re-
fining the tools developed in Masur–Minsky [38, 39] and Behrstock [3] to study
the coarse structure of MCG(S) using properties of curve complexes.
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In Section 3, we analyze the structure of subsets of MCG(S) that come, in
a simple way, from restrictions on some of the coordinates of the subsurface
projection maps. In particular what we call a product region is a set Q(µ) corre-
sponding to all markings of S that contain a fixed partial marking µ. Coarsely
this is the same as a coset inMCG(S) of a stabilizer of the partial marking. The
factors in the product structure are indexed by the different components of the
subsurface of S on which the partial marking µ is undefined. In this language
a Dehn twist flat is defined as a set Q(µ) where µ is a pants decomposition
whose curves are unmarked by any choice of transversal. Choosing transversals
gives one real-valued parameter for each curve in µ, making a Dehn twist flat
quasi-isometric to Rξ(S), where ξ(S) is the number of components of a pants
decomposition of S.
A cube is a special subset of a product region which is in fact quasi-isometric
to a Euclidean cube in a way compatible with the product structure. We show
that product regions and cubes are quasi-isometrically embedded subsets of
MCG(S), generalizing a result of [39]. In Lemmas 3.3 and 3.7 we analyze the
sets, called junctures, along which two of these regions are close — junctures are
generalizations of the coarse intersections of quasiconvex sets in a hyperbolic
space.
In Section 4, we prove the Consistency Theorem 4.3, which characterizes the
image of the curve complexes projection map. This theorem can be applied in
many cases to supplant the use of the hierarchy paths from Masur–Minsky [39].
Although useful, these paths are technical to define and to work with. Hence,
for the most part we have avoided using them and Theorem 4.3 is one of the
main tools that allows us to do this.
In Section 5, we use Theorem 4.3 to define and study Σ-hulls.
Local homology via hulls. In Section 6 we use Σ-hulls in order to study the
local homology properties of the asymptotic cone. The coarse properties estab-
lished in Proposition 5.2 and Lemma 5.4 imply, in the cone, that ultralimits of
Σ-hulls are contractible and have controlled geometry (Lemmas 6.1 and 6.2).
This allows us to use them to build singular chains which Σ-compatible, mean-
ing that each simplex is contained in the Σ-hull of its 0-skeleton. With this,
and the results of Behrstock-Minsky [7], we prove local homological dimension
bounds, a result originally established by Hamensta¨dt [26]. We also obtain
Corollary 6.9, an analogue of a result of Kleiner-Leeb [35], which controls em-
bedded top-dimensional manifolds in the cone. Σ-compatible chains will also
be crucial in Sections 7 and 8.
Separation via jets. In Section 7, we refine the results of [3] and [7] to analyze
separation properties of the asymptotic cone.
One can consider the δ-hyperbolic case in order to describe the basic intu-
ition behind these separation arguments. If X is δ-hyperbolic and {gn} is a
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sequence of geodesic segments of lengths going to infinity, we obtain an ultra-
limit gω in the asymptotic cone Xω, which may be a geodesic segment or a point
(assume the latter, for simplicity). Nearest-point projection πn : X → gn yields
a relation on Xω \ gω: say that two ultralimits xω and yω are equivalent if for
representative sequences xn and yn, the sequence of distances d(πn(xn), πn(yn))
is ω-almost everywhere bounded.
It is a nice exercise to check directly from δ-hyperbolicity that this gives a
well-defined equivalence relation, whose equivalence classes are open, and hence
these classes are separated from each other by gω. In particular if xn and yn
are always projected to opposite ends of gn and neither xω nor yω lies in gω
then they are separated by it. When gω is a point we call the sequence {gn} a
microscopic jet.
Theorem 7.2 gives an analogous statement forMCG(S), where δ-hyperbolicity
of individual curve complexes is exploited in a similar way, and separating sets
are not points but product regions.
We will also have need to think about the setting where, appealing again to
our δ-hyperbolic analogy, one of our points xω or yω may lie in gω. For this we
introduce a finer analysis of what we call macroscopic jets with either gradual
or sudden growth, and prove a suitable separation result in Theorem 7.7. In
this case we show that certain of the components are acyclic, and this is where
Σ-hulls come into the proof.
Section 7.4 is a digression in which we use these ideas to characterize the
pieces of the tree-graded structure of the asymptotic cone of MCG(S), in the
sense of Drut¸u-Sapir [12]. Although this is not needed for the rest of the proof,
it is a structural fact which follows directly from our techniques and is likely of
independent interest.
Finiteness for manifolds in the asymptotic cone. In Section 8 we apply
the foregoing results to prove a local finiteness theorem for manifolds in the
asymptotic cone.
Theorem 8.5 shows that the Σ-hull of a finite set in a top-dimensional man-
ifold in the cone is always contained in a finite number of cubes. Most of the
work is done in Theorem 8.1, which uses the separation theorems to control
which subsurface projections of the finite set can grow without bound. This
allows us to control the structure of paths connecting points in the set which
behave in an efficient way with respect to their curve complex projections, e.g.,
hierarchy paths.
Finally, Theorem 8.7 states that any top-dimensional manifold is, locally
at any point, contained in a finite number of cubes. This uses the results of
Section 6 — in particular Theorem 8.5 and a triangulation argument allow us to
approximate any sphere in the manifold as the boundary of a chain supported in
finitely many cubes, and Corollary 6.9 implies the ball in the manifold bounded
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by the sphere is therefore contained (except for a small error near the boundary)
in these cubes as well.
Orthant complex. In Section 9 we use the finiteness theorem to study the
local structure of manifolds in the asymptotic cone, reducing it to a combina-
torial question about the complex of orthants, which is the complex of germs
of cubes with a corner at a given point x. The starting point, using Theorem
8.7, is the fact that the germ of any top-dimensional manifold at x is equal to
a finite collection of orthants. This allows us to characterize the structure of
the complex of orthants using purely topological properties, and in particular
(Corollary 9.8) to characterize the germs of Dehn-twist flats in the cone. This
means that any homeomorphism of the cone must permute the germs of Dehn-
twist flats. A simple local-to-global argument gives the proof of Theorem 10.2.
2. Preliminaries
In Section 2.1 we review the foundations of curve complexes and marking
complexes. In Section 2.2 we review projection maps between curve complexes
of subsurfaces, and how they are used to obtain a quasidistance formula for
the marking complex. The main references are [39] and [7]. In Section 2.3 we
review asymptotic cones.
2.1. Curves and markings
2.1.1. Basic definitions. A finite type surface X is an oriented surface home-
omorphic to a closed surface minus a finite set of points. The missing points
are in one-to-one correspondence with the ends of X, and these are referred to
as the punctures of X. If X is connected we denote X = Sg,n where g is the
genus and n the number of punctures, and we quantify the complexity of Sg,n
by ξ(Sg,n) = max{3g − 3 + n, 0}. All surfaces in this paper will be of finite
type.
Throughout the paper we will consider a single connected “ambient” surface
S such that ξ(S) ≥ 2 — so S is not a sphere with ≤ 4 punctures nor a torus
with ≤ 1 puncture. We will also consider subsurfaces of S for which ξ ≥ 1, as
well as subannuli of S.
The (extended) mapping class group of S is the group
MCG(S) = Homeo(S)/Homeo0(S)
where Homeo(S) is the group of homeomorphisms of S, and Homeo0(S) is the
normal subgroup of homeomorphisms isotopic to the identity. We will often
implicitly consider isotopy classes, i.e. Homeo0(S)-orbits, of various objects
such as subsurfaces and simple closed curves. When this relation is explicit we
will denote it by
i
≡.
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2.1.2. Curves. An essential curve on a finite type surface X is an embedded
circle γ such that if X is not an annulus then no component of X − γ is a
disc or a once-punctured disc, and if X is an annulus then γ is a core of X.
An essential curve system on X is a nonempty collection C of finitely many
pairwise disjoint essential curves.
If X is connected then a curve system C on X is called a pants decomposition
if each component of X − C is a three-punctured sphere, a pair of pants. A
nonempty pants decomposition exists on X if and only if ξ(X) ≥ 1, in which
case its number of curves is ξ(X).
Given any finite type surface X, all pairwise nonisotopic, maximal, essential
curve systems on X have the same cardinality, a number denoted r(X) and
called the rank of X, equal to the sum of the ξ-values of the components of X
plus the number of annulus components. WhenX is an essential subsurface of S
(see below), this number r(X) equals the locally compact dimension of certain
subsets of the asymptotic cone of MCG(S) associated to X; see Lemma 3.5.
Given two essential curve systems C,C ′, we may always isotope one of them
so that they are in efficient position, which means that C,C ′ are transverse and
no component of S − (C ∪ C ′) has closure which is a bigon, a nonpunctured
disc whose boundary consists of an arc of C and an arc of C ′. We say that C
and C ′ overlap if, after putting them in efficient position, the intersection is
nonempty. The concept of overlap will be generalized below.
2.1.3. The lattice of essential subsurfaces. An essential subsurface of S is
a subsurface Y ⊂ S with the following properties.
• Y is a union of (not necessarily all) complementary components of an
essential curve system C. Denote C ∩ Y by ∂Y , the boundary curves
of Y .
• No two components of Y are isotopic — equivalently, no two annulus
components are isotopic.
• Each nonannulus component of Y has ξ ≥ 1, equivalently, no component
is a 3-punctured sphere.
Essential subsurfaces of S are identified when they are isotopic in S. Note that
two isotopic essential subsurfaces need not be ambient isotopic, for instance the
complement of a single essential curve c is isotopic to but not ambient isotopic
to the complement of an annulus neighborhood of c.
Given an essential subsurface X of S, let Γ(X) denote the set of isotopy
classes in S of simple closed curves that are essential in X. Note that a bound-
ary curve of X has isotopy class in Γ(X) if and only if it is isotopic to the core
of an annulus component of X. Because we have excluded 3-holed spheres,
Γ(X) is empty if and only if X is empty. Note that r(X) equals the maximum
cardinality of a curve system in S whose elements are in Γ(X).
10 JASON BEHRSTOCK, BRUCE KLEINER, YAIR MINSKY, AND LEE MOSHER
On the set of essential subsurfaces define a relation X ⊂◦ Y , read “X is an
essential subsurface of Y ”, to mean Γ(X) ⊂ Γ(Y ).
Lemma 2.1. The relation ⊂◦ is a partial order on the set of isotopy classes of
essential subsurfaces of S (including ∅). In particular, X is isotopic to Y if and
only if Γ(X) = Γ(Y ). Moreover there exist binary operations ∩◦ , and ∪◦ , called
essential union and essential intersection, which have the following properties:
(1) X ∪◦ Y is the unique ⊂◦-minimal essential subsurface Z such that X ⊂◦ Z
and Y ⊂◦ Z.
(2) X ∩◦ Y is the unique ⊂◦-maximal essential subsurface Z such that Z ⊂◦ X
and Z ⊂◦ Y .
In other words we have a lattice whose partial order is ⊂◦ and whose meet and
join operations are ∩◦ and ∪◦ , respectively.
Proof. To define these operations it is helpful to fix a complete hyperbolic met-
ric on S. Every essential curve has a unique geodesic representative. Every
connected essential subsurface X which is not an annulus is represented by the
appropriate component of the complement of the union of the geodesic rep-
resentatives of ∂X. Every essential subannulus is represented by the geodesic
representative of its core. We call this the geodesic representative of a connected
essential subsurface. Note that disjoint components of an essential subsurface
have disjoint geodesic representatives, even when annuli are involved.
Now we can see that Γ(X) determinesX as follows. If C ⊂ Γ(S), then for any
finite subset of C we can take a regular neighborhood of the union of geodesic
representatives, fill in disk or punctured-disk components of the complement,
and obtain an essential subsurface. Any exhaustion of C by finite sets gives
an increasing sequence of such subsurfaces, which must therefore eventually
stabilize up to isotopy. This uniquely determines an essential subsurface which
we call Fill(C). One easily shows X
i
≡ Fill(Γ(X)) provided Γ(X) 6= ∅, that is,
if X is not a pair of pants. It follows immediately that ⊂◦ is a partial order.
Let us now show that ∪◦ is defined. Given X and Y , let Z = Fill(C) where
C = Γ(X) ∪ Γ(Y ). Any curve in C either overlaps some other curve in C, in
which case it is essential in a nonannulus component of Z, or it does not, in
which case it is the core of an annulus component of Z and again essential.
Therefore Γ(X) ∪ Γ(Y ) ⊆ Γ(Z), so that X ⊂◦ Z and Y ⊂◦ Z. Z is minimal
with respect to this property because if Z ′ is a competitor then every finite
subset of C is realized geodesically in the geodesic representative of Z ′, and
hence Z ⊂◦ Z ′. Uniqueness follows from the fact that ⊂◦ is a partial order. We
therefore set X ∪◦ Y = Z.
In fact we note that ∪◦ is defined for arbitrary collections {Xi}, merely by
letting C = ∪Γ(Xi). Now we can obtain X ∩◦ Y satisfying (3) by taking the
essential union of {Z : Z ⊂◦ X and Z ⊂◦ Y }. 
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Here are a few remarks on the proof.
Notice that X ⊂◦ Y if and only if the geodesic representative of each compo-
nent of X is pointwise contained in the geodesic representative of some com-
ponent of Y . This is in turn equivalent to saying that each component of X
is isotopic to an essential subsurface of a component of Y (where we allow an
annulus to be an essential subsurface of itself).
It is helpful to notice that Γ(X ∩◦ Y ) = Γ(X) ∩ Γ(Y ). This is because any
element γ in Γ(X) ∩ Γ(Y ) is the core of an essential annulus A in both, hence
A ⊂◦ X ∩◦ Y by (2), so γ ∈ Γ(X ∩◦ Y ). The other direction follows from the fact
that X ∩◦ Y is essentially contained in both X and Y .
We also define the essential complement Xc to be the maximal essential
subsurface Z whose geodesic representative is disjoint from that of X. More
concretely Xc is the union of complementary components of X that are not 3-
holed spheres, together with an annulus for each component of ∂X that is not
isotopic into an annulus of X. (This definition agrees with that in Behrstock-
Minsky [7]). Note that essential complement does not behave like a true lattice
theoretic complement operator, in that (Xc)c need not be isotopic to X, and
X ∪◦ Xc is usually not S; for example, if X is a regular neighborhood of a pants
decomposition on S then Xc = ∅.
On the other hand, the essential complement does satisfy the following easily
verified formula, which in the asymptotic cone will allow us to make sense of
codimension:
Proposition 2.2. For each essential subsurface X ⊂ S we have
r(X) + r(Xc) = r(S) = ξ(S)

2.1.4. Curve complex. We associate a simplicial complex C(Y ) with each
connected surface Y with ξ(Y ) ≥ 1, as well as for each essential subannulus of
our ambient surface S. For ξ(Y ) ≥ 1, the vertex set C0(Y ) of C(Y ) is Γ(Y ), the
isotopy classes of essential curves, and for ξ(Y ) > 1, k-simplices correspond to
sets of k+1 vertices with disjoint representatives. Hence dim C(Y ) = ξ(Y )− 1.
When ξ(Y ) = 1, we place an edge between any two vertices whose geometric
intersection number is the smallest possible on Y (1 when Y = S1,1 and 2 when
Y = S0,4). See Harvey [28], Ivanov [31] and Masur-Minsky [38].
If Y is a connected essential subsurface of S and ξ(Y ) ≥ 1 then the inclusion
Y →֒ S naturally induces an embedding C0(Y ) →֒ C0(S), whose image we
identify with C0(Y ). If furthermore ξ(Y ) ≥ 2 then the embedding C0(Y ) →֒
C0(S) extends to a simplicial embedding C(Y ) →֒ C(S), whose image we identify
with C(Y ).
As in [39], we define C(Y ) for an essential annulus Y ⊂ S by considering
the annular cover of S to which Y lifts homeomorphically, and which has a
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natural compactification to a compact annulus AY (inherited from the usual
compactification of the universal cover H2). Define an essential arc in AY to be
an embedded arc with endpoints on different components of ∂AY . We define
C(Y ) to be the graph whose vertices C0(Y ) are isotopy classes rel endpoints of
essential arcs in AY , with an edge for each pair of distinct vertices represented
by essential arcs with disjoint interiors.
Note that if Y, Y ′ are isotopic essential annuli then C(Y ), C(Y ′) are the same
complex.
Given an essential curve γ in S we let C(γ) denote C(Y ) for any essential
annulus Y ⊂ S with core curve isotopic to γ.
The mapping class of the Dehn twist about γ acts naturally on C(γ) as
follows: choose the twist τγ to be supported on an annulus neighborhood Y
of γ, lift τγ through the covering map int(AY ) → S to a homeomorphism
τ˜γ : AY → AY that is supported on the preimage of Y , and let this lift act on
the essential arcs in AY . The following properties of this action are easy; for
details see [39].
Lemma 2.3. For any essential curve γ in S and any vertex v ∈ C0(γ) the
orbit map n 7→ τnγ (v) is a quasi-isometry between Z and C(γ). The action of
the infinite cyclic group 〈τγ〉 on C(γ) has a fundamental domain of diameter 2.
We will need to use the main result of [38]:
Theorem 2.4. For each surface Y with ξ(Y ) ≥ 1, the curve complex C(Y )
is an infinite diameter δ-hyperbolic metric space, with respect to the simplicial
metric.
2.1.5. Markings and partial markings. We define markings and the mark-
ing complex for any connected surface Y with ξ ≥ 1, as well as for any essential
subsurface of S, including those which are disconnected and/or have some an-
nulus component. We also define partial markings. (In [39], partial markings
are called markings, and markings are called complete markings).
Suppose that Y is connected and ξ(Y ) ≥ 1. A partial marking µ = (base(µ), t)
on Y consists of a simplex base(µ) in C(Y ) together with a choice of element
t(b) ∈ C0(b), which we call a transversal, for some (possibly none) of the vertices
b ∈ base(µ); by convention we allow the empty set ∅ as a partial marking of Y .
If t(b) is defined then we say that b is marked (by µ), otherwise b is unmarked
(by µ). A marking (sometimes full marking) is a maximal partial marking, one
for which base(µ) is a pants decomposition and every b ∈ base(µ) is marked.
Given two partial markings µ = (base(µ), t) and µ′ = (base(µ′), t′), we write
µ ⊂ µ′ to mean that base(µ) ⊂ base(µ′) and, for each b ∈ base(µ), b is marked
by µ only if it is marked by µ′ in which case t(b) = t′(b); we also write µ
i
≡ µ′
to mean µ ⊂ µ′ and µ′ ⊂ µ.
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Consider now a connected essential subsurface Y of S. If ξ(Y ) ≥ 1 then we
have defined above markings and partial markings of Y . If Y is an annulus
then a marking of Y is is just a vertex of C(Y ), and a partial marking of Y is
either a marking of Y or ∅.
Finally, given an arbitrary essential subsurface Y of S, a marking of Y simply
means a choice of marking on each component of Y .
2.1.6. The marking complex. We define the marking complex of any con-
nected surface Y with ξ ≥ 1, and of any essential subsurface of S.
First, given an essential subannulus Y of S, define the marking complex of
Y to be M(Y ) = C(Y ).
Suppose now that Y is connected and ξ(Y ) ≥ 1. The vertices of M(Y ) are
just the markings of Y . To define the edges we first need this notion: if b and c
are overlapping essential curves, we denote πb(c) ∈ C(b) to be the set of lifts of
c to essential arcs in the annular cover associated to b. The diameter of this set
is bounded in C(b), with a bound depending only on the topology of Y . The
map πb is an example of a subsurface projection map, defined below in a more
general setting.
Edges in M(Y ) correspond to elementary moves among markings on Y ,
which come in two flavors: twist moves and flip moves. To define them, consider
a marking µ on Y and a curve b ∈ base(µ). A marking µ′ is said to be
obtained from µ by a twist move about b if base(µ) = base(µ′), µ, µ′ have
the same transversals to each curve in base(µ) \ {b} = base(µ′) \ {b}, and the
transversals t(b) in µ and t′(b) in µ′ satisfy dC(b)(t, t
′) ≤ 2. A marking µ′ =
(base(µ′), t′) is said to be obtained from µ by a flip move along b if there exists
b′ ∈ base(µ′) such that base(µ) \ {b} = base(µ′) \ {b′}, Fill(b, b′) is a one-holed
torus or 4-holed sphereW such that dC(W )(b, b
′) = 1, dC(b)(πb(b
′), t(b)) ≤ 2, and
dC(b′)(t
′(b′), πb′(b)) ≤ 2.
Finally, for any essential subsurface Y of S with components Y1, . . . , Yn,
defineM(Y ) to be the 1-skeleton of the cartesian productM(Y1)×. . .×M(Yn)
with the usual CW-product structure. To put it another way, the vertices of
M(Y ) are the markings of Y , and there is an edge between two markings µ, µ′
of Y if and only if µ, µ′ are isotopic outside of a certain component Yi, and the
restrictions of µ, µ′ to Yi are connected by an edge of M(Yi).
The marking complex is locally infinite because of the structure of transver-
sals, but it is still quasi-isometric to a locally finite complex, as follows. Recall
from [39] that a clean marking is a marking µ = (base(µ), t) with the following
properties: for each b ∈ base(µ), t(b) is πb(c) where c = c(b) is an essential curve
in the component F of Y \ (base(µ) \ {b}) containing b; and the curves b and c
have minimal nonzero intersection number in F . The complex of clean mark-
ings is a connected, MCG(Y )-invariant subcomplex of M(Y ) whose vertices
are the clean markings.
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In fact the clean marking complex is what is usually referred to as the mark-
ing complex, see e.g., [3] and [7]. Because the full complex is more convenient
for our purposes, we record this quasi-isometry:
Proposition 2.5. The marking complex M(Y ) is quasi-isometric to MCG(Y )
and to the subcomplex of clean markings. More precisely, for each µ0 ∈ M(Y )
the orbit map φ 7→ φ(µ0) is a quasi-isometry from MCG(Y ) to M(Y ).
In particularM(Y ) is connected, which may not have been obvious from the
definition.
Sketch of proof. As noted in [39], the clean marking complex is locally finite,
the action of MCG(Y ) is properly discontinuous and cocompact, and so by
the Milnor-Sˇvarc lemma [42] [54] the orbit map is a quasi-isometry between
MCG(Y ) and the complex of clean markings. The inclusion of the complex of
clean markings into M(Y ) is an MCG(Y )-equivariant quasi-isometry, because
for each marking there is a clean marking within a uniformly bounded distance
C by Lemma 2.3, and for each edge of M(Y ) connecting two markings µ0, µ1,
if µ′0, µ
′
1 are two clean markings within distance C of µ0, µ1 respectively then
the distance between µ′0, µ
′
1 in the clean marking complex is uniformly bounded
— this is checkable explicitly from the definition in [39] of the edges allowed
between clean markings. 
Remark on notation. In any context where C(Y ) is under consideration
the essential subsurface Y is assumed to be connected, whereas when M(Y ) is
being considered then Y can be disconnected.
2.1.7. Overlap. We define a symmetric binary relation of overlap for objects
on S, denoted ⋔, as follows.
We have already defined overlap of two essential curve systems, in Sec-
tion 2.1.2.
Overlap of an essential curve γ ⊂ S and an essential subsurface Y ⊂ S, de-
noted γ ⋔ Y and Y ⋔ γ, means that γ cannot be isotoped into the complement
of Y . Equivalently, after isotoping γ to intersect ∂Y efficiently, the intersection
γ ∩ Y is either a non-boundary-parallel essential curve in Y (the core of an
annulus component is not allowed) or a nonempty pairwise disjoint union of
essential arcs in Y , each a properly embedded arc α ⊂ Y that is not homotopic
rel endpoints into ∂Y .
Given an essential curve system C and an essential subsurface Y , define
C ⋔ Y to mean that there exists a component γ of C such that γ ⋔ Y .
Overlap of two essential subsurfaces X,Y ⊂ S, denoted X ⋔ Y , means that
∂Y ⋔ X and ∂X ⋔ Y . Equivalently, after X,Y are isotoped so that ∂X,
∂Y intersect efficiently, some component of Y ∩ ∂X is an essential curve or
arc in Y and some component of ∂Y ∩ X is an essential curve or arc in X.
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It is also equivalent to say that neither of Y or X is isotopic into the other
and no matter how Y,X are chosen in their isotopy classes their intersection is
nonempty. Notice for example that if ∂X ⋔ ∂Y then X ⋔ Y , but the converse
can fail.
Overlap of an essential subsurface Y and a partial marking µ, denoted µ ⋔ Y
and Y ⋔ µ, means that either base(µ) ⋔ Y or there exists b ∈ base(µ) such that
b is marked by µ and some component of Y is an annulus neighborhood b.
2.1.8. Open subsurface and support. Given a partial marking µ =
(base(µ), t) on S, its open subsurface, denoted open(µ) = openS(µ), is defined
to be the essential union of all subsurfaces Z such that Z 6⋔ µ. Equivalently,
open(µ) is the largest essential subsurface which does not overlap µ. One can
also describe it explicitly as the union of the components F of S−base(µ) such
that ξ(F ) ≥ 1, and the annuli (if any) homotopic to the unmarked b ∈ base(µ).
Note that each boundary curve of open(µ) is isotopic to a curve of base(µ).
We usually drop the subscript S in the notation openS(µ), unless we want to
emphasize the surface in which the operation takes place, as in the proof of
Lemma 3.3.
The support of a partial marking µ of S, denoted supp(µ) = suppS(µ), is
defined to be open(µ)c, the essential complement of open(µ). The support of
µ does not always behave as might at first be expected: for example, if no
transversals are defined in µ then supp(µ) = ∅, even if µ 6= ∅.
We note several properties of open(µ) and supp(µ). Let µ = µu ∪ µm where
µu consists of the unmarked curves of base(µ) and µm consists of the marked
curves and their transversals.
• Each component of ∂ supp(µ) is isotopic to a component of base(µ).
• µm restricts to a (full) marking of each component of supp(µ).
• supp(µ) is characterized up to isotopy as the maximal essential subsur-
face of S with respect to the previous two properties.
• The curves µu are precisely the cores of the annulus components of
open(µ).
2.1.9. Dehn twist flats. Given a pants decomposition µ on S, the set of
markings whose base is µ is denoted Q(µ) ⊂ M(S), and is called the Dehn
twist flat corresponding to µ. The terminology “flat” comes from the fact,
proved in [7] Lemma 2.1, that Q(µ) is a quasi-isometrically embedded copy of
Rξ(S); see also Proposition 3.1 (1) below, which generalizes this to allow µ to
be any partial marking.
We state here without proof two other ways to view Dehn twist flats, in two
other models of the quasi-isometric geometry of MCG(S): the word metric on
MCG(S); and the thick part of Teichmu¨ller space.
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Under the quasi-isometry M(S) ↔ MCG(S) of Proposition 2.5, a Dehn
twist flat Q(µ) corresponds uniformly to a left coset of a maximal-rank free-
abelian subgroup generated by Dehn twists. To be precise, consider the finite
set of MCG(S) orbits of pants decompositions, and choose one representative
µ1, . . . , µK from each orbit. There is a constant A ≥ 0 such that for each pants
decomposition µ = Φ·µk, the image of Q(µ) inMCG(S) has Hausdorff distance
≤ A from the left coset ΦT (µk) where T (µk) is the rank ξ(S) free abelian group
generated by Dehn twists about the components of µk.
Another quasi-isometric model of MCG(S) is the thick part of the Te-
ichmu¨ller space T (S). By Margulis’ Lemma there is a constant ǫ0 > 0 in-
dependent of S such that in any hyperbolic structure on S, the set of simple
closed geodesics of length ≤ ǫ0 is pairwise disjoint, and every other simple
closed geodesic has length ≥ 2ǫ0. The thick part Tthick(S) is defined to be the
set of hyperbolic structures whose shortest closed curve has length ≥ ǫ0. The
action of MCG(S) on Tthick(S) is properly discontinuous and cocompact and
so, by the Sˇvarc-Milnor lemma, there is a quasi-isometry M(S) ↔ Tthick(S),
with respect to any equivariant proper geodesic metric on Tthick(S). Applying
Fenchel–Nielsen coordinates one sees that Tthick(S) is a manifold-with-corners,
locally modelled on the closed orthant {x ∈ R2ξ(S)
∣∣ xi ≥ 0 for all i}. Each
curve family C of cardinality j corresponds to a codimension-j facet F (C) con-
sisting of hyperbolic structures on which the curves of C are precisely the curves
of length ǫ0. Note that for a pants decomposition µ, the Fenchel-Nielsen length
coordinates in the facet F (µ) are all fixed to be ǫ0, and so the remaining coor-
dinates are just the twists around the curves of µ, making F (µ) homeomorphic
to Rξ(S). Putting this all together, there is a constant A ≥ 0 such that for each
pants decomposition µ, the image of Q(µ) in Tthick(S) has Hausdorff distance
≤ A from F (µ).
2.2. Projections
2.2.1. Subsurface projections. Following [39], [3], and [7], given a surface
S and an essential subsurface Y we shall define several projection maps which
take curves and markings in S to curves and markings in Y . When the tar-
get is the marking complex M(Y ) we use πM(Y ) for the projection, and when
the target is the curve complex C(Y ) we use πC(Y ) or more briefly πY . Be-
cause these definitions require choices, for example choosing a vertex among
a set of vertices, formally speaking we define the image of each map to be
the set of all choices. However in all cases the map is coarsely well-defined
(see Lemma 2.10), which means that the set of choices has uniformly bounded
diameter. In practice we may sometimes abuse terminology and treat these
maps as if the image of a point is a point. We may also abuse distance nota-
tion between the images of two points, confusing minimum distance, Hausdorff
distance, and distance between any two representative elements of the images
(see below under “Notation for various distances”), because those quantities
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all differ by a uniformly bounded amount. Furthermore, these subsurface pro-
jection maps are coarsely Lipschitz (Lemma 2.11) and they behave well with
respect to composition (Lemma 2.12).
Projecting curves to (sets of) curves. Suppose that Y ⊂◦ S is connected
and not an annulus. If γ ∈ C(S), we define πC(Y )(γ) to be the set of vertices
of C(Y ) obtained from essential arcs or curves of intersection of γ with Y , by
the process of surgery along ∂Y . To be more precise, put γ in efficient position
with respect to ∂Y , choose a component α of γ ∩Y , and consider a component
of the boundary of a regular neighborhood of α ∪ ∂Y ; the set of all essential
curves in Y obtained in this way is πC(Y )(γ).
If Y is an annulus, we let πC(Y )(γ) be the set of vertices of C(Y ) obtained as
lifts of γ to the annular cover associated to Y . This operation was denoted πb
in the earlier discussion of marking complexes, where b is the core of Y .
Note in both cases that πC(Y )(γ) is nonempty if and only if γ ⋔ Y . See
Lemma 2.10 for coarse well-definedness of πC(Y ).
Notation: we often write πY for any projection map whose target is C(Y ).
When the target needs to be emphasized we write πC(Y ).
The bounded geodesic projection theorem from [39] will be important for us:
Theorem 2.6. Let Y be a connected essential subsurface of S and let g be a
geodesic segment in C(S) such that v ⋔ Y for every vertex v of g. Then
diamC(Y )(g) ≤ B
where B is a constant depending only on ξ(S).
Projecting (partial) markings to curves. We define a projection πC(Y )(µ) ⊂
C(Y ) for a partial marking µ in S as follows: When base(µ) ⋔ Y we let πC(Y )(µ)
be the union of πC(Y )(b) over all b ∈ base(µ). When Y is an annulus neighbor-
hood of a marked b ∈ base(µ) then we define πC(Y )(µ) = t(b). In all other cases
πC(Y )(µ) = ∅.
Projecting (partial) markings to (partial) markings. If µ is a partial
marking in S and Y an essential subsurface, we will define a partial marking
πM(Y )(µ) in Y . If µ is a marking of S then πM(Y )(µ) will be a marking of
Y , so that we will obtain a coarse Lipschitz map πM(Y ) : M(S)→M(Y ) (see
Lemma 2.11).
Write µ = (base(µ), t). If Y 6⋔ µ then πM(Y )(µ) = ∅. From now on we may
assume Y ⋔ µ. If Y is disconnected we can view partial markings as tuples of
partial markings in the components and define πM(Y ) componentwise. So we
may also assume that Y is connected.
When Y is an annulus let πM(Y )(µ) denote any choice of element of πC(Y )(µ),
recalling that M(Y ) = C(Y ).
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If ξ(Y ) ≥ 1, let b be any choice of element in πC(Y )(µ), let A be an annulus
with core b, and let Yb be the union of A with its essential complement in Y .
Now inductively define
πM(Y )(µ) = b ∪ πM(Yb)(µ)
where the second term of the union is interpreted as a union over the com-
ponents of Yb. Note that, at the bottom of the induction, the annulus case
provides transversals for all the base curves of πM(Y )(µ) that overlap µ.
There are choices at each stage of this construction, but when µ is a marking
the final output is coarsely well-defined, as proved in [3]. See Lemma 2.10 for
a statement.
For a partial marking µ, recall that open(µ) is the unique maximal essential
subsurface Y such that µ 6⋔ Y , or equivalently such that πM(Y )(µ) is empty.
The following lemma characterizes the (relative) open subsurface of the projec-
tion of a partial marking, as the maximal subsurface that doesn’t overlap the
marking:
Lemma 2.7. If Y is an essential subsurface of S and µ a partial marking in
S, then
openY (πM(Y )(µ)) =
⋃
◦ {Z ⊂◦ Y : Z 6⋔ µ} .
Proof. Let µ′ = πM(Y )(µ). Every base curve in the inductive construction of µ
′
is either a base curve of µ itself, or an element of a subsurface projection of µ
into some subsurface of Y . The induction terminates when the complementary
subsurfaces of the base have no more overlap with µ, and when the base curves
are either marked by µ′ or are base curves of µ that have no transversals. It
follows that openY (µ
′) does not overlap µ.
Conversely, let Z ⊂◦ Y be a subsurface that does not overlap µ. If Z is an
annulus around b ∈ base(µ) then b is unmarked by µ. Otherwise Z is disjoint
from all vertices of πC(Y )(µ). Hence in the first step of the construction of
µ′, the subsurface Z does not overlap the chosen base curve. Continuing by
induction, Z does not overlap µ′. Hence Z ⊂◦ openY (µ
′).
We have shown that openY (µ
′) is among the set of subsurfaces of Y that don’t
overlap µ, and that every subsurface of Y that doesn’t overlap µ is essentially
contained in openY (µ
′). Hence the two sides are equal. 
Notation for various distances: In a metric space M , when p, q are sub-
sets of M we use dM (p, q) to denote minimum distance, meaning the infimum
of the distance between an element of p and an element of q. We also use
dH,M (p, q) to denote Hausdorff distance, the infimum of all ǫ ≥ 0 such that p is
contained in the ǫ-neighborhood of q and q is contained in the ǫ-neighborhood
of p. When the context is clear we abbreviate dH,M (p, q) to dH(p, q).
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Given an essential subsurface Y ⊂ S, and any objects a and b in the domain
of πC(Y ) or of πM(Y ) we denote
dC(Y )(a, b) = dC(Y )(πC(Y )(a), πC(Y )(b))
and
dM(Y )(a, b) = dM(Y )(πM(Y )(a), πM(Y )(b))
as long as the right hand side makes sense, for example when a, b are full
markings in the latter case. When the context is clear we often abbreviate
dC(Y ) to dY .
2.2.2. Quasidistance formula. Knowing that MCG(S) is quasi-isometric to
the marking complexM(S), we can study the asymptotic geometry ofMCG(S)
by having a useful quasidistance formula on M(S), which is provided by the
following.
Given two numbers d ≥ 0, A ≥ 0, denote the truncated distance
{d}A =
{
d if d ≥ A
0 otherwise
Given r, s ≥ 0, K ≥ 1, C ≥ 0 we write r
K,C
≈ s to mean that 1K s − C ≤
r ≤ Ks + C. We also write r ≈ s to mean that r
K,C
≈ s for some constants of
approximation K,C which are usually specified by the context, and we similarly
write r . s to mean r ≤ Ks+ C.
The following result is proved in [39].
Theorem 2.8. There exists a constant A0 ≥ 0 depending only on the topology
of S such that for each A ≥ A0, and for any µ, µ
′ ∈M(S) we have the estimate
dM(S)(µ, µ
′) ≈
∑
Y⊆S
{{
dC(Y )(µ, µ
′)
}}
A
and the constants of approximation depend on A and on the topology of S.
The constant A in this theorem is usually called the threshold constant.
Remark: In summations and other expressions with index Y as in the above
theorem, the convention will be that the index set consists of one representative
Y in each isotopy class of connected essential subsurfaces, perhaps with some
further restriction on the isotopy class; see for example Proposition 3.1(2) be-
low.
There are two ways that Theorem 2.8 is applied. First, we can raise the
threshold with impunity, which can make some terms drop out in a way that
the remaining terms are more easily described. Second, if each term in the
sum is replaced by another term differing by at most a uniform constant C ≥ 0
then, after raising the threshold above 2C, we may make the replacement at
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the cost of a multiplicative factor of at most 2. As an example we have the
following:
Corollary 2.9. For any r there exists t such that for any µ, ν ∈ M(S), if
dC(W )(µ, ν) ≤ r for all W ⊆ S, then dM(W )(µ, ν) ≤ t.
The proof is simply to raise the threshold above r, so that the right hand
side of the quasidistance formula becomes 0. In fact a more careful look at the
machinery of [39] yields t = O(rξ(S)).
2.2.3. Basic properties. We conclude this section with a brief summary of
some of the basic properties of projections:
Lemma 2.10. Subsurface projections are coarsely well defined:
• The diameter of πC(Y )(x), where x is a curve or marking in S, is uni-
formly bounded.
• Similarly, the diameter of all possible choices in the construction of
πM(Y )(µ), for µ ∈ M(S), is uniformly bounded.
Lemma 2.11. Subsurface projections are coarsely Lipschitz in the following
sense:
• If x, y ∈ C(S) with d(x, y) = 1 and both x ⋔ Y and y ⋔ Y , then
diam(πC(Y )(x) ∪ πC(Y )(y)) is uniformly bounded.
• Similarly dM(Y )(µ, ν) is uniformly bounded for any µ, ν in M(S) with
d(µ, ν) = 1.
In Lemmas 2.10 and 2.11, “uniformly bounded” means bounded by a con-
stant depending only on ξ(S). In fact, for the C(Y ) bounds of these lemmas,
there is a bound of 3 when Y is an annulus and of 2 when ξ(Y ) > 1 — see [39]
for details.
Lemma 2.12. Subsurface projections for nested subsurfaces are coarsely com-
posable in the following sense. Let X,Y ⊂ S be essential subsurfaces such that
X ⊂◦ Y .
• For any γ ∈ C0(S), the curve γ overlaps X if and only if γ overlaps Y
and πY (γ) contains at least one element α which overlaps X. In this
case, πX is coarsely equivalent to πX ◦ πY , meaning that
diamC(X)(πX(γ) ∪ πX(πY (γ)))
is uniformly bounded.
• Similarly, if µ ∈ M(S) then
dM(X)(πM(X)(µ), πM(X)(πM(Y )(µ)))
is uniformly bounded.
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We remark that for all three of these lemmas, the statements for curve com-
plex projections are elementary from the definitions, and the statements for
marking projections follow easily from the quasidistance formula.
2.3. Asymptotic cones
The asymptotic cone of a metric space is a way to encode the geometry
of that space as seen from arbitrarily large distances. We will discuss this
construction and the notation we will be using (see [11, 22] for further details).
To start, we recall that a (non-principal) ultrafilter is a finitely additive
probability measure ω defined on the power set of the natural numbers, which
takes values only 0 or 1, and for which every finite set has zero measure. If
two sequences coincide on a set of indices whose ω-measure is equal to 1 then
they they are said to be ω-equivalent, or to coincide ω-a.e. or ω-a.s. We will
have a tendency, especially later in the paper, to abbreviate the terminology
by speaking of ω-equivalent objects as being “equal” or “the same”.
The ultraproduct of a sequence of sets Xn is the quotient ΠnXn/ ∼ of the
cartesian product identifying two sequences (xn), (yn) if they are ω-equivalent.
We will often use the notation X for the ultraproduct, and we use x or 〈xn〉 for
the ω-equivalence class of a sequence (xn), also called its ultraproduct equiva-
lence class.
In a topological space X, the ultralimit of a sequence of points (xn) is x,
denoted x = limω xn, if for every neighborhood U of x the set {n : xn ∈ U}
has ω-measure equal to 1. Ultralimits are unique when they exist, moreover
two ω-equivalent sequences in X have the same ultralimit. In this language the
Bolzano-Weierstrass Theorem says that when X is compact every sequence has
an ultralimit.
The ultralimit of a sequence of based metric spaces (Xn, xn,distn) is defined
as follows: for y, z ∈ X , we define dist(y, z) = limω distn(yn, zn), where the
ultralimit is taken in the compact set [0,∞]. We then let
lim
ω
(Xn, xn,distn) ≡ {y : dist(y, x) <∞}/ ∼
where we define y ∼ y′ if dist(y, y′) = 0. Clearly dist makes this quotient into
a metric space called the ultralimit of the Xn.
Given a sequence of positive constants sn → ∞ and a sequence (xn) of
basepoints in a fixed metric space (X,dist), we may consider the rescaled space
(X,xn,dist/sn). The ultralimit of this sequence is called the asymptotic cone
of (X,dist) relative to the ultrafilter ω, scaling constants sn, and basepoint
x = 〈xn〉:
Coneω(X, (xn), (sn)) = lim
ω
(X,xn,
dist
sn
).
For the image of y in the asymptotic cone, the rescaled ultralimit we use the
notation either yω or y. Given a sequence of subsets An ⊂ X we use the
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notation Aω to denote the subset of Coneω(X, (xn), sn)) consisting of all yω for
sequences (yn) such that yn ∈ An for all n.
The rescaling limit works equally well for a sequence (Xn, xn,distn) in which
the Xn are not all the same metric space, and so we call limω(Xn, xn,distn/sn)
the asymptotic cone of the sequence.
Convention: For the remainder of the paper we fix a non-principal ultrafil-
ter ω. Usually also the scaling sequence sn →∞ and the basepoint µ0 forM(S)
are implicitly fixed, and we write Mω =Mω(S) to denote an asymptotic cone
ofM(S) with respect to these choices. Any choice of scaling sequence and base-
point will do, but in the last section we will need the flexibility of varying the
choice of the scaling sequence (sn). Further, properties of linear or sub-linear
growth of a non-negative function f(n) are always taken with respect to the
choice of ω and (sn), that is, we say f(n) has linear growth if 0 < limω
f(n)
sn
<∞
and sublinear growth if limω
f(n)
sn
= 0.
Note that since M(S) is quasi-isometric to the group MCG(S) with any
finitely generated word metric, and since the isometry group of MCG(S) acts
transitively, the asymptotic cone is independent of the choice of basepoint.
Any essential connected subsurfaceW inherits a basepoint πM(W )(µ0), canon-
ical up to bounded error by Lemma 2.11, and we can use this to define the
asymptotic cone Mω(W ) of its marking complex M(W ). For a disconnected
subsurface W = ⊔ki=1Wi we have M(W ) = Π
k
i=1M(Wi) and we may similarly
construct Mω(W ) which can be identified with Π
k
i=1Mω(Wi) — this follows
from the general fact that the process of taking asymptotic cones commutes
with finite products. Note that for an annulus A we have definedM(A) = C(A)
which is quasi-isometric to Z, so Mω(A) is bilipschitz equivalent (isometric)
to R.
For a sequence (Wn) of subsurfaces we can similarly form the ultraproduct of
(M(Wn)), which we denote byM(W ), whereW = 〈Wn〉. The asymptotic cone
of this sequence with the inherited basepoints is denoted Mω(W ). We also let
S denote the constant sequence (S, S, . . .) so that M(S) is the ultraproduct of
(M(S), . . .) and Mω(S) is the same as Mω(S).
Any sequence in a finite set A is ω-a.e. constant: given (an ∈ A) there is a
unique a ∈ A such that ω({n : an = a}) = 1. It follows that the ultralimit a of
this sequence is naturally identified with a. For example if (Wn) is a sequence
of essential subsurfaces of S then the topological type of Wn is ω-a.e. constant,
so we call this the topological type of W . Similarly the topological type of
the pair (S,Wn) is ω-a.e. constant. We can moreover interpret expressions like
U ⊂ W to mean Un ⊂ Wn for ω-a.e. n, and so on. Note that Mω(W ) can
be identified with Mω(W ), where W is a surface homeomorphic to Wn for
ω-a.e. n; this identification is not natural, however, because it depends up to
ω-equivalence on choosing a homeomorphism between W and each Wn.
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For two sequences of sets (An) and (Bn) and a sequence of functions fn : An →
Bn, passing to the ultralimit gives rise to a single function f : A→ B, and f de-
termines fn up to ω-equivalence in the ultraproduct of the sequence (B
An
n ). We
can therefore think of a sequence of projection maps πM(Wn) : M(S)→M(Wn)
as a single map
πM(W ) : M(S)→M(W )
Upon rescaling, this map descends to a map of the asymptotic cones, the
rescaled ultralimit of the projection maps
πMω(W ) : Mω(S)→Mω(W ).
Note by Lemma 2.11 that this is a Lipschitz map. This sort of notation will be
used heavily in Section 8.
3. Product regions and cubes
In this section we define and study subsets of the marking complex obtained
by holding fixed one part of the surface and varying the rest. These will be
called product regions, because of the product structure described in Lemma 3.1.
A special case of a product region is a Dehn twist flat. We will also consider
particular subsets of product regions called cubes, which are in fact naturally
quasi-isometrically parametrized by cubes in Euclidean space.
The metric relation between a pair of product regions or cubes will be de-
scribed in terms of junctures, the part of each set which comes closest to the
other. Later, when we pass to the asymptotic cone, these junctures will become
intersections, and will be important in understanding the structure of orthants
in the cone.
3.1. Product regions
For each partial marking µ of S, define its associated product region
Q(µ) = {µ′ ∈ M(S) : µ ⊂ µ′},
that is, the set of all (full) markings that extend µ.
For example, if µ is a curve system with no transversals then Q(µ) is the
collection of all markings whose base curves contain µ. In this case Q(µ) is
uniformly quasi-isometric to a left coset of a subgroup stabilizing a certain curve
system, just as Dehn twist flats are uniformly quasi-isometric to left cosets of
certain maximal rank Dehn twist subgroups, as explained in Section 2.1.9.
In particular, if µ is a pants decomposition with no transversals then Q(µ) is
a Dehn twist flat, and so our notation is consistent with the notation for Dehn
twist flats introduced in Section 2.1.1.
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Product structure on Q(µ). An element µ′ ∈ Q(µ) is specified by choosing,
for each component Y of open(µ), a marking on Y which we denote µ′
∣∣ Y , and
which may be identified with πM(Y )(µ
′). Hence Q(µ) is naturally identified
with M(open(µ)), which is a product∏
Y ∈|open(µ)|
M(Y )
where |Z| denotes the set of components of Z.
With this in mind, given two partial markings µ, ν on S, define the extension
of µ by ν to be the partial marking given by:
µ⌋ν = µ ∪ πM(open(µ))(ν).
If πM(open(µ))(ν) is a full marking in open(µ) then µ⌋ν ∈ Q(µ). This applies
for example when ν itself is a full marking on S, in which case item (3) of the
following proposition tells us that µ⌋ν is (coarsely) the closest point projection
of ν onto Q(µ).
The following result generalizes the case considered in [7] where µ was a
curve system without transversals.
Proposition 3.1. Let ξ(S) ≥ 1 and let µ be a partial marking of S.
(1) The map
M(open(µ)) =
∏
Y ∈|open(µ)|
M(Y ) → M(S)
induced by the identification with Q(µ) is a quasi-isometric embedding,
with constants depending only on the topology of S.
(2) There is a constant A0 depending only on the topology of S such that
for each A ≥ A0, and for each x ∈ M(S), the minimum distance
dM(S)(x,Q(µ)) from x to Q(µ) in M(S) is estimated by
dM(S)(x,Q(µ)) ≈
∑
Y ⋔µ
{{
dC(Y )(x, µ)
}}
A
where the constants of approximation depend on A and on the topology
of S.
(3) Moreover, again with uniform constants, for each x ∈ M(S)
dM(S)(x,Q(µ)) ≈ dM(S)(x, µ⌋x).
As a consequence of (1), combined with the ordinary quasidistance formula
for components of S \base(µ), if we let ∆ be the subset of base(µ) consisting of
those curves for which no transversal is defined then we have a quasi-isometry
Q(µ) ≈ Z∆ ×
∏
Y ∈|open(µ)|
ξ(Y )≥1
M(Y )
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As another example of (1), given an essential subsurface W , we have
Q(∂W ) ≈M(W )×M(W c)
As an example of (2), if µ is a full marking then Q(µ) = {µ}, open(µ) = ∅,
supp(µ) = S, and (2) is just the ordinary quasidistance formula to µ.
Proof of Proposition 3.1. Suppose that F is an essential subsurface of S that
is not essentially contained in open(µ), and recall that µ ⋔ F . It follows
that for any µ′, µ′′ ∈ Q(µ) each of πC(F )(µ
′), πC(F )(µ
′′) is within a uniformly
bounded distance of πC(F )(µ) — this is a consequence of coarse well-definedness
of πC(F ), Lemma 2.10. We can therefore make the πC(F ) term drop out of the
quasidistance formula for d(µ′, µ′′) by raising the threshold. The remaining
terms can be collected to give the sums of the quasidistance formulas for the
projections of µ′, µ′′ to the components of open(µ), and we obtain (1) as an
immediate consequence.
Now consider a connected essential subsurface Y ⊂ S such that Y ⋔ µ.
For each µ′ ∈ Q(µ), from coarse well-definedness (Lemma 2.10) it follows that
πC(Y )(µ) and πC(Y )(µ
′) are within uniformly bounded distance of each other.
Therefore, for each x ∈ M(S) we have dC(Y )(x, µ)
1,C
≈ dC(Y )(x, µ
′) where C
depends only on the topology of S. The terms dC(Y )(x, µ) comprise the right
side of (2) and the terms dC(Y )(x, µ
′) are among the terms in the quasidistance
formula for dM(S)(x, µ
′), so after raising the threshold by 2C we obtain the &
direction of (2).
Next, let µ′ = µ⌋x. For each Y , if µ 6⋔ Y then dC(Y )(x, µ
′) is bounded above
by a constant depending only on the topology of S, because by Lemma 2.12
πC(Y )(µ
′) is within uniformly bounded distance of πC(Y )(πC(open(µ))(µ
′)), which
equals πC(Y )(πC(open(µ))(x)), which is itself within uniformly bounded distance
of πC(Y )(x). We can then raise the threshold above this constant, so that all of
these terms drop out of the quasidistance formula for dM(S)(x, µ
′), leaving only
the terms where µ ⋔ Y . This proves the . direction of (2), as well as (3). 
Junctures. Let F be a family of subsets of a metric spaceM. We say that F
has junctures if the following holds: for any X,Y in F there exist E(X,Y ) ⊂ X
and E(Y,X) ⊂ Y , both members of F as well, such that:
(1) The Hausdorff distance dH(E(X,Y ), E(Y,X)) is finite.
(2) If x ∈ X, y ∈ Y then
d(x, y) & d(x,E(X,Y )) + dH(E(X,Y ), E(Y,X)) + d(E(Y,X), y).
with constants of approximation being uniform over the family F .
The sets E(X,Y ) and E(Y,X) are called the junctures of X and Y . Note that
the junctures are “parallel” in the sense not just of the bound on Hausdorff
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distance, but the inequality the other way d(x, y) & dH(E(X,Y ), E(Y,X))
which by (2) holds for all x ∈ E(X,Y ) and y ∈ E(Y,X).
The motivating example of a family having junctures is the family of geodesics
(finite or infinite) in a δ-hyperbolic space. Here the implicit constants depend
on δ. This example has the feature that for any X,Y either E(X,Y ) and
E(Y,X) are points, or dH(E(X,Y ), E(Y,X)) ≈ 0. Junctures for the family
Q(µ) will not have this feature.
Junctures are examples of the general concept of “coarse intersection”, as
we now explain. In a metric space M, given subsets A,B ⊂ M, we say that
the coarse intersection of A,B is well-defined if there exists R ≥ 0 such that
any two elements of the collection of subsets {Nr(A) ∩ Nr(B)
∣∣ r ≥ R} have
finite Hausdorff distance. For any subset C ⊂ M which has finite Hausdorff
distance from any one of these sets, we also say that the coarse intersection of
A and B is represented by the set C. We can define coarse intersection of a
finite number of sets in the same way.
If the family F of subsets ofM has junctures then the junctures are represen-
tatives of coarse intersections. To prove this, choose K ≥ 1, C ≥ 0 to be con-
stants of approximation as in the definition of junctures and let L = 1+ 2K . For
any X,Y ∈ F , let D = dH(E(X,Y ), E(Y,X)), and suppose that r ≥ LD. We
have E(X,Y ), E(Y,X) ⊂ Nr(X)∩Nr(Y ) because r ≥ D. If q ∈ Nr(X)∩Nr(Y )
then we may choose x ∈ X, y ∈ Y such that d(x, q), d(q, y) ≤ r, and we have
2r ≥ d(x, y)
≥ K (d(x,E(X,Y ) +D + d(E(Y,X), y)) +C
2r
K
−D ≥ d(x,E(X,Y ))
d(q,E(X,Y )) ≤ d(q, x) + d(x,E(X,Y ))
≤ Lr −D
and similarly for d(q,E(Y,X)) (notice that Lr−D ≥ 0 because r ≥ LD ≥ DL ).
We record this as:
Lemma 3.2. If M is a metric space and F is a family of subsets of M having
junctures then the coarse intersection of any two elements of F is well-defined
and is represented by their junctures. More precisely, there exists L ≥ 1, de-
pending only on the constants of approximation, such that for all X,Y ∈ F ,
letting D = dH(E(X,Y ), E(Y,X)), for all r ≥ LD we have
E(X,Y ) ∪E(Y,X) ⊂ Nr(X) ∩ Nr(Y ) ⊂ NLr−D(E(X,Y )) ∩ NLr−D(E(Y,X))

Junctures for the family {Q(µ)}.
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Lemma 3.3. The family of subsets Q(µ) ⊂ M(S) has junctures: for any
partial markings µ0, µ1 of S, the junctures for Q(µ0) and Q(µ1) are
E01 = E(µ0, µ1) = Q(µ0⌋µ1) ⊂ Q(µ0)
E10 = E(µ1, µ0) = Q(µ1⌋µ0) ⊂ Q(µ1)
More precisely we have:
(1) The subsurfaces open(µ0⌋µ1), open(µ1⌋µ0), and open(µ0) ∩◦ open(µ1)
are all isotopic. Let open(µ0, µ1) denote a surface in this isotopy class.
(2) The Hausdorff distance dH(E01, E10) in M(S) is estimated by
dH(E01, E10) ≈ dM(supp(µ0,µ1))(µ0⌋µ1, µ1⌋µ0)
where we denote supp(µ0, µ1) = open(µ0, µ1)
c.
(3) For xi ∈ Q(µi) we have
dM(S)(x0, x1) ≈ dM(S)(x0, E01) + dM(S)(x1, E10)
+ dM(supp(µ0,µ1))(µ0⌋µ1, µ1⌋µ0) + dM(open(µ0,µ1))(x0, x1)
Proof. Part (1) follows (by symmetry) from the general identity
open(µ⌋ν)
i
≡ open(µ) ∩◦ open(ν) (3.1)
for any two partial markings. The subsurface Z = open(µ⌋ν) is the maximal
essential subsurface that does not overlap µ⌋ν, hence Z does not overlap µ so
Z ⊂◦ open(µ). Also, Z does not overlap πM(open(µ))(ν), so by Lemma 2.7, Z
does not overlap ν and therefore Z ⊂◦ open(ν). We conclude that open(µ⌋ν) ⊂◦
open(µ) ∩◦ open(ν).
Conversely letting X = open(µ) ∩◦ open(ν), from Lemma 2.7 it follows that
X ⊂ openopen(µ)(πM(open(µ)(ν)) and so X does not overlap µ⌋ν. We conclude
that open(µ) ∩◦ open(ν) ⊂◦ open(µ⌋ν), and (3.1) follows.
The proofs of (2) and (3) will be applications of the quasidistance for-
mula. Note that, now that we know that µ0⌋µ1 and µ1⌋µ0 have the same
support surface supp(µ0, µ1), the distance between these markings in the com-
plex M(supp(µ0, µ1)) is defined, so that (2) makes sense.
To obtain the inequality & in (2), consider any term in the quasidistance
formula for dM(supp(µ0,µ1))(µ0⌋µ1, µ1⌋µ0), indexed by Y ⊂ supp(µ0, µ1). This
term is within uniform distance of dC(Y )(x, x
′) for any x ∈ E01 and x
′ ∈ E10,
since x contains µ0⌋µ1 and x
′ contains µ1⌋µ0. Hence this term contributes to a
lower bound for the quasidistance formula for dM(S)(x, x
′). As before, raising
the threshold eliminates the effect of the additive errors.
To prove the inequality . of (2), note that each x ∈ Eij contains µi⌋µj. If we
replace this part of x by µj⌋µi, holding the part x
∣∣ open(µ, ν) constant, we ob-
tain a point x′ ∈ Eji. For any Y ⊂ S which does not index the quasidistance for-
mula for the right hand side of (2), the term dC(Y )(x, x
′) is uniformly bounded,
as we see by enumerating cases. If Y essentially intersects ∂ open(µ, ν) then
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πC(Y )(x) and πC(Y )(x
′) are uniformly close to πC(Y )(∂ open(µ, ν)). If Y does not
essentially intersect ∂ open(µ, ν) then Y is isotopic into open(µ, ν) or its com-
plement. If Y is isotopic into the complement of open(µ, ν) then either Y is an
annulus component of open(µ, ν) or Y is an index for the right hand side of (2).
If Y is an annulus component of open(µ, ν), or if Y is an essential subsurface
of a component of open(µ, ν), then πC(Y )(x) and πC(Y )(x
′) are within uniformly
bounded distance of the projection of x
∣∣ open(µ, ν) = x′ ∣∣ open(µ, ν). This
exhausts all cases. By raising the threshold, it follows that dM(S)(x, x
′) reduces
to the right hand side of (2), proving the inequality ..
To prove (3), let xi ∈ Q(µi) for i = 0, 1. We just need to check that each
term in the quasidistance formula for dM(S)(x0, x1) contributes to one of the
four summands on the right hand side.
The first summand dM(S)(x0, E01), by Proposition 3.1(2), is estimated by
dM(S)(x0, E01) ≈
∑
Y ⋔µ0⌋µ1
{{
dC(Y )(x0, µ0⌋µ1)
}}
A
However, note that if Y ⋔ µ0 then dC(Y )(x0, µ0⌋µ1) ≈ 1 since both markings
contain µ0. On the other hand, if Y ⋔ µ0⌋µ1 and Y 6⋔ µ0 then Y ⊂◦ open(µ0)
and Y ⋔ µ1 by Lemma 2.7; and the converse holds as well. Therefore by raising
the threshold A we get
dM(S)(x0, E01) ≈
∑
Y⊂◦open(µ0)
Y ⋔µ1
{{
dC(Y )(x0, µ0⌋µ1)
}}
A
Each term dC(Y )(x0, µ0⌋µ1) is within a uniformly bounded distance of dC(Y )(x0, µ1),
by Proposition 2.12; it follows that by raising the threshold above twice this
bound, at the cost of another multiplicative factor of 2, we get
dM(S)(x0, E01) ≈
∑
Y⊂◦open(µ0)
Y ⋔µ1
{{
dC(Y )(x0, µ1)
}}
A
(3.2)
We obtain a similar expression for the second summand:
dM(S)(x1, E10) ≈
∑
Y⊂◦open(µ1)
Y ⋔µ0
{{
dC(Y )(x1, µ0)
}}
A
(3.3)
The third summand is given by
dM(supp(µ0,µ1))(µ0⌋µ1, µ1⌋µ0) ≈
∑
Y⊂◦supp(µ0,µ1)
{{
dC(Y )(µ0⌋µ1, µ1⌋µ0)
}}
A
If Y ⊂◦ supp(µ0, µ1) and Y 6⋔ µ0 then Y ⋔ µ1 and both πC(Y )(µ0⌋µ1) and
πC(Y )(µ1⌋µ0) are within uniformly bounded distance of πC(Y )(µ1), so these
terms may be dropped by raising the threshold. Similarly, if Y ⊂◦ supp(µ0, µ1)
and Y 6⋔ µ1 then Y ⋔ µ0 and these terms may be dropped.
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If Y 6⊂◦ supp(µ0, µ1), and if Y ⋔ µ0 and Y ⋔ µ1, then Y ⋔ ∂ supp(µ0, µ1);
for if not, Y would be isotopic to the complement of supp(µ0, µ1) and so to
overlap µ0 and µ1, Y would have to be an annulus isotopic to a boundary curve
of supp(µ0, µ1), which is marked by both µ1 and µ0. But in this case, by defi-
nition the annulus would be a component of supp(µ0, µ1) so Y ⊂◦ supp(µ0, µ1)
after all. In this situation both πC(Y )(µ0⌋µ1) and πC(Y )(µ1⌋µ0) are within uni-
formly bounded distance of πC(Y )(∂ supp(µ0, µ1)), so that dC(Y )(µ0⌋µ1, µ1⌋µ0)
is uniformly bounded. Thus although these terms do not appear in the sum,
by raising the threshold we may formally put them into it with only a bounded
change to the estimate.
At this stage, the sum is indexed by the set of all Y ⊂ S such that Y ⋔ µ0
and Y ⋔ µ1. For such Y , πC(Y )(µ0⌋µ1) is within uniformly bounded distance of
πC(Y )(µ0), and πC(Y )(µ1⌋µ0) is within uniformly bounded distance of πC(Y )(µ1),
and so the dC(Y )(µ0⌋µ1, µ1⌋µ0) is approximated within a uniform additive error
by dC(Y )(µ0, µ1). By raising the threshold above twice this error we obtain
dM(supp(µ0,µ1))(µ0⌋µ1, µ1⌋µ0) ≈
∑
Y ⋔µ0
Y ⋔µ1
{
dC(Y )(µ0, µ1)
}}
A
(3.4)
The fourth summand is, by the quasidistance formula in open(µ0, µ1), ap-
proximated by
dM(open(µ0,µ1))(x0, x1) ≈
∑
Y⊂◦open(µ0,µ1)
{
dC(Y )(x0, x1)
}}
A
(3.5)
Now putting these four sums (3.2), (3.3), (3.4), (3.5) together, and recalling
that Y ⊂◦ open(µi) if and only if Y 6⋔ µi, it follows that each Y ⊂ S appears
in exactly one of these four sums. Moreover, whenever µi appears it can be
replaced by xi with a bounded additive change in the term. Raising the thresh-
old above twice the value of this change, we see that the sum is approximated
by the quasidistance formula for dM(S)(x0, x1). 
3.2. Dimension and nonseparation in the asymptotic cone
We shall apply Proposition 3.1 and the results of [7] to compute the dimen-
sion of a product region in the asymptotic cone, and combined with Alexander
duality we will obtain nonseparation results.
Recall that the topological dimension of a topological space X is the least n
such that every open cover of X can be refined to an open cover U having the
property that for any subset of U whose members have nonempty intersection
in X, the cardinality of the subset is ≤ n + 1. The locally compact topologi-
cal dimension is the least n such that each locally compact subset of X has
topological dimension ≤ n. It follows immediately that the Cˇech cohomology
of each locally compact subset of X vanishes in dimensions above n.
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Throughout this paper we usually use the word dimension to refer to lo-
cally compact topological dimension. Also, given a subset A ⊂ X, we use the
term codimension to refer to the locally compact dimension of X minus the
locally compact dimension of A. Proposition 2.2 is useful in some contexts for
computing codimension.
The following theorem is the main result of [7]:
Theorem 3.4. For each connected, finite type surface F with ξ(F ) ≥ 1, the
locally compact topological dimension of Mω(F ) is ξ(F ).
Consider a sequence of partial markings (µn). Since an essential subsurface
of S can have only finitely many topological types, the type of open(µn) is
ω-a.e. constant, and so the number r(open(µn)) is ω-a.e. constant, a number
we denote r(open(µ¯)).
By combining Theorem 3.4 with Proposition 3.1, in particular the coarse
cartesian product formula for Q(µn) given after the statement of the proposi-
tion, plus the fact that finite cartesian products commute with rescaled ultra-
limits, we immediately obtain:
Lemma 3.5. If (µn) is a sequence of partial markings such that the rescaled
ultralimit Qω(µ) of (Q(µn)) is nonempty in Mω(S), then Qω(µ) has locally
compact topological dimension r(open(µ)). 
Given a topological space X and two subsets A,B, we say that A separates
B in X if B has nonempty intersection with at least two components of X−A;
in particular, B −A is disconnected.
Lemma 3.6. Let (µn) be as in Lemma 3.5. If E ⊂Mω(S) is a connected ori-
ented manifold of dimension D ≥ r(open(µ))+ 2 then Qω(µ) does not separate
E in X.
Proof. Since Qω(µ) is closed and E is locally compact, the set E ∩ Qω(µ)
is locally compact, and therefore by Lemma 3.5 is of topological dimension
≤ r(open(µ)) < D − 1. By Alexander Duality,
H˜0(E −Qω(µ)) ≈ Hˇ
D−1(E ∩ Qω(µ))
using reduced homology on the left hand side and Cˇech cohomology on the
right hand side, but the right hand side is trivial. 
3.3. Cubes and their junctures
Cubes are subsets ofM(S) obtained by choosing an essential subsurface of S
whose components all satisfy ξ ≤ 1, marking the complement of that subsurface,
and choosing a geodesic in the marking complex of each component of the
subsurface; the cube is parameterized by the product of the chosen geodesics.
A special case is a “Dehn twist k-flat” in which S has k components, each one
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an annulus, and the chosen geodesic in the marking complex of each annulus
is bi-infinite; see Section 3.5 for more details on Dehn twist k-flats. In this
language, a “Dehn twist flat” as previously defined is the same thing as a Dehn
twist ξ-flat.
Given a connected V ⊂◦ S with ξ(V ) ≤ 1, the marking complex M(V ) is
quasi-isometric to a tree which we denote TM(V ). When V is an annulus,
TM(V ) is isometric to R, and the Dehn twist about V acts naturally by
translation on TM(V ). In the other two cases, where V is a one-holed torus or
four-holed sphere, TM(V ) is isometric to the dual tree of the usual modular
diagram for SL2Z, on whichMCG(V ) acts naturally. Given a geodesic segment
r ⊂ TM(V ) of positive length — finite, half-infinite, or bi-infinite — and given
an annulus U ⊂◦ S, we say that r is a twist segment with support U if one of
the following holds: U
i
≡ V is an annulus; or V is not an annulus, U ⊂◦ V , and
r is contained in the axis of the Dehn twist about U .
Consider a subset of M(S) formed as follows. Choose a partial marking µ
such that the components W1, . . . ,Wm of W = open(µ) satisfy ξ(Wi) ≤ 1. In
each tree TM(Wi) choose ri to be a geodesic, finite, half-infinite or bi-infinite
(we allow length 0 as well). Let r = {r1, . . . , rm}. The cube C(µ,W, r) is the
subset of Q(µ) consisting of markings which, in each Wi, restrict to a marking
in the geodesic ri. In other words, under the quasi-isometry
Q(µ) ≈M(W1)× · · · ×M(Wm)
≈ TM(W1)× · · · × TM(Wm)
we have
C(µ,W, r) ≈ r1 × · · · × rm
Junctures of cubes can be described in a reasonably straightforward manner,
with careful bookkeeping, in terms of the description of junctures of product
sets given in Lemma 3.3. Here are the details.
Lemma 3.7. The family of cubes has junctures.
Proof. Given cubesC(µ,W, r) and C(ν, V, s), we must construct subcubes which
will function as junctures. Denote the components as W =W1 ∪ · · · ∪Wm and
V = V1 ∪ · · · ∪ Vn.
First we describe the essential subsurface open(µ, ν) =W ∩◦ V , whose mark-
ing complex parameterizes the junctures of Q(µ) and Q(ν), by Lemma 3.3.
We claim that the components may be reindexed as
W = (W1 ∪ · · · ∪Wk) ∪ (Wk+1 ∪ · · · ∪Wm)
V = (V1 ∪ · · · ∪ Vk) ∪ (Vk+1 ∪ · · · ∪ Vn)
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where k ≥ 0, so that the components of W ∩◦ V are
W ∩◦ V = (W1 ∩◦ V1)︸ ︷︷ ︸
U1
∪ · · · ∪ (Wk ∩◦ Vk)︸ ︷︷ ︸
Uk
and so that for each i = 1, . . . , k one of the following holds: eitherWi
i
≡ Vi
i
≡ Ui;
or Ui is an annulus which is essentially contained in Wi and in Vi.
More generally, consider two connected, essential subsurfaces X,Y of S with
ξ(X), ξ(Y ) ≤ 1. If U = X ∩◦ Y is nonempty, it can only be an annulus or all of
X and Y . The complement of an annulus in X, if X is not an annulus itself, is
either one or two 3-holed spheres. Now if Z is disjoint from Y , we claim that
X ∩◦ Z is empty. For any curve c in Γ(Z)∩ Γ(X) would have to be essential in
X and isotopic to the complement of Y – hence U would be an annulus and
c isotopic to its core. This would make c essential in both Y and Z, which is
impossible unless Y and Z are isotopic annuli.
In the context of W and V , this implies that the relation Wi ∩◦ Vj 6= ∅
is a bijection between a subset of the components of W and a subset of the
components of V , and the claim immediately follows.
Now we will construct a quasi-isometric embedding of Q(µ) and Q(ν) into a
product of trees, which will allow us to see their junctures more clearly.
For each i = 1, . . . , k the inclusion Ui ⊂Wi induces an embedding TM(Ui) →֒
TM(Wi) whose image is a subtree denoted τi ⊂ TM(Wi): either Ui
i
≡Wi and
τi = TM(Wi); or Ui is an annulus and τi is the axis in TM(Wi) of the Dehn
twist about Ui. Similarly, the inclusion Ui ⊂ Vi induces a quasi-isometric em-
bedding M(Ui)→ TM(Vi) whose image is a subtree σi ⊂ TM(Vi).
By composing a coarse inverse of the map M(Ui) → τi with the map
M(Ui) → σi, we obtain a quasi-isometry gi : τi → σi. Notice that we may
take gi to be a simplicial isomorphism, as one can verify easily in either of two
cases: if Wi
i
≡ Vi
i
≡ Ui then these isotopies induce simplicial isomorphisms of
marking complexes; and otherwise τi and σi are the axes in the trees TM(Wi)
and TM(Vi), respectively, of the Dehn twist about Ui, and we can take gi to be
a simplicial isomorphism between these two axes. Let Xi be the tree obtained
from the disjoint union of the trees TM(Wi) and TM(Vi) by gluing τi to σi
isometrically using the map gi.
Let
Υ = R×
k∏
i=1
Xi ×
m∏
i=k+1
TM(Wi)×
n∏
i=k+1
TM(Vi).
This is a product of trees on which we can put the ℓ1 metric.
Now for i = k + 1, . . . ,m, let pi = πM(Wi)(ν) and and note that in fact
a bounded neighborhood of pi contains all of πM(Wi)(Q(ν)). Similarly, for
j = k + 1, . . . , n let qj = πM(Vj)(µ) which approximates πM(Vj)(Q(µ)).
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The product structure ofQ(µ) (Proposition 3.1) now gives us a quasi-isometric
embedding
θµ : Q(µ)→ Υ
which is the identity on the TM(Wi) factors (including those embedded in the
Xi), and maps to the constant qj on each TM(Vj), j = k + 1, . . . , n, and to 0
in the R factor. Similarly we have
θν : Q(ν)→ Υ,
which is the identity on the TM(Vi) factors (including those embedded in the
Xi), and maps to the constant pj on each TM(Wj), j = k + 1, . . . ,m, and
to D in the R factor, where D is the Hausdorff distance between E(µ, ν) and
E(ν, µ).
Note, by Lemma 3.3, that the images θµ(E(µ, ν)) and θν(E(ν, µ)) are parallel
products of subtrees, namely
{0} ×
k∏
1
σi ×
m∏
k+1
{pi} ×
n∏
k+1
{qi}
and
{D} ×
k∏
1
τi ×
m∏
k+1
{pi} ×
n∏
k+1
{qi}
recalling that σi and τi are identified in Xi.
Moreover we note that, by the distance formula (3) in Lemma 3.3 (and its
interpretation in terms of projections in (3.2,3.3,3.4,3.5)), θµ and θν actually
combine to give us a quasi-isometric embedding of the union Q(µ) ∪Q(ν) into
Υ, which we will call θ.
In particular θ(E(µ, ν)) and θ(E(ν, µ)) are junctures for θ(Q(µ)) and θ(Q(ν))
in this product of trees. This is a special case of the following easy fact:
Lemma 3.8. Let T = T1 × · · · × TN be a product of complete trees with the ℓ
1
metric. Then the family of products of closed subtrees has junctures. Moreover
the approximations in the definition of junctures are all exact.
Proof. For a single tree this is easily checked: Any two subtrees either intersect,
in which case the junctures are (two copies of) their common subtree, or are
disjoint, in which case the junctures are the unique points of closest approach
of each tree to the other. For a product of subtrees in a product of trees, the
junctures are the products of junctures in the factors, and the distance formulas
in the factors sum to give the desired outcome. 
Now it is easy to understand how the cubes C(µ,W, r) and C(ν, V, s) are
situated by considering their θ-images. θ(C(µ,W, r)) is a product of lines and
points in the factors of Υ, with first coordinate 0, and θ(C(ν, V, s)) is a similar
product with first coordinate D. Lemma 3.8 implies that the junctures of
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the images are again products of subintervals, and we conclude that the θ-
preimages, which are subcubes of the original cubes, are also junctures. 
The proof of Lemma 3.7 gives some more information about the structure of
the junctures of two cubes, which we record here:
Lemma 3.9. Let C1 = C(µ,W, r) and C2 = C(ν, V, s). The junctures Cij =
E(Ci, Cj) ⊂ Ci are subcubes of the form C12 = C(µ,W, r
′) and C21 = C(ν, V, s
′),
where each component of r′ or s′ is a subinterval or point of the corresponding
component of r or s.
After the renumbering in the proof of Lemma 3.7, the components of r′ and
s′ that are not single points come in pairs r′i, s
′
i such that Ui = Wi ∩◦ Vi 6= ∅,
and r′i, s
′
i are images of the same segment of TM(Ui) under the quasi-isometric
embeddings TM(Ui) →֒ TM(Wi) and TM(Ui) →֒ TM(Vi). Furthemore:
(1) If Ui is an annulus then r
′
i, s
′
i are twist segments with support Ui.
(2) If Ui
i
≡ Vi
i
≡Wi then r
′
i = s
′
i = ri∩ si in the tree TM(Ui) = TM(Vi) =
TM(Wi).
Proof. This is a consequence of the fact that the map θ in the proof of Lemma 3.7
respects the product structures in its domain and range. The image of C(µ,W, r)
in Υ is a product of line segments in the factors X1, . . . , Xk and TM(Wk+1),
. . . , TM(Wm), and points in the other factors, whereas C(ν, V, s) maps to a
product of line segments in X1, . . . ,Xk and in TM(Vk+1), . . . ,T M(Vn), and
points in the rest. Thus, any tree factor in which the juncture factor is a nonde-
generate segment is an Xi which corresponds to a pairWi, Vi that has nontrivial
essential intersection Ui, this nondegenerate segment is the intersection of the
images of ri and si via the quasi-isometric embeddings TM(Wi) →֒ Xi and
TM(Vi) →֒ Xi, the pullbacks of this segment to TM(Wi) and to TM(Vi)
are the segments r′i, s
′
i respectively, and the pullbacks of these two segments
to TM(Ui) are the same segment; in the special case when Ui is an annulus
item (1) is an immediate consequence, and when Ui
i
≡ Vi
i
≡ Wi item (2) is an
immediate consequence. The pullbacks of the junctures by θ are then subcubes
respecting the product structures of the original cubes, and with nondegen-
erate segments r′i, s
′
i only in the factors TM(Wi), TM(Vi) corresponding to
the Xi. 
3.4. Cubes and junctures in the asymptotic cone
From the definition of junctures we can obtain the following statement in
the asymptotic cone: Let F be a family with junctures in M, let (Xn) and
(Yn) be sequences in F and let Xω and Yω be their rescaling ultralimits in
the cone Mω. We find that E(X,Y )ω and E(Y,X)ω are either disjoint or
identical, depending on rate of growth of the Hausdorff distance. Property 2
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in the definition of junctures also implies that
Xω ∩ Yω = E(X,Y )ω ∩E(Y,X)ω ,
and hence this intersection is either empty or equal to the limit of the junctures.
Now given a sequence of cubes Cn = C(µn,W n, rn), which we denote C =
C(µ,W, r), we can take the cone Cω(µ,W, r), which is nonempty provided that
the distance from the cubes to the basepoint of M(S) does not grow too fast.
This object has dimension less than or equal to the number of components of
W n for ω-a.e. n. In fact the limit cube is naturally bilipschitz homeomorphic
to rω1 × · · · × r
ω
k where each r
ω
i is an embedded path in the R-tree Mω(W i)
whose length is in [0,∞], having positive length if and only if the length of the
sequence (rni ) grows linearly. We will continue calling these objects cubes.
Lemma 3.7 on junctures for cubes implies, using the discussion in the be-
ginning of this section, that the intersection of two cubes in M(S) is empty or
is a cube, possibly a trivial cube, meaning a single point. Moreover this cube
is described by data closely related to the original cubes. We will use this in
Section 9 to understand the complex of orthants in the asymptotic cone.
3.5. Coarse set theory of Dehn twist k-flats
We have already explained in Lemma 3.2 how junctures are examples of
coarse intersection. In this section we make a further study of coarse inclusion
and coarse equivalence among Dehn twist k-flats in M(S).
A Dehn twist k-flat in M(S), 0 ≤ k ≤ ξ(S), is a subset of the form Q(µ)
where µ is a marking such that base(µ) is a pants decomposition with exactly
k unmarked components. As the terminology suggests, each Dehn twist k-flat
is a quasi-isometrically embedded copy of Rk in M(S), by Proposition 3.1 (1).
Throughout the paper, the phrase “Dehn twist flat”, when unadorned by a
dimension, will by default refer to the top dimensional case, namely a Dehn
twist ξ(S)-flat. Sometimes we emphasize this by referring to maximal Dehn
twist flats.
In a metric spaceM, given two subsets A,B ⊂M, we say that A is coarsely
included in B if there exists r ∈ [0,∞) such that A ⊂ Nr(B). We say that
A is coarsely equivalent to B if there exists r ∈ [0,∞) such that A ⊂ Nr(B)
and B ⊂ Nr(A); the infimum of all such r ∈ [0,∞] is equal to the Hausdorff
distance between A and B.
Given a k− 1 simplex σ in C(S) and a Dehn twist k-flat Q(µ), we say that σ
is represented by Q(µ) if the system of unmarked curves of base(µ) is isotopic
to σ. In particular, vertices are represented by Dehn twist 1-flats and edges by
Dehn twist 2-flats. Note that each Dehn twist k-flat represents a unique k − 1
simplex. Conversely, each k−1 simplex is represented by infinitely many Dehn
twist k-flats, except in the case k = ξ where each maximal dimension simplex
is represented by a unique maximal Dehn twist flat.
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Lemma 3.10. Given simplices σi ⊂ C(S), i = 0, 1, and representative Dehn
twist ki-flats Q(µi) respectively, we have:
(1) Q(µ0) is coarsely contained in Q(µ1) if and only if σ0 ⊂ σ1.
(2) Q(µ0) is coarsely equivalent to Q(µ1) if and only if σ0 = σ1.
(3) Given a simplex τ ⊂ C(S) and a representative Dehn twist l-flat Q(ν),
Q(ν) represents the coarse intersection of Q(µ0) and Q(µ1) if and only
if τ = σ0 ∩ σ1.
Proof. First note that σ0 ⊂ σ1 if and only ifQ(µ0) is equal to E(Q(µ0),Q(µ1)) =
Q(µ0⌋µ1). The “if” direction of item (1) is then an immediate consequence of
Lemma 3.3 (2). Conversely, if σ0 6⊂ σ1 then by applying Lemma 3.1 (1) it fol-
lows that there exist points of Q(µ0) which are arbitrarily far from Q(µ0⌋µ1),
and then Lemma 3.3 (3) proves that Q(µ0) is not contained in any finite radius
neighborhood of Q(µ1).
Item (2) follows by symmetric applications of item (1).
To prove item (3), first apply Lemma 3.3 to conclude that Q(µ0⌋µ1) and
Q(µ1⌋µ0) are the junctures of Q(µ0) and Q(µ1), then apply Lemma 3.2 to
conclude that these two junctures both represent the coarse intersection of
Q(µ0) and Q(µ1), and then note that both of these junctures represent the
simplex σ0∩σ1. Now apply item (2) to Q(ν) and either of the two junctures. 
The proof of Lemma 3.10 (3) does not make full use of the uniform control
on coarse intersection that is provided by Lemma 3.2. The following lemma
make use of this control, which will be needed in Section 10.3.
Lemma 3.11. For each Dehn twist k-flat Q(µ) there exist two maximal Dehn
twist flats Q(µ0), Q(µ1) whose junctures Q(µ0⌋µ1) and Q(µ1⌋µ0) are Dehn
twist k-flats at uniform Hausdorff distance from each other and from Q(µ),
and which uniformly represent the coarse intersection of Q(µ0) and Q(µ1). To
be precise:
Q(µ) ∪ Q(µ0⌋µ1) ∪ Q(µ1⌋µ0) ⊂ NR(Q(µ0)) ∩ NR(Q(µ1))
⊂ NC(Q(µ)) ∩ NC(Q(µ0⌋µ1)) ∩ NC(Q(µ1⌋µ0))
where the constants C,R ≥ 0 depend only on the topology of S.
Proof of Lemma 3.11. It suffices to prove that the three sets Q(µ), Q(µ0⌋µ1),
Q(µ1⌋µ0) are all at uniformly finite Hausdorff dimension from each other, for
once this is done we may apply Lemma 3.3 to obtain that Q(µ0⌋µ1), Q(µ1⌋µ0)
are the junctures of Q(µ0), Q(µ1), and then we may apply Lemma 3.2 to obtain
the desired uniform control on coarse intersection.
We first prove the lemma in the special case that k = 0, so µ is a marking
and Q(µ) = {µ}. Note that a pants decomposition ∆ overlaps each component
of base(µ) if and only if base(µ) overlaps each component of ∆, in which case
both base(µ)⌋∆ and ∆⌋base(µ) are markings of S. We shall find such a ∆ so
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that each of the markings base(µ)⌋∆ and ∆⌋base(µ) is uniformly close to µ in
M(S).
To find the appropriate ∆, letting base(µ) = {c1, . . . , cξ}, we shall build up
∆ = {d1, . . . , dξ} one component at a time. Proceeding by induction, choose
the subset {d1, . . . , dk} so that:
• {d1, . . . , dk, ck+1, . . . , cξ} is a pants decomposition.
• ck, dk are connected by an edge in the curve complex of the complexity 1
component of S − (d1 ∪ · · · ∪ dk−1 ∪ ck+1 ∪ · · · ∪ cξ) that contains them.
• πC(ck)(dk) is a uniform distance from the µ-transversal of ck.
The last item is possible because each orbit of the action on C(ck) of the Dehn
twist group 〈τck〉 comes uniformly close to each point of C(ck). Application of
Proposition 3.1 (1) provides a uniform bound to d(µ,base(µ)⌋∆). Consider the
sequence of markings defined by
µ0 = base(µ)⌋∆
= ((c1, d1), . . . , (ck, dk))
µi = ((d1, c1), . . . , (di, ci), (ci+1, di+1), . . . , (ck, dk)), i = 1, . . . , k − 1
µk = ∆⌋base(µ)
= ((d1, c1), . . . , (dk, ck))
The markings µi, µi+1 are connected by an edge in M(S) and so
d(base(µ)⌋∆,∆⌋base(µ)) ≤ k
Now we reduce the general case of the lemma to the special case just proved.
Consider any Dehn twist k-flat Q(µ) with k ≤ ξ − 1. Write µ = µ′ ∪ µ′′ where
µ′ consists of the k unmarked curves of base(µ) and µ′′ consists of the ξ − k
marked curves together with their transversals. The subsurface F = supp(µ) is
the union of the components of S−µ′ that are not 3-holed spheres, and µ′′ is a
marking of F . Applying the special case we obtain a pants decomposition ∆ of
F such that base(µ′′)⌋∆ and ∆⌋base(µ′′) are markings of F each at uniformly
bounded distance from µ′′ in M(F ). Let µ0 = base(µ) = µ
′ ∪ base(µ′′) and
µ1 = µ
′ ∪∆. By construction the sets Q(µ), Q(µ0⌋µ1), Q(µ1⌋µ0) are all their
own junctures among each other, and Lemma 3.3 (2) provides a uniform bound
to their Hausdorff distances. 
4. Consistency theorem
In this section we will derive a coarse characterization of the image of the
curve complex projections map
Π: M(S)→
∏
W⊆S
C(W )
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defined by Π(µ) = (πW (µ))W .
Consider the following Consistency Conditions on a tuple (xW ) ∈
∏
W C(W ),
where c1 and c2 are a pair of positive numbers:
C1: Whenever W ⋔ V ,
min (dW (xW , ∂V ), dV (xV , ∂W )) < c1.
C2: Whenever V ⊂◦ W and dW (xW , ∂V ) > c2,
dV (xV , xW ) < c1.
In C2 recall that dV (xV , xW ) is shorthand for dV (xV , πV (xW )) and so is only
defined if xW is in the domain of πV , which it may not be if dW (xW , ∂V ) is too
small. Notice that if C1 and C2 are satisfied with respect to positive constants
c1, c2, then they are satisfied with respect to any larger constants.
The conditions C1-C2, with suitable constants, are satisfied by the image
of Π, and moreover
Lemma 4.1. Given K there exist c1, c2 ≥ 1 such that, if µ ∈ M(S) and
(xW ) ∈
∏
C(W ) such that dW (xW , µ) ≤ K for all W ⊆ S, then (xW ) satisfies
C1 and C2 with constants c1, c2.
Proof. The case K = 0, i.e. (xW ) = Π(µ), follows from Behrstock’s inequality
[3], namely
Lemma 4.2. There exists m0 such that for any marking µ ∈ M(S) and sub-
surfaces V ⋔W ,
min (dW (µ, ∂V ), dV (µ, ∂W )) < m0.
This gives condition C1. Condition C2, with c2 = 1 and suitable c1, follows
simply because πV is determined by intersections, so whenever V ⊂◦ W , πV ◦πW
is a bounded distance from πV when both are defined (Lemma 2.12).
For K > 0 we simply observe that (C1-2) are preserved, with suitable change
in constants, when all the coordinates of (xW ) are changed a bounded amount.

Our main point here is to show that conditions (C1-2) are also sufficient for
a point to be close to the image of Π, namely:
Theorem 4.3. Given c1 and c2 there exists c3 such that, if (C1-2) hold with
c1 and c2 for a point (xW ), then there exists µ ∈ M(S) such that
dW (xW , µ) < c3
for all W ⊆ S.
The proof of this theorem will take up the rest of Section 4.
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4.1. Subsurface ordering induced by projections
In order to approach the proof of Theorem 4.3 we will first study more care-
fully the structure imposed by (C1) and (C2). Recall from [39] that for any two
markings of S, there is a natural partial order on the set of component domains
of subsurfaces that occur in a hierarchy between those two markings. With this
motivation, the structure that we study will involve similar partial orders on
the collection of proper, connected, essential subsurfaces (up to isotopy).
Let us fix a tuple (xW ) satisfying (C1-2). Without loss of generality, we will
assume c1 > max{c2,m0, B}, where m0 is the constant given by Lemma 4.2
and B is the constant given by Theorem 2.6.
If W,V are proper, connected, essential subsurfaces of S and k ∈ N, define
a relation
W ≺k V
to mean that
W ⋔ V and dW (xW , ∂V ) ≥ k(c1 + 4).
The role of 4 here is that it is twice the maximal diameter of πC(Y )(γ) for a
curve system γ — see lemmas 2.10 and 2.11 and the comments thereafter.
We also allow the right hand side of ≺k to be a marking ρ: define W ≺k ρ
to mean that dW (xW , ρ) ≥ k(c1 + 4).
Although ≺k is not quite an order relation on the set of proper, connected,
essential subsurfaces, the family of all ≺k behaves roughly like a partial order
in a way we shall now explore. Let us also define a relation
W ≪k ρ,
where ρ is any partial marking, to mean that
W ⋔ ρ and dW (xW , ρ) ≥ k(c1 + 4).
Notice that if ρ is a marking then W ≺k ρ and W ≪k ρ are equivalent, since
W and ρ always overlap.
We then define W ≪k V to mean W ≪k ∂V . This is a weaker relation than
W ≺k V because W ⋔ ∂V allows the possibility that V ⊂◦ W , which cannot
happen if W ⋔ V .
Note that if k ≥ p then U ≪k V =⇒ U ≪p V and U ≺k V =⇒ U ≺p V .
Next we point out that property C1 implies the following:
• ≺k is antisymmetric in the following sense: if U ≺k V holds, then
V 6≺1 U , and hence V 6≺k U .
Of course ≪k is antisymmetric as well, since containment is already antisym-
metric. Now we will prove the following lemma, which states that the system
of relations is transitive in a certain sense.
Lemma 4.4. Given an integer k > 1 we have:
40 JASON BEHRSTOCK, BRUCE KLEINER, YAIR MINSKY, AND LEE MOSHER
(1) If U ≺k V and V ≪2 W then U ≺k−1 W .
Also, if ρ is a marking, and if U ≺k V and V ≪2 ρ, then U ≺k−1 ρ.
(2) If U ≪k V and V ≪2 W then U ≪k−1 W .
Also, if ρ is a marking, and if U ≪k V and V ≪2 ρ then U ≪k−1 ρ.
(3) If U ⋔ V and both U ≪k ρ and V ≪k ρ for some partial marking ρ, then
U and V are ≺k−1-ordered — that is, either U ≺k−1 V or V ≺k−1 U .
Note that the weak transitivity of parts (1) and (2) tends to “decay” (k
decreases) each time it is applied, and hence does not give a partial order.
However part (3) can be used to re-strengthen the inequalities under appropri-
ate circumstances.
Proof. Beginning with (1), suppose U ≺k V and V ≪2 W . From V ≪2 W we
have
dV (xV , ∂W ) ≥ 2(c1 + 4)
and from U ≺k V and property C1 we have
dV (xV , ∂U) < c1.
By the triangle inequality, together with the fact that diamπC(V )(γ) ≤ 2 for
any disjoint curve system γ (see comments after Lemma 2.11),
dV (∂U, ∂W ) ≥ dV (xV , ∂W )− dV (xV , ∂U)− diamV (∂U)− diamV (∂W )
> 2(c1 + 4)− c1 − 4 = c1 + 4.
In particular dV (∂U, ∂W ) > 2, so ∂U ⋔ ∂W , and so U ⋔ W . Now applying
Lemma 4.2 we also get
dU (∂V, ∂W ) < m0 ≤ c1
and hence, using U ≺k V and the triangle inequality as above,
dU (xU , ∂W ) > (k − 1)(c1 + 4).
Hence, U ≺k−1 W , as desired.
Replacing W (and ∂W ) by a marking ρ, the second clause of (1) is proved
similarly, noting that the question of whether U ⋔ ρ is not an issue.
The proof of part (2) is similar. The case not covered by part (1) is when
V ⊂◦ U , and we consider two cases, depending on whether W ⊂◦ V or W ⋔ V .
In the first case suppose that W ⊂◦ V . Since V 6
i
≡ U , it follows that ∂V and
∂W together form a curve system in U , and hence diamU (∂V ∪ ∂W ) ≤ 1. So
by the triangle inequality we have
dU (xU , ∂W ) ≥ dU (xU , ∂V )− 1 ≥ (k − 1)(c1 + 4)
and we conclude U ≪k−1 W .
In the second case suppose that W ⋔ V . Since V ≪2 W we have
dV (xV , ∂W ) ≥ 2(c1 + 4).
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Since V ⊂◦ U we know that ∂W ⋔ U . Since dU (xU , ∂V ) ≥ k(c1 + 4) > c2, by
property C2 we have that
dV (xV , xU ) < c1
and hence
dV (xU , ∂W ) ≥ dV (xV , ∂W )− dV (xV , xU )− diamV (∂W ) > c1 + 4.
But now by Theorem 2.6, this implies that any C(U)-geodesic [xU , πU (∂W )]
must pass within distance 1 of ∂V , and we conclude
dU (xU , ∂W ) ≥ dU (xU , ∂V )− 1− diamU (∂V ) ≥ (k − 1)(c1 + 4)
and again we have U ≪k−1 W .
Again replacing W (and ∂W ) by a marking ρ, the second clause of (2) is
proved similarly, only the second case of the proof being relevant.
Now we prove (3): starting with U ⋔ V and
dU (xU , ρ) ≥ k(c1 + 4)
and
dV (xV , ρ) ≥ k(c1 + 4),
suppose U 6≺k−1 V , so that
dU (xU , ∂V ) < (k − 1)(c1 + 4).
Then by the triangle inequality
dU (ρ, ∂V ) > c1
and by Lemma 4.2
dV (∂U, ρ) < m0.
Now by the triangle inequality
dV (xV , ∂U) > (k − 1)(c1 + 4)
so V ≺k−1 U , and we are done. 
Let us now define
Fk((xW ), ρ) = {W ( S :W ⋔ ρ and dW (xW , ρ) ≥ k(c1 + 4)}.
which is the collection of subsurfaces in whose curve complexes xW and ρ have
large distance. If xW = πW (x) for x ∈ M(S), then we use the notation Fk(x, ρ).
Note that Fk((xW ), ρ) = {W ( S :W ≪k ρ}, and so we sometimes simplify
the notation by simply writing Fk(ρ). In this vein, when Z is a subsurface, we
let Fk(Z) denote Fk(∂Z).
As a corollary of the previous lemma we obtain:
Lemma 4.5. If k > 2 then the relation ≺k−1 is a partial order on Fk((xW ), ρ).
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Proof. All that is needed is to prove that ≺k−1 is transitive on Fk(ρ) — anti-
symmetry is already established.
Suppose U, V,W ∈ Fk(ρ), and U ≺k−1 V and V ≺k−1 W . By Lemma 4.4
part (1), this implies U ≺k−2 W . In particular U ⋔ W , so by Lemma 4.4
part (3) U and W are ≺k−1-ordered. Antisymmetry together with U ≺k−2 W
implies that U ≺k−1 W , as desired. 
We can also obtain a finiteness statement:
Lemma 4.6. If k > 2 then Fk((xW ), ρ) is finite.
Proof. Suppose that Fk(ρ) is infinite and let {Yi} be an infinite, injective se-
quence within it. After extracting a subsequence we may assume that ∂Yi → λ
in PML(S), the projective measured lamination space of S. Let U be a sub-
surface filled by a component of λ; possibly U = S. Then ∂Yi meets U for all
sufficiently large i, and πU(∂Yi) → ∞ in C(U) — that is, dU (∂Yi, q) → ∞ for
any fixed q. This is a consequence of the Kobayashi/Luo argument that C(U)
has infinite diameter, see [38, Proposition 3.6]. Note in the special case that
U is an annulus we are obtaining that the twisting of ∂Yi around U is going
to ∞.
Now, dU (xU , ∂Yi) → ∞ means for any given p that eventually U ≪p Yi.
However we have Yi ≪k ρ by assumption, so
U ≪p−1 ρ
by Lemma 4.4, part (2). However U and ρ are fixed and p is arbitrary, so this
is impossible. We conclude that Fk(ρ) is finite. 
4.2. Proof of the consistency theorem
As stated at the outset of Section 4.1 we have (xW ) satisfying C1-2 with the
same assumptions on c1 and c2. We will construct µ by induction.
Consider F3(xS), which we recall is shorthand for F3((xW ), xS). If F3(xS) =
∅, let µ0 = xS . Otherwise, by Lemmas 4.6 and 4.5, the set F3(xS) is finite and
partially ordered by ≺2, and so this partial order contains minimal elements.
Among these minimal elements, choose one, Y , of maximal complexity ξ(Y ),
and let µ0 = ∂Y .
Now consider any Z ⊂◦ S which overlaps µ0. We claim that
dZ(xZ , µ0) < 4(c1 + 4). (4.1)
Suppose otherwise, so Z ≪4 µ0. If F3(xS) = ∅ then Z ≪4 xS which implies
Z ∈ F4(xS) ⊆ F3(xS), a contradiction. When F3(xS) 6= ∅, we would have
Z ≪4 Y ≪3 xS , and by Lemma 4.4 part (2), Z ≪3 xS . Hence Z ∈ F3(xS).
Now since Y was ≺2-minimal, we can’t have Z ≺2 Y and we conclude Y ⊂◦ Z.
Now Z cannot be ≺2-minimal because its complexity is larger than that of Y ,
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so there must be V ∈ F3(xS) with V ≺2 Z. But then Lemma 4.4 part (1)
implies V ≺1 Y . In particular V ⋔ Y and so, arguing as in the proof of Lemma
4.5, we apply Lemma 4.4 part (3) with ρ = xS to conclude that V and Y are
≺2 ordered, and since V ≺1 Y it follows by asymmetry that V ≺2 Y . Again
this is a contradiction. We conclude that (4.1) holds.
Now consider the restriction of (xW ) to subsurfaces in S \ µ0. In each com-
ponent V of S \ µ0, the assumptions on (xW ) still hold, so inductively there is
a marking µV in M(V ) satisfying
dZ(µV , xZ) < c3(V ) (4.2)
for all Z ⊆ V . We append the µV to µ0 to obtain a marking µ
′ which almost
fills the surface except that it has no transversal data on the curves of µ0.
By (4.1) and (4.2), it satisfies a bound on dZ(xZ , µ
′) for every Z ⊆ S except
the annuli whose cores are components of µ0. Let µ be the enlargement of µ
′
obtained by setting the transversal on each γ ∈ µ0 to be xγ . Now we obtain
a bound on dZ(xZ , µ) for all Z, so µ is the desired marking and the proof is
complete.
5. Σ-hulls
A Σ-hull of a finite set in M(S) (and then, taking limits, of a finite set in
Mω(S)) is a substitute for convex hull which is well adapted to the presence in
M(S) of both hyperbolicity and product structure. In “hyperbolic directions”
it looks like a hyperbolic convex hull, and in product regions the hull of two
points can be a rectangle. In general it is a hybrid of these.
In this section we focus on the “coarse Σ-hull” of a finite set A ⊂ M(S),
a parameterized family of sets Σǫ(A) which are coarsely well-defined for suffi-
ciently large ǫ (see Lemma 5.4 (3)). Our main goal is Proposition 5.2, in which
we show that Σ-hulls admit coarse retractions.
In Section 6 we will apply this to Σ-hulls in the asymptotic cone, showing
that they are contractible and vary continuously with their extreme points.
5.1. Hulls in hyperbolic spaces
If A ⊂ X is a finite subset of a δ-hyperbolic geodesic space X, let hullX(A)
denote the union of geodesics [a, a′] with a, a′ ∈ A, the hyperbolic hull of A
in X. We will need the following properties of this construction, which are
easy exercises.
Lemma 5.1. The sets hullX(A) satisfy the following properties, with implicit
constants depending only on the hyperbolicity constant of X and the cardinality
of A:
(1) hullX(A) is quasi-convex.
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(2) If x ∈ X and y ∈ hullX(A) is the point nearest to x, and if y
′ ∈
hullX(A), then d(y, y
′) ≺ d(x, y′)− d(x, y).
(3) The map A 7→ hullX(A) is coarsely Lipschitz in the Hausdorff metric.
Also, for points x ∈ X and closed, quasiconvex subsets B ⊂ X:
(4) The nearest point retraction, which takes the pair (x,B) to a point of
B closest to x, is coarsely Lipschitz in both x and B (in terms of Haus-
dorff distance for B), with implicit constants depending only on the
hyperbolicity constant of X and the quasiconvexity constants of B.

We will apply these properties to curve complexes of surfaces and their sub-
surfaces, as follows: if A is a finite subset of M(S) then we let hullS(A) de-
note hullC(S)(A
′), where A′ is the set of curves in the bases of the markings
in A. Similarly, if W ⊂ S we let hullW (A) denote hullC(W )(πW (A)) where
πW : M(S)→ C(W ) is the usual subsurface projection.
5.2. Σ-hulls and their projections
If A is a finite subset of M(S), and ǫ > 0, we define
Σǫ(A) = {µ ∈ M(S) : dW (µ,hullW (A)) ≤ ǫ, ∀W ⊆ S}.
Here W varies over all essential subsurfaces of S (including S) and hullW (A) is
the hyperbolic hull as defined in §5.1. These sets, one for each ǫ ≥ 0, are called
the coarse Σ-hulls or just the Σ-hulls of A in M(S). Usually we will assume ǫ
is large enough so that the conclusions of Propositions 5.2 and 5.4 apply.
It is clear that A ⊂ Σǫ(A) and that Σǫ(A) ⊂ Σǫ′(A) if ǫ ≤ ǫ
′, but a priori not
much else. (For the reader familiar with the constructions in Masur-Minsky
[39], we note one of our motivations for this definition: there exists ǫ0 such that,
if ǫ > ǫ0 then Σǫ(A) contains every hierarchy path between points a, a
′ ∈ A.)
In order to understand Σ-hulls better we will need a family of coarse retrac-
tions.
Proposition 5.2. There exists ǫ0 ≥ 0 depending only on ξ(S) such that for
each ǫ ≥ ǫ0 the following hold. Given a finite set A ⊂M(S) there exists a map
pA : M→ Σǫ(A)
which is a coarse retraction. That is,
(1) pA|Σǫ(A) is uniformly close to the identity.
(2) pA(x) is coarse-Lipschitz not just in x, but jointly in x and in A (using
the Hausdorff metric on A).
(3) For each W ⊆ S, let yW be a nearest point on hullW (A) to πW (x).
Then
dW (pA(x), yW )
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is uniformly bounded.
The implicit constants depend only on ǫ, ξ(S), and the cardinality of A.
Proof. The proof will be an application of the Consistency Theorem 4.3. Given
x ∈ M(S), for each W ⊆ S let yW = yW (x,A) be a nearest point to πW (x) on
hullW (A).
Lemma 5.3. For any x ∈ M(S) and finite A ⊂M(S), the tuple (yW (x,A))W
satisfies the consistency conditions (C1-2) of §4, with constants c1, c2 depending
only on the cardinality of A.
Proof. To prove (C1), let U ⋔ V . First, by Lemma 4.2 we have
min (dU (x, ∂V ), dV (x, ∂U)) < m0
Consider the case where dU (x, ∂V ) < m0; the other case is similar. Now
if dU (x, yU ) < 2m0 + 2, we are done, because dU (yU , ∂V ) < 3m0 + 4. We
have used here that diamU (x) is bounded above by 2 — see comments after
Lemma 2.11 — and we shall use the same bound several times below.
If dU (x, yU ) ≥ 2m0 + 2 then dU (x,hullU (A)) ≥ 2m0 + 2 since yU was the
nearest point to πU (x), and we conclude by the triangle inequality that
dU (∂V,hullU (A)) ≥ m0. (5.1)
Now since yV ∈ hullV (A), there must exist a, b ∈ A and a
′ ∈ πV (a), b
′ ∈ πV (b)
such that yV ∈ [a
′, b′]. Now dU (∂V, a) and dU (∂V, b) are ≥ m0 by (5.1), and
it follows by Lemma 4.2 that dV (∂U, a) < m0 and dV (∂U, b) < m0, and so
dV (a
′, b′) < 2m0 + 6. Since yV ∈ [a
′, b′] we conclude that one of dV (yV , a
′),
dV (yV , b
′) is < m0+3, implying that dV (yV , ∂U) < 2m0 +5, and again we are
done.
That is, we have shown that (C1) holds with c1 = 3m0 + 5.
It remains to prove (C2). Let V ⊂◦ W , and suppose that dW (yW , ∂V ) > 4.
We will bound dV (yV , yW ).
Suppose first that dV (yW , x) ≥ m0. Then by Theorem 2.6, the C(W )-
geodesic [yW , πW (x)] must pass through a point t within 1 of ∂V . By the
assumption that dW (yW , ∂V ) > 4, it follows that dW (t, yW ) > 3 and hence
dW (t, x) < dW (x, yW ) − 3. Now let γ be a C(W )-geodesic [πW (a), πW (b)] for
a, b ∈ A. If γ were to pass within 1 of ∂V then it would pass within 2 of t,
so there would be a point of γ which is within dW (x, yW ) − 1 of πW (x). This
contradicts the choice of yW as a closest point to πW (x). We conclude, by
Theorem 2.6 that diamV (γ) < m0, and hence diamV (A) < m0.
Moreover, since yW itself is on such a geodesic, dV (yW , A) < m0. Since yV ∈
hullV (A) we also have dV (yV , A) < m0 and we conclude dV (yV , yW ) < 3m0.
Now suppose that dV (yW , x) < m0. Let a, b ∈ A be such that yW ∈
[πW (a), πW (b)]. Now, by our assumption that dW (yW , ∂V ) > 4, we have
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that πW (∂V ) may be within distance 1 of either subsegment [πW (a), yW ] or
[yW , πW (b)], but not both. Suppose the former. Then by Theorem 2.6 we have
dV (yW , b) < m0. This yields that dV (x,A) < 2m0, and hence that the closest
point yV to πV (x) is within 3m0 of πV (yW ).
Hence we have proved (C1) and (C2) both hold with constants c1 = 3m0+5
and c2 = 4. 
We turn now to the proof of Proposition 5.2. Using Lemma 5.3, the definition
and properties of pA follow directly from Theorem 4.3: given x ∈ M(S) and
(yW ) as in part (3), Lemma 5.3 tells us that (yW ) satisfies conditions (C1-2)
with uniform constants, and hence by Theorem 4.3 there exists µ ∈ M(S) with
dW (µ, yW ) < c3 for uniform c3 and all W ⊆ S. We take ǫ0 = c3, for any ǫ ≥ ǫ0
we define pA(x) ≡ µ ∈ Σǫ(A), and clearly (3) holds.
Finally, let us show that the rest of the proposition follows from (3). To
see (1), let x ∈ Σǫ(A), i.e., for all W we have dW (x,hullW (A)) ≤ ǫ, and so
dW (x, yW ) ≤ ǫ. Now if µ = pA(x) we have from (3) that dW (µ, yW ) is uniformly
bounded, and hence we have a uniform bound on dW (x, µ). Corollary 2.9 of
the quasidistance formula now gives us a bound on dM(x, pA(x)).
To prove (2), suppose that we have dM(x, x
′) < b and dH(A,A
′) < b, where
dH is Hausdorff distance in M. The coarse-Lipschitz property of πW (Lemma
2.11) implies that for any W we have bounds of the form dW (x, x
′) < b′, and
dH,C(W )(A,A
′) < b′. The latter implies a Hausdorff distance bound
dH,C(W )(hullW (A),hullW (A
′)) ≤ b′′
by Lemma 5.1(3). If y′W is a nearest point to πW (x
′) in hullW (A
′) then, by
Lemma 5.1(4) we obtain a uniform bound on dW (yW , y
′
W ).
But (3) now implies that dW (pA(x), pA′(x
′)) is uniformly bounded for all W .
Again the quasidistance formula gives us a uniform bound on dM(pA(x), pA′(x
′)).

As a consequence of Proposition 5.2 we obtain the following facts:
Lemma 5.4. There exists ǫ0 ≥ 0 depending only on ξ(S) such that for all
ǫ, ǫ′ ≥ ǫ0 and all I there exist K, C, and ǫ
′′ such that if A,A′ ⊂ M(S) each
have cardinality ≤ I then
(1) diam(Σǫ(A)) ≤ K diam(A) + C
(2) If A′ ⊂ Σǫ(A) then Σǫ(A
′) ⊂ Σǫ′′(A).
(3) dH(Σǫ(A
′),Σǫ(A)) ≤ KdH(A
′, A) + C.
(4) dH(Σǫ(A),Σǫ′(A)) ≤ C
Proof. Parts (1) and (2) follow from the definition of Σǫ(A) and the quasidis-
tance formula.
GEOMETRY AND RIGIDITY OF MAPPING CLASS GROUPS 47
To prove (3), note by Proposition 5.2 (2) the maps pA and pA′ differ by at
most K dH(A
′, A) + C ′′, for some K,C ′′ (with the appropriate dependence).
Since pA′ is uniformly close to the identity on Σǫ(A
′), the restriction of pA to
Σǫ(A
′) must be within K dH(A
′, A)+C ′ of the identity, for some C ′. It follows
that Σǫ(A
′) is within K dH(A
′, A) + C of Σǫ(A), for some C. The opposite
inclusion is obtained in the same way.
To prove (4), we may assume that ǫ ≤ ǫ′ from which it immediately follows
that Σǫ(A) ⊂ Σǫ′(A). Consider the two projection maps pA,ǫ : M(S)→ Σǫ(A),
pA,ǫ′ : M(S) → Σǫ′(A). Given µ ∈ Σǫ′(A), by applying Proposition 5.2 (3) we
obtain a uniform bound on dW (yW , pA,ǫ′(µ)) and on dW (yW , pA,ǫ(µ)) and so also
on dW (pA,ǫ′(µ), pA,ǫ(µ)), over all essential subsurfaces W ⊂ S. Corollary 2.9
then gives a bound on d(pA,ǫ′(µ), pA,ǫ(µ)). Also, Proposition 5.2 (1) gives a
bound on d(µ, pA,ǫ′(µ)), and since pA,ǫ(µ) ∈ Σǫ(A) we are done. 
We shall also have use for the following lemma, where m0 is the constant in
Lemma 4.2.
Lemma 5.5. There exists m1 ≥ 0 depending only on ξ(S) such that if A ⊂
M(S) is any subset and W ⊂ S is any essential subsurface satisfying
diamC(W )(A) > m1,
then for all essential subsurfaces U ⊆ S with U ⋔ ∂W we have
dC(U)(∂W,hullU (A)) ≤ m0
Proof. Since U ⋔ ∂W we either have W ⊂◦ U and W 6
i
≡ U , or W ⋔ U . We treat
these two cases separately.
First, if W ⊂ U and W 6
i
≡ U then Theorem 2.6 immediately implies that
dC(U)(∂W,hullU (A)) ≤ 1
as long as diamC(W )(A) > B.
Now, consider the case that W ⋔ U . As long as diamC(W )(A) > 2m0 + 2,
it follows that there exists a ∈ A for which dC(W )(a, ∂U) ≥ m0. Then by
Lemma 4.2 it follows that dC(U)(a, ∂W ) < m0. 
6. Contractibility and homology
In this section we prove contractibility of Σ-hulls in Mω(S) (Lemma 6.2),
and use this to develop Σ-compatible chains in the cone. This has applications
in Sections 7 and 8, as well as providing another proof of Hamensta¨dt’s theorem
on the homological dimension of Mω(S).
If A is a finite set in Mω represented by a sequence (An), the Σ-hull of A,
denoted Σ(A), is the ultralimit of the coarse Σ-hulls Σǫ(An), where ǫ is a fixed
constant chosen sufficiently large so that the the lemmas in Section 5 apply.
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Note that changing ǫ does not change Σ(A), by Lemma 5.4 (4), nor does
changing the representatives, by Lemma 5.4 (3). In fact Lemma 5.4 applied in
the limit gives:
Lemma 6.1. For all I ≥ 0 there exists a constant K, depending also on ξ(S),
such that if A ⊂Mω is a set of cardinality ≤ I then:
(1) diam(Σ(A)) ≤ K diam(A)
(2) If A′ ⊂ Σ(A) then Σ(A′) ⊂ Σ(A)
The retractions pAn of Proposition 5.2 ultraconverge to a Lipschitz retraction
pA :Mω → Σ(A)
whose Lipschitz constant depends only on ξ(S) and the cardinality of A. More-
over, Proposition 5.2 implies that pA is jointly continuous in its arguments and
in the points of A. With this we can establish:
Lemma 6.2. Σ(A) is contractible.
Proof. First we note that Σ(A) is path-connected: Mω(S) is path-connected
since it is the asymptotic cone of a path-metric space. Hence given a, b ∈ Σ(A),
let γ(t) be a path connecting them and note that pA ◦ γ is a path in Σ(A)
connecting them.
Now write A = {a0,a1, . . . ,ak}, and for j = 1, . . . , k let aj(t) be a path in
Σ(A) from a0 to aj , where aj(0) = a0 and aj(1) = aj.
Let At = {a0,a1(t), . . . ,ak(t)} for t ∈ [0, 1], and let pt be the retraction
from Mω to Σ(At). pt varies continuously in t, takes values within Σ(A), and
we note that p1 restricted to Σ(A) is the identity while p0 is a constant. Hence
Σ(A) is contractible. 
6.1. Σ-compatible chains and homological dimension
In this subsection we use Σ-hulls as a device to control singular chains in
Mω(S), in terms of what we call Σ-compatible chains. With these we compute
the homological dimension from the result of [7] that the topological (covering)
dimension of compact subsets of Mω(S) is bounded by ξ(S). We also recall
a local homology theorem of Kleiner-Leeb [35] (Theorem 6.8 below) and its
corollary 6.9, which we will use in Sections 7 and 8 to control the support
of embedded top-dimensional manifolds in Mω(S) in terms of Σ-compatible
chains.
A polyhedron is a finite simplicial complex, and a polyhedral pair (P,Q)
consists of a polyhedron P and a subcomplex Q. A polyhedral n-chain in a
space X is a continuous map from an n-dimensional polyhedron to X, where
the domain is equipped with a specified orientation and coefficient on each n-
simplex. A polyhedral n-cycle is a polyhedral n-chain such that, in the simplicial
chain complex of the domain, the linear combination of the n-simplices has zero
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boundary. Polyhedral chains and cycles in X represent singular chains and
cycles in the traditional sense, by restricting the map to individual simplices
and taking the indicated formal linear combination. Every homology class in
X can be represented by a polyhedral cycle.
A continuous map f : P →Mω from a polyhedron to Mω is Σ-compatible if
for each face τ ⊂ P ,
f(τ) ⊂ Σ(f(τ (0))),
where τ (0) denotes the 0-skeleton of τ . By applying Lemma 5.4 (1) it follows
that if f : P →Mω is Σ-compatible then for every face τ ⊂ P ,
diam(f(τ)) ≤ diam(Σ(f(τ (0)))) ≤ C diam(f(τ (0))), (6.1)
where the constant C = C(dim τ) depends explicitly on dim τ = #vertices(τ)−
1, and also depends implicitly on
Lemma 6.3. Suppose (P,Q) is a finite dimensional polyhedral pair, where the
zero skeleton of Q coincides with the zero skeleton of P . Then any Σ-compatible
map f0 : Q→Mω can be extended to a Σ-compatible map f : P →Mω.
Proof. The map f may be constructed by induction on the relative k-skeleton
using the contractibility of hulls. 
Lemma 6.4. If ǫ > 0 and f0 : P →Mω is a map from a finite polyhedron to
Mω, then there is a map f1 : P →Mω such that
1. f1 factors through a polyhedron of dimension ≤ ξ(S).
2. d(f0, f1) < ǫ.
(Here d(f, g) = supx∈P d(f(x), g(x))).
Proof. Pick ρ > 0.
Let Y := f0(P ) ⊂ Mω. Since the topological dimension of Y is ≤ ξ(S)
by [7], there is an open cover U = {Ui}i∈I of Y such that P
′ := Nerve(U) has
dimension at most ξ(S), and diam(Ui) < ρ for all i ∈ I. Let {φi : Y → [0, 1]}i∈I
be a partition of unity subordinate to U , and φ : Y → P ′ be the map with
barycentric coordinates given by the φi’s.
Next, for each i ∈ I, pick xi ∈ Ui, and using Lemma 6.3 construct a Σ-
compatible map α : P ′ → Mω with the property that α(Ui) = xi (recall that
the vertex set of Nerve(U) consists of elements of U).
Set f1 := α ◦ φ ◦ f0 →Mω.
We now estimate d(f0, f1).
Pick x ∈ P . If φ ◦ f0(x) lies in an open face τ ⊂ P
′ whose vertices are
Ui1 , . . . , Uik , then f0(x) ∈ Ui1 ∩ . . . ∩ Uik , and
f1(x) ∈ Σ({xi1 , . . . , xik}).
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Therefore for a constant C depending only on ξ(S) we have:
d(f0(x), f1(x)) ≤ d(f0(x), xi1) + d(xi1 , f1(x))
≤ ρ+ Cdiam({xi1 , . . . , xik})
≤ ρ+ 2 Cρ.
(6.2)
So when ρ < ǫ1+2C we will have d(f0, f1) < ǫ. 
Lemma 6.5. Let P be a finite polyhedron. Given a pair of maps f0, f1 : P →
Mω, there is a homotopy {ft}t∈[0,1] from f0 to f1 whose tracks have diameter
< C d(f0, f1), where C = C(dimP ).
Proof. Pick ρ > 0. By subdividing P we may assume without loss of generality
that for i ∈ {0, 1} and every face τ of P ,
diam(fi(τ)) < ρ.
Let P = P1, P2, . . . , Pk, . . . be a sequence of successive barycentric subdivisions
of P , so the mesh size tends to zero. For i ∈ {0, 1}, k ∈ Z+, let fi,k : Pk →Mω
be a Σ-compatible map agreeing with fi on the 0-skeleton of Pk. Since fi is
uniformly continuous, the diameter estimate (6.1) implies that fi,k converges
uniformly to fi as k →∞.
We will construct the homotopy from f0 to f1 as an infinite concatenation
of homotopies
f0 . . .
H0,3
∼ f0,3
H0,2
∼ f0,2
H0,1
∼ f0,1
H
∼ f1,1
H1,1
∼ f1,2
H1,2
∼ f1,3 . . . f1.
The homotopy fi,k
Hi,k
∼ fi,k+1 is constructed as follows. Triangulate P × [0, 1]
such that the 0-skeleton lies in P × {0, 1}, and the induced triangulation of
P × {j} agrees with Pk+j, for j ∈ {0, 1}. Now apply Lemma 6.3 to get a
homotopy from fi,k to fi,k+1. The homotopy H is constructed similarly.
Now consider the track of the point x ∈ P during the homotopy Hi,k. The
point x ∈ P lies in some open simplex τk of Pk. Let Sd τk be the barycentric
subdivision of τk, a subcomplex of Pk+1. By the uniform continuity of fi and
the fact that fi,k → fi uniformly, it follows that the diameter of fi,k(τk) ∪
fi,k+1(Sd τk) tends to zero as k → ∞. Now for every t ∈ [0, 1], the point
(x, t) ∈ P × [0, 1] lies in a face of the subdivision of P × [0, 1] used to construct
Hi,k, and this face has vertices in (τk × {0})∪ (Sd τ × {1}). By Lemma 6.3, we
get d(Hi,k(x, t), fi(x)) < δk, where δk < ρ and δk → 0 as k → ∞. It follows
that the concatenation of
Hi,j,Hi,j+1, . . .
has tracks of diameter tending to zero as j →∞, yielding a homotopy fi,1 ∼ fi
whose tracks have diameter < C1ρ.
Similar estimates imply that the tracks of H have diameter < C2(d(f0, f1)+
ρ). So if ρ is sufficiently small, we obtain the desired homotopy. 
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We now give some corollaries of Lemmas 6.4 and 6.5.
Our first corollary produces acyclic sets in Mω(S). A set X ⊂ Mω(S) is
Σ-convex if, for any finite set A ⊂ X the hull Σ(A) is in X as well.
Corollary 6.6. If X ⊂Mω(S) is open and Σ-convex then X is acyclic.
Notice that, as a consequence, Mω(S) is itself acyclic. But contractibility
of Mω(S) was already known, as a consequence of the fact that MCG(S) is
automatic [43], by using a folk theorem which says that the combing lines of
an automatic structure induce a contraction in the asymptotic cone.
Proof of Corollary 6.6. We claim that any polyhedral cycle f : P → X can be
refined and then approximated by a Σ-compatible cycle, and openness allows
us to do this within X. To see how, refine P until the mesh size is sufficiently
small, apply Lemma 6.3 to the pair (Q,Q0) where Q is the refined polyhedron
and Q0 is its 0-skeleton, and then use Lemma 6.1 to show that the new map
f ′ : Q→Mω(S) is sufficiently close to the old to still be inX. Moreover Lemma
6.5 tells us the new and old maps are homotopic with similar control, so that
the homotopy may be made to lie in X. The old and new cycles therefore
represent the same homology class.
Now let C(Q) be the cone of Q, the join of Q with a single point p. Extend
f ′ to Q ∪ p by taking f ′(p) to be in f ′(Q0). Applying Lemma 6.3 extend f ′ to
a Σ-compatible map on C(Q). By Σ-convexity this polyhedral chain lies in X,
so our original cycle bounds in X, and therefore X is acyclic. 
Our next corollary computes the homological dimension of Mω(S). Note
that in Hamensta¨dt’s approach [26] the homological statement comes directly.
Corollary 6.7. If (U, V ) is an open pair in Mω, then Hk(U, V ) = {0} for all
k > ξ(S).
Proof. Pick [c] ∈ Hk(U, V ). Then there is a finite polyhedral pair (P,Q) and a
continuous map of pairs f0 : (P,Q)→ (U, V ) such that
[c] ∈ Im
(
Hk(P,Q)
f0∗
→ Hk(U, V )
)
.
Pick ǫ > 0. Applying Lemma 6.4, we obtain a continuous map f1 : P →Mω
with d(f0, f1) < ǫ, such that f1 factors through a polyhedron P
′ of dimension
at most ξ(S). By Lemma 6.5 there is a homotopy {ft}t∈[0,1] whose tracks have
diameter < Cǫ, where C = C(dimP ).
If ǫ is sufficiently small, then f1 will induce a map of pairs (P,Q)→ (U, V ),
and the homotopy {ft} will be a homotopy of maps of pairs, so that f0 and
f1 induce the same map Hk(P,Q) → Hk(U, V ). But since f1 factors through
a polyhedron P ′ of dimension ≤ ξ(S), by subdividing P ′ if necessary we can
arrange that f1 factors as (P,Q) → (P
′, Q′) → (U, V ), where (P ′, Q′) is a
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polyhedral pair of dimension ≤ ξ(S) . This implies that f1∗ = 0. Hence
[c] = 0. 
We are now in a position to apply the following local homology results of
Kleiner-Leeb [35], which we will be using in the proof of Theorems 7.10 and
8.7.
Theorem 6.8. Let X be a contractible metric space and suppose Hk(U, V ) = 0
for any open pair V ⊂ U ⊂ X and k > n. If M ⊂ X is an embedded n-manifold
then
Hn(M,M − p)→ Hn(X,X − p)
is injective for any p ∈M .
Corollary 6.9. Let X be a contractible metric space and suppose Hk(U, V ) = 0
for any open pair (U, V ) and k > n. Let M ⊂ X be an oriented compact n-
manifold with boundary, and let C be a singular chain in X, such that ∂C =
∂M . Then M ⊂ C.
By Corollary 6.7, we will be able to apply Corollary 6.9 in the setting of
ξ(S)-dimensional manifolds in Mω(S).
7. Separation properties
In this section we develop the notion of jets, which are local structures in the
cone corresponding to sequences of geodesics in subsurface complexes. Projec-
tions to a jet serve to control separation properties in the cone. The two main
results of the section are Theorem 7.2 and Theorem 7.7, which are concerned
with separation properties of microscopic and macroscopic jets, respectively.
Much of the technical work is done in Lemma 7.4. Section 7.4 provides a brief
digression, where we deduce information about the tree-graded structure of
Mω(S) as an application of microscopic jets.
7.1. Jets
Recall the following definition from [39]. Consider a finite type surface Y . If
ξ(Y ) ≥ 2, a tight geodesic in C(Y ) is a sequence of simplices σ = (w0, . . . , wn)
such that any selection of vertices vi ∈ wi yields a geodesic in the 1-skeleton
of C(Y ), and such that for each 1 ≤ i ≤ n − 1, the curve system wi is the
boundary of the subsurface filled by wi−1 and wi+1. If ξ(Y ) = 1, every geodesic
in C(Y ) is considered to be tight. If Y ⊂ S is an essential annulus, then every
geodesic in C(Y ) is considered to be tight as long as it satisfies a technical
finiteness condition on the endpoints of arcs representing the vertices. It is
shown in [39] that any two vertices in C(Y ) can be joined by a tight geodesic,
and there are only finitely many possibilities. When the sequence (w0, . . . , wn)
is understood, we use the shorthand notation [w0, wn], and we also refer to
[wi, wj ] = (wi, . . . , wj) as a subsegment of [w0, wn].
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Let a, b ∈ M(S), let W ⊆ S be a connected essential subsurface, and let
g be a tight geodesic in C(W ) from an element of πC(W )(a) to an element of
πC(W )(b). If σ = [α, β] is a subsegment of g, we call (σ, a, b) a tight triple
supported in W . Let |σ| denote the length of σ in C(W ). Although we have
suppressed the geodesic g from the notation for a tight triple, when we need to
refer to it we shall call it the ambient geodesic.
We also associate to the triple (σ, a, b) the following pair of points inM(W ):
ι(σ, a, b) = α⌋πM(W )(a), the initial marking of the triple; and τ(σ, a, b) =
β⌋πM(W )(b), the terminal marking. Up to the usual bounded ambiguity one
can think of ι as α ∪ πM(Wα)(a), where Wα denotes the union of W \ α with
the annuli whose cores are the curves of α; and similarly for τ .
We define
‖σ‖(W,a,b) = distM(W )(ι(σ, a, b), τ(σ, a, b)).
Using Theorem 2.8 we can establish the following properties of this notion
of size:
Lemma 7.1. Given σ = [α, β],W, a, b as above, letting Φ(σ) denote the set of
subsurfaces Y ⊂◦ W that do not overlap some simplex of σ, we have
(1) ‖σ‖(W,a,b) ≈ dC(W )(α, β) +
∑
Y ∈Φ(σ)
{{
dC(Y )(a, b)
}}
A
(2) If σ is written as a concatenation of subintervals σ1 ∗ . . . ∗ σk, then
‖σ‖(W,a,b) ≈
∑
i
‖σi‖(W,a,b)
where the constant A and the constants of approximation depend only on ξ(W ).
Proof. Let ι = ι(σ, a, b) and τ = τ(σ, a, b). To prove (1), first recall that The-
orem 2.8 gives us, for large enough A and uniform constants of approximation
(depending on A), that
dM(W )(ι, τ) ≈
∑
Y⊂◦W
{{
dC(Y )(ι, τ)
}}
A
On the other hand, Theorem 2.6 gives a constant B such that, if Y ⊂◦ W ,
Y 6
i
≡ W , and if Y overlaps every simplex of σ, then diamC(Y )(σ) ≤ B; in
particular since α, β are in σ, and since α, β are contained in ι and τ respectively,
we get
dC(Y )(ι, τ) ≤ B
Thus, if the threshold constant A is raised above B all of these terms drop out
of the sum, leaving the Y = W term, and what is almost the summation in
(1), indexed by Y ∈ Φ(σ), except with dC(Y )(ι, τ) in place of dC(Y )(a, b).
Now consider Y ⊂◦ W which does not overlap some simplex of σ. By tightness
of the ambient geodesic g containing σ, the set of simplices in g not overlapping
Y is a contiguous sequence of at most 3 simplices. If Y overlaps β then the rest
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of g between β and πC(W )(b) consists of simplices overlapping Y and so, since
τ contains β, Theorem 2.6 implies
dC(Y )(τ, b) ≤ B.
If Y does not overlap β then Y ⊂Wβ. By definition the restriction of τ to Wβ
is πM(Wβ)(b), and again we have a uniform bound on dC(Y )(τ, b). The same
logic yields a uniform bound on dC(Y )(ι, a). Thus, at the cost of again raising
the threshold, we can replace ι, τ in the sum by a, b — thus completing the
proof of (1).
To prove (2), we simply apply the approximation of (1) to each σi separately
and sum, noting that any Y ⊂ W there are at most 3 (successive) simplices
disjoint from it, and hence it can be in at most 4 different Φ(σi). This bounds
the overcounting by a factor of 4, and gives the estimate. 
A jet, denoted J , is a quadruple (σ,W , a, b), where (σn, an, bn) are tight
triples with σn supported in Wn, and we assume that a and b have ultralimits
inMω(S) (i.e., that they do not go to∞ faster than linearly). We refer toW as
the support surface of the jet J . The sequence of initial points ιn = ι(σn, an, bn)
defines a point ιω(σ, a, b) ∈ Mω(W ), which we will call the basepoint of the jet
and denote ι(J) or just ι when J is understood. Similarly one obtains τ (J).
Call a jet microscopic if ‖σn‖(Wn,an,bn) grows sublinearly — that is, if
1
sn
‖σn‖(Wn,an,bn) →ω 0.
A jet J is macroscopic if it is not microscopic, which occurs if and only if
ι(J) 6= τ (J). Often we write ‖σn‖J to denote ‖σn‖(Wn,an,bn).
7.2. Projection and separation properties of microscopic jets
Let J = (σ,W , a, b) be a microscopic jet with basepoint ι ∈ Mω(W ). As in
Section 3 we have product regions
Q(∂Wn) ∼=M(Wn)×M(W
c
n)
which give rise in the cone to
Qω(∂W ) ∼=Mω(W )×Mω(W
c
).
We let Ln(J) denote the slice Q(ιn ∪ ∂Wn), which by Proposition 3.1 can be
identified with {ιn} ×M(W
c
n). In the cone we get
Lω(J) = Qω(ι ∪ ∂W ) ∼= {ι} ×Mω(W
c
).
Applying Lemma 3.5, the locally compact dimension of Lω(J) equals δ(W
c
)
which, by applying the codimension formula, Proposition 2.2, equals ξ(S) −
δ(W ) = ξ(S)− ξ(W ).
Denote by πσn : M(S) → σn the composition of projection M(S) → C(Wn)
with closest point projection C(Wn)→ σn.
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Projection equivalence. In terms of the jet J we can define a relation on
sequences (xn) in M(S) as follows. Say that (xn) ∼σ (x
′
n) if
dC(Wn)(πσn(xn), πσn(x
′
n))
is bounded for ω-a.e. n. It is immediate that this is an equivalence relation on
the ultraproduct M(S). We will deduce the following stronger result.
Theorem 7.2. For any microscopic jet J , the relation ∼σ descends to an
equivalence relation on Mω(S) \ Lω(J). Moreover, every equivalence class is
open.
This theorem is a consequence of the following more quantitative statement:
Lemma 7.3. There exists C > 0 such that for any microscopic jet J , if (ξn)
and (ξ′n) are sequences in M(S) representing ξ, ξ
′ ∈ Mω(S), and if (ξn), (ξ
′
n)
are inequivalent under ∼σ, then
d(ξ, ξ′) ≥ C d(ξ,Lω(J)).
We now show how the lemma implies the theorem.
Proof of Theorem 7.2. If ξ = ξ′ then Lemma 7.3 implies either (ξn) ∼σ (ξ
′
n)
or ξ ∈ Lω(J). Hence in the complement of Lω(J) the equivalence relation ∼σ
descends to an equivalence relation in the asymptotic cone.
Further, if ξ /∈ Lω(J) then Lemma 7.3 implies that there is a positive radius
neighborhood of ξ consisting of points represented by sequences which are ∼σ
equivalent to ξ. Hence equivalence classes are open. 
Lemma 7.3 is an immediate consequence of the following stronger statement,
which will have other applications in what follows:
Lemma 7.4. There exist K,C > 0 such that for any microscopic jet J , if (ξn)
and (ξ′n) are sequences in M(S) representing points ξ, ξ
′ ∈ Mω(S), and if for
ω-a.e. n we have dC(Wn)(πσn(ξn), πσn(ξ
′
n)) > K, then
d(ξ, ξ′) ≥ C d(ξ,Lω(J)).
Proof. Proposition 3.1 (2) gives us the following estimate on distance to Ln(J):
dM(S)(ξn,Ln(J)) ≈
∑
Y ⋔(ιn∪∂Wn)
{
dC(Y )(ξn, ιn ∪ ∂Wn)
}}
A
≈
∑
Y⊂◦Wn
{{
dC(Y )(ξn, ιn)
}}
A
+
∑
Y ⋔∂Wn
{{
dC(Y )(ξn, ∂Wn)
}}
A
where A is any sufficiently large threshold and the approximation constants
depend only on A.
For each Y indexing this sum, we will show an inequality of the form
dC(Y )(ξ
′
n, ξn) ≥ dC(Y )(ξn, ιn)− dC(Y )(ιn, τn)− q (7.1)
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if Y ⊂◦ Wn, and of the form
dC(Y )(ξ
′
n, ξn) ≥ dC(Y )(ξn, ∂Wn)− q (7.2)
if Y ⋔ ∂Wn, where q is a uniform constant. Since the left hand sides of these
inequalities are terms in the quasidistance formula for dM(S)(ξn, ξ
′
n), we will
obtain (with the usual threshold adjustment)
dM(S)(ξn, ξ
′
n) ≥ p
′dM(S)(ξn,Ln(J))− p
′′dM(Wn)(ιn, τn)− q
′ (7.3)
where p′, p′′, q′′ are additional constants. This will be sufficient, since by as-
sumption limω dM(S)(ιn, τn)/sn = limω ‖σn‖J/sn = 0, and hence the sec-
ond term disappears in the asymptotic cone. We proceed to establish (7.1)
and (7.2).
Let
xn = πC(Wn)(ξn), x
′
n = πC(Wn)(ξ
′
n),
and
zn = πσn(ξn), z
′
n = πσn(ξ
′
n).
Let hn = [xn, zn] and h
′
n = [x
′
n, z
′
n] be C(Wn)-geodesic segments. Because zn
is a nearest point to xn on σn (and similarly for z
′
n and x
′
n), and C(Wn) is
δ-hyperbolic, there is a constant Kδ such that, if d(zn, z
′
n) > Kδ , the union
Tn = σn ∪ hn ∪ h
′
n can be considered as a finite tree, and the distance function
of C(Wn) restricted to Tn is approximated by the distance function along the
tree, up to some additive error δ′.
In the case that Y
i
≡Wn, we immediately find that
dC(Wn)(x
′
n, xn) ≥ dC(Wn)(xn, zn)− δ
′
≥ dC(Wn)(xn, ιn)− diamC(Wn)(σn)− δ
′. (7.4)
which is (7.1) in this case.
Consider next the case that Y ⊂◦ Wn and Y 6
i
≡ Wn. Let B be the bound in
Theorem 2.6. Suppose first that ∂Y is disjoint from a radius 1 neighborhood
of hn in C(Wn). Then zn ⋔ Y , and dC(Y )(xn, zn) ≤ B. Moreover, ∂Y can only
be disjoint from simplices on one side of zn in σn (not both) since σn is a tight
geodesic. It follows that πY (zn) is within B of either πY (ιn) or πY (τn), and
hence
min{dC(Y )(xn, ιn), dC(Y )(xn, τn)} ≤ 2B.
It follows that
dC(Y )(x
′
n, xn) ≥ 0 ≥ dC(Y )(xn, ιn)− dC(Y )(ιn, τn)− 2B − 3,
which again gives (7.1).
Now suppose that ∂Y intersects a radius 2 neighborhood of hn. Assuming
K > max(Kδ, 2δ
′ + 4), and using the remark above about the tree Tn, it
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follows that ∂Y is disjoint from a radius 2 neighborhood of h′n. Hence the same
argument as above gives
min{dC(Y )(x
′
n, ιn), dC(Y )(x
′
n, τn)} ≤ 2B.
If dC(Y )(x
′
n, ιn) ≤ 2B then the triangle inequality gives
dC(Y )(xn, x
′
n) ≥ dC(Y )(xn, ιn)− 2B − 3
and if dC(Y )(x
′
n, τn) ≤ 2B then the triangle inequality gives
dC(Y )(xn, x
′
n) ≥ dC(Y )(xn, ιn)− dC(Y )(ιn, τn)− 2B − 6.
Either way this again gives us (7.1).
Now consider the case when Y ⋔ ∂Wn. We may assume dC(Y )(ξn, ∂Wn) > A.
As in Section 4, for essential subsurfaces U and partial markings γ of S, for
each k > 0 define the relation U ≪k γ by
U ⋔ γ and dC(U)(ξn, γ) ≥ k c1 + 4
where c1 is a constant which is chosen as follows. As noted in Section 4, the con-
sistency conditions hold for (πU (ξn)) for any sufficiently large constants c1, c2.
Without loss of generality, we will assume c1 > max{c2,m0, B}, where m0 is
the constant given by Lemma 4.2 and B is the constant given by Theorem 2.6.
We may assume A > 4(c1+4), and setting k = ⌊dC(Y )(ξn, ∂Wn)/(c1+4)⌋ ≥ 4,
we have
Y ≪k Wn.
Moreover we have dC(Wn)(ξn, ξ
′
n) > dC(Wn)(zn, z
′
n) − δ
′ > K − δ′, so assuming
K − δ′ > 2(c1 + 4) we get
Wn ≪2 ξ
′
n.
Now Lemma 4.4 implies that
Y ≪k−1 ξ
′
n
so in particular
dC(Y )(ξn, ξ
′
n) ≥ (⌊dC(Y )(ξn, ∂Wn)/(c1+4)⌋−1)(c1+4) ≥ dC(Y )(ξn, ∂Wn)−2(c1+4).
(7.5)
This gives us (7.2). 
Finding microscopic jets. The next lemma constructs microscopic jets hav-
ing properties that we will utilize in Sections 7.4 and 8.
Lemma 7.5. Let aω, bω ∈ Mω(S) be represented by a, b ∈ M(S), let (Wn) be a
sequence of connected essential subsurfaces, and suppose that dC(Wn)(an, bn)→ω
∞. Then there exists a microscopic jet J = (σ,W , a, b) such that
a 6∼σ b
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Proof. Let µn = πM(Wn)(an) and νn = πM(Wn)(bn). Let ℓn be a tight C(Wn)
geodesic between µn and νn.
We use a counting argument to produce a sequence of subsegments σn of ℓn
with |σn| → ∞ but ‖σn‖(Wn,an,bn) growing sublinearly. Let f(n) be an integer
valued function going to +∞ more slowly than |ℓn|, meaning that f(n)→ +∞
but |ℓn|/f(n)→ +∞. Divide ℓn into f(n) subsegments, each of length between
(|ℓn|/f(n))− 1 and (|ℓn|/f(n)) + 1. The sum of the ‖ · ‖(Wn,an,bn)-sizes of these
subsegments is approximated by ‖ℓn‖(Wn,an,bn) up to bounded multiple by part
(2) of Lemma 7.1, and this in turn is bounded by a multiple of dM(S)(µn, νn)
by part (1) of Lemma 7.1, and hence by a multiple of sn. Therefore there
must be a fixed C such that there is, for ω-a.e. n, a subsegment σn with
‖σn‖(Wn,an,bn) ≤ Csn/f(n).
Sublinear growth of ‖σn‖(Wn,an,bn) implies that J = (σ,W , a, b) is a micro-
scopic jet. By construction, an and bn project to opposite ends of σn, and
therefore a, b are inequivalent under ∼σ. 
7.3. Linear/sublinear decomposition of macroscopic jets
For macrosopic jets, the way in which the linear growth happens turns out
to be important.
Consider a macrosopic jet J = (σ,W , a, b) with σn = [αn, βn], and with
initial and terminal markings ιn, τn ∈ M(Wn). We will say that the jet J has
sudden growth if there exist simplices yn and zn on σn such that
• ‖[αn, yn]‖J grows sublinearly,
• ‖[yn, zn]‖J grows linearly, and
• dC(Wn)(yn, zn) is bounded for ω-a.e. n.
We say that J has gradual growth if it does not have sudden growth.
Given z ∈ M(S) we say that z escapes linearly along J if
‖[αn, πσn(zn)]‖J
has linear growth, otherwise z escapes sublinearly.
Although linear and sublinear escape are only defined in the ultraproduct
M(S), the following lemma says that they are defined in the asymptotic cone
Mω(S) as long as the jet in question has gradual growth.
Lemma 7.6. Let J be a macroscopic jet with the gradual growth property. The
linear/sublinear escape properties for sequences descend to the ultralimits when
these lie in Mω(S) \Lω(J). In other words, we can decompose Mω(S) \Lω(J)
as a disjoint union,
Mω(S) \ Lω(J) = ΩJ ∪ ΛJ
so that z ∈ ΛJ implies that any sequence (zn) representing z escapes linearly
along J , and z ∈ ΩJ implies any (zn) escapes sublinearly.
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We will establish the following.
Theorem 7.7. Let J be a macroscopic jet with the gradual growth property.
Then ΛJ and ΩJ are both open. Moreover, ΛJ is Σ-convex, and therefore is
acyclic.
Note that ΩJ is not acyclic at all — indeed it is not even connected. It
breaks up into uncountably many connected components as an application of
Theorem 7.2.
We will establish both the theorem and the lemma as consequences of the
following more quantitative fact:
Lemma 7.8. There exists C > 0 such that the following holds for any macro-
scopic jet J with gradual growth. Suppose that ξ, ξ
′
∈ M(S) represent ξ, ξ′ ∈
Mω(S) and that
(1) ξ /∈ Lω(J)
(2) dMω(S)(ξ, ξ
′) < C d(ξ,Lω(J))
Then either ξn and ξ
′
n both escape linearly along J , or both escape sublinearly.
Proof of Lemma 7.8: Write J = (σ,W , a, b), let C be the constant in Lemma
7.4, and suppose, by way of contradiction, that (1) and (2) hold but one of ξ, ξ
′
escapes sublinearly and the other escapes linearly. After renaming the one that
escapes linearly ζ and the one that escapes sublinearly η, we find that πσn(ηn)
must precede πσn(ζn) along σn for ω-a.e. n, and that ‖[αn, πσn(ηn)]‖J grows
sublinearly while ‖[πσn(ηn), πσn(ζn)]‖J grows linearly (this uses the additivity
property (2) in Lemma 7.1).
Since η escapes sublinearly, the restricted jet
J ′ = (σ′,W , a, b),
defined by letting σ′n = [αn, πσn(ηn)], is microscopic. Moreover, gradual growth
implies, as above, that if we enlarge σ′n in the forward direction by an amount
which is bounded for ω-a.e. n then we still obtain a microscopic jet. Thus,
we may produce a new microscopic jet extending σ′n along σn by any bounded
amount which is larger than the constant, K, needed to apply Lemma 7.4. In
this new jet J ′′ = (σ′′,W , a, b) we find that πσ′′n(ηn) = πσn(ηn), while πσ′′n(ζn)
equals (up to bounded error) the forward endpoint of σ′′n, and hence
dC(Wn)(πσ′′n(ξ
′
n), πσ′′n(ξn)) > K.
Thus Lemma 7.4 implies that d(ξ, ξ′) ≥ C d(ξ,Lω(J)). (Note that ι(J) =
ι(J ′′), so Lω(J) = Lω(J
′′).) This contradicts our hypothesis that d(ξ, ξ′) <
cd(ξ,Lω(J)). Hence it must hold that ξ escapes linearly if and only if ξ
′
does.

Lemma 7.6 follows immediately from Lemma 7.8 by considering the case
ξ = ξ′.
60 JASON BEHRSTOCK, BRUCE KLEINER, YAIR MINSKY, AND LEE MOSHER
Proof of Theorem 7.7. The openness of ΛJ and ΩJ is an easy consequence of
Lemma 7.8. It remains to prove that ΛJ is Σ-convex, for we can then apply
Corollary 6.6 to conclude that ΛJ is acyclic.
Let A ⊂ ΛJ be finite and let A represent it. Then each a ∈ A has projections
to σn which escape linearly. The projection of Σǫ(An) to σn is, up to bounded
error, the projection in C(Wn) of hullWn(An) to σn, and hyperbolicity implies
that this is contained (up to bounded error) in the hull along σn of the projec-
tions of An. Hence any point in the hull has projections that escape linearly,
and so is in ΛJ . This proves Σ-convexity. 
7.4. Classification of pieces
We now record an application of Theorem 7.7, which classifies the maximal
subsets of Mω which can not be separated by a point. This result will help to
motivate the statement of Theorem 8.1.
First, let us recall the notions of pieces and tree-graded spaces as defined by
Drut¸u–Sapir [12].
A complete geodesic metric space X is called tree-graded if it there exists
a collection of proper closed convex subsets, P, called pieces, which pairwise
intersect in at most one point and such that every non-trivial simple geodesic
triangle in X is contained in one piece. It is an easy observation that if X
contains a point whose removal disconnects it, then X is tree-graded. Further,
in any tree-graded space X there exists a unique finest way to write X as a
union of pieces none of which can be separated by a point [12].
In terms of C(S)–distance, we now provide a complete criterion for when
two points in Mω(S) can be globally separated by a point. In particular, the
following result describes the pieces in the finest decomposition of Mω(S) as a
tree-graded space. We note that by results of [4] such pieces can not be realized
as asymptotic cones of subgroups of M(S).
Theorem 7.9. Suppose that ξ(S) ≥ 2. For any pair of points µ,ν ∈ Mω(S),
the following are equivalent:
(1) No point of Mω(S) separates µ from ν.
(2) In any neighborhoods of µ,ν, respectively, there exist points µ′,ν ′ with
representative sequences (µ′n), (ν
′
n) such that
lim
ω
dC(S)(µ
′
n, ν
′
n) <∞
Remark. Theorem 7.9 can be thought of as a first step in working out the
results of Section 8, which provide conditions under which a finite subset of
Mω(S) is separated by a product region. Nevertheless, Theorem 7.9 will not
be used in the rest of the paper.
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Proof. We begin by showing (2) implies (1). Suppose first that µ and ν have
representative sequences (µn) and (νn) for which limω dC(S)(µn, νn) <∞. Hence
there is a fixed m ≥ 0 such that dC(S)(µn, νn) = m for ω-a.e. n, and we can
let vn,0, . . . , vn,m denote the simplices of a tight geodesic in C(S) connecting
vn,0 ∈ base(µn) to vn,m ∈ base(νn). For a fixed i let vi = 〈vn,i〉. The regions
Q(vn,i) have the structure described in Lemma 3.1, and in particular the cone
Qω(vi) is nontrivial (not a singleton) and connected.
Since vn,i and vn,i+1 are disjoint (here we use ξ(S) ≥ 2), we have vn,i⌋vn,i+1 =
vn,i ∪ vn,i+1, so by Lemma 3.3 the intersection Qω(vi) ∩ Qω(vi+1) is equal to
Qω(vi ∪ vi+1). This again is not a singleton, and it follows that the union
Qω(v0) ∪ · · · ∪ Qω(vm)
cannot be disconnected by a point. Since µ ∈ Qω(v0) and ν ∈ Qω(vm), this
gives property (1) in this case where limω dC(S)(µn, νn) <∞.
Now for general µ and ν satisfying (2), the above argument implies that µ
and ν can be approximated arbitrarily closely by µ′ and ν ′ which cannot be
separated by a point. Since maximal subsets without cutpoints are closed [12],
this completes the proof that (2) implies (1).
We now establish that (1) implies (2), by proving the contrapositive. Namely
suppose that (2) fails to hold for µ and ν, so that there exists r > 0 such that
whenever d(µ,µ′) ≤ r and d(ν ,ν′) ≤ r, we have dC(S)(µ
′
n, ν
′
n) → ∞ for any
representative sequences. We can assume r < dMω (µ,ν)/2.
Note that Proposition 5.2 implies that Σǫ(µn, νn) is coarsely connected.
In particular, by projecting a continuous path in M(S) from µn to νn into
Σǫ(µn, νn), we can obtain points µ
′
n, ν
′
n ∈ Σǫ(µn, νn) such that dM(S)(µn, µ
′
n)
and dM(S)(νn, ν
′
n) are in the interval [
1
2rsn, rsn] for all sufficiently large n. Fix
such a pair of sequences (µ′n) and (ν
′
n). It follows that dC(S)(µ
′
n, ν
′
n) → ∞,
and by Lemma 7.5 there exists a microscopic jet J = (σ, S, µ′, ν ′) such that
µ′ 6∼σ ν ′.
Since µ′n and ν
′
n are in Σǫ(µn, νn), the segments σn must be within a bounded
distance of any C(S)-geodesic between base(µn) and base(νn). It follows that
πσn(µn) and πσn(νn) are within bounded distance of πσn(µ
′
n) and πσn(ν
′
n),
respectively. Hence we also have µ 6∼σ ν.
Now Lω(J) = {ι(J)} since J is built on the main surface S. We claim that
µ 6= ι(J) and ν 6= ι(J). This follows from two facts about Σ-hulls:
First, for any a, b ∈ M(S) we claim that, if a′, b′ ∈ Σǫ(a, b), then
d(a,Σǫ(a
′, b′)) & d(a, {a′, b′})
(with uniform constants). In the projection to each C(W ), the Σ-hulls map to
coarse intervals, and the corresponding inequality is simply the fact that if two
intervals are nested then the endpoints of the inner one separate its interior
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from the endpoints of the outer one. The statement then follows from the
quasidistance formula, Theorem 2.8.
Second, if v is a vertex on a tight C(S)–geodesic g from a vertex of base(a)
to a vertex of base(b), then v⌋a is in Σǫ(a, b), for a uniform ǫ. This will follow
by showing, for all W ⊆ S, that πC(W )(v⌋a) is uniformly close to hullW (a, b).
If W 6⋔ v, the projections of v⌋a and a are by definition close. If W ⋔ v and
W 6= S, then tightness of g implies that either the subsegment from v to a or
the one from v to b consists of simplices overlapping W , and so Theorem 2.6
implies that one of dW (v, a) or dW (v, b) is uniformly bounded. If W = S then
v is already in hullS(a, b).
Applying the first fact and the choice of r, µ′n and ν
′
n, we see that
dM(S)(µn,Σǫ(µ
′
n, ν
′
n)) &
1
2rsn.
From the second fact and the definition of ιn(J), we see that ιn(J) ∈ Σǫ(µ
′
n, ν
′
n),
for a uniform ǫ. Hence µ 6= ι(J). The same applies to ν.
We have shown that µ 6∼σ ν, and that µ and ν are different from ι(J). Hence
by Theorem 7.2, µ and ν are separated by the point ι(J).

7.5. Manifolds and jets
As an application of the linear/sublinear decomposition associated to a macro-
scopic jet with the gradual growth property, together with the homology result
Theorem 6.8 and Corollary 6.9, we can obtain:
Theorem 7.10. Let E be a ξ(S)–dimensional connected manifold in Mω(S)
and let J be a macroscopic jet with the gradual growth property. Suppose the
supporting subsurface W of J has ξ(W ) > 1. Then if E ∩ Lω(J) 6= ∅, we
conclude
E ∩ ΛJ = ∅.
Proof. Let q ∈ Lω(J) ∩ E. Suppose on the contrary that E ∩ ΛJ 6= ∅. Now
Lω(J) has codimension at least 2 since ξ(W ) > 1. Applying Theorem 3.6 the
set Lω(J) cannot separate E which has dimension ξ(S). However, Lω(J) does
separate ΛJ from ΩJ in Mω, by Theorem 7.7. We conclude that E \ Lω(J) is
contained in ΛJ .
Now let B be a ball in E containing q in its interior. Since Lω(J) ∩ ∂B is a
compact set of codimension ≥ 1 in ∂B, for any ǫ > 0 there exists a triangulation
of ∂B with vertices outside Lω(J) and mesh size ǫ. Using Lemmas 6.1, 6.3,
and 6.5, as in the proof of Theorem 7.7, B can be deformed to a Σ-compatible
chain C, such that every point moves at most cǫ (with c a uniform constant)
and the 0-skeleton does not move at all. Since the 0-skeleton is contained in
ΛJ , by Theorem 7.7 all of C is contained in ΛJ as well. Let U be the r-chain
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giving the homotopy of ∂B to C, i.e. ∂U = ∂B−C and U is supported in a cǫ
neighborhood of ∂B.
Since C sits within ΛJ , Theorem 7.7 also implies that it bounds an r-chain
B′ in ΛJ .
Corollary 6.9 now implies, since B is embedded and ∂B = ∂(B′ + U), that
B ⊂ B′+U . Assuming we have chosen ǫ so that cǫ < d(q, ∂B)/2, we find that
q cannot be in U . Hence q ∈ B′ ⊂ ΛJ . This is a contradiction. 
8. Local finiteness for manifolds
Our main goal in this section is Theorem 8.7, which says that any top-
dimensional submanifold of Mω(S) is locally contained in a union of finitely
many cubes.
This will be a consequence of Theorem 8.5, in which we will consider the
Σ-hull of a finite number of points in a connected top-dimensional manifold in
Mω(S), and show that it is always contained in a finite complex made of cubes
of the appropriate dimension. In order to do this we will prove Theorem 8.1,
which will show that points in the manifold can be represented by sequences of
markings whose projections to all but the simplest subsurfaces remain bounded.
This in turn will be possible because of the separation theorems established in
Section 7.
8.1. Trimming theorem
In Theorem 7.9 we showed that for any µ,ν ∈ Mω(S), if no point in
Mω(S) separates µ,ν then — after perturbation — the curve complex dis-
tance dC(S)(µn, νn) is ω-a.e. bounded.
Theorem 7.9 can be regarded as a baby version of Theorem 8.1. Given a
top-dimensional manifold E in Mω(S), the Alexander duality argument given
in Lemma 3.6 shows that E cannot be separated by any product region of
codimension ≥ 2 in Mω(S); such product regions are associated to sequences
of connected, essential subsurfaces W such that ξ(W ) > 1. From this, Theo-
rem 8.1 will conclude that the curve complex diameters of finite subsets of E
— after trimming — are ω-a.e. bounded, and this will be true in the curve
complexes of all W such that ξ(W ) > 1.
A manifold in Mω(S) is top dimensional if it is of dimension ξ(S), equal to
the locally compact dimension of Mω(S).
Theorem 8.1. Let A be a finite set of elements in M(S). Suppose Aω is
contained in a connected top-dimensional manifold E ⊂Mω(S). There exist ǫ
and k0, a new set, A
′
, and an onto map τ : A→ A
′
with the following properties.
(1) τ(a)ω = aω for each a ∈ A
(2) A′n ⊂ Σǫ(An) for ω-a.e. n.
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(3) For any W with ξ(W ) > 1,
diamC(Wn)(A
′
n) < k0
for ω-a.e. n.
Notation: because A is finite we can think of it, up to ultraproduct equiv-
alence, as a sequence of finite sets An, and we can think of the trimming map
τ as a sequence of maps from An to A
′
n. With slight abuse of notation we will
also use τ to denote these maps, thus writing for example τ(an) ∈ τ(An) = A
′
n.
Proof. We will argue by induction on the cardinality of A. The case of cardi-
nality 1 is trivial, so let us consider the case that A has two points.
The fundamental step of the proof is the following lemma, which “trims” A
to reduce its projections to a given subsurface sequence W :
Lemma 8.2. Suppose A has two elements and Aω is contained in a connected
top-dimensional manifold E ⊂ Mω(S). Let W be represented by a sequence
(Wn) of connected, essential subsurfaces with ξ(W ) > 1. There exists a map
τ : A→ Σǫ(A) such that
(τx)ω = xω
for each x ∈ A, and
diamC(Wn) (τ(An))
is bounded, for ω-a.e. n. The constant ǫ depends only on the topological type
of S.
Proof. Wemay assume that diamC(Wn)(An)→ω ∞, for if not then diamC(Wn)(An)
is ω-a.e. bounded, and we may simply take τ to be inclusion of A into Σǫ(A).
All we need is that diamC(Wn)(An) →ω ∞ is greater than the constant m1 of
Lemma 5.5 for ω-a.e. n, for we may then apply that lemma, concluding that
for each connected, essential subsurface U of S,
if U ⋔Wn for ω-a.e. n then dC(U)(∂Wn,hullU (An)) ≤ m0 for ω-a.e. n (8.1)
This is fact is used repeatedly below, although only once with explicit details,
in the proof of (3) below.
We find the trimming map τ in stages. First let τ1(x), for x ∈ A, be defined
as follows:
τ1(x) =
{
x xω /∈ Qω(∂W )
πQ(∂W )(x) xω ∈ Qω(∂W ).
(8.2)
The notation πQ(µ) : M(S) → Q(µ) denotes the map ν 7→ µ⌋ν from Section
3.1. In particular the sequence πQ(∂Wn) gives rise to a map πQ(∂W ) : M(S) →
Q(∂W ).
We claim that τ1(x) has the properties
(1) τ1(x)ω = xω,
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(2) Either τ1(x)ω 6∈ Qω(∂W ), or τ1(xn) ∈ Q(∂Wn) for ω-a.e. n.
(3) τ1(x) ∈ Σǫ(A) for suitable ǫ.
Property (1) is immediate from the definition and the fact that (by Proposition
3.1 (3)) πQ(∂W )(x) realizes, within bounded factor, the distance from x to
Q(∂W ). Property (2) similarly follows from the definition.
To see Property (3), note it is obvious when τ1(x) = x. Hence, assume that
τ1(x) = πQ(∂W )(x) ∈ Q(∂W ). By definition of Σǫ, it suffices to bound the
distance from πC(U)(τ1(xn)) to hullU (An), for every U ⊆ S and ω-a.e. n. We
treat separately the cases U ⋔ ∂Wn and U 6⋔ ∂Wn.
If U 6⋔ ∂Wn for ω-a.e. n, then dC(U)(τ1(xn), xn) is uniformly bounded: this
can be seen easily from the definition of the projection πQ(∂Wn) and the coarse
composition properties of subsurface projection maps, Lemma 2.12. Since xn ∈
An ⊂ Σǫ(An), this gives the desired bound for (3).
If U ⋔ ∂Wn for ω-a.e. n, then dC(U)(τ1(xn), ∂Wn) is bounded by Lemma 2.11,
and by applying (8.1) we obtain (3).
Now for notational simplicity let us assume that we have replaced A by τ1(A).
For each x ∈ A properties (1) and (3) become trivial, and property (2) holds
with the consequence that either xω 6∈ Qω(∂W ), or x ∈ Q(∂W ). Recalling that
A has two elements, write A = {a, b}, and the discussion separates into two
cases: neither of aω, bω is in Qω(∂W ); or one of a, b is in Q(∂W ).
Case 1: Neither aω nor bω lies in Qω(∂W ).
We claim that already dC(Wn)(an, bn) is bounded for ω-a.e. n, and hence there
is nothing left to do in this case. Suppose otherwise, that dC(Wn)(an, bn)→ω ∞.
Then Lemma 7.5 yields a microscopic jet J = (σ,W , a, b), built from C(Wn)-
geodesics σn for which (an) 6∼σ (bn). Moreover, by our assumption that aω, bω 6∈
Qω(∂W ), we know that neither of them is contained in Lω(J) ⊂ Qω(∂W ). It
follows from Lemma 7.2 that Lω(J) separates aω from bω.
However, Lω(J) is homeomorphic toMω(W
c
), which by Proposition 2.2 has
codimension at least 2 since ξ(W ) > 1, so by Lemma 3.6 it cannot separate E.
This contradiction implies that in fact dC(Wn)(an, bn) is bounded ω-a.s.
Case 2: At least one of a, b, say a, lies in Q(∂W ).
Now we consider the projections of aω and bω to the factor Mω(W ) of
Qω(∂W ) ≈Mω(W )×Mω(W
c
). Using the coarse product structureQ(∂Wn) ≈
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M(W n)×M(W
c
n), let
an ≈
(
πM(Wn)(an), πM(W
c
n)
(an)
)
= (αn, βn)
πQ(∂Wn)(bn) ≈
(
πM(Wn)(bn), πM(W
c
n)
(bn)
)
= (γn, δn)
Case 2a: αω = γω.
In this case, we can simply adjust a so that the projections, before rescaling,
are a bounded distance apart: replace an by
τ2(an) = (γn, βn).
We need to check, as before, that τ2(an) ∈ Σǫ(An) for a fixed ǫ. This is again
done by considering projections to all connected, essential subsurfaces U ⊂ S,
treating separately the cases U ⊂◦ Wn, U ⊂◦ W
c
n, or U ⋔ ∂Wn, for ω-a.e. n;
in the latter case (8.1) is again applied, and remaining details are left to the
reader. Similarly τ2(a)ω = aω, and of course dC(Wn)(τ2(an), bn) is now bounded
ω-a.s.
Note that this argument works whether or not b ∈ Q(∂W ). If it is, then the
roles of a and b can be reversed.
Case 2b: αω 6= γω.
In this case, consider the jet J = (σ,W , a, b), where σn = [xn, yn] with
xn ∈ πC(Wn)(an) and yn ∈ πC(Wn)(bn). Notice that the initial marking of J is
ι(J) = α, because ιn(J) = ι(σn, an, bn) = xn⌋πM(Wn)(an) = xn⌋αn = αn where
the last equation follows since xn is a vertex of αn. Similarly the terminal
marking of J is τ(J) = γ. Since αω 6= γω it follows that the jet J is macroscopic.
In the arguments to follow we abbreviate the notation for the jet norm
‖σn‖J = ‖σn‖(Wn,an,bn) to ‖ · ‖, and similarly for jets built on subsegments
of σn, because in all cases the jet norm is equal to ‖ · ‖(Wn,an,bn) which is
independent of how the subsegments were chosen.
Since aω and bω are contained in a connected top-dimensional manifold E,
we can apply Theorem 7.10 to conclude that J cannot have the gradual growth
property, for Lω(J) = Qω(α ∪ ∂W ) contains aω, and if J had gradual growth
then bω would be in ΛJ , but then Theorem 7.10 would forbid bω from being
in E.
Since J has sudden growth, the following must occur: in σn there must be
points pn and qn such that ‖[xn, pn]‖ grows sublinearly and ‖[pn, qn]‖ grows
linearly, while dC(Wn)(pn, qn) stays bounded.
Let τ3(an) be the marking obtained by projecting an to Q(pn ∪ ∂Wn). Since
an is already in Q(∂Wn) it follows that τ3(an) is coarsely equal to the projection
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of an to Q(pn). We have
dM(S)(an, τ3(an)) ≈ dM(S)(an,Q(pn))
≈ dM(Wn)(πM(Wn)(an),QWn(pn))
the last equation following from Proposition 3.1, where QWn(pn) denotes the
product region in M(Wn) associated to the partial marking pn. This product
region contains the projection to M(Wn) of pn⌋γn and so
dM(Wn)(πM(Wn)(an),QWn(pn)) ≺ dM(Wn)(πM(Wn)(an), pn⌋γn)
≈ dM(Wn)(xn⌋αn, pn⌋γn)
≈ ‖[xn, pn]‖
The quantity dM(S)(an, τ3(an)) therefore grows sublinearly, and so τ3(a)ω = aω.
As before we can show that τ3(a) ∈ Σǫ(A).
In the case that b ∈ Q(∂W ), by reversing the direction of J so that its
initial marking is γ, the same argument as above shows that the reversed jet
has sudden growth, and we obtain a path sequence [vn, un] in σn such that
‖[vn, un]‖ grows linearly and ‖[un, yn]‖ grows sublinearly while dC(Wn)(vn, un)
stays bounded ω-a.e. As with a, in this case we define τ3(bn) = πQ(un∪∂Wn)(bn),
and so τ3(b)ω = bω. In the case that bω /∈ Qω(∂W ), then we simply let τ3(b) = b,
and let un = vn = yn. In σn we have a sequence xn · · · pn · · · qn · · · vn · · · un · · · yn,
where we can ensure that qn precedes vn by shortening the segments [pn, qn]
and [vn, un] if necessary, maintaining the property that ‖[pn, qn]‖ and ‖[vn, un]‖
each grow linearly.
We claim now that dC(Wn)(τ3(an), τ3(bn)) ≈ dC(Wn)(pn, un) is bounded ω-a.s.
For if it were not then neither would dC(Wn)(qn, vn) be bounded ω-a.s., and so
as in case (1) we could extract a microscopic jet J ′ = (σ′,W , a, b) with σ′n a
subsegment of [qn, vn]. Neither of the points aω and bω can be in Lω(J
′). For
aω, this follows from the fact that ‖[pn, qn]‖ grows linearly and hence insulates
an from σ
′
n — that is, by Lemma 7.1 (1) and the quasidistance formula we
obtain, term-by-term, a linearly growing lower bound for dM(Wn)(αn, ιn(J
′)).
For bω this is the same argument if b ∈ Q(∂W ), and if not it is even easier for
bω is not even in Qω(∂W ).
Hence, Lemma 7.2 would imply that Lω(J
′) separates E, and applying
Lemma 3.6 this would again contradict the assumption that ξ(W ) > 1.
We conclude that, in case (2), we can find τ3(A) such that diamC(Wn)(τ3(A))
is bounded ω-a.s. This concludes the proof of Lemma 8.2, where τ is the
composition of the appropriate τi. 
Hierarchies of geodesics. Before we can continue the proof of Theorem 8.1
we must recall a few of the details of the construction of hierarchies of tight
geodesics from [39]. A hierarchy H = H(a, b) is associated to any a, b ∈ M(S),
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and is a certain collection of tight geodesics in curve complexes of connected,
essential subsurfaces of S. The subsurface whose complex contains a geodesic
h is called its domain D(h). The properties relevant to us are the following:
Theorem 8.3. Let a, b ∈ M(S) and H(a, b) a hierarchy between them.
(1) There is a unique main geodesic gH with D(gH) = S, whose endpoints
lie on base(a) and base(b).
(2) For any geodesic h ∈ H other than gH , there exists another geodesic
k ∈ H such that, for some simplex v in k, D(h) is either a component
of D(k)\v, or an annulus whose core is a component of v. We say that
D(h) is a component domain of k.
(3) A subsurface in S can occur as the domain of at most one geodesic
in H.
(4) For each h ∈ H, the endpoints of h are within uniformly bounded dis-
tance of πD(h)(a) and πD(h)(b).
(5) For each connected, essential subsurface W ⊂ S, if dC(W )(a, b) > m0,
then there exists h ∈ H(a, b) with D(h) =W .
Define the complexity of a geodesic g ∈ H(a, b) to be ξ(D(g)). The following
counting argument allows us, under the appropriate circumstances, to bound
the cardinality of the set of geodesics with a given lower bound on complexity.
Lemma 8.4. For all t ≥ 1, all a, b ∈ M(S), and all k ≥ 1, if dC(W )(a, b) ≤ k
for all subsurfaces W with ξ(W ) ≥ t, then the hierarchy H(a, b) contains at
most O(kξ(S)−t) geodesics of complexity ξ = t− 1.
Proof. The proof is by induction, using the properties listed in Theorem 8.3.
Every subsurface of complexity ξ = s inH(a, b) appears as a component domain
in some geodesic of complexity > s. Hence the number of ξ = s geodesics is
bounded by the number of ξ > s geodesics times the length bound on those
geodesics. 
We now turn to the proof of Theorem 8.1 in the case that A has two elements.
We first apply Lemma 8.2 with W = S. Thus we obtain τ(A), such that
diamC(S)(τ(An)) is ω-a.s. bounded. Again for notational convenience we replace
replace A by τ(A) and continue.
Writing A = {a, b} as before, we consider hierarchies Hn = H(an, bn). By
property (5), for any W with diamC(Wn)(An) →ω ∞, Wn must be a domain
in Hn for ω-a.e. n. The main geodesics gHn have bounded length for ω-a.e. n,
by property (1) and the bound on diamC(S)(An). Applying Lemma 8.4 with
t = ξ(S) we obtain an ω-a.s. bound on the number of geodesics of complexity
ξ(S) − 1 in Hn, because the domain of such a geodesic must be a component
domain of the main geodesic gHn . We have therefore bounded how many W
exist with ξ(W ) = ξ(S) − 1 and with Wn a domain in Hn for ω-a.e. n — we
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use here the general fact that the ultraproduct of a sequence of sets Xn of
finite cardinality ≤ k has cardinality ≤ k. For each such W successively, use
Lemma 8.2 again to find τ(A) such that diamC(Wn)(τ(A)n) is bounded, and
again replace A by τ(A) and continue.
Every time we apply Lemma 8.2, we maintain the boundedness that we had
for diamC(U ) for any previous U . This is because τ(A) always lies in Σǫ(A), so
in the projections to C(Un), it follows that πC(Un)(τ(An)) lies uniformly near
the hull of πC(Un)(An) which is bounded. Hence after finitely many steps we
have diameter bounds for all W with ξ(W ) = ξ(S)− 1.
This procedure repeats ξ(S) times. At the kth step we have bounds on the
lengths of all geodesics of complexity ≥ ξ(S)−k+1 that occur in the hierarchy,
and by applying Lemma 8.4 we bound the number of geodesics of complexity
≥ ξ(S)−k. A finite number of applications of Lemma 8.2 renders bounded the
projections to those surfaces without spoiling the previous ones.
The procedure ends when all projections to surfaces of ξ > 1 are bounded.
The final set, which we might denote τN (A) (for some N which grows with
ξ(S) and the bounds at each level), lies in Σǫ′(A) (where ǫ
′ depends on ǫ and
N), and each τN (x) defines the same point in the cone as x.
This concludes the proof of Theorem 8.1 when A has two elements. We
are now ready for the inductive step, where we write A as {a} ∪ B, and we
assume that there is already a bound on diamC(Wn)(Bn) for ω-a.e. n, whenever
ξ(W ) > 1.
We wish to prove an analogue of Lemma 8.2, and there is a similar breakup
into cases. Let W be such that ξ(W ) > 1 and diamC(Wn)(An)→ω ∞. First we
note as in the proof of Lemma 8.2 that we may assume (after a first trimming
operation τ1) that each element x ∈ A either satisfies
xω /∈ Qω(∂W )
or satisfies
xn ∈ Q(∂Wn)
for ω-a.e. n (or as we wrote above, x ∈ Q(∂W )).
Case 1a′: Suppose that there is at least one element b ∈ B with bω /∈ Qω(∂W ),
and that aω 6∈ Qω(∂W ). Then the same argument as Case 1 of Lemma 8.2
shows that diamC(Wn)(an, bn) is bounded. Since diamC(Wn)(Bn) was already
bounded, this gives us the desired bound for An.
Case 1b′: Suppose that there is at least one element b ∈ B with bω /∈ Qω(∂W ),
but that a ∈ Q(∂W ). Depending on whether or not πMω(W )(aω) = πMω(W )(bω),
we can apply the argument of Cases 2a and 2b of Lemma 8.2, concluding that
an can be replaced by τ2(an), for which dC(Wn)(τ2(an), bn) is bounded. Again
since diamC(Wn)(Bn) is assumed bounded we are done.
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Case 2a′: Suppose that b ∈ Q(∂W ) for each b ∈ B, and suppose that also
πMω(W )(Bω) is a single point.
In this case, choose one element b0 ∈ B. Now apply the argument of Case 2a
and 2b in Lemma 8.2 to b0 and a. Note that here b0 plays the role that a played
in 2a and 2b, whereas a itself may or may not be in Q(∂W ). This step produces
τ3(b0) which possibly modifies the M(W ) component of b0 (and similarly for
a), so that afterwards their C(Wn) distance is ω-a.s. bounded. Define τ3 on the
remaining elements of B by making their M(W ) components equal to that of
τ3(b0). This is a sublinear change which as before produces points in Σǫ(Bn).
We now have the desired bound on diamC(Wn)(τ3(An)).
Case 2b′: Again suppose that b ∈ Q(∂W ) for each b ∈ B, but now suppose
that πMω(W )(Bω) contains at least 2 distinct points. Let b1, b2 ∈ B have distinct
projections to Mω(W ).
If a ∈ Q(∂W ), and πMω(W )(aω) = πMω(W )(biω) for i = 1 or i = 2, then as
in Case 2a of Lemma 8.2, we can replace the M(W ) component of a to agree
with that of b1 or b2, respectively, and are done.
If a ∈ Q(∂W ) but πMω(W )(aω) is different from both πMω(W )(b1ω) and
πMω(W )(b2ω), or if aω /∈ Qω(∂W ), then we work with b1 and a as follows.
If aω /∈ Qω(∂W ) then let τ4(a) = a. If a ∈ Q(∂W ), we argue as in Case
2b of Lemma 8.2, first to show that a jet from a to b1 cannot have gradual
growth, and then to modify a: along the geodesic from xn ∈ πC(Wn)(an) to
yn ∈ πC(Wn)(b1n), we find pn and qn such that ‖[xn, pn]‖ grows sublinearly,
‖[pn, qn]‖ grows linearly, and dC(Wn)(pn, qn) is ω-a.s. bounded. We then let
τ4(a) = (pn ∪ ∂Wn)⌋an.
Unlike Case 2b of Lemma 8.2, we do not attempt to modify b1. Now if
dC(Wn)(τ4(an), b1n) is still unbounded, we find a microscopic jet J
′ built from
subgeodesics σn of [qn, yn], so that aω /∈ Lω(J
′) by the same argument at Case
2b. The points an and b1n project to opposite sides of σn so a 6∼σ b1. Hence
if b1ω /∈ Lω(J
′), then we are done, because Lω(J
′) then separates aω from b1ω
and hence separates E, which is a contradiction. But if b1ω ∈ Lω(J
′) then
we must have b2ω /∈ Lω(J
′), because (b1)ω and (b2)ω have distinct images in
Mω(W ). Since dC(Wn)(b1n, b2n) is ω-a.s. bounded, we also have a 6∼σ b2, and
hence Lω(J
′) separates b2ω from aω, and we still have a contradiction.
We conclude that dC(Wn)(τ4(an), b1n) is ω-a.s. bounded, which is what we
wanted to show.
This gives the analogue of Lemma 8.2 for A = B ∪ {a}. Now we finish
the proof as we did before: we repeatedly apply this result, bounding first the
lengths of the main geodesics in hierarchies between elements of A, and then
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inducting downward to bound the lengths of geodesics of lower complexities,
until only domains of complexity 1 are left with unbounded diameters. 
8.2. Finitely many cubes
As a consequence of Theorem 8.1, we will show that the Σ-hull of a fi-
nite number of points in a connected top-dimensional manifold is composed
of finitely many cubes (in the sense of Section 3.1). From this we’ll get the
statement on finitely many orthants in a neighborhood of a point.
Theorem 8.5. If A is a finite subset of a connected top-dimensional manifold
E in Mω(S), then Σ(A) is contained in a finite union of cubes.
The first step towards establishing this theorem is the following, here we are
using Nr to denote a radius r neighborhood.
Lemma 8.6. For each integer N , there exists a constant k2, such that for any
finite set A ⊂M(S) with #A = N and diamC(S)(An) < k0 the following holds
for each a ∈ A: the set Σǫ(A) is contained in the union of sets
G′(A,U , a) = Nk2(G(A,U , a))
where U varies over all sets of the form U(µ, a) for µ ∈ Σǫ(A).
Proof. Fix ǫ large enough for Proposition 5.2 (on retractions of Σ-hulls) to
apply. For later use fix another constant k0 > max{3(m0 +4), 2m0 + ǫ,B − ǫ},
where m0 is the constant of Lemma 4.2 and B is the constant of Theorem 2.6.
Fix a ∈ A, and now consider any µ ∈ Σǫ(A). Following Section 4, we use
µ and a to define a partial order among certain subsurfaces of S. As noted in
Section 4, the projections (πW (µ)) satisfy the consistency conditions with any
c1 ≥ m0. Now define ≪k and ≺k as in section 4, that is, V ≪k W if and only
if V ⋔ ∂W and
dC(V )(µ, ∂W ) > k(c1 + 4), (8.3)
whereas V ≺k W if and only if V ≪k W and V ⋔ W . We choose c1 so that
k0 + ǫ = 3(c1 + 4). In particular F3(µ, a) = {W : W ≪3 a} is the set
{W ( S : dC(W )(µ, a) > k0 + ǫ}.
Lemma 4.5 now tells us that ≺2 is a partial order on F3(µ, a). Moreover, by
Lemma 4.4, if V,W ∈ F3(µ, a) and if V ⋔W then V,W are ≺2-ordered.
The set F3(µ, a) is finite — using the quasidistance formula for example, or
Lemma 4.6 — so we can let V = V(µ, a) be the set of ≺2-minimal elements. Any
two elements of V are disjoint or nested in S, so let U = U(µ, a) be the subset
of V consisting of elements maximal with respect to containment in S. Hence
U enumerates the components of an essential subsurface of S, which we abuse
notation by also calling U . Recall that Q(∂U) has a natural product structure
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M(U c) ×M(U). We claim that µ is within uniformly bounded distance of a
subset of Q(∂U) of the form
G(A,U , a) = {πM(Uc)(a)} ×
∏
U∈|U|
Σǫ′(πM(U)(A)) (8.4)
where |U| is the set of components of U , and Σǫ′ is defined within M(U) just
as it was in M(S). The constant ǫ′ depends only on ǫ and ξ(S).
To prove this, we first bound dM(S)(µ,Q(∂U)). By Proposition 3.1, we just
need to establish a bound on dC(W )(µ, ∂U) for all W that overlap ∂U . By
hypothesis, diamC(S)(An) < k0 which implies by Theorem 2.6 a uniform bound
on dC(S)(µ, ∂U); hence we now assume W ( S. Suppose that dC(W )(µ, ∂U) >
4(c1 + 4). In particular W ≪4 U for some U ∈ U such that W ⋔ ∂U . Since
U ≪3 a, by Lemma 4.4 (2) we have W ≪3 a, so that W ∈ F3(µ, a).
If W ⋔ U then W ≺3 U and in particular W ≺2 U , contradicting the
minimality of U . HenceW must contain U . However, by choice of U this means
W cannot be ≺2-minimal, so there exists Z ∈ F3(µ, a) such that Z ≺2 W . By
Lemma 4.4 (1), Z ≺2 W ≪3 U implies that Z ≺1 U . But in particular this
means Z ⋔ U so they are ≺2-ordered. U ≺2 Z would contradict Z ≺1 U , so we
must have Z ≺2 U , but this contradicts again the minimality of U .
We conclude that for all W such that W ⋔ ∂U , dC(W )(µ, ∂U) ≤ 4(c1 + 4),
and this gives a bound of the form
dM(S)(µ,Q(∂U)) ≤ k1
for some k1 depending on c1 (and hence on m0 and k0).
Next we claim that πM(Uc)(µ) is uniformly close to πM(Uc)(a). For this,
by the quasidistance formula we need to bound dC(W )(µ, a) for all W ⊂ U
c.
Suppose that dC(W )(µ, a) > 3(c1+4), and so W ∈ F3(µ, a). Since W is disjoint
from all components of U and hence of V, it is not ≺2-ordered with or isotopic
to any of them. W cannot be ≺2-minimal as then it would have to be one of V.
Hence there is some W ′ ≺2 W which is ≺2-minimal — but then W
′ is in V,
and again we have a contradiction.
Finally we consider πM(U)(µ). Since µ ∈ Σǫ(A), for each connected subsur-
face W ⊂◦ U we have πW (µ) ∈ Nǫ(hullW (A)), where Nǫ(·) denotes the radius
ǫ neighborhood (this involves an abuse of distance notation, as explained un-
der the heading “Subsurface projections” in Section 2.1.1). But hullW (A) is
within uniformly bounded distance of hullW (πM(U)(A)) by the coarse composi-
tion property of projections (Lemma 2.12). Hence πM(U)(µ) ∈ Σǫ′(πM(U)(A))
for some ǫ′ depending on ǫ and ξ(S).
This establishes that µ is within uniform distance of the set G(A,U , a) de-
scribed in (8.4), proving the Lemma. 
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Proof of Theorem 8.5. From Theorem 8.1 we may assume thatA is represented
by (An) such that, for ω-a.e. n, diamC(W )(An) is bounded by some fixed k0
whenever ξ(W ) > 1. Let us consider an arbitrary A ⊂ M(S), of fixed cardi-
nality #A = #A, satisfying this condition.
Let k2 denote the constant given by Lemma 8.6 for #A. Now we would like
to bound the number of U that can occur in the output of Lemma 8.6.
If W occurs as a component of U(µ, a) for some µ, then dC(W )(µ, a) > k0+ ǫ.
Since πW (µ) ∈ Nǫ(hullW (A)),
diamC(W )(A) > k0.
By our assumptions about A, this means ξ(W ) ≤ 1. Now define
S1 = {U ( S : ξ(U) = 1 and diamU (A) > k0},
S0 = {U ( S : ξ(U) = 0 and diamU (A) > k0}.
By Theorem 8.3 (5), every element in S0 ∪ S1 must be the domain of some
geodesic inH(a, b) for some a, b ∈ A. Hence the counting argument, Lemma 8.4,
directly gives a bound on the cardinality of S1.
There is no uniform bound for the cardinality of S0, but we can control the
number of annuli U ∈ S0 which are components of U(µ, a) for some µ ∈ Σǫ(A).
The main reason for this is the following statement:
(∗) For each connected, essential W ⊂ S, each essential annulus U ⊂◦ W ,
each a ∈ A, and each µ ∈ Σǫ(A), if diamC(W )(A) > k0, and if U is a
component of U(µ, a), then dC(W )(∂U,A) ≤ k3 for k3 depending on k0
and #A.
To prove (∗), define F3(µ, a) using µ as before, and consider two cases de-
pending on whether W ∈ F3(µ, a).
IfW /∈ F3(µ, a) then dC(W )(µ, a) ≤ k0+ǫ. Since dC(U)(µ, a) > k0+ǫ > B, any
C(W )-geodesic from πW (µ) to πW (a) must pass within distance 1 in C(W ) of
∂U , by Theorem 2.6. It follows that dC(W )(∂U, a) ≤ dC(W )(µ, a)+1 ≤ k0+ǫ+1.
If W ∈ F3(µ, a) then, since U ⊂◦ W , the surface W cannot be a ≺2-minimal
element of F3(µ, a), because then W would have been included in U(µ, a) in-
stead of U . Hence there is some element Y ∈ V(µ, a) such that Y ≺2 W .
We claim that dC(W )(∂Y, b) is bounded for some b ∈ A. The argument is
similar to the partial-order arguments in Section 4. Since µ ∈ Σǫ(A), we have
πY (µ) ∈ Nǫ(hullY (A)). Also, since dC(Y )(µ, a) > k0+ǫ there must be b ∈ A such
that dC(Y )(a, b) ≥ k0. Now Y ≺2 W implies that dC(Y )(µ, ∂W ) ≥ 2(c1+4) > m0
so that dC(W )(µ, ∂Y ) < m0 by Lemma 4.2. Further, since dC(W )(a, µ) ≥ k0,
we have dC(W )(∂Y, a) > k0 − m0 − 2 > m0. Again by Lemma 4.2, we have
dC(Y )(∂W, a) < m0. Now since dC(Y )(a, b) ≥ k0 we have dC(Y )(∂W, b) > k0 −
m0−2 > m0, so applying Lemma 4.2 one more time we get dC(W )(∂Y, b) < m0.
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Since Y and U are disjoint, we conclude dC(W )(∂U, b) < m0+1. This finishes
the proof of (∗).
Now we can control the number of elements in S0 which occur as components
of U(µ, a) for µ ∈ Σǫ(A). Given such a U , there exists b ∈ A such that
dC(U)(a, b) ≥ (k0 − ǫ)/2 > m0, and so by Theorem 8.3 there exists a geodesic
h ∈ H(a, b) with domain D(h) =W such that ξ(W ) ≥ 1 and U is a component
domain of h. Noting that either h has length ≤ k0 or πC(W )(A) has diameter
> k0, by applying (∗) it follows that there exists c ∈ A such that
dC(W )(∂U, c) ≤ k4 = max{k0, k3}
This restricts ∂U , for each c, to a segment of length at most 2k4 in h. Now
since the number of hierarchies involved is controlled in terms of #A, and the
number of ξ ≥ 1 surfaces appearing is controlled in terms of #A and k0 by
Lemma 8.4, this gives us a bound on the total number of components of the
U(µ, a) as µ varies over Σǫ(A).
We now apply this result to the sets An in the sequence A. Each one is
covered by the uniformly bounded number of sets G′(A,U , a). Taking rescal-
ings, we obtain in the asymptotic cone the statement that Σ(A) is contained
in a finite union of asymptotic cones of sequences G(An,Un, an), which by (8.4)
must be sets of the form
{xω} ×
∏
U∈|U|
TU
in Qω(∂U), where xω ∈ Mω(V
c
), each component U of U has ξ ≤ 1, and each
TU is the convex hull of a finite set in the R-tree Mω(U). Hence each TU is a
finite tree, so after breaking each tree into a finite union of segments, we obtain
the desired finite union of cubes. 
8.3. Local finiteness
The main application of Theorem 8.5 is the following:
Theorem 8.7. If E ⊂ Mω(S) is a connected top-dimensional manifold, then
any compact subset of E is contained in a finite union of cubes.
Proof. It suffices to show that a ball B ⊂ E is contained in finitely many cubes.
Let B ⊂ int(B′) where B′ is a larger ball. Triangulate ∂B′ with simplices of
diameter smaller than r, where r will be chosen shortly. Let f0 : B
′ → E be the
identity, and let f1 : ∂B
′ →Mω(S) be a Σ-compatible map with respect to the
triangulation, which agrees with f0 on the 0-skeleton; the existence of f1 follows
from Lemma 6.3. By Lemma 6.1 we have d(f0, f1) < Cr, and by Lemma 6.5
there exists a homotopy h : ∂B′× [0, 1]→Mω(S) with track diameters at most
C ′r, for uniform constants C,C ′.
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Choose r small enough that C ′r < 12d(B, ∂B
′). Then we find that the image
of h is disjoint from B.
Extend the triangulation of ∂B′ to one of B′ without adding any vertices.
Then using Lemma 6.3 again, f1 can be extended to a Σ-compatible map
F : B′ →Mω(S) with respect to this triangulation. Let K be the chain which
is the sum of F and h – then we note that ∂K = ∂B′. By Corollary 6.9, we
conclude that B′ ⊂ K. Since B is disjoint from h, we have
B ⊂ F.
Now F is contained in the Σ-hulls of a finite collection of finite subsets of E.
By Theorem 8.5, it must therefore be contained in a finite union of cubes. 
9. Germs and orthants
In this section, we study the local structure of the set of top-dimensional
manifolds passing through a point x ∈ Mω(S), by considering the germs of
such manifolds, and using the Local Finiteness Theorem 8.7 to relate this to
the complex of orthants through x.
We then apply this to a study of Dehn twist flats in the asymptotic cone
Mω(S): given a sequence ν of pants decompositions of S, we obtain a sequence
Q(ν) of Dehn twist flats in M(S), and passing to the rescaled ultralimit we
obtain Qω(ν) which, if nonempty, is by definition a Dehn twist flat in Mω(S).
By Proposition 3.1, Qω(ν) is a bilipschitz embedded copy of R
ξ(S), although
we shall not make use of this property.
The main result is Corollary 9.8, which states that germs of Dehn twist flats
passing through x admit a purely topological characterization. This will be
applied in Section 10 in the proof that Dehn twist flats inMω(S) are preserved
by homeomorphisms, and Dehn twist flats in M(S) are coarsely preserved by
quasi-isometries.
9.1. Poset of Germs
Consider the set of closed subsets of Mω containing x, modulo the equiva-
lence C ∼ C ′ if there exists an open neighborhood U of x such that C ∩ U =
C ′ ∩ U . The equivalence classes are called germs through x, and we let γ(C)
denote the germ of C through x. Note that finite intersection and union yield
well-defined operations on the set of germs, and the subset relation is well-
defined as well. Let G denote the poset (partially ordered set) of germs at x;
this is a lattice, meaning that least upper bounds and greatest lower bounds
exist for all pairs C,C ′ ∈ G, namely C ∪ C ′ and C ∩ C ′.
A property P of germs at points of Mω(S) is topologically characterizable if
any local homeomorphism of Mω(S) taking x to y takes germs at x satisfying
P to germs at y satisfying P . For example, germs of manifolds are topologically
characterizable, as is the dimension function on such germs.
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9.2. Structure of orthants
In this section we fix x ∈ Mω(S) and study the set of germs of cubes in
Mω(S) for which x is a corner. These germs will be called orthants at x.
The goal in this section is Lemma 9.1 which shows that the poset of nontrivial
orthants at x has the structure of a simplicial flag complex. For this purpose
we need to study the relations of equality, subset and intersection of orthants.
The main complication that arises is that an orthant has many different repre-
sentations by sequences of cubes in M(S), so these relations are not trivial to
detect.
Recall from Section 3.3 that if V ⊂◦ S satisfies ξ(V ) ≤ 1 then TM(V ) denotes
a particular tree quasi-isometric to the marking complex M(V ), which in the
annulus case is a line.
A cube with distinguished corner is a cube C = C(µ,W, r) for which each
geodesic ri ⊂ TM(Wi) has a distinguished endpoint ri(0). The corner of C
is, by definition, the marking κ(C) = {µ} ×
∏
ri(0), where the right side is
interpreted as usual within Q(∂W ) ∼=M(W c) ×
∏
M(Wi). Given a sequence
C(µ,W, r) of cubes distinguished corners, we obtain in Mω(S) a cube C
ω =
Cω(µ,W, r) with corner κω.
We recall a few features of the notation for cubes. First, up to ultraproduct
equivalence, the sequence W = (W n) of essential subsurfaces can be iden-
tified with a finite set of sequences W 1 = (W
n
1 ), . . . ,W k = (W
n
k ) of con-
nected essential subsurfaces such that (for ω-a.e. n) the components of W n
are W n1 , . . . ,W
n
k . Second, the sequence r can be identified with a finite set of
sequences r1 = (r
n
1 ), . . . , rk = (r
n
k ) such that r
n
i is a geodesic segment or ray in
the tree TM(W nk ) with initial point r
n
i (0). Third, recall from Section 3.4 that
the dimension of the asymptotic cube Cω(µ,W, r) is equal to the number of
components ri of r such that the length of the limiting segment ri ∈ Mω(W )
is positive — equivalently the lengths l(rni ) grow linearly. Finally, given two
essential subsurface sequences W,V , up to reindexing we may assume that for
each i, j, if W ni
i
≡ V nj for ω-a.e. n then i = j; reindexing in this manner is
implicit, for example, in the statement of Lemma 9.1.
Define an orthant at x to be the germ O = γ(Cω) of an asymptotic cube Cω
with distinguished corner κω = x. A k-orthant is the germ of an asymptotic
cube of dimension k. If an orthant O can be expressed as O = γ(Cω(µ,W, r))
where all components of W are annuli, then we say that O is a Dehn twist
orthant.
Note that for any orthant O = γ(Cω(µ,W, r)) at x, the asymptotic partial
marking µ ∈ Mω(W
c
) is determined by the subsurface sequence W and the
corner x, being the projection of x to Mω(W
c
).
For example, the germ of every Dehn twist flat is a union of 2ξ(S) Dehn
twist ξ(S)-orthants. To be precise, consider a Dehn twist flat Qω(ν) through
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x = xω ∈ Mω(S), where base(xi) = νi. Let W be the sequence of annu-
lus neighborhoods of the pants decomposition sequence ν. The surface W
c
is
empty, so we take µ to be the empty partial marking. The projection of x to the
line TM(W i) has two directions denoted r
1
i , r
2
i (using the usual identification
between an ultraproduct of finite sets and a finite subset of an ultraproduct).
We may therefore express the germ at x of Qω(ν) as the union of the Dehn
twist orthants γ(Cω(µ,W, rˆi)), where the multi-index ˆ varies over {1, 2}
ξ(S).
First we describe a way to normalize representations of orthants by requir-
ing that Dehn twists be transparently represented. Given a cube sequence
C(µ,W, r) and a component W i we say that r
ω
i is a twist direction in the R–
tree Mω(W i) if r
ω
i has positive length and there exists a sequence of linearly
growing twist segments si in TM(W i) such that r
ω
i and s
ω
i have the same germ
inMω(W i); equivalently, one can truncate sublinearly growing initial segments
of rni so that what is left has linearly growing initial subsegments that are twist
segments. A cube sequence C(µ,W, r) is said to be twist normalized if for
each i the segment rωi has positive length, and r
ω
i is a twist direction if and
only if W i is an annulus. The dimension of a twist normalized asymptotic
cube Cω(µ,W, r) equals the number of components of W , which is therefore
well-defined independent of the choice of a twist normalization. Lemma 9.1 (1)
shows more, namely thatW itself is well defined up to ultraproduct equivalence.
We claim that every orthant O can be represented by a twist normalized cube
sequence. To see why, consider an arbitrary representation O = γ(Cω(µ,W, r)).
First, for each i such that rωi has zero length, we can extend µ by the partial
marking ri(0), and then we can drop the components W i and ri from the
notation, obtaining a new cube sequence representing O. Next, for each i such
that rωi is not a twist direction, it is already true that W i is not an annulus
sequence. Finally, for each i such that rωi is a twist direction, if W i is not
already an annulus sequence then we can replace W i by an annulus sequence
V i ⊂◦ W i, and we can replace ri by a linearly growing segment sequence si in
TM(V i), such that the image of s
ω
i under the embedding Mω(V ) →֒ Mω(W )
has the same germ as rωi . The result of these replacements is a twist normalized
cube sequence still representing the orthant O.
Define O, the orthant complex at x, to be the poset of all nontrivial orthants
at x — all orthants except for the singleton {x} — with respect to the subset
relation. We shall use junctures to show that O has the structure of a simplicial
flag complex. Recall that a simplicial complex is a flag complex if, whenever
a subgraph of the 1-skeleton is isomorphic to the 1-skeleton of a simplex, it is
equal to the 1-skeleton of a simplex in the given complex.
Lemma 9.1. For any orthants O1, O2, and for any twist normalized represen-
tations O1 = γ(C
ω(µ, V , r)) and O2 = γ(C
ω(ν,W , s)), the following hold:
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(1) O1 = O2 if and only if for ω-a.e. n the following hold: W
n i≡ V n,
and for each i the segments rωi , s
ω
i have the same germ in the R–tree
Mω(W i) =Mω(V i).
(2) O1 ⊂ O2 if and only if for ω-a.e. n the following hold: each component
W ni of W
n is isotopic to a component V ni of V
n and the segments rωi , s
ω
i
have the same germ in the R–tree Mω(W i) = Mω(V i). In this case
we say that O is a face of O′.
(3) O1 ∩O2 is the maximal common face of O1 and O2.
Moreover, the poset O is isomorphic to the poset of simplices of a flag complex
K, having one simplex of dimension k − 1 for each k-orthant.
Remarks. Since equality, subset, and intersection are well-defined set the-
oretic operations, it follows from items (1–3) that the face relation and the
“maximal common face” are well-defined independent of the choice of twist
normalized representations, which is not at all clear a priori.
Proof. While items (1) and (3) formally follow from item (2), the proofs of
(1–3) will all follow by studying O1 ∩O2 using junctures.
Let Cω1 = C
ω(µ, V , r) and Cω2 = C
ω(ν,W, s). To understand Cω1 ∩ C
ω
2 ,
recall from Section 3.4 that this intersection is either empty or equal to the
common ultralimit of the junctures of the approximating cubes. Since both
cubes contain x, the empty case cannot occur, and we are left to study the
junctures.
Lemmas 3.7 and 3.9 show that the junctures of the approximating cubes
Cn1 = C(µ
n, V n, rn) and Cn2 = C(ν
n,W n, sn) are themselves subcubes Cn12 ⊂
Cn1 and C
n
21 ⊂ C
n
2 , which have the form
Cn12 = C(µ
n, V n, r′n),
where r′n denotes a collection consisting of a subinterval (or point) or each
segment of the collection rn, and similarly
Cn21 = C(ν
n,W n, s′n),
where s′n is a collection of subintervals or points of sn. These lemmas also
produce an indexing of V n and W n and a k ≥ 0 so that for ω-a.e. n we have:
V ni ∩◦ W
n
j 6= ∅ if and only if 1 ≤ i = j ≤ k in which case we set U
n
i = V
n
i ∩◦ W
n
i ;
this occurs only if r′ni , s
′n
i have the same length (positive or zero), and all other
lengths in r′n and s′n are zero. Following our usual ultraproduct convention we
can say that V i ∩◦ W j is nonempty if and only if i = j ∈ {1, . . . , k}, in which
case it is isotopic to U i.
We can and do parametrize each r′ni in such a way that r
′n
i (0) is the point
nearest rni (0), and so the corner κ(C
n
12) = {µ
n}×
∏
r′ni (0) is the nearest corner
to κ(Cn1 ). Because the limiting cube C
ω
12 contains x, it must be that the
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ultralimit κω(C12) of κ(C
n
12) equals x. It follows that for each i = 1, . . . , k we
have r′ωi (0) = r
ω
i (0), or equivalently the subsegment of r
n
i from r
n
i (0) to r
′n
i (0)
grows sublinearly. Similar comments applied to s′ni yield a corner κ(C
n
21) =
{νn} ×
∏
s′ni (0) such that κ
ω(C21) = x. A note of caution is that this does
not mean that the initial segments of rni and s
n
i overlap — again, there can be
large but sublinearly growing initial segments between rni (0) and r
′n
i (0), and
similarly for sni and s
′n
i . Note also from Lemma 3.9 that for each i = 1, . . . , k we
have Length(r′ni ) ≈ Length(s
′n
i ), and so the sequences Length(r
′
i),Length(s
′
i)
both grow linearly or both grow sublinearly.
Hence we conclude that O1 ∩ O2 can be identified with the face of O1 as-
sociated to those components W i of W where Length(r
′
i) grows linearly, by
replacing sublinearly growing segments r′i with the basepoints of ri, and re-
placing linearly growing segments r′i with initial segments of ri that contain
them. The resulting sequence of faces has an ultralimit that coincides with
Cω1 ∩ C
ω
2 in a neighborhood of x, and hence its germ is equal to O1 ∩O2.
Furthermore, we claim that for each i, Length(r′i) grows linearly if and only
if i ∈ {1, . . . , k}, Uni
i
≡W ni
i
≡ V ni for ω-a.e. n, and r
ω
i , s
ω
i have the same positive
length germ in Mω(W i) =Mω(V i).
Once this claim is proved, it follows that the intersection O1 ∩ O2 can be
described as the face of O1 associated to those components W i such that W i
isotopic to a component V i of V and r
ω
i , s
ω
i have the same positive length germ
in Mω(W i) = Mω(V i), and O1 ∩ O2 is similarly described as a face of O2.
Items (1), (2) and (3) are all immediate consequences of this description.
For the “if” direction of the claim, suppose that Length(r′i) grows sublinearly,
that i ∈ {1, . . . , k}, that Uni
i
≡ W ni
i
≡ V ni for ω-a.e. n — so Length(s¯
′
i) also
grows sublinearly — and that Length(rωi ), Length(s
ω
i ) are both nonzero, so
Length(ri), Length(si) both grow linearly. By Lemma 3.9 (2), for ω-a.e. n we
have r′ni = s
′n
i = r
n
i ∩ s
n
i in the tree TM(V
n
i ) = TM(W
n
i ). By truncating
sublinearly growing initial subsegments of rni and of s
n
i , namely the smallest
initial segments containing r′ni and s
′n
i , respectively, we obtain linearly growing
segments r′′ni , s
′′n
i such that r
ω
i = r
′′ω
i and s
ω
i = s
′′ω
i , and such that r
′′n
i and s
′′n
i
have disjoint interiors, so r′′ωi , s
′′ω
i have distinct germs in Mω(W i) =Mω(V i).
For the “only if” direction, suppose that Length(r′i) does grow linearly, im-
plying that i ∈ {1, . . . , k} and that Length(s′i) also grows linearly. If U
n
i is an
annulus then, by Lemma 3.9 (1), each of r′ni and s
′n
i is a twist segment supported
by Uni , and by Dehn twist normalization it follows that U
n
i
i
≡W ni
i
≡ V ni . If U
n
i
is not an annulus then we also have Uni
i
≡W ni
i
≡ V ni , because all these surfaces
have ξ = 1 and Uni is essentially contained in each. Applying Lemma 3.9 (2),
it follows that r′ωi , s
′ω
i have the same germ in Mω(W i) =Mω(V i). But r
ω
i , r
′ω
i
have the same germ, and sωi , s
′ω
i have the same germ, so r
ω
i , s
ω
i have the same
germ. This completes the proof of the claim.
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We have shown that the intersection of two orthants is an orthant which is
equal to a common face of the two. Also, the poset of nontrivial faces of a k-
orthant, meaning all faces except the singleton {x}, is isomorphic to the lattice
of nonempty sets of components of a k-component surface, which is isomorphic
to the poset of faces of a k − 1 simplex. Having excluded the unique 0-orthant
{x} from O, this completes the proof that O has the structure of a simplicial
complex K with one simplex of dimension k − 1 for each k-orthant.
Now we show that K is a flag complex.
Let O1, . . . , Ok be distinct 1-orthants which represent vertices of a complete
graph in K, and so for each i, j there is a 2-orthant Oij whose faces are Oi
and Oj . Choose twist normalized representatives Oi = γ(C
ω(µi,W i, ri)) where
W i has a single component. Choose twist normalized representatives Oij =
γ(Cω(νij , V ij , sij)) where V ij has two components V i and V j. By item (2)
of the lemma, for ω-a.e. n and each i, j the surfaces W ni , W
n
j are isotopic to
distinct components of V nij , and we may choose the notation so that W
n
i
i
≡ V ni ,
W nj
i
≡ V nj . It follows that W
n
i and W
n
j are disjoint and nonisotopic for n in
a set Iij of full ω-measure. The intersection ∩Iij over all (i, j) still has full ω-
meaure, so we conclude thatW n1 , . . . ,W
n
k are pairwise disjoint and non-isotopic
for ω-a.e. n, and we obtain an essential subsurface W = W 1 ∪ · · · ∪W k. Let
σ be a marking sequence on W
c
defined as the projection πM(W c)(x), and let
r = (r¯1, . . . , rk). Then we obtain an orthant
O = γ(Cω(σ,W , r)).
We need to check that the corner of O, namely the limit of κ = {σ} ×∏
ri(0), equals x. But this is a consequence of the quasidistance formula for
d(κn, xn), in which we separate the terms {dZ(κ
n, xn)}A according to whether
Z ⊂◦ (W n)c, Z ⊂◦ W n, or Z ⋔ ∂W n. The first type of term adds up to
an estimate of dM(Wn)c(σ
n, xn), which by definition of σ is bounded. The
second type adds up to estimate the finite sum
∑
i dM(Wni )(r
n
i (0), x
n), each
of whose terms grows sublinearly since the corner of each 1-orthant Oi is x.
The third type is estimated, termwise, by {dZ(∂W
n, xn)}A, which sum up to
estimate d(xn,Q(∂W n)), by Lemma 3.1. This again grows sublinearly since
x ∈ ∩iQω(∂W i) = Qω(∂W ). We conclude that d(κ
n, xn) grows sublinearly, so
κω = xω.
This tells us that O ∈ O. It is clear by construction and item (2) of the
lemma that Oi are the vertices of O. This completes the proof. 
The following observation will be used later when we give a topological char-
acterization of Dehn twist flats.
Corollary 9.2. The germ of every Dehn twist ξ-orthant is contained in a
unique Dehn twist flat germ.
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Proof. Consider two Dehn twist flat germs Qω(ν), Qω(ν
′) whose intersection
contains a common Dehn twist ξ-orthant O. Let W , W
′
be the sequences of
annulus neighborhoods of the pants decomposition sequences ν, ν′. We ob-
tain two twist normalized expressions O = γ(Cω(µ,W, r)) = γ(Cω(µ′,W
′
, r′)).
By Lemma 9.1 (1) the sequences W , W
′
are ω-equivalent, which implies that
Qω(ν) = Qω(ν
′). 
9.3. Applying local finiteness
We continue to fix the base point x ∈ Mω(S). Consider the subset of G
consisting of germs at x of submanifolds of Mω of dimension ξ = ξ(S). This
subset generates a sublattice F ⊂ G by taking finite unions and intersections.
Since germs of manifolds are topologically characterizable, it follows that germs
in F are topologically characterizable. Our goal in this section is to produce
finer topological properties in F , in order to yield a topological characterization
of germs of Dehn twist flats given in Corollary 9.8.
Let Ô ⊂ G be the sublattice generated from the orthant complex O at x by
taking finite unions and intersections. By Lemma 9.1, Ô is isomorphic to the
lattice of finite subcomplexes of the simplicial complex K.
The manifold local finiteness theorem, Theorem 8.7, will imply:
Lemma 9.3. F ⊂ Ô.
Proof. LetM be a manifold of dimension ξ = ξ(S) passing through x. Theorem
8.7 states that there is a neighborhood U of x such that M ∩U is contained in
a finite union of cubes. After subdivision and possibly replacing U by a smaller
open set containing x, we obtain a finite collection of cubes C1, . . . , CI , each
having x as a corner, whose union contains M∩U . Applying local compactness
of M , choose an open set V ⊂ U containing x such that the closure of M ∩ V
is a compact subset of M ∩ U .
Suppose M ∩ V has nontrivial intersection with the interior of a cube Ci of
dimension ξ. For j 6= i ∈ {1, . . . , I} the intersection Ci ∩ Cj is contained in
the boundary of Cj , by Lemma 9.1, and so int(Ci) is disjoint from the closed
set Cj. It follows that M ∩ int(Ci) is open in M . Combined with invariance of
domain it follows that int(Ci) ∩ V ⊂M , and so Ci ∩ V ⊂M .
Suppose next that M ∩ V has nontrivial intersection with a cube Cj of
dimension < ξ. Again by invariance of domain, M ∩ V must meet the interior
of some cube Ci of dimension ξ having Cj as a face, and so Cj∩V ⊂ Ci∩V ⊂M .
We conclude that any germ of a manifold is equal to a finite union of orthants,
and hence F ⊂ Ô. 
To clarify the structure of F , we introduce some more objects.
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Consider a top dimensional orthant O and a twist normalized representation
O = γ(Cω(µ,W, r)). Let the components of W be W 1, . . . ,W ξ. In each W i
we have a ray ri in the associated R–tree Mω(W i). Actually we only need
to consider the germ of a ray, but we will still denote it ri. A component
W i is called a boundary annulus if for ω-a.e. n the surface W
n
i is an annulus
homotopic to the boundary of another component W nj , necessarily of complex-
ity 1. Let b(O) = b(W ) denote the number of boundary annuli, which is a
well-defined function of O by Lemma 9.1 (1). Note that b(O) = 0 if and only if
all components of W are annuli, if and only if O is a Dehn twist orthant, if and
only if each ri is a twist direction — the first “if and only if” is a consequence
of top dimensionality, the second is a matter of definition, and the last is a
consequence of twist normalization.
Fix j ∈ {1, . . . , ξ}, and consider the jth codimension 1 face of O, obtained
by restricting the ray rj to its initial point. If O
′ = γ(Cω(µ′,W
′
, r′)) is another
twist normalized top dimensional orthant meeting O along the jth codimen-
sion 1 face, then by applying Lemma 9.1 (3) it follows that O′ is obtained from
O in one of the following ways: only the component W j is changed; or W
′
and
W are equivalent and only the ray germ rj is changed (all of these changes
are up to ω-equivalence). If W j is of complexity 1 then there are infinitely
many different choices for O′, for example there are infinitely many different
ray germs r′j to choose from in the R–tree Mω(W j). If W j is a nonboundary
annulus then there are also infinitely many different choices for O′, for instance
there are infinitely many annuli W
′
j that can replace W j . However, if W j is
a boundary annulus then the only change we can make is to replace rj by the
unique opposite ray germ −rj in the line Mω(W j).
We conclude that, along each of the b = b(O) codimension-1 faces of O
associated to boundary annuli, there is a unique orthant adjacent to O. It
follows that any manifold germM containing O must contain all of these unique
neighboring orthants. Furthermore each of these orthants still has the same
defining surface W and the same set of b boundary annuli, and for all the
corresponding faces the unique neighboring orthants must be included. We
conclude that all 2b orthants obtained in this way must be contained in the
germM . We call this set a lune, and refer to the number b as its rank. We note
that it is naturally identified with a Euclidean spherical lune Rb×(R+)ξ−b∩Sξ−1,
with its subdivision into Euclidean orthants (i.e., spherical simplices).
Lemma 9.4. Lunes are precisely the minimal ξ-dimensional elements of the
lattice F .
Proof. Consider L a lune of rank b. We first show that L ∈ F , and that L is
a minimal ξ-dimensional element of F . As discussed above, L is a union of 2b
orthants, and without loss of generality the associated (germs of) rays for these
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orthants are of the form
r
j1
1 , . . . , r
jb
b , r
1
b+1, . . . , r
1
ξ ,
whereW 1, . . . ,W b are the boundary annuli in a decompositionW , and for each
i ∈ {1, . . . , b} we have ji ∈ {1, 2} and the ray germs r
1
i , r
2
i are opposite pairs.
For each i ∈ {b+1, . . . , ξ} we define the following objects. First, choose r2i to
be a ray inMω(W i) with germ distinct from r
1
i ; if ξ(W i) = 1 make sure that r
2
i
is not a twist direction. Next, let V i be W i if ξ(W i) = 1, and if ξ(W i) = 0 let
V i be the unique sequence (up to the usual ultraproduct equivalence) of ξ = 1
subsurfaces containingW i and disjoint from all the otherW k. We can interpret
r1i , r
2
i as ray germs inMω(V i) via the natural embeddingMω(W i)→Mω(V i).
Denote s1i = r
1
i . Finally, choose s
2
i to be a ray germ in Mω(V i) which shares
its basepoint with r1i , r
2
i but is distinct from both. Let W [i] be the subsurface
sequence obtained from W by replacing W i by V i.
Now for each i ∈ {b + 1, . . . , ξ} and each tuple ˆ = (j1, . . . , jξ) ∈ {1, 2}
ξ ,
consider the orthant O[i](ˆ) formed from W [i] and the ray germs
r
j1
1 , . . . , r
jb
b , . . . , r
ji−1
i−1 , s
ji
i , r
ji+1
i+1 . . .
in other words, we use rjkk for all k except k = i, where we use s
ji
i . Let
M [i] =
⋃
ˆ
O[i](ˆ).
This is a manifold germ, and our lune L is the intersection
L =M [b+ 1] ∩ · · · ∩M [ξ].
This shows that L is in F . Since any ξ-dimensional element C of F contained in
L must contain a top dimensional orthant O ⊂ L, it follows from the paragraph
before Lemma 9.4 that C contains L, and so L is minimal. Each lune is therefore
a minimal ξ-dimensional elements of F .
Now let C be any minimal ξ-dimensional element of F . Then C must contain
a ξ-dimensional orthant O, by Lemma 9.3. By the discussion above, C must
contain the lune L determined by O, and by the minimality of C, we have
C = L. Each minimal ξ-dimensional element of F is therefore a lune. 
We will also make use of the following:
Lemma 9.5. For each lune L of rank b there exists a manifold germ containing
L which is a union of 2ξ−b distinct lunes of rank b, no two of which have an
orthant in common.
Proof. We borrow the notation of Lemma 9.4, but in this case the construction
is somewhat easier. For each tuple ˆ = (jb+1, . . . , jξ) ∈ {1, 2}
ξ−b let L(ˆ) be the
lune of rank b which is the union of the orthants associated to ray germs
r
j1
1 , . . . , r
jb
b , r
jb+1
b+1 , . . . , r
jξ
ξ
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where (j1, . . . , jb) varies freely in {1, 2}
b. The union of these lunes, over all
ˆ ∈ {1, 2}ξ−b, is a manifold germ.
Finally, note that distinct lunes have no orthants in common, by the para-
graph before Lemma 9.4. 
Since Ô is isomorphic to the poset of finite subcomplexes of the (ξ − 1)-
dimensional simplicial complex K of Lemma 9.1, each element C ∈ Ô deter-
mines a simplicial (ξ − 1)-chain with Z2-coefficients in K, namely the formal
sum of the simplices corresponding to the top dimensional orthants appearing
in C. In what follows we will conflate the chain with C when convenient. Given
two chains α, β ∈ Cξ−1(K), we say that α is part of β if β = α+ α
′ where the
chains α and α′ have no simplices in common.
We let L denote the collection of lunes, which by Lemma 9.4 are topologically
characterized. Our next goal is a characterization of the rank of lunes as a
function on L:
Lemma 9.6. The rank is the unique function f : L → {0, . . . , ξ} with the
following property:
• If C is a lune and if f(C) ≤ b ∈ {0, . . . , ξ}, then f(C) = b if and only
if C is part of a nonzero cycle
2ξ−b∑
i=1
Ci,
such that each Ci is a lune satisfying f(Ci) ≤ b.
To prove this, we will need a lemma about flag complexes:
Lemma 9.7. Every nontrivial reduced Z2 n-cycle in an n-dimensional flag
complex has cardinality at least 2n+1.
Proof. The lemma obviously holds for 0-dimensional flag complexes, since the
support of a nontrivial reduced 0-cycle must contain at least two vertices.
Assume inductively that n = dimX > 0, and that the lemma holds for flag
complexes of dimension < n. We first observe that the link of any vertex is an
(n− 1)-dimensional flag complex, and hence by the induction assumption, the
lemma holds for links.
Let M be a Z2 n-cycle in X. Consider two adjacent n-simplices σ1, σ2 meet-
ing at a codimension 1 face τ . Let vi be the vertex of σi complementary to τ .
The link of vi in M is a Z2 (n − 1)-cycle, hence by the assumption has cardi-
nality at least 2n. The lemma would follow if we show that the stars of v1 and
v2 do not have common n-simplices.
Suppose there is such a simplex. Then v1 and v2 must be joined by an edge
e. Now the abstract join τ ∗ e is an (n + 1)-simplex all of whose edges are in
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the complex X. Since X is a flag complex, it must contain an (n+1)-simplex,
but this contradicts dimX = n. 
Proof of Lemma 9.6. We will refer to the property stated in Lemma 9.6 as
Property S.
We first show that the rank function has Property S. If C is a lune of rank b
then, by Lemma 9.5, C is part of a cycle consisting of 2ξ−b lunes of rank b.
Conversely, suppose b ∈ {0, . . . , ξ}, C is a lune of rank ≤ b, and C is part of a
nonzero cycle
∑2ξ−b
i=1 Ci where each Ci is a lune of rank ≤ b, so Ci is composed
of 2rank(Ci) ≤ 2b orthants, and the entire cycle is composed of ≤ 2ξ orthants.
Nonzero cycles require at least 2ξ orthants by Lemma 9.7, which implies that
rank(Ci) = b for all i. Since C is part of
∑
iCi, the intersection C ∩ Cj must
contain a top dimensional orthant for some j. The minimality property for
lunes, Lemma 9.4, implies that C = Cj and hence rank(C) = rank(Cj) = b.
This shows that rank has Property S.
Now suppose f : L → {0, . . . , ξ} has Property S, but is not equal to rank. Let
b be the maximum of the integers b¯ ∈ {0, . . . , ξ} such that f−1(b¯) 6= rank−1(b¯).
Suppose C is a lune of rank b. Then C belongs to a cycle
∑2ξ−b
i=1 Ci where
rank(Ci) = b. By choice of b we have f(Ci) ≤ b. Hence by Property S, we get
f(C) = b. Thus rank−1(b) ⊂ f−1(b).
Now suppose C ∈ f−1(b). Then C belongs to a cycle
∑2ξ−b
i=1 Ci where f(Ci) ≤
b. By the choice of b, we have rank(Ci) ≤ b for all i, and by Lemma 9.7 we get
rank(Ci) = b for all i. We conclude as above, using Lemma 9.4, that C = Cj
for some j, and hence rank(C) = b. Thus f−1(b) ⊂ rank−1(b). This contradicts
the choice of b. 
All the pieces are now in place for the main result of this section:
Corollary 9.8. There is a topological characterization of Dehn twist orthant
germs and Dehn twist flat germs in Mω(S).
Proof. Membership in the lattice F is topologically characterized, as is the
dimension function on F . Therefore Lemmas 9.4 and 9.6 give topological char-
acterizations of lunes and lune rank. Dehn twist ξ-orthants are the lunes of
rank 0, so these are also topologically characterizable. Dehn twist orthants of
arbitrary dimension are topologically characterized as intersections of sets of
Dehn twist ξ-orthants.
It remains to topologically characterize Dehn twist flat germs — those con-
figurations of 2ξ orthants associated to a Dehn-twist flat through x. This boils
down to finding a topological characterization of those antipodal pairs of Dehn
twist 1-orthants (also known as Dehn twist vertices) that occur in Dehn twist
flat germs.
86 JASON BEHRSTOCK, BRUCE KLEINER, YAIR MINSKY, AND LEE MOSHER
Consider a twist normalized Dehn twist vertex O = γ(Cω(µ,W, r)), so W n
is connected and is an annulus for ω-a.e. n. The antipodal point of O is defined
to be −O = γ(Cω(µ,W,−r)), where r and −r have the same initial point but
opposite directions in the line TM(W ). Note that the antipodal point of O is
well-defined, for suppose that O = γ(Cω(µ′,W
′
, r′)) is another twist normalized
expression. By Lemma 9.1 (1), for ω-a.e. n we have W n
i
≡W ′n and r, r′ have
the same direction in the line Mω(W ) = Mω(W
′
). Moreover, the asymptotic
partial markings µ,µ′ ∈ Mω(W
c
) are each equal to the projection of x. It
follows that the two asymptotic cubes Cω(µ,W,−r), Cω(µ′,W
′
,−r′) are equal
in Mω(S) and so the two expressions for the antipodal point γ(C
ω(µ,W,−r))
and γ(Cω(µ′,W
′
,−r′)) define the same Dehn twist vertex −O.
This shows that the relation of “antipodal point” gives a decomposition of
the set of Dehn twist vertices into pairs. We now show that antipodal pairs are
topologically characterizable.
Consider a lune of positive rank b > 0. The corresponding decomposition W
contains b boundary annuli associated to which are b antipodal pairs of Dehn
twist vertices that span a sphere of dimension b − 1 in the orthant complex,
which is subdivided in the standard way into 2b simplices.
These lune boundary spheres are topologically characterizable: they are pre-
cisely the (b−1)-dimensional spheres which may be obtained as the intersection
of two lunes of rank b. Moreover the simplicial decomposition of such a sphere
is topologically characterizable, since the simplices are Dehn-twist orthants.
Hence the pairs of antipodal vertices of lune boundary spheres are topologi-
cally characterizable in terms of this simplicial structure.
Now any Dehn twist vertex of O can be placed into such a lune boundary
sphere, simply by extending its defining annulus to a decomposition where it
is a boundary annulus. Thus antipodal pairs of Dehn twist vertices may be
characterized topologically as those vertex pairs which may be embedded as
antipodal vertices in a triangulated lune boundary sphere.
To summarize, germs of Dehn twist flats are topologically characterized as
those flag subcomplexes C ⊂ O whose vertex set decomposes into a union of ξ
antipodal pairs of (twist normalized) Dehn twist vertices
±Oi = γ(C
ω(µi,W i,±ri)), i = 1, . . . , ξ
such that any choice of one vertex from each pair spans a ξ-orthant: C is the
union of those 2ξ orthants; by Lemma 9.1 (2) applied to any such orthant the
annuli W 1, . . . ,W ξ form a sequence of pants decompositions W ; and the Dehn
twist flat germ associated to W is C. 
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9.4. Characterizing Dehn twist flats
We conclude Section 9 with the following observation, which gives a local
topological characterization of Dehn twist flats.
Lemma 9.9. Suppose E ⊂ Mω(S) is a connected top-dimensional manifold,
and that for every x ∈ E, the germ of E at x is the germ of a Dehn twist flat.
Then E is contained in a Dehn twist flat. If in addition E is a closed subset of
Mω(S), then E is a Dehn twist flat.
Proof. Pick any Dehn twist flat E′ ⊂Mω such that the interior in E of E ∩E
′
is a nonempty set U ⊂ E. Suppose x ∈ E lies in the closure of U inMω. Since
E′ is a closed subset ofMω(S), we have x ∈ E∩E
′. By the definition of U , the
germ of E ∩ E′ at x has dimension ξ, so by Corollary 9.2 it follows that E,E′
have the same germ at x, and we conclude that x ∈ U . Thus U is an open and
closed subset of E. Since E is connected, we have E = U ⊂ E ∩ E′ ⊂ E′.
If E is a closed subset of Mω(S), then E ∩E
′ is open and closed in E′, and
hence E ∩ E′ = E′. 
10. Finishing the proofs
We are now ready to prove our main theorems on quasi-isometric classifica-
tion and rigidity. The proof will follow the general sketch from the introduction.
Let us first state the theorems in their complete form:
Theorem 1.1 (Classification of Quasi-Isometries) Suppose that ξ(S) ≥ 2.
If S 6= S1,2 then quasi-isometries of MCG(S) are uniformly close to isome-
tries induced by left-multiplication.
That is, given K, δ > 0 there exists D > 0 such that, if f : MCG(S) →
MCG(S) is a (K, δ)-quasi-isometry then there exists g ∈MCG(S) such that
d(f(x), Lg(x)) ≤ D for all x ∈MCG(S)
where Lg is left-multiplication by g.
If S = S1,2 then the same result holds if we replace Lg by a quasi-isometry
of MCG(S1,2) induced by an element g ∈ MCG(S0,5) via the standard index 5
embedding MCG(S1,2)/Z(MCG(S1,2)) →֒ MCG(S0,5).
Here Z(G) denotes the center of G, which is trivial for all mapping class
groups with ξ(S) > 2; furthermore, in the cases where it is non-trivial, it is
finite.
Theorem 1.2 (Quasi-Isometric Rigidity) If Γ is a finitely generated group
quasi-isometric to MCG(S), then there exists a finite-index subgroup Γ′ < Γ
and a homomorphism
Γ′ →MCG(S)/Z(MCG(S))
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with finite kernel and finite index image.
In the cases of mapping class groups of complexity less than 2, quasi-isometric
rigidity is either trivial or well known. On the other hand, the analogue of
Theorem 1.1 fails in the case of complexity one, as there are quasi-isometries
of the free group which are not a bounded distance from isometries.
An immediate consequence of Theorem 1.1 is the following characterization
of the quasi-isometry group QI(MCG(S)), i.e. the group of quasi-isometries of
MCG(S) modulo those that are finite distance from the identity.
Corollary 10.1. If S has complexity at least 2 then the natural homomorphism
MCG(S)/Z(MCG(S))→ QI(MCG(S))
is an isomorphism except when S = S1,2, in which case it is an isomorphism
to a subgroup of index 5.
The proof of this corollary is embedded in the proof of Theorem 1.2 in §10.4
below.
10.1. Preservation of asymptotic Dehn twist flats
We begin the proof by showing that the local topological characterization of
Dehn twist flats in the asymptotic cone, given in Lemma 9.9, implies a global
characterization:
Theorem 10.2. If ξ(S) ≥ 2, any homeomorphism f : Mω(S) →Mω(S) per-
mutes the Dehn twist flats in Mω(S).
Proof. By Corollary 9.8, any homeomorphism must preserve the set of Dehn
twist flat germs in Mω(S) (with arbitrary basepoints) since they are topologi-
cally characterized. It follows that, at every point in the image f(E) of a Dehn
twist flat E, its germ is equal to the germ of a Dehn twist flat. Lemma 9.9
therefore implies that f(E) is itself a Dehn twist flat. 
10.2. Coarse preservation of Dehn twist flats
We next descend to the group itself, where we show that a quasi-isometry of
M(S) coarsely preserves Dehn twist flats, in a uniform sense.
Theorem 10.3. If ξ(S) ≥ 2, then given K ≥ 1 and C ≥ 0 there exists A such
that, if f : MCG(S) → MCG(S) is a (K,C)-quasi-isometry and E is a Dehn
twist flat in MCG(S) then there exists a unique Dehn twist flat E′ such that
the Hausdorff distance between f(E) and E′ is at most A.
Proof. Uniqueness of E′ follows from the fact that distinct Dehn twist flats
have infinite Hausdorff distance, an immediate consequence of Proposition 3.1
and Lemma 3.10.
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The existence proof is essentially an argument by contradiction, using Theo-
rem 10.2. If there is no uniform control of the Hausdorff distance between Dehn
twist flats and their quasi-isometric images, while on the other hand in every
limiting situation the Dehn twist flats are preserved in the asymptotic cone,
then in a sequence of counterexamples we can carefully select basepoints and
scales to get configurations in which the image of a Dehn twist flat is simulta-
neously very close to two distinct Dehn twist flats. This contradicts the fact
that distinct Dehn twist flats look different at all scales (Lemma 10.5, which is
a consequence of Lemma 3.3).
We will find the following variation of the Hausdorff metric useful. Given
subsets A,B of a metric space X and a point p ∈ X, for each r > 0 we define
Dr,p(A,B) = inf{s ≥ 0
∣∣ A ∩ Nr(p) ⊂ Ns(B) and B ∩ Nr(p) ⊂ Ns(A)}
Notice that, if Nr(p) ⊂ Nr′(p
′), then Dr,p ≤ Dr′,p′ . This is not quite a distance
function — it fails the triangle inequality — but it does give a useful criterion
for equality of ultralimits.
In the following lemma we consider a sequence (Xi, pi) of based metric spaces
with ultralimit Xω. No rescaling is assumed here; in applications below, Xi will
be the rescaled MCG(S).
Lemma 10.4. Given (Ai), (Bi) two sequences of closed subsets, Aω = Bω
if and only if for each basepoint (qi) and for each r ≥ 0 the ultralimit of
Dr,qi(Ai, Bi) equals zero.
Proof. Suppose that for some (qi) and some r > 0 we have Dr,qi(Ai, Bi) →ω
ǫ ∈ (0,∞]. Choose η ∈ (0, ǫ). It follows that, for ω-a.e. i, one of the following
is true:
(1): Ai ∩Nr(qi) 6⊂ Nη(Bi)
(2): Bi ∩ Nr(qi) 6⊂ Nη(Ai)
Furthermore, either (1) is true for ω-a.e. i, or (2) is true for ω-a.e. i; let us
assume the former. From this we conclude that there is a sequence
xi ∈ Ai ∩ Nr(qi) \ Nη(Bi)
for which xω ∈ Aω but the distance between xω and Bω is at least η. Hence
Aω 6= Bω.
Suppose next that limωDr,qi(Ai, Bi) = 0 for all (qi) and all r ≥ 0. To prove
that Aω ⊂ Bω, consider xω ∈ Aω represented by a sequence (xi) at bounded
distance from (qi), so there exists some r ≥ 0 such that xi ∈ Ai ∩ Nr(qi) ω-
almost surely. For any integer k > 0 it follows that xi ∈ N1/k(Bi) ω-almost
surely, so we may choose a sequence yki ∈ Bi such that di(xi, y
k
i ) < 1/k ω-
almost surely, and therefore ykω ∈ Bω and d(xω, y
k
ω) ≤ 1/k. The sequence y
k
ω
therefore converges to xω, but this sequence is in the closed set Bω, proving
that xω ∈ Bω. A symmetric argument proves that Bω ⊂ Aω. 
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We turn now to the proof of Theorem 10.3. Suppose that the theorem is false.
Then we may fix K ≥ 1, C ≥ 0 so that the following is true: for any A ≥ 0
there is a (K,C)-quasi-isometry f : MCG(S) → MCG(S), and a Dehn twist
flat F , such that for any Dehn twist flat F ′, the Hausdorff distance between
f(F) and F ′ is greater than A.
From this symmetric statement we make the further asymmetric conclusion
that for each s > 0 there is a (K,C)-quasi-isometry f : MCG(S) → MCG(S)
and a Dehn twist flat F such that for all Dehn twist flats F ′ we have
f(F ) 6⊂ Ns(F
′)
For if not, then there exists s > 0 such that for all (K,C)-quasi-isometries f and
all Dehn twist flats F there exists a Dehn twist flat F ′ such that f(F ) ⊂ Ns(F
′).
The closest point projection π from the (K,C)-quasiflat f(F ) to the Dehn twist
flat F ′ moves points a distance at most s and can therefore be regarded as a
(K ′, C ′)-quasi-isometry from Rn to Rn for constants K ′, C ′ that depend only
on K,C, s. Now any (K ′, C ′)-quasi-isometric embedding from Rn into Rn is
a (K ′, C ′′)-quasi-isometry where C ′′ depends only on K ′, C ′, and n; see, for
example, [34]. It follows that π is uniformly onto, meaning that there exists a
constant B depending only on K ′, C ′ such that F ′ is in the B neighborhood
of π(f(F )), and so F ′ ⊂ Ns+B(f(F )). This shows that f(F ) and F ′ have
Hausdorff distance at most s+B, which is a contradiction for A > s+B.
Fix a sequence si diverging to +∞, a sequence of (K,C)-quasi-isometries
fi : MCG(S) →MCG(S), and a sequence of Dehn twist flats Fi, such that for
all i and all Dehn twist flats F ′ we have
fi(Fi) 6⊂ Nsi(F
′) (10.1)
Since there are finitely manyMCG(S)-orbits of Dehn twist flats, by pre-composing
with elements of MCG(S) and extracting a subsequence we may assume that
the Fi take a constant value F . Fix a base point p0 ∈ F . By post-composing
with elements of MCG(S) we may assume that fi(p0) = p0, and in particu-
lar p0 ∈ fi(F ), for all i. We may therefore pass to the asymptotic cone with
base point p0 and scaling sequence si producing a bi-Lipschitz homeomorphism
fω : Mω(S) → Mω(S) and a Dehn twist flat Fω = limω(F ), the asymptotic
cone of F . Applying Theorem 10.2 we obtain a Dehn twist flat F ′ω = limω F
′
i
such that fω(Fω) = F
′
ω. By applying Lemma 10.4 it follows that, fixing any
R > 0,
1
si
DRsi,p0(fi(F ), F
′
i )→ω 0. (10.2)
On the other hand, (10.1) implies that there is a point qi ∈ fi(F ) − Nsi(F
′
i ),
and so for any r > 0 the following statement is always true:
Dr,qi(fi(F ), F
′
i ) > si (10.3)
In order to get a contradiction out of (10.2) and (10.3) we shall reapply Theo-
rem 10.2 to a properly chosen sequence of intermediate basepoints, near which
fi(F ) is still close to F
′
i , but sufficiently far that another Dehn twist flat, F
′′
i ,
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is also close to it. The contradiction will then come from the following rigidity
property of Dehn twist flats, which expresses that any Dehn twist flat spreads
away from any other one in a linear fashion:
Lemma 10.5. There exists ǫ1 ∈ (0, 1) such that for any sufficiently large r,
any x ∈ MCG(S), and any Dehn twist flats F1, F2, if F1 ∩N r
2
(x) 6= ∅ and if
F1 ∩ Nr(x) ⊂ Nǫ1r(F2)
then F1 = F2.
Proof. Express Fi as Q(Pi) for a pants decomposition Pi (i = 1, 2). Lemma 3.3
implies that the junctures of Q(P1) and Q(P2) are E1 = Q(P1⌋P2) and E2 =
Q(P2⌋P1). Note that P1⌋P2 is a marking with base equal to P1, and a transveral
for each component of P1 that is not a curve of P2. Hence, assuming F1 6= F2,
E1 and E2 must be subflats of strictly smaller dimension. The pair (Fi, Ei) is
therefore uniformly quasi-isometric to the pair (Rξ ,Rk) for some k < ξ = ξ(S).
If F1 meets N r
2
(x) then pick y ∈ F1 such that d(x, y) ≤
r
2 . Lemma 3.3 implies
that for any z ∈ F1 the distance d(z, F2) is bounded below (up to uniform
coarse-Lipschitz error) by the distance d(z,E1). Now use the elementary fact
that for any y ∈ Rξ and any R > 0 the Euclidean R-ball around y contains a
point z that is not contained in the Euclidean R2 -neighborhood of R
k. After
adjusting for the multiplicative errors, and setting r large enough to overcome
the additive errors, we find that for suitable ǫ′1, ǫ1 > 0 we have
F1 ∩ N r
2
(y) 6⊂ Nǫ′
1
r(E1)
and so
F1 ∩ N r
2
(y) 6⊂ Nǫ1r(F2).
Since N r
2
(y) is contained in Nr(x), this is what we wanted to prove. 
Let ǫ2 = min{
1
R ,
ǫ1
2 }. Applying (10.2) and (10.3), ω-almost surely the fol-
lowing two statements are true:
DRsi,p0(fi(F ), F
′
i ) ≤ ǫ2Rsi
DRsi,qi(fi(F ), F
′
i ) > si ≥ ǫ2Rsi
For each i, consider a sequence (pi,k) starting at p0 and ending with qi, with
step size d(pi,k, pi,k+1) ≤ 1. There must be some j such that, labeling xi = pi,j
and x′i = pi,j+1,
DRsi,xi(fi(F ), F
′
i ) ≤ ǫ2Rsi (10.4)
but such that
DRsi,x′i(fi(F ), F
′
i ) ≥ ǫ2Rsi (10.5)
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Now assuming ǫ2Rsi > 1 (which is true for large enough i), we have NRsi(x
′
i) ⊂
NRsi(1+ǫ2)(xi) and hence (10.5) implies
DRsi(1+ǫ2),xi(fi(F ), F
′
i ) ≥ ǫ2Rsi (10.6)
Now we apply Theorem 10.2 again, this time using (xi) as the basepoints,
and we conclude via Lemma 10.4 that there exists a sequence (F ′′i ) of Dehn
twist flats such that, for ω-almost every i,
DRsi(1+ǫ2),xi(fi(F ), F
′′
i ) < ǫ2Rsi (10.7)
and in particular F ′′i 6= F
′
i for ω-a.e. i, by (10.6). Now (10.7) implies in partic-
ular that
fi(F ) ∩BRsi(1+ǫ2)(xi) ⊂ Nǫ2Rsi(F
′′
i ).
Moreover by (10.4) we have
F ′i ∩ NRsi(xi) ⊂ Nǫ2Rsi(fi(F ))
and moreover (by triangle inequality)
F ′i ∩ NRsi(xi) ⊂ Nǫ2Rsi(fi(F ) ∩ NRsi(1+ǫ2)(xi)).
Putting this together we see
F ′i ∩ NRsi(xi) ⊂ N2ǫ2Rsi(F
′′
i ). (10.8)
Now since xi ∈ fi(Fi) we note that Nǫ2Rsi(xi), which is contained in NRsi
2
(xi),
intersects F ′i nontrivially. Now (10.8) implies, by Lemma 10.5 (noting 2ǫ2 ≤ ǫ1),
that F ′i = F
′′
i , a contradiction. 
10.3. Quasi-isometry classification
We are now ready to prove Theorem 1.1, the classification of quasi-isometries
of MCG(S) ≈ M(S). The first step is to show that a (K,C)–quasi-isometry
f : M(S)→M(S) induces an automorphism of the curve complex φ : C(S)→
C(S).
First we define φ on the vertex set C0(S). Given a vertex c ∈ C0(S), choose
a Dehn twist 1-flat Q(µ) representing c, as defined in Section 3.5. We claim
that there exists a Dehn twist 1-flat Q(ν) at finite Hausdorff distance from
f(Q(µ)). From this claim, choose a vertex d ∈ C0(S) represented by Q(ν), de-
fine φ(c) = d, and apply Lemma 3.10 (2) to conclude that φ(c) is well-defined.
To prove the claim, first apply Lemma 3.11 to obtain two maximal Dehn twist
flats Q(µ0), Q(µ1) whose coarse intersection is represented by Q(µ). Then
apply Theorem 10.3 to obtain Dehn twist flats Q(µ′0), Q(µ
′
1) at finite Haus-
dorff distance from f(Q(µ)), f(Q(µ1)) respectively. The coarse intersection of
Q(µ′0) and Q(µ
′
1) is represented by f(Q(µ)), and also by Q(µ
′
0⌋µ
′
1) according
to Lemma 3.11. It follows that Q(µ′0⌋µ
′
1) is quasi-isometric to f(Q(µ)) which
is quasi-isometric to R, and so Q(µ′0⌋µ
′
1) is a Dehn twist 1-flat.
The proof of the claim in the previous paragraph also shows for any k =
0, . . . , ξ that the image under f of any Dehn twist k-flat is coarsely equivalent
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to a Dehn twist k-flat. The dimension k only plays a role in the final sentence
of the paragraph, in which R is replaced by Rk.
To prove that φ is a bijection of C0(S), apply the same process to a coarse
inverse f¯ : M(S)→M(S) to obtain a map φ¯ : C0(S)→ C0(S). The curve c
′′ =
φ¯(c′) is represented by a Dehn twist 1-flat Q(µ′′) at finite Hausdorff distance
from f¯(Q(µ′)). The latter is at finite Hausdorff distance from f¯(f(Q(µ)), which
is at finite Hausdorff distance from Q(µ) because f and f¯ are coarse inverses.
The Dehn twist 1-flat Q(µ) therefore represents both c and c′′, and it follows
that c = c′′ by applying Lemma 3.10 (2). This shows that φ¯φ is the identity,
and a similar proof shows that φφ¯ is the identity.
We next show that two vertices c0, c1 ∈ C(S) are endpoints of an edge of C(S)
if and only if φ(c0), φ(c1) are endpoints of an edge of C(S). We need only prove
the “only if” direction, the converse following by the same argument applied
to a coarse inverse for f . Assuming c0, c1 are endpoints of an edge in C(S),
this edge is represented by some Dehn twist 2-flat Q(µ). The image f(Q(µ)) is
coarsely equivalent to some Dehn twist 2-flat Q(µ′) which represents an edge
with endpoints d0, d1 ∈ C(S). We must show that {φ(c0), φ(c1)} = {d0, d1}. Let
Q(µ0), Q(µ1) be Dehn twist 1-flats representing c0, c1, and let Q(µ
′
0), Q(µ
′
1) be
Dehn twist 1-flats representing φ(c0), φ(c1). By Lemma 3.10 (1) each of Q(µ0),
Q(µ1) is coarsely contained in Q(µ), and so each of Q(µ
′
0), Q(µ
′
1) is coarsely
contained in Q(µ′), and by Lemma 3.10 (1) again it follows that φ(c0), φ(c1) ∈
{d0, d1}. Since c0 6= c1 it follows that Q(µ0), Q(µ1) are not coarsely equivalent,
so Q(µ′0), Q(µ
′
1) are not coarsely equivalent, so φ(c0) 6= φ(c1), from which it
follows that {φ(c0), φ(c1)} = {d0, d1}.
This finishes the description of the automorphism φ : C(S) → C(S) induced
by f .
Now suppose that S 6= S1,2, returning to the case of S1,2 in the end. The
theorem of Ivanov, Korkmaz, and Luo shows that φ is induced by some mapping
class Φ ∈ MCG(S) [33, 36, 37]. We must show that the quantity
d(f,Φ) = inf
x∈M(S)
d(f(x),Φ(x))
is bounded by a constant depending only on K, C, and the topology of S.
Consider a Dehn twist flat Q(µ). Theorem 10.3 tells us that the Hausdorff
distance between f(Q(µ)) and some Dehn twist flat Q(µ′) is bounded uniformly
in terms of K, C, and the topology of S. We claim that µ′ = Φ(µ). To prove
this let µ = {c1, . . . , cξ}, and let c
′
i = Φ(ci), and so Φ(µ) = {c
′
1, . . . , c
′
ξ}. Let
Q(µi) be Dehn twist 1-flats representing ci, i = 1, . . . , ξ, and so Q(µi) is coarsely
contained in Q(µ). The image f(Q(µi)) has finite Hausdorff distance from some
Dehn twist 1-flat Q(µ′i) representing c
′
i, and so Q(µ
′
i) is coarsely contained in
Q(µ′) as well as in Q(Φ(µ)). It follows that c′i ∈ µ
′, and so Φ(µ) ⊂ µ′. But
µ′,Φ(µ) are sets of the same cardinality ξ, and so Φ(µ) = µ′, proving the claim.
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We now find a uniform bound to d(f(x),Φ(x)) for each x ∈ M(S). From
Lemma 3.11 we obtain two Dehn twist flats Q(µ0), Q(µ1) whose coarse inter-
section is represented uniformly by the point x, with constants depending only
on the topology of S. Applying Φ, we obtain pants decompositions µ′i = Φ(µi)
and the coarse intersection of the corresponding Dehn twist flats Q(µ′0), Q(µ
′
1)
is represented uniformly by the point Φ(x) in terms of the topology of S only.
Letting ν ′0 = µ
′
0⌋µ
′
1 and ν
′
1 = µ
′
1⌋µ
′
0, the junctures Q(ν
′
0), Q(ν
′
1) also repre-
sent the coarse intersection, and so must be single points ν ′0, ν
′
1 respectively.
Choose points yi ∈ Q(µ
′
i) whose distance to Φ(x) is ≤ C depending only on the
topology of S, and so d(y0, y1) ≤ 2C. By Lemma 3.3 (3) we obtain a bound on
d(y0, ν
′
0), and so also a bound on d(Φ(x), ν
′
0), depending only on the topology
on S.
On the other hand, applying the map f , and using the bound on the Haus-
dorff distance between f(Q(µi)) and Q(µ
′
i), the point f(x) also uniformly rep-
resents the coarse intersection of Q(µ′0) and Q(µ
′
1), the bounds now being in
terms of K, C, and the topology of S. The same argument as in the last para-
graph, using Lemma 3.3 (3), now produces a bound on d(f(x), ν ′0) depending
only on K, C, and the topology of S.
Combining the last two paragraphs, we obtain the desired bound on d(f(x),Φ(x)),
completing the proof when S 6= S1,2.
In the case of S = S1,2, we still get an automorphism φ : C(S1,2) → C(S1,2)
as before, but it may no longer be induced by a mapping class of S1,2. This
is a finite-index problem caused by the hyperelliptic involution τ : S1,2 → S1,2
which we now recall. See Luo [37].
The map τ interchanges the two punctures of S1,2. The quotient of S1,2
by τ , minus the four branch points, is S0,5. Since τ is central in MCG(S1,2),
every element descends to S0,5 and we get a map β : MCG(S1,2)→MCG(S0,5)
whose kernel is the center 〈τ〉 ≈ Z/2Z. The image has index 5, because an
element of MCG(S0,5) lifts if and only if it preserves the puncture which is the
image of the two punctures of S1,2. Hence β is a quasi-isometry, and we let
β′ : MCG(S0,5)→MCG(S1,2) be a quasi-inverse.
Now any quasi-isometry f : MCG(S1,2) → MCG(S1,2) gives rise to a quasi-
isometry f ′ = β ◦ f ◦ β′, and Theorem 1.1 applied to S0,5 gives an element
g ∈ MCG(S0,5) such that d(f
′, Lg) is bounded. If g is in the index 5 image
of MCG(S1,2) then a preimage h ∈ MCG(S1,2) works for h, i.e., d(f, Lh) is
bounded. If not, then at least we can produce the “almost-geometric” quasi-
isometry L = β′ ◦ Lg ◦ β, and obtain a bound on d(f, L). This completes the
proof.
10.4. Quasi-isometric rigidity
We conclude with the proof of Theorem 1.2, quasi-isometric rigidity ofMCG(S).
The argument here is well-known, cf. [51].
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Let G =MCG(S). We may assume ξ(S) ≥ 2 as the finite and virtually free
cases are already known. Left-multiplication gives a homomorphism λ : G →
QI(G), where QI(G) is the group of quasi-isometries of G modulo the bounded-
displacement subgroup. The kernel of λ is the center Z = Z(G) (in general,
kerλ consists of those elements whose centralizer has finite index in G. For
MCG(S) it is easy to show that the center are the only such elements).
Now supposing S 6= S1,2, Theorem 1.1 implies that λ is surjective. Hence we
have QI(G) = G/Z (this is Corollary 10.1).
Now if Γ is quasi-isometric to G then conjugation by the quasi-isometry Φ
gives an isomorphism QI(Γ) ∼= QI(G) so we get a map λ′ : Γ → QI(G). More-
over ker λ′ is finite: for each γ ∈ Γ, the quasi-isometry ΦLγΦ
−1 representing
λ′(γ) has uniformly bounded constants (depending on Φ), and hence by Theo-
rem 1.1 is a uniformly bounded distance from its approximating element of G.
Hence if γ ∈ ker λ′, the approximating element is in Z, and so γ is restricted
to a bounded set in Γ. Thus kerλ′ is finite.
Finally, the image of λ′ has finite index in QI(G): this follows from the fact
that the left-action of Γ on itself is transitive, and hence the conjugated action
on G is cobounded. This gives the desired map Γ → G/Z with finite kernel
and finite-index image.
If G = MCG(S1,2), we observe as in the proof of Theorem 1.1 that G/Z
injects as a finite-index subgroup of G′ =MCG(S0,5), and hence it inherits the
rigidity property from G′ with the additional cost of restricting to a finite-index
subgroup of Γ.
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