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Abstract
The COVID-19 pandemic strained our healthcare resources and exacerbated
the existing issues of primary care shortages and burnout rates for healthcare
professionals. Due in part to these factors, telehealth has seen more wide-spread
use during this time. However, current asynchronous telehealth applications
require stable Internet to function fully. Since many medically underserved
populations in the United States lack Internet access in their homes, an
application that offers patient monitoring and assessment could extend their
access to medical resources. This work proposes such a digital healthcare
application for iOS devices and evaluates it based on the system requirements of
availability, data security and privacy, and scalability.
The functionality of the application is achieved by using two interacting
backends to complete the task of interviewing patients for monitoring and
assessment purposes. The Interview Backend is composed of four modules that
control the interview process and utilize a rule-set as well as previous patient
responses to determine how to progress through an assessment interview. The UI
Backend functions as the display for the interview and communicates with the
Interview Backend to collect the patient response to a question and present new
questions to be answered.
The application’s availability is ensured using Kubernetes and the local
storage techniques of Apple’s iOS sandbox environment. Kubernetes provides
built-in functionality for the replica pods and load balancing to ensure stable
pods are maintained and available for patients when needed in addition to
balancing incoming requests between the available pods to provide similar
workloads to each. These pods maintain the web pages for a provider dashboard
and process requests from instances of the application. The iOS sandbox
environment offers a method for storing patient data locally on a device’s
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Documents Directory while protecting it from unauthorized access from other
applications or malicious parties without file-share permissions.
To provide for data security and privacy requirements, federal HIPAA
regulations relevant to this application are met through patient authentication,
role-based provider access to data, and data separation between patients’
electronic Protected Health Information (e-PHI) and Personally Identifiable
Information (PII). Patient authentication was implemented to help prevent
unauthorized accounts from being created without a provider’s permission and
to associate patient accounts to their devices, adding an extra layer of security to
address potential breaches. Providers are granted the ability to enroll patients in
the application by a system administrator, creating roll-based access separating
the ability to grant provider permissions from the ability to interact with patient
data. This helps prevent data misuse and improper disclosure by requiring
healthcare providers to be enrolled in the app by a system administrator similar
to the patient authorization process.
Further, patient data separation is implemented between the application’s
Cloud database and the provider’s database to protect the privacy of patient
data. All data stored on the application database are de-identified e-PHI and
associated with a generated patient ID, thus preventing malicious parties from
re-identifying a patient with data collected from the proposed app without also
breaching the provider’s database containing PII or otherwise already collecting
sensitive data on the patient. By encrypting the data while on the application
database and in transit, data are further secured as decryption would be
required before re-identification can be attempted.
To ensure that the scalability of the application’s network to real-world
population sizes, three of the largest underserved populations of Oconee County,
South Carolina, were used as a basis for three sets of network tests using two of
the most common request types from the application. These tests used two of
iii

the most common request types for the application, the login and last interview
retrieval requests, and included a stress test and two load tests, one of which was
a simulated 24-hour test. More specifically, they included 1,000 to 5,000
concurrent requests for the stress test, 1,000 to 5,000 total requests in smaller
batches of up to 500 for the first load test, and 10,000 requests normally
distributed over a 24 minute period representing 24-hours for the the second load
test, or simulation test. For these tests, the average response time, longest
response time, and error rate were recorded for the two types of requests, and
the response times were compared against the three-second timeout threshold for
requests set by the application.
The results of these studies showed that the application is able to process both
request types with similar response times while producing no errors. The stress
tests exhibited a linear trend that increased as the number of concurrent users
increased for the average response times and a less linear trend that also
increased for the longest response times. The longest response time was under 2
seconds for these tests, which is below the three-second threshold for a timeout.
The first load tests displayed more erratic trends for both the longest and
average response times than the stress tests, with response times increasing
overall as the batch size of concurrent requests increased. The reason for this
variability in response times is attributed to the sustained batch sizes increasing
CPU usage on the Kubernetes cluster more than the stress tests. With a peak
longest response time of over 2.5 seconds, this set of load tests neared the
three-second threshold and surpassed the longest response times found for the
stress tests’ data.
The second load tests exhibited trends resembling a normal distribution as
expected due to the data being distributed normally over the simulated hours.
The request types exhibited similar response times for both the average and
longest response times, with the times increasing toward the center of the
iv

distributed data. The longest response time for these data was less than 0.7
seconds, much shorter than the peak values for the other two sets of tests and
well below the three-second threshold.
Based on the data collected, the request types seemed to have a limited effect
on the response type for the population sizes tested. It was also demonstrated
that the application can process requests for population sizes similar to those of
Oconee County’s underserved populations; however the network would likely
need more resources to support larger populations due to the risk of timeouts
occurring.
In addition to the limitation of the population capacity of the network, this
study also was unable to conduct network tests on interview insertions to the
database due to the expense, and being constrained to iOS devices. Future
research will be conducted to address these limitations, including developing
future iterations of this application in React Native to allow for development in
iOS and Android simultaneously. In addition, future studies will also explore
implementing an authentication server to enhance security, performing tests on
SQL query times, and adding additional backend monitoring and assessment
features to the provider dashboard.
The digital healthcare application proposed here builds on existing telehealth
options by focusing on populations that are currently underserved. The results
from this study indicate that the proposed application ensures availability in
areas with limited Internet access while at the same time maintaining the level of
security and privacy required by HIPAA, and exhibiting scalability to population
sizes similar to those explored in this study. By extending our robust telehealth
and digital healthcare options, we can better prepare for future situations like
the COVID-19 pandemic as well as further improve the effectiveness of our
current healthcare system.
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1

Contextual Introduction
While the COVID-19 pandemic has caused social, economic and health-based

issues for much of the world, it has also exacerbated concerns within our current
healthcare system, for example the need to provide better healthcare options to
underserved populations and the level of strain on our existing healthcare
workforce. In 2015, 57 million Americans, or 17.8% of the US population, lived
in areas with primary care shortages, meaning that they lacked adequate
primary healthcare providers in the fields of general or family practice, general
internal medicine, pediatrics, or obstetrics and gynecology (1). More recent data
compiled by the Health Resources and Services Administration on June 16 of
2022 shows that this figure has increased to an estimated 94 million Americans,
or 28.5% of the US population, living in areas with primary care shortages (2).
A similar trend has also been found for the stress healthcare professionals report
experiencing: a cross-sectional study conducted by the University of Illinois at
Chicago found that from 2014 to 2016 between 43% and 48% of front-line
healthcare professionals experienced self-reported burnout characterized by
emotional exhaustion and depersonalization, with this figure increasing to 62.8%
in 2021 during the COVID-19 pandemic(3).
A potential answer for both of these issues is to utilize telehealth, which has
seen increased usage during the COVID-19 pandemic, especially in areas most
affected such as Florida, which saw up to 683% more patients using the available
to them in the first two months of the pandemic (4). These online resources
allowed patients with COVID-19 symptoms to report on their condition without
needing to travel to a healthcare facility, and patients with unrelated symptoms
or conditions but not needing specialized medical care were able to seek medical
assistance without the risk of exposure to COVID-19. More important, having
access to healthcare services virtually is especially advantageous for populations
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with limited access to hospitals or transportation provided they have an
appropriate device.
As telehealth is still evolving, one limitation impacting the availability for
patients is the need for the appropriate software and a stable Internet connection.
As of February 2021, approximately 77% of all Americans have access to
broadband Internet in their homes; however, only 72% of rural US citizens(5),
57% of adults making less than $30,000 annually, and 59% of those with a
high-school education or less, all groups comprising the underserved population
in the US healthcare system due to social, economic, or educational factors have
this service (7). In contrast, approximately 85% of Americans currently own a
smartphone, including 80% of rural Americans, 76% of adults making less than
$30,000 annually, and 75% of US citizens with a high-school education or less (8).
Since the percentage of smartphone ownership is markedly higher than that
for Internet access, especially for the underserved populations, a digital
healthcare application that requires limited Internet usage while also being
available on a smartphone could present a viable option for providing this
population with the healthcare services that they may currently have difficulties
accessing. However, current telehealth applications either lack functionality
without Internet access or do not provide the ability for long-term patient
monitoring for a variety of chronic conditions.
To address this limitation, this work proposes a smartphone-based digital
healthcare application that offers patient monitoring and assessment for
healthcare providers while also allowing for functionality in areas with limited
Internet access. It employs a rules-based model that allows providers to tailor
their assessment and monitoring tools to meet their patient population needs
based on health data and self-reported health information. Further, this
proposed application is functional in situations where access to the Internet is
limited or unavailable as it stores a backlog of patient data locally on the phone,
2

and it includes protocols addressing HIPAA regulations that ensure the privacy
and safety of the patient health data are protected, both locally on the phone
and as this information is transferred to Cloud storage locations.
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2

Literature Review
While COVID-19 has exposed the vulnerability of the US healthcare system

when it is called upon to monitor and assess a large influx of patients, other
factors, which are also difficult to predict, can impact the efficacy of our
healthcare resources and their accessibility, especially for vulnerable populations.
Some of the issues are the result of the stress experienced by the front-line
healthcare professionals and the demographics of both these care givers and our
population in general.
The stress experienced by healthcare workers is characterized by emotional
exhaustion and depersonalization leading to burnout (3). According to a
cross-sectional study of performed by the University of Illinois at Chicago, 43%
to 48% of nurses, including nurse practitioners (NP), physician assistants (PA),
and certified registered nurse anesthetists (CRNA), self-reported burnout in their
jobs from 2014 to 2016, a percentage that increased to 62.8% in the US in 2021
after the onset of the COVID-19 pandemic (3). Increased rates of burnout, in
general, can be attributed to stress resulting from time pressure and
occupational workload (3), all factors that appear to correlate with the increased
strain experienced by healthcare facilities during the COVID-19 pandemic as the
number of patients they assessed, treated, and monitored increased. This
institutional strain may continue for the foreseeable future as the long term
effects of COVID-19 are still being investigated
This occupational stress is further impacted by the retirement of the Baby
Boom generation, the youngest members of which will reach retirement age by
2029. Since they represent one of this country’s largest age groups, it may be
difficult to ensure we have an adequate number of professionals to replace them
as they leave the workforce. This is especially critical for the nursing profession,
which is responsible for much of the direct contact with patients. Currently,
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nurses aged 65 years or older account for approximately 19.0% of the Registered
Nurse (RN) workforce, up almost 15% from 2013 (9). This increasing trend of an
aging nursing workforce is only expected to continue over the next 3 years, with
more than one-fifth of the nursing respondents in a nation-wide 2020 survey
indicating that they plan to retire by 2025 (9).
Some of the hospitals most at risk of the consequences caused by this potential
shortage are those serving rural areas. An estimated 80% of rural communities
are considered to be medically underserved, meaning that they suffer from a lack
of adequate provider coverage from health and medical professionals (10). The
US has approximately 60 million rural citizens, almost a fifth of its overall
population (5), meaning that 48 million Americans are medically underserved in
these communities. Further, these rural areas experience some of the lowest
percentages of specialists per 100,000 residents, with approximately half of them
lacking essential departments such as obstetric services (5). And these issues are
likely only going to get worse for these underserved areas as the number of
healthcare professionals staffing their hospitals continues to decrease.
Chronic conditions are another concern impacted by both the aging and the
underserved populations. These conditions, which often require long-term
treatment plans and symptom management solutions, become more prevalent
with age, with 80% of US senior citizens having at least one chronic condition
and 50%, at least two (6). Thus, their treatment creates a cost concern as well as
a significant strain on medical facilities and staff. According to Rick Pollack, the
CEO of the American Hospital Association, the cost incurred for treating
patients with multiple chronic conditions accounts for approximately 84% of the
healthcare dollars spent in the US (5). Given the shortage of nurses and the fact
that the Baby Boom generation will likely require increasingly more medical care
in the near future, a solution that both relieves the stress on the frontline
healthcare providers and effectively addresses chronic conditions and the
5

underserved rural communities would benefit both the US population and its
healthcare system.

Telehealth
One proposed solution for addressing these concerns is through the use of
telehealth, which has the potential for allowing for more efficient, effective and
cost-effective service to these populations (11). Telehealth includes any form of
e-health service that uses telecommunication to aid in delivering healthcare
information or educating and informing patients about their healthcare needs
(11). Its uses vary depending on the provider, but they often include personal
healthcare management, prescription management, transmission of medical
reports, and video-conferencing between patients and providers. These features
allow for medical professionals to provide similar levels of care to patients similar
to an appointment at a clinic or urgent care facility but without requiring an
in-person interaction between patient and provider. Given these advantages, it is
logical that telehealth was originally conceived with rural communities in mind;
however, currently only approximately 27% of rural hospitals are utilizing such
systems (12). During the COVID-19 pandemic, however, we saw an increase in
the emphasis on telehealth as it provided the social distancing required while
still allowing for patients to interact with their healthcare providers (11).
The use of telehealth by the medical field has led to research on the potential
labor and cost savings these digital systems offer (13; 14). However, the lack of
nationwide licensure of telehealth applications and patient privacy laws have
slowed the adoption of these services, in large part due to concerns regarding the
safety of sensitive health data being stored and sent using telehealth solutions
(11). If these concerns involving data safety can be addressed, telehealth offers
an effective way of delivering quality healthcare.
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Another issue of concern is the technology these systems require. Existing
telehealth systems generally require good bandwidth, a stable Internet
connection for users, and direct action from healthcare providers to
video-conference or process service requests, meaning that some of the areas
most in need of these services lack these resources (11). For example,
approximately 39% of the US rural population does not have reliable Internet
access (5) and only 77% of the US population in general has access to a desktop
or laptop computer (8), stressing the need for an effective telehealth application
that minimizes reliance on the Internet and computers. Mobile devices may be
an attractive possibility as 85% of Americans in general own smartphones,
including 80% of rural Americans and approximately 61% of those 65 or older in
the US (8). As these data suggest, the rural underserved and the retired
populations could benefit from mobile technologies, especially those designed to
monitor and manage chronic conditions.
Current telehealth solutions focusing on symptom monitoring and
management are categorized as asynchronous telehealth if they rely on Cloud
storage solely to store collected data (15). Two examples, Babylon Health and
Conversa, offer treatment management by either connecting patients with their
providers or providing treatment information as well as access to patient records
via Cloud storage, with both using AI for communicating with the patient via
chat-bots (16; 17). For Babylon Health, a mobile application, Internet
connection is required to access both its Q&A Symptom Checker and
Healthcheck features. The Q&A Symptom Checker feature compares
self-reported symptoms to a database of possible illnesses but does not provide
long-term assessments nor patient monitoring based on symptom data collected
(18), while Healthcheck uses questions to collect and monitor patients’ eating
habits, physical activity, and mood to provide information about and
recommendations for your overall health(19).
7

Conversa provides several similar features offered by Babylon Health, relying
on patients’ email addresses or phones number to initiate chat conversations
about their healthcare needs, with an emphasis on patient engagement and
responding to healthcare-related questions. The primary focuses of this
asynchronous telehealth application are access to patient records and isolated
symptom tracking. Patients can request the information that a provider has on
file in their heath record, and Conversa will either display these data or give the
patient more information on how to access this information. The isolated
symptom tracking follows the status of a self-reported single symptom, such as
difficulty breathing; however, this information is not used in conjunction with
other patient data and providers do not use it to assess the patient or monitor
their condition as it is solely for patient use(17).
The application proposed in this research extends existing asynchronous
telehealth technology by providing monitoring and assessment focused on the
needs of underserved communities using an iOS smartphone application.
Further, it addresses the technology issues of this population by implementing
the local storage of patient health data if the Internet is unreliable. Thus, as it
does not rely solely on Cloud-based servers to store data, the proposed
application is referred to as a digital healthcare application rather than an
asynchronous telehealth application. It follows the data security and privacy
standards required for healthcare applications handling such data and ensures
the application can sustain a population size similar to underserved
communities, especially those in rural areas.

8

3

System
The two subsystems comprising the proposed digital healthcare application

discussed here include an overview of the patient’s application and the system
requirements supporting its safety and viability. These requirements are then
analyzed in a discussion of the effectiveness of the proposed application for
achieving the standards expected for healthcare software focused on underserved
communities.

Overview
The process for using the proposed digital healthcare application involves
providers registering, i.e. enrolling, their patients who then answer interview
questions pertaining to their health on the application. The providers enroll
their patients by giving each a unique ID, which allows for their account to be
registered on the smartphone application. These accounts are protected by a
password, or PIN, that each patient creates when they sign in for the first time.
This PIN is then used each time the patients sign into their accounts. Figure 1
shows the sign-in screen of the app.
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Figure 1: The sign-in screen of the application. Patients use the password they
create during their first sign-in to access the application every time it is used.

Once a patient is registered and has signed in to the app, they are presented
with the assessments their provider has assigned. By selecting the relevant one,
they access an interview via a chat-bot interface as illustrated in Figure 2.
The interview questions can be formatted as multiple choice, select all that
apply, or text or date response. The patient’s answers are stored on their
smartphone until it has access to the Internet, at which time the responses are
sent to provider’s database via the application’s web-based network. These
responses are then used by the application to determine follow-up questions for
future interviews, including, for example, those monitoring the severity of a
patient’s symptoms or those reminding the patient about the need for a vaccine
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Figure 2: Sample interview presented to a patient using a chat-bot interface.
Patients select the buttons corresponding to their answer for the question asked
or type in their response in the text box provided if it is available and appropriate.
In this figure, the question references ”Cough – 4 (Intense)” and ”Shortness of
breath or difficulty breathing – 3 (Moderate)” resulting from a previous interview
the patient completed.
booster. This user experience and application functionality are based on
underlying requirements that were addressed in the architecture and assessed in
the testing of the application.

Requirements
More specifically, the requirements for this proposed application include
ensuring the availability of the app to patients even in areas with limited
Internet access, ensuring the security and privacy of patient data are compliant
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with HIPAA regulations, and determining the scalability of the app to expected
population sizes without significantly impacting the response rate of data
requests. The app’s availability is primarily dependent on the robustness of the
network being used to process requests from a patient’s smartphone and the
architecture of the system as a whole. Networks with built-in redundancies and
sufficient resources are less likely to result in large wait times for requests, and
minimizing the number of these requests further decreases the effects of limited
Internet access to the user. One of the most widely used platforms for deploying
containerized web-based services is Kubernetes, which was used in this research.
It allows for the ability to add redundancy to service pods as well as for
managing resources and load-balancing on a given network, making it a fitting
choice for this proposal.
Since our app also stores data in the Cloud, SQL was selected for this
database for two reasons: the data storage solutions for similar applications are
not openly available, and SQL offers a database management solution that most
appropriately addresses the needs for data storage for this application. More
importantly, since the application must be able to operate with limited Internet
access, the ability to store patient interviews and continue operating while the
patient has unreliable or no Internet is critical.
Security and privacy for patient data for this proposed app were developed
based on HIPAA standards for electronic patient records and typical software
security measures for passwords and storage of sensitive data in secure locations
on the smartphone. In addition to the steps taken for securing data on the
patients’ devices, the data held at other locations are also protected via data
separation and de-identification of patient data in databases using generated
patient IDs. By preventing the transfer of sensitive data from a provider and
limiting the ways in which collected, de-identified patient data can be sent, the
ability for malicious parties to re-identify a patient using this application is
12

reduced.
The scalability of the app was determined based on the system’s ability to
handle different workloads. Using a custom-built network load testing
framework, estimates for the operational limits of the network given the
resources and population sizes were established. Using data from these network
load tests, the network’s population capacity was determined and the ability to
scale this proposal to larger groups is discussed. In this way, the viability of the
network as a solution for real-world population sizes can be assessed.
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4

Availability
To ensure availability, the mobile application and its associated network

backend work together to provide functionality even when the patient may be
offline, updating patient records and information when they reconnect to the
Internet on their smartphone. The mobile application requires Internet access for
initial downloading and then allows for interviews to be conducted regularly to
collect health data and monitor and assess a patient’s condition. The rule set for
these interviews, which are created by a provider, include the questions to be
asked, the potential responses, and both the patient’s current and previous
responses. For example, a patient may have previously stated that they have
such symptoms as a cough, nausea, and shortness of breath, each with a
self-reported severity; then for the following interview, the patient will be asked
to report if the severity of their symptoms has worsened, remained the same, or
improved. The Cloud database, located in the network backend, stores patient
responses to all interviews, allowing for data to be transferred from the
application when the patient has Internet access. The database can be queried
by either the patient’s application or from the provider dashboard so that both
have access to the responses.
The overall system architecture of the mobile application comprises two
interacting backends, the UI Backend consisting of the ViewController module,
and the Interview Backend consisting of the Model, StateTracker,
ResponsePlanner, and DialogPolicy modules, as can be seen in Figure 3.
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UI Backend

Interview Backend

StateTracker

ViewController

Model

ResponsePlanner

DialogPolicy

Figure 3: Block diagram of the mobile application and the interaction between the
primary modules of the backends of the mobile app. Arrows indicate the direction
of communication between connected modules.

The ViewController module in the UI Backend acts as the only entry into the
central Model module that controls the operation of the Interview Backend. as
the arrows indicate, this module controls the operation of the others in this
backend, all of which act as helper modules, carrying out basic operations while
the Model coordinates. These modules work together via calls in the Model to
parse the patient’s response, use the rules set by a file provided to find the next
question to ask, and return this question and its associated response options to
the ViewController to be displayed to the patient. More specifically, the
StateTracker module tracks which questions remain based on patient answers,
while the ResponsePlanner module decodes the data files for the current patient
15

interview and the DialogPolicy module determines responses to send to the
ViewController. This architecture allows for a provider-agnostic approach to be
implemented as the ViewController sends API calls that could be substituted for
any UI Backend so long as it has protocols in place for communicating correctly.
For more information on the rule set used for the application, see Appendix A.
The architecture for the network service between the mobile application and
the provider dashboard with the Cloud database is shown in Figure 4.

Cloud Servers
Database

Mobile
Application
Kubernetes Container
Provider
Dashboard

Figure 4: A simplified representation of the design of the application for web
requests on a network-level. The mobile application shown in Figure 4 and the
provider dashboard make requests via the Cloud servers hosting the database and
the Kubernetes container. The PHP pod acts as the entry point for requests from
the mobile application and provider dashboards and runs operations for the Cloud
database while processing requests for data. The NGINX pod contains the HTML
code needed to run the provider dashboard.
The mobile application proposed in this work, the provider dashboard and the
Cloud database communicate with one another through the Cloud on a secure
TLS connection to ensure privacy. Specifically, a Kubernetes container
configured on Cloud servers maintains the web pages necessary for healthcare
providers to enroll patients in the app and to add the healthcare workers who
16

can manage their assessments. NGINX provides the framework for the
web-server, allowing for the hosting of a provider dashboard for enrolling
patients while the PHP pod contains the PHP files used to process web-requests,
retrieve data from the associated database, and alter the structure of the
database files by, for example, adding new interviews or new patients. The
HTML code for the web page is stored in the NGINX pod, a widely used
Kubernetes service mesh which manages the operation for the provider
dashboard as well as any pages healthcare workers need to access. When the
mobile application or provider dashboard sends a request to the PHP pod, the
PHP resource requested is executed, and the code in this resource either
completes the request or determines that it cannot be completed and returns an
error response. Several of these PHP resources have access to the database and
can retrieve and store data as well as create new tables, add patients, or query
data on the database. Kubernetes allows for running multiple replica PHP pods
simultaneously to help scale Cloud-based solutions to support an expected
population as well as adding redundancy and ensuring that users can be
redirected to a working pod if the one they are using crashes.
The system proposed here includes two replica pods for both the NGINX and
PHP pods to increase the redundancy of the system using minimal resources.
The Kubernetes network for this system processes user requests and transfers
requests loads from one pod to another as shown in Figure 5.
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a)

c)

b)
Kubernetes
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Figure 5: A visual representation of how the network handles requests. The
Kubernetes service manages and replaces pods as needed. As can be seen in
Figure 5a, under normal circumstances, the Kubernetes load balancer directs a
request to the pod with the least activity, in this case Pod 2. In Figure 5b, Pod
2 has crashed, so the load balancer now redirects all requests to Pod 1. In Figure
5c, a new pod is created, with Pod 3 replacing Pod 2 to maintain two working
pods at all times.

By using a load balancer, the network can redirect requests to functional pods
while replacement pods are set up on the network by the Kubernetes Service.
This load balancer also ensures that all pods receive a similar amount of work.
As the number of concurrent crashed pods of the service increases, the workload
on the active pods also increases leading to slower response rates. However, the
number of these replica pods in Kubernetes can be adjusted, and replica pods
are automatically created as soon as a crash is detected, reducing the chances of
multiple pods being unusable at one time. Maintaining an adequate number of
pods for the application’s population aids in ensuring the availability of the app
if the patient has Internet access and the network is operational.
If the network is unreachable from the mobile application, availability is
maintained by using locally stored patient responses and storing newly completed
interviews on the patient’s device. This is accomplished by storing a set number
of interviews on the patient’s device for referencing at a later time. By default,
the five most recent interviews are always stored on the application, but if the
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patient lacks Internet access, all new interviews completed by the patient are
stored until the Cloud database can be reached again and the new interviews
uploaded, thus reducing the locally stored number of interviews to the five most
recent. All interviews are saved in the JSON format due to its widespread use
and support as a file format and because it provides storage capabilities for all of
the interview data needed by the database and application. More on the use of
the JSON file format for this project can be found in Appendix B.
All iOS apps run in what is referred to as a sandbox to reduce the likelihood
of malicious code being able to interact with or to read files used in an app. By
default, data stored in a sandbox cannot be accessed from other applications on
the device. Since this app was developed in iOS, the locally stored interviews are
saved in a memory location that Apple has named the Documents Directory, a
protected storage location in the sandbox which can be accessed by other parties
remotely only if the owner of the device enables file sharing (20). The sandbox
environment including the Documents Directory and app data storage can be
seen in Figure 6.
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Figure 6: A representation of where interview responses are stored locally on the
patient’s device. The mobile application both stores a backlog of patient responses
in the Document Directory in the app’s sandbox and can retrieve data when the
app is active. No other application on the device can access this sandbox or its
associated data. The arrows represent data transfers to and from the Documents
Directory. This figure was adapted from an Apple file system diagram (20).

To compromise these files, a malicious entity would have to gain access to the
patient’s smartphone as well as their device password and then locate and extract
the files in question in the Documents Directory. However, as the data stored on
the device are still de-identified, so the attacker would also have to collect other
patient information as well to re-identify the application’s stored data.
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5

Data Security and Privacy
In designing the proposed application, ensuring the security and privacy of the

data collected from patients was essential to safeguard against possible attacks
via a malicious party or misuse of patient data. To ensure the security of patient
data and information, the Health Insurance Portability and Accountability Act
of 1996 (HIPAA), the federal regulations mandating how patient health data can
be used and how it should be protected in both physical and digital mediums,
was used as a guide in designing the data storage and collection aspects of this
application.

HIPAA
The regulations mandated by HIPAA specifically refer to the protection and
use of electronic-Patient Health Information (e-PHI) as well as governing the
entities that use or store these data(21). According to one of the regulations of
this act, any entity using, storing, or transferring e-PHI that is also contracted
by a HIPAA-covered entity is required to be in compliance with HIPAA
regulations for such data (21). Since the purpose of this healthcare application is
to facilitate healthcare professionals in the collection, storage, and transfer of
patient information, it is required to meet this guideline. Specifically, the four
requirements it entails are to ensure e-PHI is created, transmitted, and stored
confidentially without compromising its integrity or availability; to protect
against reasonably anticipated threats to the security and integrity of e-PHI; to
protect against reasonably anticipated impermissible uses or disclosure; and to
ensure that the workforce complies with these guidelines. To ensure clarity and
consistent understanding, HIPAA defines these terms: confidentiality prohibits
improper use or disclosure; integrity prevents e-PHI from being altered or
destroyed in an unauthorized manner; and availability assures that e-PHI is
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available on-demand for an authorized entity(21). As there is no workforce
innately tied to this proposal outside of the providers, their compliance is not
germane to this application, thus only the first three guidelines apply to this
application. This app addresses these three through patient authentication,
provider access, and patient data separation.

Patient Authentication and Provider Access
Registering patients is an essential step to ensure that only authorized
individuals can access the application, thus reducing the chance of improper use
or disclosure by non-permitted parties. To register a patient in the proposed
application, a healthcare provider must be given access to the Kubernetes-hosted
provider dashboard previously described in Figure 4 by a system administrator
and a unique 9-digit alphanumeric patient ID which is randomly generated. The
means for distributing this ID to the patient is entirely handled by the
healthcare provider; however, transmission via email was used for the testing
conducted in this research. The patient uses this ID to register for this
application on their smartphone and creates a password, which ties their patient
ID to the mobile device they used to register.
Should patients change devices or need access on multiple devices, they either
reuse their current ID to register on a new device after the provider has modified
their records to allow for re-registering, or a new patient ID is created for the
new device. Since the ID is associated with a patient’s specific device, a
malicious party would have to either acquire a patient’s smartphone or gain
access to the provider’s dashboard, reset the patient’s information and re-register
on their own device, a complex, multi-step process reducing the chances of e-PHI
being compromised or altered. Furthermore, if the patient’s mobile device is
stolen, a password is still required and further, retrieving meaningful data from
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previous interviews would be difficult as this information is protected in the
Document Directory, as previously discussed, and only the five most recent
interviews can be acquired, protecting any other interviews from being acquired
locally on the stolen device.
In addition to the authentication protections in place to prevent unauthorized
registration and account breaches, the ability to access the proposed application’s
database is secured with role-based access. Role-based access in this application
is divided between a system administrator who can invite healthcare
professionals via email to manage their patients, and healthcare professionals
who can access patient records associated with their practice. In contrast to how
patient registration is handled, healthcare providers must be enrolled with
special permissions by a system administrator to access data regarding their
patients and are given a unique password associated with their email address as
a login credential. Healthcare professionals must be specifically assigned to their
organization and can only view and access records from patients that they have
enrolled. In keeping data strictly controlled via role-based access divided between
health care professionals and a system administrator granting the privileges, the
risk of sensitive data being misused or improperly disclosed is further reduced.

Patient Data Separation
Patient data separation is another security measure for ensuring that patient
privacy is maintained in digital applications in the healthcare field. To secure
sensitive data, HIPAA requires that all e-PHI be confidentially created,
maintained, and transmitted as well as protected against reasonably anticipated
threats to security such as a database breach (21). To comply with these
regulations and to protect patient e-PHI in general, this research used an
approach that separated patient data from identifiable characteristics. It involves
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keeping any collected Personally Identifiable Information (PII), such as names,
biometrics, email addresses, telephone numbers, social security numbers, and
residency addresses, in a locally maintained or Cloud-based database that only
the healthcare provider or system administrator can access and use for decoding
patient responses and matching e-PHI to the appropriate PII. This provider
database will never send any PII to the proposed application’s database, and
security of this information will be maintained by the provider. The data
collected in the form of user responses from the mobile application are associated
and stored on the mobile app database with generated user IDs that are not
directly identifiable with the patient’s sensitive data stored in the
provider-maintained database. This separation of e-PHI, which is illustrated in
Figure 7, ensures that even if a breach were to occur that could cause the
exposure of e-PHI, these data would not be directly connectable to a patient’s
PII.

Proposed Application
Mobile
Application

e-PHI to
Database
e-PHI to
Application

Mobile App
Database

e-PHI to
Dashboard

Provider
Dashboard

e-PHI to
Database

Provider
Database

Figure 7: Diagram showing how data are separated and transferred using the
proposed application. Solid boxes indicates where the e-PHI is stored, and a
dotted-line box indicates where the PII is stored. The arrows show the direction
of data movement and the type of patient data that can be transferred. It is
important to note that PII is never stored or transferred outside of the provider
database.

To protect e-PHI as it is being stored or transferred in web-requests, it is
encrypted both in transit and while stored in the mobile app database. To
reconstruct the patient profile in a meaningful way, a malicious party would need
to infiltrate either the local storage in the mobile application or the mobile app
database containing e-PHI and the provider database containing patient PII.
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Then, the e-PHI would have to be decrypted and their data matched to the
appropriate PII which, again, requires a complex, multi-step process to
re-identify the data in a meaningful way, reducing the likelihood of such a breach.
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6

Scalability
An important consideration in designing an application serving large,

wide-spread populations such as the one proposed here is determining the
limitations of its scalability from a network perspective. More specifically, rural
areas, defined as having fewer than 500 people per square mile or any populated
area with less than 2,500 residents (22), are the populations of interest for this
research as they represent the medically underserved regions that are the focus
of the proposed app. In this context, it is important for us to know, for example,
if the proposed system can handle 10,000 patients daily, with a possible 500
users making web requests simultaneously during a peak time-period.
To compare the performance of the proposed application to a real-world
population, Oconee County, South Carolina, was selected as a logical basis of the
population of focus. It reported a population of 78,314 according to the 2020 US
Census (23), with an overall population density of 118.6 people per square mile
(24), categorizing it as rural. Of its population, 11,695, or approximately 15%,
reported an annual income plus benefits of less than $35,000 (25); 8,124, or
approximately 10%, had a high-school education or less (26), and 18,195, or
23%, were aged 65 or older (23). As these demographics have been identified as
three of the largest underserved populations in the county, they were used to
select a reasonable expected payload size for testing the network capabilities of
the application.
To better understand how population sizes and payload configurations affect
the network performance, a network load testing program was developed using
Python to test the two most frequent request types used by the application: a
patient attempting to login to the application, which returns a numeric 1 for
success or one of the numeric failure codes, and the application requesting a past
interview, which returns 58-questions in a JSON object in these tests, from the
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mobile app database. The difference in the request types and the size of the
responses they return was considered as potentially impacting their response
times.

Methodology
According to previous research, stress testing and load testing are two types of
network load tests that are useful for analyzing the limitations of an
application’s network backend (27). The batch sizes used in these tests are
dependent on the populations in question, and using Oconee County as a
template, a range of possible population sizes from 1,000 to 5,000 was selected as
sufficient to represent the underserved populations of this area; in addition, a
population size of 10,000 was also used in a simulation test to analyze
performance with larger population groups.
Stress testing evaluates the performance of a network receiving a high volume
of requests at once. For this study, a set of stress tests was conducted by sending
a varying number of requests simultaneously to the network and recording
response times as well as any errors or timeouts that occur. The time period of
three seconds was selected as the timeout threshold since it is the length of time
the mobile application will wait for a response from the network when sending a
request.
The request batches for the stress test ranged from 1,000 to 5,000 by intervals
of 500, with the program waiting 10 seconds between each to ensure the effects
of previous batches did not affect the current one. Each batch was repeated five
times, and the results were averaged to reduce the variability of the data
collected. The metrics for average request time, longest request time, and the
error rate of each batch were measured as valuable indicators of the network’s
performance. The average request time is helpful in determining the overall
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network performance, while longest request time can reveal if any patients
waited markedly longer for a response than the average. The error rate can
reveal when requests are failing to be completed, which is most likely caused by
the network being overworked or failing due to stress.
Load testing sends payloads using various numbers of total requests and
concurrent requests. For this research two types of load testing were conducted:
the first has a set number of 5,000 total requests with increasing concurrent
requests per batch, and the second acted as a simulation of a 24-hour period
with a larger total request size of 10,000. The first load test was performed by
creating a queue containing 5,000 total requests and concurrently sending these
requests in batches of 100 to 500 increasing by 50. Each batch for this load test
was repeated five times, and the results were averaged as with the stress test.
The purpose of this test, which is to measure the network’s ability to operate
when constantly handling a set payload of patients, differs from the stress test by
limiting the number of concurrent requests per batch and requiring the network
to process a smaller number of requests until all requests are handled.
The second load test was designed to simulate the system working for a full
day; however, to reduce the possible downtime for the application during testing,
1 hour in the simulation is equivalent to 1 real-time minute, making the total
run-time of the simulation 24 minutes. This simulation measures the system’s
effectiveness at processing requests given a realistic payload, with a nearly
Gaussian, or normal, distribution of the population sending requests throughout
the day. To distribute the payload during the simulated day, the 10,000 requests
used were split into the standard deviations of a Gaussian distribution for a
24-hour day broken into eight three-hour standard deviations, with noon being
the center of the distribution. As with the stress tests, the metrics of average
response time and longest response time were selected as metrics to be analyzed
for both sets of load tests.
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To obtain the metrics needed for all tests, a queue was created containing
threads sending either the login or last interview retrieval requests using
Python’s requests library. All login requests were sent using the credentials from
the same simulated patient, and all retrieved interviews were identical. A single
patient was used since it was assumed that any SQL query would take a similar
amount of time to complete regardless of the patient’s credentials for the
population sizes used in these tests. The database and network architecture were
created using an IBM Virtual Private Cloud (VPC) deployed on a Kubernetes
cluster with an attached load balancer to manage incoming requests. The
cluster’s specifications included 2 virtual CPU cores with access to 6.144
gibibytes of memory divided across a set of 2 replica PHP pods used for
processing the database requests.
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Results and Discussion
To best understand the results of the load tests, the data from the login and
last interview retrieval tests are overlaid for comparison and analyzed by
comparing their trends, observing their behavior as the payload is varied, and
comparing the performance of the requests to the three-second threshold for
triggering a request timeout.

Stress Tests
The average and longest response times for the stress tests are shown in Figure
8. Based on the average response time data, the effect of increasing the overall
size of the payload for the stress tests exhibits a linear increase in the average
response time for both sets of request types. The last interview retrieval requests
have similar response times as the login requests until a batch size of 4,000, after
which it is longer compared to the logins. This discrepancy does not appear to
reflect a relationship between the type of the requests as the variation is
relatively insignificant at less than 0.02 seconds at most.
The trends for the longest response time data show a relationship that is less
linear than the average response times, with the last interview retrieval response
times being shorter than the login response times for six of the nine batches.
The longest response times for the two request types diverge at a batch size of
4,000 much like the average response times, with the last interview retrieval
response time surpassing 1.8 seconds, which is still much shorter than the
three-second threshold. The data trends here also seem to indicate that the two
request types are similarly easy for the network to process in this test case.
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Figure 8: The average response times (a) and longest response times (b) for both
login and last interview retrieval stress tests. The number of requests per batch
was equivalent to the total number of requests for this test.
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First Load Tests
The average and longest response times for the first load tests are shown in
Figure 9. The data for the average response time for this set of load tests are not
as linear as the stress tests, even decreasing for at some increments as the
number of requests per batch increases. This relationship suggests that the effect
of the load tests on the network is more erratic than for the stress tests, meaning
that that while the overall average response time may increase as the batch size
increases, decreases appear to occur unpredictably. This variation implies that
the network handles lower volume batches over a sustained period of time less
predictably and effectively than large bulk volumes such as those sent in the
stress tests. This could imply that sustained batch sizes increase the CPU usage
of the Kubernetes cluster more than a large one-time batch of requests, causing
the network to perform more poorly for load tests such as this one.
The data for the longest response time show that this test pushes the network
close to the three-second threshold required for a request to timeout, as both
request types peak at response times over 2.5 seconds. This finding indicates
that the network approaches its operational limits to satisfy the needs of a
population of 5,000 if more than 500 are concurrently sending requests to the
network. Similar to the average response times, the data for longest response
times also demonstrate more variability than the stress tests, further supporting
the network performing less consistently with this test.
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Figure 9: The average response times (a) and longest response times (b) for both
login and last interview retrieval for the first set of load tests. The total number
of requests for each batch was 5,000.
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Second Load Tests
The average and longest response times for the second load tests are shown in
Figure 10. The average response times for these data resulted in a trend
resembling a bell curve, which is reasonable considering the requests sent were
distributed using a Gaussian distribution. The longest average response times for
both request types occurred within 1 standard deviation from the center of the
distribution, or from the simulated hours of 9AM to 11PM and 11PM to 2PM.
The average response times then decrease on both sides of the center of the
distribution towards zero. The peak average times for both request types were
less than 0.07 seconds, and both exhibit similar trends, with no major variations
in their times.
Similar to the average response times, the longest response times also resemble
a Gaussian distribution as expected. These times also increase as the data
approach the center of the bell curve, closely matching the standard deviations
of the generated requests. The longest response time recorded is less than 0.7
seconds, much lower than the peak values for the other tests and well below the
three-second threshold. These results suggest that the network functions well
under circumstances similar to those for which it is intended, showing that it is
able to effectively serve a population size of 10,000 if they are normally
distributed over a given period of time, in this case a simulated 24 hours.
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Figure 10: The average response times (a) and longest response times (b) for both
login and last interview retrieval for the second set of load tests, also called the
simulation tests. The total number of requests for each of these tests was 10,000,
distributed normally over the 24-hour period. The simulated hours shown are
labeled from 0 to 23 with 0 representing 12AM and 23 representing 11PM.
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Overall Test Results
The data show that the network for the proposed application functions well
for the population parameters set here without any response times exceeding the
threshold for a timeout. Further, no errors were detected during testing in the
form of requests returning invalid values or connection timeouts from the
network. In addition, the two PHP pods used in testing remained active
throughout the process, and neither was terminated by the Kubernetes cluster.
The type of request sent seemed to have a negligible impact on the response
times measured in these tests, with the query time within the database and the
size of data being returned not appearing to affect these values for the population
sizes tested. These results suggest that the network is capable of effectively
serving underserved populations similar in size to those of Oconee County under
similar conditions to the three types of network load tests conducted.
Despite the overall success of the network in these tests, during the first set of
load tests the longest response times approached the three-second timeout
threshold at peak values for both request types. This indicates that the network
was reaching its limits and would result in request timeouts with larger batch
sizes. Even though this was not an issue for the population sizes used here, to
scale this application to larger ones, it would be necessary to add more resources,
such as additional virtual CPUs or more memory, to ensure the network operates
without timeouts in circumstances such as the first load test.
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7

Conclusion
The digital healthcare application proposed in this work extends current

asynchronous healthcare applications in addition to prioritizing underserved
populations. Current applications, such as Babylon Health and Conversa, rely on
fully available Internet and offer only limited monitoring and assessment
features. Because this application localizes its data storage and operation,
underserved populations with limited Internet access have an option for health
care management that they may not otherwise have given the constraints of
current telehealth solutions. Just as important, this locally stored data are also
protected using built-in iOS sandbox features that limit the possibility of a
patient’s data being compromised.
In addition, other security measures such as authorizing only users approved
for the application and separating patient e-PHI data from identifiable PII
ensure that this application adheres to HIPAA regulations as well as protects
health data. Allowing only authorized patients and healthcare professionals
makes this application more difficult for malicious parties to access, and the
access levels granted to authorized users protect data from being misused by
those without the appropriate permissions. As an added precaution, the data
that can be accessed on the application are de-identified and require additional
information such as PII from a provider’s database to re-identify a patient.
Ensuring compliance with HIPAA through these design principles makes this
proposed application viable for healthcare providers to implement in their
monitoring and assessment programs.
The viability of the proposed application was further tested by simulating
network loads to ensure its ability to process requests, the results finding that it
is able to support a population the size of three of Oconee County’s largest
underserved groups. The network load tests also found that two of the primary
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request types used in this application had similar response times for the
population sizes tested despite the difference in their returned data. Further,
these tests produced no errors from the network and demonstrated the stability
of the system under the three sets of network tests examined.
As with all research, this proposed application has several limitations,
primarily the network’s population capacity, the inability to conduct network
tests on interview insertions to the database, and the application being
constrained to iOS devices. The load testing found that in its current iteration
the application may encounter timeout errors with population sizes larger than
those of the underserved populations of Oconee. To serve larger population sizes,
either a more robust Kubernetes cluster with additional resources will need to be
developed or individual instances of the existing network setup will need to be
implemented per provider or per population.
The load tests conducted in this research do not include inserting interviews to
the database due to the cost of data storage using IBM Cloud databases. Each
network test would require inserting large amounts of data onto the database,
with each stress test adding 225,000 interviews since each of the 9 batches
consisted of 5 sets of 5,000 requests. Since the size of each 58-question interview
used in testing was approximately 10 kilobytes, storing the data for a single
stress test would take approximately 2.4 gigabytes. To be cost-effective for this
study, it was decided that inserting interviews to the database would be tested in
the future when and if it becomes needed.
This application was designed for iOS devices due to the protections Apple has
built into its products and to maximize the population reached using a single
operating system. However, this limits the software’s usability to only those with
iPhones or iOS compatible devices, preventing certain sections of the
underserved population from having access. Currently, work is underway to
move future development of the application to React Native, a JavaScript
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framework that allows for software to be written once and compiled for both iOS
and Android devices. This change requires rewriting the Swift code used for the
original application into JavaScript in addition to extensive compatibility testing
to ensure that all features are functional on both iOS and Android phones. Once
completed, this migration to React Native will further the goals of this research
to service a larger population.
Other future research includes implementing an authentication server for
network requests, investigating SQL query times, and adding backend monitoring
and assessment features to the provider dashboard. An authentication server will
modify how network requests are generated by providing patients with a token
to verify their access to data on the database. These tokens will be set to expire
after a set period of time, requiring the patient’s application to request a new
token periodically. This system is expected to aid in protecting patient data by
adding a further verification step to the request process.
To further enhance the robustness of the proposed network, tests on the SQL
querying times of the application’s requests will be conducted. These tests will
provide insight into which of the application’s request types take longer to
execute on the database and offer possible methods of improving these query
times. Shortening the query times for these will improve the overall response
time for the application and ideally reduce wait times for patients and providers
as they retrieve data.
By adding monitoring and assessment tools to the provider dashboard,
healthcare professionals will be able to generate reports and graphics for
visualizing patients’ healthcare data. These features will ease the workload of
healthcare professionals by helping find patterns in patient conditions or
monitoring for certain factors in a patient’s health data. Work has already begun
to implement these features to the existing provider dashboard by incorporating
the generation of basic visualizations such as bar graphs of a population’s
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responses.
Through the development of a network load testing framework in Python, this
work contributes to the analysis of Kubernetes systems and provides insight into
its functionality under specific load conditions. This program was designed to
allow for specific load tests to be created, modified, and conducted with full
control of population sizes, measured metrics, and batch sizes. In contrast with
other Kubernetes load testing applications, such as Speedscale, this Python
program operates as a standalone testing framework and does not require an
additional cluster for conducting testing while offering full control of the testing
environment.
This work also contributes to patient monitoring and assessment of
underserved communities with limited Internet access while reducing the
workload on healthcare professionals who are currently facing high rates of
occupational burnout. It responds to the needs of the healthcare system made
more apparent by the socioeconomic issues exacerbated by COVID-19 by
building upon existing telehealth while ensuring the application’s availability in
limited Internet situations, maintaining the level of security and privacy required
for such an application, and having the scalability for population sizes similar to
those explored in this study. With more robust telehealth and digital healthcare
options, we can better prepare not only for future illnesses but, more
importantly, further improve the overall effectiveness of our current healthcare
system.
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Appendices
A

RML File Structure

An essential feature for an interview system is the set of rules used to
determine which question should be asked next or when to end an interview,
which is handled by the RML file format developed for this work. This file
format stands for Rules for Machine Learning due to this work’s original intent
of teaching these rules implicitly from real patient interviews performed by
healthcare professionals. Due to the difficulty in training these rules and the
accuracy required for interviewing patients to collect health data, it was deemed
more efficient and effective to explicitly code these rules. An example version of
this file is shown in Figure 11.
1,1 & initial_interview -> 2
1,1 & Nolocated:{previous*;5}comparison= &
Nolocated:{previous*;2}comparison= -> 5
1,1 -> 24
2,1 -> 3
2,2 -> 4
3,0 -> 4
4,1 & date after:{weeks;1}-located:{previous;10} -> 9
5,1 -> 8
5,2 -> 9
...
24,1 -> 0
24,2 -> 0

Figure 11: Example of entries in a sample RML file usable in the proposed application. The “− >” symbol, also called the production symbol, separates the
question and answer pair and compound rules on the left from the next question
on the right. If the question and answer pair and all compound rules are satisfied, then the question number associated with that entry is returned as the next
question to ask the patient. For example, if question 2 received the answer with
index 1, then the next question to ask is question 3.
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This file shows some of the basic functionality of the RML file type, such as
using compound rules. Within the DialogPolicy module of the Interview
Backend, the RML file will be read and the most recent question and user
response pair along with previous interviews will be used to determine the next
question to ask. The RML file is read from top to bottom one line at a time and
the first set of rules to be found that are fully satisfied is used to pick the next
question to ask.
Some sets of rules include initial interview, !initial interview, date after:, and
located:. The initial interview and !initial interview commands will result in a
“true” value based if it is the patient’s first interview or if they have answered an
interview of this type before respectively. To determine this, the model checks to
see if any interviews exist either on the device or saved on the database if
Internet access is present.
The date after: command will return true if a specified amount of time since a
specified question was last asked has elapsed. For example, in the RML file
shown above, the date after: command dictates that if it has been one week
since the last time that question 10 was asked and the user just responded with
the first answer to question 4, then the model should ask question 9.
The located: rule can be used in conjunction with other rules, such as date
after:, to tell the RML where to look for comparison values. For example, the
command Nolocated:{previous*;5}comparison= designates that if the current
patient response is “No” and this is equivalent to the last given answer to
question 5, then this command will return true. It is important to note also that
the previous and previous* commands are used in many comparison rules, with
previous checking the most recent recorded interview, and previous* searching
all previous interviews available for the most recently answered question of a
matching question number.
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JSON File Structure

To make the interviews modular and customizable for healthcare providers, a
JSON structure was designed containing questions and metadata related to the
question text, type of answer expected, response options, and any previously
answered questions that must be referenced to replace text in the question. An
excerpt from a JSON file compatible with the app can be seen in Figure 12.
The references in this file are used to replace text starting at the “</display”
tag within the question text and ending at the “>” tag. This can be used to
reference previously answered questions and incorporate this information into
the question currently being asked. Inserted values can be filled in via the
“references” data in the JSON, with these being the previously given responses
to numbered interview questions. This functionality is called “dynamic display”
and allows for text to be generated dynamically based on a user’s unique health
history, allowing for previously answered questions to be incorporated into a
current one. For example, the app could reference a previous patient response
about a severe cough, and ask if this symptom still persists. JSON files like these
can also be generated without requiring the user to understand JSON formatting
via JSON formatters and converters. Such a program was not developed for this
project, but does stand as a logical advancement to further increase the usability
of this product for healthcare workers and others not trained in coding or JSON
standards.
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{
"name": "example_name",
"provider": "example_provider",
"questions": [
{
"qid": "1",
"tag": "Example",
"qtype": "Single",
"text": "Press Begin to start.",
"options": [
{
"value": "Begin"
}
],
"references": [[]]
},
{
"qid": "2",
"tag": "Example",
"qtype": "Single",
"text": "Have you received a COVID-19 vaccine?",
"options": [
{
"value": "Yes"
},
{
"value": "No"
}
],
"references": [[]]
},
... // other entries would continue here
}

Figure 12: Example of a JSON interview usable in the proposed application.
Interviews always start at question 1, denoted by the “qid” key that contains the
value “1”, and then the continuation of questioning is determined by the patient’s
response to previously asked questions and rules set by the associated RML file.
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