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Abstract
Let Z denote the set of integers, let s be a natural number, and let Is = [0, 2π)× · · · ×
[0, 2π). Let M be a s × s matrix with integer entries and let h =∑n∈Zs hne−i(n·θ) be a
complex valued multivariate trigonometric polynomial on Is , where θ = (θ1, . . . , θs) ∈ Is ,
n = (n1, . . . , ns) ∈ Zs , and n · θ = n1θ1 + · · · + nsθs . The sum in the function h is taken
over a finite set.
Consider a multivariate sampling operator S = Sh(M) on the Hilbert space L2(Is) defined
by the action
Sh(M) : f (θ) 	→ h(θ)f (θM),
where f ∈ L2(Is).
In our paper we give an upper bound on the spectral radius of the operator S = Sh(M),
in particular, we prove (under a certain technical assumption)
ρ(S)2  p0 +
∣∣∣∣∣∣
∑
n∈Zs ,n /=0
pn
∣∣∣∣∣∣ ,
where |h|2(z) =∑n∈Zs pnz−n.
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1. Introduction
Sampling operators naturally arise in wavelet analysis. In the one-dimensional
case, see [9], a connection has been made between the spectral radius of a sam-
pling operator S and the smoothness of the scaling function determined by the oper-
ator S. Reader interested in multivariate wavelet analysis can be referred to [1] for
instance. For connections between spectral radii of multivariate sampling operators
and smoothness of scaling functions we refer the reader to [8]. For general introduc-
tion to wavelet analysis we suggest the introduction in [2].
In our paper we provide an upper bound on the spectral radius of a multivariate
sampling operator. One-dimensional sampling operators were studied in [3–5,7,11]
for example. An upper bound on the spectral radius of one-dimensional sampling
operator was given in [10].
Let N be the set of natural numbers, Z the set of all integers, R the set of all real
numbers, and C the set of all complex numbers. Let s be a natural number and let
Is = [0, 2π)× · · · × [0, 2π). Let M be a s × s matrix with integer entries and let h
be a complex valued trigonometric polynomial on Is .
Let Zs = {n = (n1, n2, . . . , ns) where ni ∈ Z for all i ∈ {1, 2, . . . , s}} be an
integer lattice and consider Rs = {x = (x1, x2, . . . , xs) where xi ∈ R for all i ∈
{1, 2, . . . , s}}. Define a s-torus by Ts = Rs/Zs .
When referring to f ∈ L2(Ts) we write f (z) = f (z1, . . . , zs); when referring
to f ∈ L2(Is) we write f (θ) and understand f (θ) = f (eiθ1 , . . . , eiθs ). We consider
f (z) or f (θ) depending on the context.
Let C(Ts) denote the Banach space of all continuous functions on Ts with the
supremum norm and L∞(Ts) denote the Banach space of all essentially bounded
functions on Ts .
We will work with two Hilbert spaces L2(Ts) and l2(Zs). We select the standard
basis for L2(Ts), the set of polynomials {zn | n ∈ Zs} where z = (z1, . . . , zs) ∈ Ts
and zn = zn11 · · · znss .
Let the set {en} denote the standard basis for the space l2(Zs). For a given n ∈ Zs
we define
en : Zs → C,
en(m) = 1 if m = n,
en(m) = 0 otherwise.
The Hilbert spaces L2(Ts) and l2(Zs) are isomorphic under the unitary map U :
L2(Ts)→ l2(Zs) given by
U : zn 	→ en.
Let g ∈ L∞(Ts) and define a multiplication (Laurent) operator Lg on the Hilbert
space L2(Ts) by the following action:
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Lg : f (z) 	→ g(z)f (z),
where f ∈ L2(Ts). The operator Lg is a bounded linear operator and its norm is
given by
∥∥Lg∥∥ = ess sup
z∈Ts
|g(z)|.
Let h be a Laurent polynomial on the s-torus Ts . We write h(z) =∑n∈Zs hnz−n.
Note the sum is over a finite set. When appropriate, we will view h as a trigonometric
polynomial on Is and write h =∑n∈Zs hne−i(n·θ) where n · θ = n1θ1 + · · · + nsθs .
It turns out to be convenient to define a set valued box degree of h, denoted by
Bh. Let i ∈ 1, 2, . . . , s and we define the numbers ai and bi as follows: consider
h(zi) =∑n∈Zs hnz−n as a function of zi only. Let 1 − ai to be the lowest power of
zi and bi − 1 to be the highest power of zi . We set Bh = {(k1, . . . , ks) | ki ∈ {1 −
ai, . . . , bi − 1}, i ∈ {1, . . . , s}}. Assume ai ≥ 1 and bi ≥ 1 for all i ∈ {1, . . . , s}.
We give an example. Let h(z,w) = 6z−2 + z−3w−1 + zw2 − z, we have Bh =
{(k, l) | k ∈ {−3, . . . , 1}, l ∈ {−1, . . . , 2}}.
2. Norms of multivariate sampling operators
We view the sampling operator S as a product of an upsampling operator fol-
lowed by a Laurent operator. An upsampling operator CM on l2(Zs) is defined by
the following action on the standard basis:
CM : en 	→ enMT .
Let = {nMT |n ∈ Zs} be a subgroup of the group Zs . A downsampling operator
RM on l
2(Zs) is defined by the following action on the standard basis:
RM : en 	→ enM−T if n ∈ 
en 	→ 0 otherwise.
Here we understand M−T = (MT )−1. We note the downsampling operator RM is
the adjoint of the upsampling operator CM .
We define a sampling operator S = Sr(M) on L2(Is) by the following action:
S : f (θ) 	→ r(θ)f (θM),
where θ = (θ1, . . . , θs) ∈ Is and f ∈ L2(Is). Let GM denote the quotient group
GM = Zs/. We have |GM | = | det(M)|, where |GM | is the order of the group GM ,
see [6] for example.
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We can view the M-upsampling and M-downsampling operators as operators
on the Hilbert space L2(Is) defined by the following actions:
CM : f (θ) 	→ f (θM)
and
RM : f (θ) 	→ 1| det(M)|
∑
k∈GM
f ((θ + 2πk)M−1).
Proposition 2.1. Let M be a matrix with positive integers. If r(z) ∈ L∞(Is) then
Sr(M)
∗Sr(M) is a Laurent operator and Sr(M)∗Sr(M) = Lg where
g = 1| det(M)|
∑
k∈GM
|r|2((θ + 2πk)M−1).
Proof. Write Sr(M)∗Sr(M) = RML|r|2CM and consider the Fourier expansion of
|r(z)|2 =∑n∈Zs rnz−n. It is not difficult to see Sr(M)∗Sr(M) = RML|r|2CM = Lg ,
where the nth Fourier coefficient of the function g is equal to rnMT . It remains
to show
g = 1| det(M)|
∑
k∈GM
|r|2((θ + 2πk)M−1).
Let us look at the nth Fourier coefficient of g
(g, zn)= 1
(2π)s | det(M)|
∫
Is
∑
k∈GM
|r|2((θ + 2πk)M−1)einθ dθ
= 1
(2π)s | det(M)|
∑
k∈GM
∫
Is+2πk
|r|2(θM−1)einθ dθ
= 1
(2π)s
∑
k∈GM
∫
(Is+2πk)M−1
|r|2(θ)einθM dθ
= rnMT . 
Proposition 2.2. Let r(z) ∈ L∞(Is), then
‖Sr(M)‖2 = ess sup
θ∈Is

 1| det(M)|
∑
k∈GM
|r|2((θ + 2πk)M−1)

 .
Proof. Note ‖Sr(M)‖2 = ‖Sr(M)∗Sr(M)‖ and the result follows immediately from
Proposition 2.1. 
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For k  1 the action of the operator Skr (M) on the Hilbert space L2(Is) is given
by
Skr (M)f (θ) = r(θ)r(θM) · · · r(θMk−1)f (θMk)
for f ∈ L2(Is). We define
Tk(θ) = r(θ)r(θM) · · · r(θMk−1)
and note Tk ∈ L∞(Is). We have
Skr (M) = LTkCMk .
Proposition 2.3. The spectral radius of the sampling operator S = Sr(M) is given
by
ρ(S)2 = lim
k→∞

sup
θ∈Is

 1| det(M)|k
∑
j∈G
Mk
|Tk|2
(
(θ + 2πj)M−k
)



1/k
.
Proof. The proof is immediate from previous developments. 
3. An upper bound on the spectral radius of a sampling operator
In the case of r = h, a Laurent polynomial on the torus Ts , we will now obtain an
upper bound on the spectral radius of the operator Sh(M) that is readily expressible
in terms of the Fourier coefficients of |h|2. The spectral radius of a multivariate
sampling operator Sh(M) is clearly bounded above by the norm of the operator
Sh(M), or more crudely, the norm of the Laurent operator Lh. Note for some cases
of the polynomial h the spectral radius of the operator Sh(M) is equal to ‖Lh‖. Take
for instance a constant function for h. However, for various polynomials h we will
obtain a sharper upper bound on the spectral radius of Sh(M), sharper than the norm
of either the Laurent operator Lh or the operator Sh(M). We refer the reader to [10]
for an upper bound on the spectral radius of one-dimensional sampling operator.
In order the assert our upper bound on the spectral radius of Sh(M) we need to
impose a condition on the polynomial h which is frequently met in relevant applica-
tions.
Let l(z) =∑n∈Bh lnz−n be a Laurent polynomial. Define the sum
tn =
∞∑
k=0
lnMkT
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for each n ∈ Bh ∩ c. Here c denotes the complement of the set  in the set Zs .
We say the Laurent polynomial l has the M-ergodic sign property if either tn  0 for
all n ∈ Bh ∩ c or tn  0 for all n ∈ Bh ∩ c.
Note B|h|2 = {(k1, . . . , ks)|ki ∈ {2 − ai − bi, . . . , ai + bi − 2}, i ∈ {1, . . . , s}}.
The following is our main result.
Theorem. Let h =∑n∈Bh hnz−n be a Laurent polynomial such that the Laurent
polynomial |h|2 satisfies the M-ergodic sign property. The spectral radius of the
sampling operator S = Sh(M) is bounded above by
ρ(S)2  p0 +
∣∣∣∣∣∣∣
∑
n∈B|h|2 ,n /=0
pn
∣∣∣∣∣∣∣ ,
where |h|2(z) =∑n∈B|h|2 ,n /=0 pnz−n.
We need to develop some preliminary results in order to prove the main theorem.
Lemma 3.1. Let h(z) =∑n∈Bh hnz−n be a Laurent polynomial on Ts , then
ρ(S)2  lim inf
k∈N
{
sup
θ∈Is
1
k
(
|h|2(θ)+ |h|2(θM)+ · · · + |h|2(θMk−1)
)}
.
Proof. Set Hk(θ) = h(θ)h(θM) · · ·h(θMk−1) and observe the following bound:
‖Sk‖2  sup
θ∈Is
|Hk(θ)|2.
Working with the Laurent polynomial |Hk|2 is more natural than working with
the function |Hk|. As a consequence we now have
ρ(Sh)
2  lim inf
k∈N
{
sup
θ∈Is
(
|Hk|2(θ)
)1/k}
 lim inf
k∈N

supθ∈Is
1
k
k−1∑
j=0
|h|2(θMj )

 . 
In the case of a non-negative Laurent polynomial on Ts we have the following
result. For f ∈ C(Is) we define ‖f ‖sup = supθ∈Is {|f (θ)|}.
Corollary. Let h(z) =∑n∈Bh hnz−n be a non-negative Laurent polynomial on Ts .
Then
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ρ(S)  lim inf
k∈N
{
sup
θ∈Is
1
k
(
h(θ)+ h(θM)+ · · · + h(θMk−1)
)}
.
Proof. Immediate. 
Let g ∈ C(Is) and define
Akg(θ) = 1
k
k−1∑
j=0
g(θMj ).
Lemma 3.2. Let g(θ) = f (θ)− f (θM) where f ∈ C(Is). Then ||Akg||sup → 0
as k →∞.
Proof. Observe
Akg = 1
k
(
f (θ)− f (θM)+ f (θM)− f (θM2)+ · · · + f (θMk−1)− f (θMk)
)
.
Now ‖Akg‖sup = 1k ‖f (θ)− f (θMk)‖sup  2k ‖f ‖sup and thus ‖Akg‖sup → 0
as k →∞. 
Let M = [aij ]1i,js . Define zM = (ei(a11θ1+···+as1θs ), . . . , ei(a1s θ1+···+assθs )),
where z= (z1, . . . , zs)= (eiθ1 , . . . , eiθs ). Also let 1= (1, . . . , 1) and 0= (0, . . . , 0).
Lemma 3.3. Suppose a Laurent polynomial h =∑n∈Bh hnz−n satisfies the M-ergo-
dic sign property. Then h can be represented in the form
h(z) = h0 + f (z)− f (zM)+ g(z)
for some Laurent polynomials f, g where the functions f and g have the following
properties: (denote by fn and gn the nth Fourier coefficient of f and g respectively)
• The functions f and g are Laurent polynomials with f0 = g0 = 0 and g(1) =
h(1)− h0.
• We either have gn  0 for all n ∈ Zs or gn  0 for all n ∈ Zs .
Proof. Identify the Laurent polynomial hˆ(z) = h(z)− h0 with its Fourier coeffi-
cients
{hˆn}, hˆ0 = 0.
Set the Fourier coefficients of f (z) =∑n∈Bh xnz−n as unknowns. Denote by F
the Fourier coefficients of f (z)
F = {xn}, x0 = 0
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and note the Fourier coefficients of f (zM) are given by
{xnMT }.
We wish to find F so that the Fourier coefficients of g(z) = h(z)− h0 − f (z)+
f (zM)are either all non-negative or all non-positive. We will actually show we can find
F so that any Fourier coefficient gn is either equal to zero or equal to the quantity tp =∑∞
k=0 hpMkT wherep is in the setc ∩ Bh. Consequently, the signs of the Fourier co-
efficients gn are determined by the signs of the corresponding quantities tp.
Assume without loss of generality tn  0 for n ∈ Bh ∩ c. As a result we will
have all Fourier coefficients gn greater or equal to zero. To this end we set up the
following system:
• xn  0 for all n ∈ Bh such that Mn /∈ Bh,
• hn = xn for all n ∈ Bh ∩ c,
and if nMkT ∈ Bh we impose
• hnMkT = xnMkT − xnM(k−1)T for k  1 and n ∈ Bh ∩ c.
A solution for this system exists if the Laurent polynomial h satisfies the
M-ergodic sign property. 
Lemma 3.4. Let h(z) =∑n∈Bh hnz−n be a Laurent polynomial. Suppose
the Laurent polynomial |h|2(z) =∑n∈B|h|2 pnz−n satisfies the M-ergodic sign prop-
erty. Then
lim sup
k→∞
{
sup
z∈Ts
Ak|h|2(z)
}

∣∣∣∣∣∣∣
∑
n∈B|h|2 ,n /=0
pn
∣∣∣∣∣∣∣+ p0.
Proof. Write |h|2(z) = p0 + f (z)− f (zM)+ g(z)where f and g are as in Lemma
3.3. By the construction of the Laurent polynomial g we have ||g||sup = |g(1)|.
Observe for each k  1
sup
z∈Ts
Ak|h|2(z)= sup
z∈Ts
Ak (p0 + f (z)− f (zM)+ g(z))
 p0 + 2||f ||sup
k
+ ||g||sup
= p0 + 2||f ||sup
k
+ |g(1)|
= p0 + 2||f ||sup
k
+
∣∣∣∣∣∣∣
∑
n∈B|h|2 ,n /=0
pn
∣∣∣∣∣∣∣
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observe g(1) = |h|2(1)− p0. We now conclude
lim sup
k→∞
{ sup
z∈Ts
Ak|h|2(z)}  p0 +
∣∣∣∣∣∣∣
∑
n∈B|h|2 ,n /=0
pn
∣∣∣∣∣∣∣ . 
Theorem. Let h(z) =∑n∈Bh hnz−n be a Laurent polynomial where the Laurent
polynomial |h|2 satisfies the M-ergodic sign property. The spectral radius of the mul-
tivariate sampling operator S = Sh(M) is bounded above by
ρ(S)2  p0 +
∣∣∣∣∣∣∣
∑
n∈B|h|2 ,n /=0
pn
∣∣∣∣∣∣∣ ,
where |h|2(z) =∑n∈B|h|2 pnz−n.
Proof. Immediate. 
In the case of a non-negative Laurent polynomial we have the following result.
Corollary. Assume the non-negative Laurent polynomial h(z) =∑n∈Bh hnz−n sat-
isfies the M-ergodic sign property. Then the spectral radius of the multivariate sam-
pling operator S = Sh(M) is bounded above by
ρ(S)  h0 +
∣∣∣∣∣∣
∑
n∈Bh,n /=0
hn
∣∣∣∣∣∣ .
Proof. Combine Lemma 3.1 with previous results. 
4. Applications to wavelet analysis
We refer the reader to [8] for the upcoming background. We have borrowed some
of the forthcoming notation from their paper. By default we use our previous nota-
tion. Let m denote a trigonometric polynomial. We say that a s × s dilation matrix
M is isotropic if
M∗M = λI
for some λ > 1. Consider a subdivision operator T ∗ (up to a scalar multiple it is a
sampling operator)
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T ∗ = | det(M)|Sh(M),
where m(0) = 1 and h = |m|2. In [8] terminology, the operator T ∗ is the adjoint of
a so called transfer operator T . Define a dilation operator D by the following action
on L2(Rs):
D : f 	→ f (θM−1).
Assume now φ is a compactly supported tempered distribution whose Fourier
transform is a function. We say that φ is refinable with respect to the dilation matrix
M if there exists an essentially bounded 2π periodic function m so that (almost
everywhere)
D−1φˆ = mφˆ,
where φˆ is the Fourier transform of φ. Let supp(φ) denote the closure of the support
of φ. Let φ be the convex hull of the set supp(φ)− supp(φ). Let
Zφ = φ ∩ Zs .
Let Hφ be the space of trigonometric polynomials with spectrum in Zφ . In partic-
ular
f ∈ Hφ if and only if f (θ) =
∑
n∈Zφ
c(n)ei(n·θ).
Consider the Sobolev space
Wm2 (R
s) = {f ∈ L2(Rs) |Dαf ∈ L2(R) for 0  |α|  m}.
We say that α(φ) is a L2 regularity parameter of φ if α is the maximal number
so that φ ∈ Wα′2 (Rs) for all α′ < α. Note α can be negative. The following result
can be found in [8].
Theorem. Let φ be a compactly supported refinable distribution and let T be its
associated transfer operator. Then there exists an eigenpair (µ, fµ) of T such that
fµ ∈ Hφ and such that, with ρ∗ = |µ|,
α(φ) = − logλ(ρ
∗)
2
.
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Combining our results with the above theorem we obtain
Corollary. Let φ be a compactly supported refinable distribution and let T be its
associated transfer operator, then
α(φ)  −| det(M)| logλ(β)
2
,
where β = h0 +
∣∣∑
n /=0 hn
∣∣ with h(θ) =∑n∈Zs hne−i(n·θ). Here h satisfies the
M-ergodic sign property.
Proof. Observe
ρ∗  ρ(T ) = ρ(T ∗) = | det(M)|ρ(Sh(M))
and thus
α(φ)= − logλ(ρ
∗)
2
 −| det(M)| logλ(ρ(Sh(M)))
2
 −| det(M)| logλ(β)
2
. 
Example. Quincunx lattice is generated by the matrix (see grid below)
M =
[
1 1
1 −1
]
.
Note | det(M)| = 2 and GM∼=Z2. Consider a nonnegative Laurent polynomial on
T2h(z,w) = −z−1/2 + z−1w−1 + 1 + zw − z/2.
Consider the multivariate sampling operator Sh(M). The norm of the operator
Sh(M) is given by
‖Sh(M)‖2 = sup
θ∈I2
1
2
(
|h|2(θM−1)+ |h|2((θ + (2π, 0))M−1)
)
= sup
θ∈I2
(
7
2
+ 4 cos(θ1)+ 2 cos(2θ1)+ 12 cos(θ1 + θ2)
)
= 10.
We have ‖Lh‖ = 4, ‖Sh(M)‖ =
√
10 and our upper bound on the spectral radius
of Sh(M) yields ρ(Sh(M))  2. Let φ be a refinable tempered distribution with its
associated transfer operator T with respect to the dilation matrix M . Then the L2
regularity parameter α(φ) for φ satisfies
α(φ)  −1.
474 P. Zizler / Linear Algebra and its Applications 385 (2004) 463–474
References
[1] D.-R. Chen, B. Han, S.D. Riemenschneider, Construction of multivariate biorthogonal wavelets
with arbitrary vanishing moments, Adv. Comput. Math. 13 (2) (2000) 131–165.
[2] Ingrid Daubechies Ten Lectures on Wavelets, CBMS-NSF Lecture Notes nr. 61, SIAM, 1992.
[3] M.C. Ho, Spectra of slant toeplitz operators with continuous symbols, Michigan Math. J. 44 (1997)
157–166.
[4] M.C. Ho, Adjoints of slant toeplitz operators, Integral Equations Operator Theory 29 (1997) 301–
312.
[5] M.C. Ho, Properties of slant toeplitz operators, Indiana Univ. Math. J. 45 (1996) 843–862.
[6] T.W. Hungerford, Algebra, Springer-Verlag, New York, 1974.
[7] Y.D. Latushkin, On integro-functional operators with a shift which is not one-to-one, Math.
USSR-Izv. 19 (1982) 479–493.
[8] A. Ron, Z. Shen, The Sobolev regularity of refinable functions, J. Approx. Theory 106 (2000) 185–
225.
[9] L.F. Villemoes, Energy moments in time and frequency for two-scale difference equation solutions
and wavelets, SIAM J. Math. Anal. 23 (1992) 1519–1543.
[10] P. Zizler, On the spectral radius of a sampling operator, J. Integral Equations Appl., in press.
[11] D.-X. Zhou, Spectra of subdivision operators, Proc. Amer. Math. Soc. 129 (2001) 191–202.
